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Preface

Today, data scientists use the term “big data” to describe the exponential growth and
availability of data, which could be structured and unstructured. Big data has taken
place over the past 20 years and will stay with us for the next few years. In a recent
study, Cisco Systems predicted that in 2021, over 27.1 billion electronic devices would
be connected to the Internet. From these devices, smartphones only will generate — on
average — 14.9 gigabytes of data per month. This massive amount of data contains,
possibly, patterns of behavior that can be exploited by organizations to take decisions
or to design public policies with a high impact. In this context, the term big data not
only concerns the storage, the management, and the analysis of a large amount of data
but also is associated with the ability to implement new algorithms, to propose new
techniques, to apply new strategies, and to find new real-world applications.

Several domains, including biomedicine, life sciences, and scientific research, have
been affected by big data. For instance, social networks such as Facebook, Twitter, and
LinkedIn generate masses of data, which are available to be accessed by other appli-
cations. Therefore, there is a need to understand and exploit all kinds of data (structured
and unstructured). This process can be performed with data science, which encom-
passes methods of data mining, natural language processing, the Semantic Web, and
statistics, among others, which allow us to gain new insights from data.

SIMBig (International Conference on Information Management and Big Data) seeks
to present new methods of the fields related to data science to assess large volumes of
data. SIMBig aims to bring together main — national and international — actors in the
decision-making field to state in new technologies dedicated to handling amounts of
data. Besides, the conference is a convivial place where these actors can present their
innovative contributions and receive feedback from the experts.

This book collects three invited talks and 30 accepted contributions from 101
submitted papers belonging to the following four special tracks:

• ANLP - Track on Applied Natural Language Processing
• DISE - Track on Data-Driven Software Engineering
• SNMAM - Track on Social Network and Media Analysis and Mining
• PSCBig - Track on Privacy and Security Challenges on Big Data

SIMBig 2018 had six keynote speakers who are experts in the main topics of the
conference. The conference started with the talk given by our invited speaker Andrei
Broder. Broder, a distinguished scientist at Google, reviewed the evolution of Internet
search engines, highlighting that his success and survival is centered on three axes:
scalability, speed, and functionality. Broder said that the last big step of Google is the
jump from the search drawer to the personal assistant. He also stressed that the tech-
nology of Internet search is based on the user experience and that the life cycle of
innovations is very short, since “the new” quickly becomes “normal.” “If you looked at
the technology of the search when the autocomplete was introduced in the query box,



this was a breakthrough; people were surprised to be able to type only a couple of
letters and get what they wanted. Now, if you have a query box and do not auto-
complete, the user is annoyed. Surely very soon if you have to write will generate a
total annoyance, because users will want to have voice recognition,” said Broder
exemplifying the virtual circle of innovation.

Furthermore, Lise Getoor from the University of California presented a talk entitled
“Effectively Exploiting Structure in Data Science Problems,” which is summarized as:
“Our ability to collect, manipulate, analyze, and act on vast amounts of data is having a
profound impact on all aspects of society. Much of this data is heterogeneous in nature
and interlinked in a myriad of complex ways. From information integration to scientific
discovery to computational social science, we need machine learning methods that are
able to exploit both the inherent uncertainty and the innate structure in a domain.
Statistical relational learning (SRL) is a machine learning subfield that builds on
principles from probability theory and statistics to address uncertainty while incorpo-
rating tools from knowledge representation and logic to represent structure.” Getoor
overviewed her recent work on probabilistic soft logic (PSL), an SRL framework for
large-scale collective, probabilistic reasoning in relational domains. PSL provides a
tractable approach to probabilistic inference. She showed the theoretical foundations
for PSL, which connect work from the theoretical computer science community on
randomized algorithms with work from the probabilistic graphical model’s community
on local consistency relaxations with work from the AI community on soft logic. She
also described several successful applications of PSL to problems from computational
social science (stance in online forums, social trust, latent political groups, cyberbul-
lying) and data integration (entity resolution and knowledge graph construction).
Getoor closed up with a discussion of responsible data science, which requires
understanding both the inherent structure in the domain, the structure and potential bias
in the data, and the potential implications and feedback loops in the algorithms.

Later, Jian Pei, vice-president of JD.com and professor at the Simon Fraser
University, gave a talk about data mining and logistic. The talk is summarized as: “The
future of retail is in breaking the limitations of the current business models in customer
connection, logistics and stores. The key to breaking those limitations is the integrated
smart supply chain, which covers smart consumption, smart logistics, and smart supply.
The foundation of a smart supply chain is intelligent big data science. Through a series
of examples, we discuss how smart supply chain techniques and data science can
enable the future of retail. Specifically, we demonstrate how big data and AI techniques
together can deepen our understanding of customers, create new convenience and
efficiency in retail scenarios, minimize the cost store operation, and shorten the path
from customers to manufacturers”.

Finally, the remaining three invited talks were presented in the form of short papers
in this book.

To share the new analysis methods for managing large volumes of data, we
encouraged participation from researchers in all fields related to big data, data science,
data mining, natural language processing, and Semantic Web, but also multilingual text
processing, biomedical NLP, data-driven software engineering, and data privacy.

Topics of interest to SIMBig included: data science, big data, data mining, natural
language processing, bio NLP, text mining, information retrieval, machine learning,
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Semantic Web, ontologies, IoT, privacy on social networks, Web mining, knowledge
representation and linked open data, social networks, social Web, and Web science,
information visualization, OLAP, data warehousing, business intelligence, spatiotem-
poral data, health care, agent-based systems, data-driven security, and privacy.

SIMBig is positioning itself as one of the most important conferences in South
America on issues related to information management and Big Data. Two
Springer CCIS books were published in the context of the SIMBig conference. The first
publication compiles the selected papers from the SIMBig 2015 and SIMBig 2016
conferences [1]. The second one presents the best papers of the SIMBig 2017 con-
ference [2].
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Abstract. This work presents an overview of three research direc-
tions that support clinical and health-related decisions: clinical question
answering using both the Electronic Health Record data and the lit-
erature; consumer health question answering; and an emerging area of
biomedical visual question answering (VQA).
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Biomedical visual question answering

1 Background

People are making decisions about their health daily. Often, health-related deci-
sions concern health problems and involve clinicians who then make clinical
decisions. Both the consumers’ and the clinicians’ decisions are based on infor-
mation, preferably in the form of answers to specific clinical and health-related
questions. The National Library of Medicine (NLM), the worlds largest biomed-
ical library, provides health-related information and resources to more than
4 million people a day. To improve the quality of its services, NLM, among
other goals, focuses on understanding how searches for health-related and clin-
ical information are initiated, how information is used, and how questions are
posed and answered [1].

Questions asked by the professionals and consumers differ in their lan-
guage [2], in the resources that may answer these questions, and in the types
of the questions that could be asked of a resource. For example, during patient
encounters, clinicians could have questions about the patient, such as the val-
ues of the latest tests, which could be answered by electronic health records
(EHRs). Clinicians could also have questions about the current guidelines or new
approaches to managing the patient’s condition. Such questions are answered by
the literature.

This work presents an overview of three research directions that support clin-
ical and health-related decisions: clinical question answering using both the EHR
data and the literature; consumer health question answering; and an emerging
area of visual question answering (VQA).
c© Springer Nature Switzerland AG 2019
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2 Clinical Question Answering

A recent survey of information needs of clinicians revealed that attending physi-
cians, residents, fellows, and advanced practitioners continue to encounter clin-
ical questions at least a few times per week. Of the 292 survey participants,
79% already use mobile devices to access clinical information and are willing to
use readily accessible search tools at the point of care when the need arises [3].
The types of clinical information needed and the sources that contain this infor-
mation fall into several categories that include, among others, (1) information
on particular patients, which could be provided by the patient, patient’s record
(EHR), or other clinicians and (2) medical knowledge that could be found in
the textbooks, journals, and online databases [4]. We are addressing two of the
information need categories: the ones that can be answered by EHRs and the
literature.

2.1 Evidence-Based Answers to Clinical Questions

Developed to encourage clinicians to search the literature for the state-of-the-art
in disease management, Evidence Based Medicine (EBM) framework provides
clear guidelines for automating clinical question answering. EBM guidelines rec-
ommend formulating well-formed questions that describe the four aspects of
information needs: (1) Patient-Problem; (2) Intervention; (3) Comparison; and
(4) Outcome, together known as PICO frame. The question frame then needs
to be converted to literature searches for finding the strongest evidence and the
best available approach to managing a specific clinical case.

Our Clinical Question Answering system CQA 1.0 implements the frame-
work by representing documents found by the search engines as frames in the
same PICO format that is used to represent the question, and then applying
fuzzy frame unification to find the best answers [5]. CQA 1.0 is the basis of
the InfoBot clinical decision support system shown in Fig. 1. InfoBot formulates
PICO questions and queries using clinicians’ progress notes to provide person-
alized advice for patient care plan development [6,7].

2.2 A Natural Language Interface for EHR Questions

Translating natural language questions to structured form allows representing
questions independently of the underlying structure of the EHRs. The struc-
tured questions can then be translated to EHR-specific searches to find needed
information. Semantic parsing is one of the approaches to transforming ques-
tions into a structured representation. We explored a variant of first order logic
(FOL) that combines FOL with lambda calculus expressions. Although difficult,
automatic translation of natural language questions is feasible [8], and, in a pilot
study, a combination of a rule-based and machine learning approach achieves an
accuracy of 95.6% on questions manually converted to structured forms [9].
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Fig. 1. A synthetic, realistic but not real patient EHR record presents the Evidence
Based Dashboard at the NIH Clinical Center. The dashboard provides personalized
information to support development of patient care plans. The upper-left panel displays
an automatically annotated clinical note in which the disease and the treatment terms
are highlighted. The system provides definitions for these terms. The terms are also
used to automatically generate clinical questions and literature searches. The bottom
panel displays search results and the automatically extracted bottom-line advice. The
brief summary of the paper in the form of the bottom-line advice helps clinicians decide
if they want to access the full paper.

3 Consumer Health Question Answering

People increasingly use online resources to find health-related information. It is
important that information they find is reliable, based on the latest evidence,
and provides answers at the level of the consumer’s general and health liter-
acy. National Library of Medicine receives thousands of health-related requests.
The requests come in two forms: relatively long emails sent to NLM customer
services and short questions typed into the search box of the NLM’s consumer-
oriented resource MedlinePlus [10]. Our consumer Health Information and Ques-
tion Answering system (CHIQA) [11] is trained to represent both types of
questions in structured form. We combine a knowledge-based approach that
uses MetaMap Lite [12] to identify PICO elements in the questions, and SVM
and LSTM-based approaches to identify the focus and the type of the ques-
tion [13,14]. The focus is the main topic of interest, such as disease, drug or
diet, whereas the type is the task for which information is needed, such as drug
storage, or life-style changes.

Working with MedlinePlus and other reliable sources of information linked
to it, we found that articles containing reliable answers can be found for over
65% of the questions by searching MedlinePlus for the focus and type of the
question [15]. In parallel, we harness the wealth of information provided by the
National Institutes of Health (NIH) resources for patients. NIH is formed by 27
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institutes and centers, including NLM, each providing answers to questions fre-
quently asked by patients. For example, the Genetic and Rare Diseases (GARD)
Information Center provides answers to questions about rare diseases [16]. From
these resources, we created a database of question-answer pairs that we use to
train a question entailment recognition system that finds questions similar to
those submitted to NLM [17]. Answers extracted from the search results and
provided by the entailment module are then combined in the final answers pre-
sented to the users (see Fig. 2).

Fig. 2. The developers’ view of the prototype Consumer Health Question Answering
system presents analysis of the question using a knowledge-based approach, and ques-
tion focus and type recognized by SVM and LSTM/CNN approaches. The answers are
generated using a traditional information retrieval-based system. Related questions are
found through question entailment. In the question Is there a connection between dia-
betes and eye disease?, the knowledge-based system correctly identifies both disorders.
The deep learning approach captures the focus on connection between the two dis-
eases, whereas the SVM-based approach is the only method that correctly identifies
the question type, but misses one of the focuses.

4 Biomedical Visual Question Answering

Automated systems could help clinicians cope with large amounts of images
by answering questions about the image contents. An emerging area, Visual
Question Answering (VQA) in the medical domain, explores approaches to
this form of clinical decision support. In 2018, ImageCLEF-Med released a
radiology dataset and coordinated the first community-wide VQA challenge in
medicine. The NLM team was one of the five participants and achieved com-
petitive scores [18]. A closer look at the automatically generated questions and
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Table 1. Official results of the ImageCLEF 2018 Medical Domain Visual Question
Answering Task. The systems were evaluated using BLEU to capture similarity between
the system-generated answers and the ground truth. Two metrics measured seman-
tic similarity between the systems’ answers and the ground truth: a WordNet-based
WBSS (Word-based Semantic Similarity) score, and UMLS-based CBSS (Concept-
based Semantic Similarity). Higher CBSS scores suggest that the systems generated
more relevant clinical concepts [19]. Only the best scores for each participating team
are shown. The best overall results for each score are highlighted in bold.

System BLEU WBSS CBSS

Abdelmalek Essaadi University, Morocco 0.054 0.101 0.269

Jordan University of Science and Technology 0.061 0.122 0.029

National Library of Medicine 0.121 0.174 0.338

Tokushima University, Japan 0.135 0.174 0.334

University of Massachusetts Medical School 0.162 0.186 0.023

answers in the ImageCLEF-Med 2018 dataset and at the evaluation results (see
Table 1) indicates that this potentially invaluable research area needs more man-
ually curated datasets, innovative evaluation metrics, and wider participation to
contribute to clinical decision support.

Summary

Question Answering is a long-standing area of research in artificial intelligence
in which success ebbs and flows with the availability of resources, development
of computational approaches, and general interest of researchers. The explosion
of the deep learning approaches to image and text processing and the wider
availability of resources stimulated rapid developments in clinical, consumer-
health, and visual question answering, with visible contributions to how people
search and find useful information to support their clinical decisions.
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Abstract. The need for representing knowledge is ubiquitous in applica-
tions; for example, Google needs to represent knowledge about the loca-
tion and height of building in order to answer questions such as “which
is the tallest building in Europe”. Google uses a graph to represent such
knowledge, and so-called knowledge graphs are becoming increasingly
popular as a knowledge representation formalism. Adding some form
of rules greatly increases the power and utility of knowledge graphs, but
can also lead to theoretical and/or practical tractability problems. In this
papers we will briefly survey the relevant issues and possible solutions,
and show that rule enhanced knowledge graphs are extremely powerful,
can be given a formal logic-based semantics, and are highly scalable in
practice.

1 Introduction

The need for representing knowledge is ubiquitous in applications. To mention
just a few examples: travel applications need to represent knowledge about trans-
portation and accommodation; music applications need to represent knowledge
about artists and albums; (social) networking applications need to represent
knowledge about user profiles and preferences; and search engines like Google
need to represent a wide range of general knowledge, including, e.g., knowledge
about tall buildings. These applications can then use the represented knowledge
to answer questions about, e.g., seat availability on a given flight, the albums
released by a given artist, the privacy settings of a given user or the height of
a given building. Using this kind of knowledge enables Google, for example, to
answer questions such as “what is the height of the Shard?”; if we type this ques-
tion into the Google search box, we don’t simply get a ranked list of relevant
web pages, but a direct answer to the question, namely “306 m, 310 m to tip”.

2 Knowledge Representation and Query Answering

What kind of data model should we use for storing and querying such knowl-
edge? The use of graph-based data models has become very popular, with the
c© Springer Nature Switzerland AG 2019
J. A. Lossio-Ventura et al. (Eds.): SIMBig 2018, CCIS 898, pp. 7–12, 2019.
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Fig. 1. A graph fragment

Google Knowledge Graph being one of the most prominent examples. Such for-
malisms/systems have been variously called knowledge graphs, graph databases
and (RDF) triple stores, and although there are some differences, they all share
the basic idea of using graph nodes to represent entities (both concrete and
abstract) and labelled directed edges to represent relationships between them.
Figure 1 illustrates a small fragment of such a graph in which the fact that the
Shard is located in London is represented by the edge labelled “location” that
connects the “Shard” entity to the “London” entity. In RDF such an edge is
called a triple, as it is made up of three elements: the “subject” entity (the
Shard), the edge label or “predicate” (location), and the “object” entity (Lon-
don). A triple is often written 〈subject,predicate, object〉, e.g.:

〈Shard, location,London〉
It is important to note that such information could equally well be stored in

other ways, for example in a database. However, the graph data model has several
advantages: it is simple yet flexible, and the simple data model, which can be
thought of as a single 3-column table of edges, can be exhaustively indexed using
only 6 indices (subject, predicate, object, subject-predicate, subject-object and
predicate-object) [6,8]. This allows for a wide range of queries to be answered
without specialised tuning of the kind that is often necessary in order to achieve
good performance with relational databases.

The graph also makes for a very intuitive style of navigational query in which
the basic component of a query is a fragment of a graph (called a “graph pattern”
in SPARQL, a graph query language developed for use with RDF) in which
some of the edges and nodes are variables. Variables act as wild-cards, and can
match any edge label or entity in the graph. Figure 2, for example, illustrates
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Fig. 2. A query graph pattern for the height of the Eiffel Tower

a graph pattern consisting of a single triple with “Eiffel Tower” as the subject,
“height” as the predicate, and a variable “?x” as the object (a question mark
is often used as the first character of a variable name). Answering the query
amounts to finding fragments of the graph that match the graph pattern, with
the answer being given by the entity and edge labels that match the variables
in the graph pattern. The graph pattern in Fig. 2, for example, matches the
triple 〈Eiffel Tower,height, 324 m〉, and returns the value 324 m that matches
the variable ?x.

Fig. 3. A query graph pattern for the country in which the Shard is located

3 Augmenting Knowledge Graphs with Rules

Although very intuitive, the simple query model described above soon runs into
problems. For example, if we want to query for the country in which the Shard
is located, then we might reasonably try the graph pattern illustrated in Fig. 3.
However, this will fail as the graph uses a more complex representation in which
the location of the Shard is given as London, which is itself said to be the
capital of the UK. Of course we could go through the graph and add location
edges linking each relevant entity with the country in which it is located, but
this would be very time consuming in a large graph: Google’s knowledge graph,
for example, is said to contain over 70 billion facts.1

This problem can be addressed by augmenting knowledge graphs with rules
that can be used to systematically augment the facts stored in the graph. For
example, a rule of the form:

〈?x, location, ?y〉 ∧ 〈?y, capital of, ?z〉 → 〈?x, location, ?z〉 (1)

1 wikipedia.org/wiki/Knowledge Graph.

https://en.wikipedia.org/wiki/Knowledge_Graph
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can be read as stating that if an entity ?x is connected to an entity ?z via a path
consisting of a “location” edge followed by a “capital of” edge, then ?x should
also be connected to ?z by a “location” edge. Rules can also be used to capture
complex knowledge about, e.g., what constitutes a building; the Eiffel Tower, for
example, is not considered to be a building, but rather a “lattice tower”.2

An additional advantage of rules is that they make it much easier to curate
and maintain the correctness of the knowledge graph. For example, a query for
tall buildings located in the EU would be expected to return the Shard as one
of its answers; but if the UK leaves the EU, then the Shard should no longer be
in the answer to this query. If the graph explicitly represents for all buildings
(or even all objects) located in the UK that they are also located in the EU,
then the UK leaving the EU would require the deletion of a very large number
of edges, a process which would be costly and error prone. If, on the other hand,
the graph explicitly represents only the cities in which objects are located, as
well as the facts that the relevant cities are located in the UK and that the UK
is part of the EU, and uses rules to capture the implicit location of these objects
in the EU, then the UK leaving the EU would require the deletion of only a
single fact in order to maintain the correctness of the knowledge graph.

4 Semantics and Logic

Knowledge graphs can be seen as a modern incarnation of semantic networks, a
knowledge representation formalism dating back to the 1950s [3]. A well known
problem with Semantic Networks is that their semantics is not precisely specified
and so open to multiple interpretations. For example, the triple:

〈cat,has-colour,black〉

could be taken to mean that some cats are black, all cats are black, or perhaps
even that all black things are cats.

In order to address this issue, knowledge graphs can be given a precise seman-
tics by systematically translating them into some suitable logical formalism,
typically First Order Predicate Calculus (FOPC).3 Edges in the graph that
represent basic facts can be translated into variable-free sentences often called
“ground facts” in FOPC. For example, the triple 〈Shard, location,London〉 can
be translated into the ground fact location(Shard,London). A triple such as
(cat,has-colour,black) is more complicated, as it represents knowledge about a
class of objects (cats) rather than about some specific cat. To translate this into
logic we must first decide what exactly is the intended meaning. If, for example,
we intend to say that all cats are black, then we could translate this into logic
as the sentence:

∀x.cat(x) → black(x.)

2 wikipedia.org/wiki/Eiffel Tower.
3 Recall the use of the term “predicate” in RDF triples.

https://en.wikipedia.org/wiki/Eiffel/_Tower
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This illustrates an important point, i.e., that precision does not imply correct-
ness: the meaning of the above sentence is very precise, but it clearly isn’t true
that all cats are black.

As well as making the meaning of the graph precise, a rule such as (1) above
can be very naturally represented as a FOPC sentence:

∀x, y, z.location(x, y) ∧ capital of(y, z) → location(x, z) (2)

Finally, the semantics of query answering can very naturally be translated
into the semantics of logical entailment; e.g., our query for the location of the
shard from Fig. 3 would return London if the sentence

location(Shard,UK) ∧ type(UK,Country)

is logically entailed by the combination of (the logical translation of) the knowl-
edge graph and rules.

5 Reasoning

The above considerations suggest that, by augmenting our knowledge graph with
rules and translating into FOPC we will have a knowledge representation system
that is intuitive, powerful and has a precise semantics. Moreover, we can answer
queries simply by computing logical entailment. We can see the OWL language
from W3C as just such a system: basic facts are represented using RDF triples,
complex rules can be captured by OWL axioms, and the semantics is given by
a translation into logic.

Unfortunately, although this all sounds very attractive, there are some serious
problems in practice, notably the well known undecidability of entailment in
FOPC. Even if we restrict ourselves to some decidable subset of FOPC, such
as the two variable fragment [1], entailment computation may still be highly
intractable. OWL, for example, is restricted to the SROIQ description logic, a
well known fragment of FOPC, but although entailment for this logic is known
to be decidable, it is also known to have very high worst case complexity [2].

In order to address this issue, the OWL 2 standard specifies several “profiles”:
subsets of the language for which reasoning is known to be tractable [7]. The
OWL 2 RL profile, for example, supports rules such as (2) above, while having
polynomial-time data complexity for query answering. Moreover, it has been
shown that, with careful engineering, it is possible to build a system that can
support complex rules and large scale graphs in real applications; RDFox, for
example, is a system developed at the University of Oxford that uses in-memory
storage and multi-core parallelisation to provide fast processing of rules and fast
query answering over very large graphs (in the order of billions of triples) [5].

RDFox materialises triples that are implied by rules, i.e., it adds such triples
to the graph. This is a common method for supporting rules while still provid-
ing fast query answering: materialisation can be performed in a pre-processing
phase, and query answering is then independent of any rules. One possible dis-
advantage of materialisation-based systems is that retracting even a single fact
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may require the whole materialisation phase to be repeated, which is slow, and
could even be infeasible if the graph is regularly changing. In RDFox, however, a
novel view maintenance algorithm is used to allow for fast incremental addition
and retraction of triples; for example, deleting 5,000 triples and updating the
materialisation takes less than 1 s [4].

6 Discussion

The need to for representing knowledge is ubiquitous in applications, and knowl-
edge graphs are becoming increasingly popular as a knowledge representation for-
malism. Augmenting basic knowledge graphs with rules greatly increases their
power, and aids both query answering and knowledge curation. With careful
design, such systems can be translated directly into a logical language with a
precise semantics, and for which query answering is still tractable. Moreover,
systems such as RDFox have demonstrated that it is possible to develop practi-
cal systems that support such a formalism, and that can handle complex rules
and billions of triples while still offering fast query answering.
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Abstract. This keynote addresses the challenges and opportunities for
today requirements engineering, which are introduced by the ever grow-
ing amount of data generated by software at use. Data analytics tech-
niques, which exploit artificial intelligence algorithms can be used to
build tools to support requirements engineers to take faster and better
quality decisions.

A concrete example is the SUPERSEDE tool-suite that supports plan-
ning new software releases on the basis of the analysis of user feedback
and usage data. Main open research challenges are pointed out.

Keywords: Software requirements · Software analytics ·
Data-driven requirements engineering · Software evolution

1 Introduction

Requirements Engineering (RE) is concerned with eliciting, analyzing, prioritiz-
ing, managing changes and evolution of software requirements that capture the
needs of their users. Systematic methods and techniques have been defined to
support those tasks, considering the peculiarities of the different software appli-
cation domains, as well as fitting different software development process models.

Today trend in software development to move faster and faster, adopting a
continuous deployment approach or performing Agile development, is challenging
RE [14]. For instance, it becomes key to be able to continuously assess the effect
of a new software release, collecting usage data and feedback related to the
user’s experience. The analysis of these collected data should support project
managers to take informed decisions about which new features to implement first
so that customers can realize the most business value. That is, being effective in
prioritizing requirements becomes extremely important.

On the other side software applications, as for example in the context of the
Internet of Things, exploit and generate an ever-growing amount of data. Users
of such software applications are facilitated to express their opinion about their
usage experience through social media as well as dedicated feedback gathering
channels.

c© Springer Nature Switzerland AG 2019
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These trends motivated the definition of the so-called Crowd Requirements
Engineering (CrowdRE) paradigm [6], which goes beyond market-driven RE, by
envisioning a continuous involvement of large, heterogeneous groups of users,
for eliciting, validating and prioritizing requirements, and of the more general
data-driven RE paradigm [2,4,8].

In this talk we take the perspective of data-driven RE, focusing on the case
of data generated by the user masses, and recall its key ingredients, namely
data, Artificial intelligence (AI) and data processing techniques, and decision-
making needs. We revisit recent results of the SUPERSEDE H2020 project1,
which enables a data-driven software engineering process, and conclude pointing
out main open research challenges.

2 Data-Driven RE

In data-driven RE, data generated by a software system at execution time are
automatically collected and analyzed with the purpose of eliciting software sys-
tem requirements and of supporting RE decisions [2,4,8]. For instance, in the
context of automated driving systems development, huge sets of data are gener-
ated in field tests, e.g. through telemetry. A suitable data-driven RE framework
should allow to automatically collect and organize them, and enable automatic
discovery of requirements for driving behavior [4].

In the context of software applications delivered through app stores an ever
increasing amount of feedback is generated by user masses, which is expressed
in form of natural language textual messages, emoticons or star ratings. This
data are called explicit user feedback, to differentiate it from usage data and
interaction history that are collected through monitoring mechanisms, which is
called implicit user feedback [12].

A considerable amount of research work has been developed in the last years
on automating the analysis of explicit user feedback. Natural Language Process-
ing (NLP) techniques are exploited to filter out irrelevant parts in feedback’s
textual messages, and a variety of different techniques are applied to discover
information expressed by users, which are relevant for the software development
teams. They include linguistic techniques, which leverage rules to identify users’
intentions expressed in speech-acts [11], topic modelling, sentiment analysis and
Machine Learning (ML) techniques to classify user comments into bug reports,
feature requests, polarity of sentiments [8].

Understanding information needs of project managers and development team
towards taking informed decisions is key to drive the development of effective
feedback analytics tools [2]. Examples considered so far include understanding
which software application’s features are perceived positively and which one neg-
atively, or understand which the most used features are, towards taking decisions
about how to evolve the application. Decide which among a set of pending issues
1 SUpporting evolution and adaptation of PERsonalized Software by Exploiting

contextual Data and End-user feedback, H2020 EU funded project, http://www.
supersede.eu.

http://www.supersede.eu
http://www.supersede.eu
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(including bug fixing and feature enhancements) need to be addressed first and
plan for the next software release.

2.1 The SUPERSEDE Approach

In the context of the SUPERSEDE project we have developed a set of tools that
can be flexibly combined to enable an iterative and incremental development
process for evolving software applications, which is driven by the analysis of
data collected during software usage.

Fig. 1. Left side: the SUPERSEDE feedback loop that enable data-driven software
evolution. Right side: the SUPERSEDE tool-chain components, and relative data and
control flow.

Figure 1 (left side), depicts the data-driven software evolution process of
SUPERSEDE where the following four main steps are performed in a loop:

– Collect: runtime and context data, together with explicit user’s feedback
that the user might deliver upon having used the software, are collected.
The SUPERSEDE tool integrates multi-modal feedback gathering techniques,
which allow users to express feedback as a combination of textual comments,
emoticons, rating and pictures, with flexible and configurable monitoring com-
ponents that collect data from the context and system usage [15]. The col-
lected data are stored in a big data storage, which includes a semantic model
of the software application domain at support of data analysis [13].

– Analyze: the collected data are analyzed with the purpose of supporting
software evolution decisions. Different analysis techniques are provided by
the SUPERSEDE tool-suite, including NLP, sentiment analysis, speech-act
based analysis, and ML classification techniques, which can be combined for
extracting feature requests and bug issues from user textual comments [10].
Tweet mining techniques can be used to understand quality of experience
as perceived by users [7]. The tool-suite supports developers also to perform
combined analyses of end-user feedback and contextual data [15].

– Decide: data analysis supports project managers and the development team
to take informed decisions about how to evolve the software applications. For
instance identifying new requirements and prioritizing them with respect to
multiple criteria [3].
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– Act: the decision taken are operationalized. Prioritized requirements and
issues are included in a release plan that takes into account available resources,
deadlines and organization’s priorities [1].

The SUPERSEDE tool-suite components are shown in Fig. 1 (right), which
depicts how they have been integrated with the JIRA issue tracking system2.
The tool-suite components are available in Github3. A methodology is provided
for tailoring the SUPERSEDE tool-supported software evolution method to a
specific project situation [5]. This methodology builds on Situational Method
Engineering, an engineering approach where a method can be described as a
composition of reusable components called method chunks, which can be selected
to fit specific project factors, such as project size, scope, privacy issues.

Among the different scenarios considered for the validation of the SUPER-
SEDE approach, those described in [9,15] are worth to be mentioned. In the
first scenario, the development team would like to get support in prioritizing
existing requirements taking into account end-user’s opinions, which have been
expressed in a large amount of user messages. The problem to be solved can be
formulated as a multi-criteria requirements prioritization problem, where user-
value is computed by automatic analysis of the user feedbacks, which refer to
the requirements to be prioritized. Topic modelling techniques are used to iden-
tify those feedback messages that refer to specific requirements from the large
set of messages. Speech-act based analysis and sentiment analysis are applied to
derive the user’s preference for a given requirement. Preferences on requirements
ranking associated to other criteria, such as business value and technical com-
plexity, are elicited from human stakeholders in a collaborative process which
can exploits genetic algorithms to compute optimal requirements prioritization
solutions [9].

In the second scenario, the development team would like to get support in
estimating how many users might be affected by a feature request or problem that
they identified when performing manual analysis of about thirty user feedback
messages, which were collected over a period of four months. Automated analysis
of usage data from more than five thousands of users, which were collected in the
same time period via the SUPERSEDE monitoring tool, can provide evidences
to the development team that convince them to change their initial decision
about which features to improve, or to consolidate it [15]. For instance, the
analysis of monitored data helps reveal features, among those for which some
users requested enhancements, which were indeed poorly used, and thus deciding
to improve them will have limited impact.

3 Conclusion and Open Challenges

Data-driven RE has been proposed to fit with nowadays fast and continuous
software deployment model. It builds on three key ingredients, namely data

2 https://www.atlassian.com/software/jira.
3 https://github.com/supersede-project.

https://www.atlassian.com/software/jira
https://github.com/supersede-project


Data-Driven RE 17

generated by executing software, AI and data management techniques and RE
decision-making problems. The SUPERSEDE approach provides a concrete solu-
tion for data-driven requirements prioritization and release planning in a context
of continuous software evolution.

In spite of the great attention data-driven RE is receiving from the research
community, relevant aspects need to be further investigated. For instance, focus-
ing on data, how to automatically integrate data from different sources is still a
challenge, as well as motivating users to provide feedback, taking into account
their diversity, and how to combine push and pull mechanisms to improve the fee-
back collection process. More generally, data-driven RE should provide require-
ments engineers an easy way to answer the question “what data to collect and
how much?” depending on the nature and size of a given project. For the case
of data generated by users, both data collection and analysis methods that are
privacy-aware and that enable transparency, should be defined. Finally, con-
sidering the ultimate objective of data-driven RE, that is to enable informed
decision-making, research should adopt a decision-oriented, rather than an data
analytics oriented perspective in defining new methods and tool.

Acknowledgement. This keynote leverages on results from the SUPERSEDE
project, funded by the H2020 EU Framework Programme under agreement number
644018. I’d like to thank the SimBIG 2018 program co-chairs for their invitation to
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conference.
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Abstract. Spanish is the third language most used on the internet.
However, Natural Language Processing research in this language is still
far below the level of other languages like English. The aim of this paper
is to fill this gap in the literature and to provide a comprehensive assess-
ment of Deep Learning applied to Spanish sentiment analysis. We focus
on the polarity detection task which, in the context of Spanish Twitter
messages, remains as a challenging task. To do so, we explore the combi-
nation of several Word representations (Word2Vec, Glove, Fastext) and
Deep Neural Networks models. Unlike poor performance obtained by
previous related work using Deep Learning for Spanish sentiment anal-
ysis, we show promising results. Our best setting combines three word
embeddings representations, Convolutional Neural Networks and Recur-
rent Neural Networks. This setup allows us to obtain state-of-the-art
results on the TASS/SEPLN 2017 Spanish Twitter benchmark dataset,
in terms of accuracy and macro F1-measure.

Keywords: Spanish sentiment analysis · Deep learning ·
Word embeddings

1 Introduction

Online reviews are ubiquitous. On one hand, we have a wide variety of prod-
ucts and services being created every day. On the other hand, customers who
have either purchased products or contracted services and, ultimately, left com-
ments in social media. With the rapid growth of Twitter, Facebook, and online
review sites, sentiment analysis draws growing attention from both research and
industry communities [19].

Sentiment analysis, in its basic task called polarity detection, allows us to per-
form an automated analysis of millions of reviews and determine whether a given
opinion is positive, negative or neutral. This area has been widely researched
since 2002 [17]. In fact, it is one of the most active research areas in natural
language processing, data mining and social media analytics [29].
c© Springer Nature Switzerland AG 2019
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https://doi.org/10.1007/978-3-030-11680-4_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11680-4_4&domain=pdf
http://orcid.org/0000-0002-8979-3785
https://doi.org/10.1007/978-3-030-11680-4_4


20 J. Ochoa-Luna and D. Ari

Polarity detection has been addressed as a text classification problem thus,
can be approached by supervised and unsupervised learning methods [31]. In
the unsupervised approach, a vocabulary of positive and negative words is con-
structed so as to polarity is inferred according the similarity between vocabu-
lary and opinionated words. The second approach is based on machine learning.
Training data and labelled reviews are used to define a classifier [17]. This last
approach relies heavily on feature engineering. However, recent learning represen-
tation paradigms perform this tasks automatically [16]. In this context, Machine
Learning has recently become the dominant approach for sentiment analysis,
due to availability of data, better models and hardware resources [30].

In this paper we adopt a Deep Learning approach for sentiment analysis.
In particular, we aim at performing automated classification of short texts in
sentences and Twitter messages for the Spanish language. This is challenging
because of the limited contextual information that they normally contain.

In our proposed approach, sentence words are mapped to word representa-
tions. Three kinds of word representations (Word2vec [20], Glove [26], Fastext
[4]) are used in our setting. This combination, which is novel for Spanish senti-
ment analysis, can be useful in several domains. Overall, our goal is to provide
a general setup that can be applied with less effort in several contexts.

The Deep Learning architecture proposed is composed by a Convolutional
Neural Network [15], a Recurrent Neural Network [13] and a final dense layer.
In order to avoid overfitting, besides traditional dropout schemes, we propose a
novel data augmentation approach. Data augmentation is useful for low resources
languages such as Spanish—Specially for Spanish sentiment analysis.

Those design choices allow us to obtain state-of-the-art results, in terms of
accuracy and macro F1 measure, on the InterTASS 2017 dataset. This dataset
was proposed in the TASS workshop at SEPLN. In the last six years, this work-
shop has been the main source for Spanish sentiment analysis datasets and pro-
posals [18].

The remainder of the paper is organized as follows. Related work is pre-
sented in Sect. 2. Background concepts are described in Sect. 3. Our proposal is
presented in Sect. 4. Results are described in Sect. 5. Finally, Sect. 6 concludes
the paper.

2 Related Work

There is a plethora of related works for sentiment analysis but, we are only
interested in contributions for the Spanish language. Arguably, one of the
most complete Spanish sentiment analysis systems was proposed by Brooke
et al. [6], which had a linguistic approach. That approach integrated linguistic
resources in a model to decide about polarity opinions [31]. Recent success-
ful approaches for Spanish polarity classification have been mostly based on
machine learning [10].

In the last six years, the TASS at SEPLN Workshop has been the main source
for Spanish sentiment analysis datasets and proposals [11,18]. Benchmarks for
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both the polarity detection task and aspect-based sentiment analysis task have
been proposed in several editions of this Workshop. Spanish Tweets have been
emphasized.

Nowadays deep learning approaches emerge as powerful computational mod-
els that discover intricate semantic representations of texts automatically from
data without feature engineering. These approaches have improved the state-
of-the-art in many sentiment analysis tasks including sentiment classification of
sentences/documents, sentiment extraction and sentiment lexicon learning [29].
However, these results have been mostly obtained for English Language. Since
our proposal is based on Deep Learning, the related work that follows emphasizes
these kinds of algorithms.

Arguably, the first approach using Deep Learning techniques for Spanish
Sentiment Analysis was proposed in the TASS at SEPLN workshop in 2015
[32]. The authors presented one architecture that was composed by a RNN layer
(LSTMs cells), a dense layer and a Sigmoid function as output. The performance
over the general dataset was poor, 0.60 in terms of accuracy (the best result was
0.69 in TASS 2015).

The first Convolutional Neural Network approach for Spanish Sentiment
Analysis was described by Segura-Bedmar et al. [28]. The CNN model proposed
for sentiment analysis was mostly based on Kim’s work [15]. It was comprised by
only a single convolutional layer, followed by a max-pooling layer and a Softmax
classifier as the final layer. Word embeddings were used in three ways: a learned
word embedding from scratch and two pre-trained word2vec models. In terms of
accuracy they obtained 0.64, which was far from the best result (0.72 was the
best result in TASS 2016 [11]).

Another CNN approach for Spanish Sentiment Analysis was presented by
Paredes et al. [25]. First, a preprocessing step (tokenization and normalization)
was performed which was followed by a Word2vec embedding. Then, this model
was comprised of a 2D convolutional layer, a max pooling and a final Softmax
layer, i.e., it was also similar to Kim’s work [15]. It was reported a F-measure of
0.887 over a non-public Twitter corpus of 10000 tweets.

Most of the Deep Learning approaches for Spanish sentiment analysis have
been presented in TASS 2017 [18]. For instance, Rosa et al. [27] used word embed-
dings within two approaches: SVM (with manually crafted features) and Convo-
lutional Neural Networks. Pre-trained Word2vec, Glove and Fastext embeddings
were used. Unlike our approach, these embeddings were used separately. In fact,
the best results of this paper were obtained using Word2vec. When CNN was
employed, unidimensional convolutions were performed. While several convolu-
tional layers were tested, the best model had three convolutional layers, using 2,
3 and 4 word filters. However, their best results were obtained when combined
SVM with CNN. They simply used a decision rule based on both probability
results. Interesting results, in terms of accuracy, were obtained. It was reported
a 0.596 value for the InterTASS dataset (the best accuracy result was 0.608 for
TASS 2017 [18]).
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Garcia-Vega et al. [12] used word embeddings with shallow classifiers. In
addition, they also tested recurrent neural networks with LSTM nodes and a
dense layer. Two kinds of experiments were performed using word embeddings
and TFIDF values as inputs. Both experiments obtained poor results (0.333 and
0.404 in terms of accuracy for the 2017 InterTASS dataset).

Araque et al. [1] explored recurrent neural networks in two ways (i) a set of
LSTM cells whose input were word embeddings, (ii) a combination of input word
vector and polarity values obtained from a sentiment lexicon. As usual, a last
dense layer with a Softmax function was used as final output. While interesting,
experimental results showed that the best performance was obtained by the
second model, i.e., LSTM + Lexicon + dense layer. They obtained 0.562 for
2017 IntertTASS dataset, in terms of accuracy. This value was far from the top
results.

In the last years, the best results were obtained for the ELiRF group [14]. In
TASS 2017, they obtained the second best result for the InterTSS task, 0.607,
in terms of accuracy (The first place presented an ensemble approach [7]). It is
worth noting that ELiRF best results were obtained using a Multilayer percep-
tron (MLP) with word embeddings as inputs. This MLP had two layers with
ReLu activation functions. A Second approach used a stack of CNN and LSTM
models with pre-trained word embeddings. The architecture was composed by
one convolutional layer, 64 LSTM cells and a fully connected MLP layer. This
last architecture had a poor performance (0.436 in terms of Accuracy).

3 Background

3.1 Sentiment Analysis

Sentiment analysis (also known as opinion mining) is an active research area
in natural language processing [30]. Sentiment classification is a fundamental
and extensively studied area in sentiment analysis. It targets at determining the
sentiment polarity (positive or negative) of a sentence (or a document) based
on its textual content [29]. Polarity classification tasks have usually based on
two main approaches [5]: a supervised approach, which applies machine learning
algorithms in order to train a polarity classifier using a labelled corpus; an unsu-
pervised approach, semantic lexicon-based, which integrates linguistic resources
in a model in order to identify the polarity of the opinions.

Since the performance of a machine learner heavily depends on the choices of
data representation, many studies devote to building powerful feature extractor
with domain expert and careful engineering [22].

As stated by Liu [17], sentiment analysis has been researched at three levels:

– Document level: The task at this level is to classify whether a whole opinion
document expresses a positive or negative sentiment [24]

– Sentence level: The task at this level goes to the sentences and determines
whether each sentence expressed a positive, negative, or neutral opinion. Neu-
tral usually means no opinion.
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– Entity and Aspect level [3]: Both the document level and the sentence level
analyses do not discover what exactly people liked and did not like. Aspect
level performs finer-grained analysis.

3.2 Deep Neural Networks

Several deep neural network approaches have been successfully applied to sen-
timent analysis in the last years [33]. However, these results have been mostly
obtained for English Language [18]. In this section we only focus on word repre-
sentations, Convolutional Neural Networks (CNNs) and Recurrent Neural Net-
works (RNNs). They are the main building blocks of our proposal.

Word Representations (Word2vec, Glove, Fastext). Nowadays, word rep-
resentations are paramount for sentiment analysis [33]. In order to model text
words as features within a machine learning framework, a common approach is
to encode words as discrete atomic symbols. These encodings are arbitrary and
provide no useful information to the system regarding the relationships that may
exist between the individual symbols [30].

The discrete representation has some problems such as missing new words.
This representation also requires human labor to create and adapt. It is also
hard to compute accurate word similarity and is quite subjective. To cope with
these problems, the distributional similarity based representations propose to
represent a word by means of its neighbors, its context [29].

Word2vec [20] is a particularly computationally-efficient predictive model for
learning word embeddings from raw text. It takes a vector with several hundred
dimensions where each word is represented by a distribution of weights across
those elements [2,8]. Thus, instead of a one-to-one mapping between an element
in the vector and a word, the representation of a word is spread across all the
elements in the vector. In addition, each element in the vector contributes to the
definition of many words. Such a vector comes to represent in some abstract way
the “meaning” of a word. And simply by examining a large corpus it is possible
to learn word vectors that are able to capture the relationships between words
in a surprisingly expressive way.

Unlike Word2vec, Glove [26] seeks to make explicit what Word2vec does
implicitly: encoding meaning as vector offsets in an embedding space. In Glove,
it is stated that the ratio of the co-occurrence probabilities of two words (rather
than their co-occurrence probabilities themselves) is what contains information
and so look to encode this information as vector differences.

Instead of directly learning a vector representation for a word, Fastext [4]
learns a representation for each character n-gram. In this sense, each word is
represented as a bag of characters n-grams. Thus, the overall word embedding is
a sum of these characters n-grams. The advantage of Fastext is that generates
better embeddings for rare and out-of-corpus words. By using different n-grams,
Fastext explores key structural components of words.
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Convolutional Neural Networks. While Convolutional Neural Networks
(CNN) have been primarily applied to image processing, they have also been
used for NLP tasks [15].

In the image context [16], given a raw input (2D arrays of pixel intensi-
ties), several convolutional layers allow us to capture features images at several
abstraction levels. In this context, a discrete convolution takes a filter matrix
and multiply its values element-wise with the original matrix, then sum them
up. To get the full convolution we do this for each element by sliding the filter
over the whole matrix.

The convolved map feature denotes a level of abstraction obtained after the
convolution operations (there are also ReLU activation, Pooling and Softmax
layers). CNN exploits the property that many natural signals are compositional
hierarchies: higher-level features are obtained by composing lower-level ones. In
images, local combinations of edges form motifs, motifs assemble into parts,
and parts from objects [16]. All this learning representation is performed in an
unsupervised manner. The amount of filters and convolutional layers denote how
rich features and abstraction levels we wish to obtain from images.

Conversely, if we wish to apply CNNs in natural language tasks several
changes are needed [15]. Text data is tokenized and must be encoded as numbers
(input numerical variables are usual in neural networks algorithms). In the last
five years, word embeddings representations (but also character and paragraph)
have been preferred. This is due to semantical/syntactical similarity is better
expressed in a distributed manner [20].

A sentence can be represented as a matrix. The sentence length denotes
the number of rows and the word embedding dimension denotes the number of
columns. This allows us to perform discrete convolutions as in the image case
(2D input matrix). However, one must be careful when defining filter sizes which
usually have the same width as word embeddings [15].

Instead of working with 2D representation, we may also work with 1D rep-
resentation, i.e., to concatenate several word embeddings in a long vector and
then apply several convolutional layers.

Recurrent Neural Networks. Recurrent Neural Networks (RNN) [9] are a
kind of neural network that makes it possible to model long-distance depen-
dencies among variables. Therefore, RNNs are best suited for tasks that involve
sequential inputs, such as speech and language [16]. RNNs process an input
sequence one element at a time, maintaining in their hidden units a state vector
that implicitly contains information about the history of all the past elements
of the sequence. To do so, a connection is added that references the previously
hidden states ht−1 when computing hidden state h, formally [23]:

ht = tanh(Wxhxt + Whhht−1 + bh)

ht = 0 when the initial step is t = 0. The only difference from the hidden layer
in a standard neural network is the addition of the connection Whhht−1 from
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the hidden state at time step t− 1 connecting to that at time step t. Since this
is a recursive equation that uses ht−1 from the previous time step.

In the context of Sentiment Analysis, an opinionated sentence is a sequence of
words. Thus, RNNs are suitable for modeling this input sequence [13]. Similar to
CNNs, the input is given as words (character) embeddings which can be learned
during training or may also be pre-trained (Glove, Word2vec, Fastext).

Each word is mapped to a word embedding which is the input at every
time step of the RNN. The maximum sequence length denotes the length of the
recurrent neural network. Each hidden state models the dependence among a
current word and all the precedent words. Usually the final hidden state, which
ideally denotes all the encoded sentence, is connected to a dense layer so as to
perform sentiment classification [13].

RNNs are very powerful dynamic systems, but training them has proved to be
problematic. The backpropagated gradients either grow or shrink at each time
step. Thus, over many time steps they typical explode or vanish. A sequence
of words comprise a sequence of RNNs cells. These cells can have some gate
mechanism in order to avoid gradient vanishing longer sequences. In this setting
Long Short Term Memory Cells (LSTM) or Gated Recurrent Units (GRU) are
common choices [23].

4 Proposal

The aim of this paper is to explore several Deep Learning algorithms possibilities
in order to perform sentiment analysis. The focus is to tackle the polarity detec-
tion task for Spanish Tweets. In this sense, some models were tested. Details of
these experiments are given in Sect. 5.

In this section, we present our best pipeline for Spanish sentiment analysis
given short texts. Basically, it is composed by Word embeddings, CNN and
RNN models. The pipeline is showed in Figure 1. A concise description is given
as follows.

– Basic pre-processing is performed as the focus is given to data augmentation.
– The input is a sequence of words—a short opinionated sentence. These words

are mapped to three pre-trained Spanish word embeddings (Word2vec, Glove,
Fastext).

– The three channels are the input to a 3D Convolutional Neural Network.
After several convolutional and max pooling layers we obtain a feature vector
of a given length.

– The feature vector obtained from the CNN is mapped to a sequence and
passed to a RNN. It is a simple RNN model, with LSTM cells.

– The final hidden state of the RNN is completely connected to a dense layer
to train a classifier.

Further details about these design choices are given as follows.
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Fig. 1. Pipeline of our proposal: Word Embeddings+CNN+RNN.

4.1 Data Augmentation

In general a few pre-processing steps are performed over raw data. Since we
have few training examples in Spanish and Deep Learning techniques are sus-
ceptible to overfitting, we would rather focus on data augmentation. We propose
a novel approach for data augmentation. Basically, we identify nouns, adjectives
and verbs on sentences by performing Part-Of-Speech tagging1. By doing so, we
emphasize tokens that are prone to be opinionated words. Then, more exam-
ples are created by combining bigrams and trigrams from the former tokens. In
addition, we augment data based on word synonyms [33]. Opinionated words are
replaced by synonyms. Overall, this process allowed us to obtain better general-
ization results.

4.2 Word Embeddings Choice

One of the main contributions of this paper was to find the best word embedding
setting. We have trained Word2vec and Glove embeddings on Spanish corpus.
Moreover, we have used a pre-trained Fastext embedding. At the end, empir-
ical tests allowed us to decide for using these three mappings as channels in
our CNN building block. In the context of Spanish sentiment analysis, none of
the previous works had used three embedding channels in CNNs before. We
argue that by using Word2vec, Glove and Fastext at the same time, we were
able to take advantage of several “word meanings”. These word meanings are
accordingly linked to word context, co-occurrence probabilities and rare words
representations.

1 The following tool was used to perform POS tagging: http://www.cis.uni-muenchen.
de/∼schmid/tools/TreeTagger/.

http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/
http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/
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4.3 CNN Architecture

Our CNN architecture is based on Kim’s work [15]. Since three word embeddings
are used, the first convolutional layer receives a 3D input. Each word embedding
has 300 dimensions. Filters have the same width as embeddings dimension and
we perform convolutions from 1 to 5 words. The number of filters is 300. The
pooling layer allows us to control the desired feature vector obtained.

Some other hyper paremeters are given as follows:

– batch size: 32
– dropout keep probability: 0.5
– filter sizes: 3,4,5
– hidden unit: 300
– maximum pooling size: 4
– number of epochs: 10

4.4 RNN Architecture

The RNN receives a CNN vector as input and LSTMs cells are defined accord-
ingly. There is one layer of LSTM cells, these cells have 300 hidden units. The
last hidden state is fully connected to a dense layer which allows us to define a
classifier [13].

5 Experiments

Experiments were performed using Deep Learning algorithms. CNNs and RNNs
were tested separately. Our best result was obtained by composing word embed-
dings, CNNs and RNNs. We first describe the benchmark dataset used. Then,
accuracy results are showed.

5.1 Dataset

The dataset used to perform comparisons was InterTASS which is a collection of
Tweets written in Spanish. It is composed of more than 3,000 tweets annotated
at four opinion intensity level (positive, neutral, negative and none). We only
focus on task 1. This task aims to evaluate polarity classification at tweet level.
This shared task has been proposed at the TASS SEPLN workshop in 2017 [18].
We have used this dataset since it is the most recent benchmark that allows us
to compare among Deep Learning approaches for Spanish sentiment analysis.
The dataset is further detailed in Table 1.
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Table 1. InterTASS dataset (TASS 2017)

Corpus Tweets

Training 1,008

Development 506

Test 1,899

Total 3,413

5.2 Results

We have implemented several deep neural networks models, and the dataset
InterTASS 2017 was used for training. For this implementation we use Tensor-
flow2. In order to find the best hyper parameters, we have used a ten-fold cross
validation process. The test set has only been used to report results. In Table 2
we report results in terms of accuracy.

A first attempt was to test several RNNs models (many-to-one architecture ,
single layer, multilayer, bidirectional). The reported model, RNN in Table 2, has
a many-to-one architecture. The input is a sequence of words and the output is
the resulting polarity. There is only a hidden layer, and the input is a pre-trained
sequence of Word2vec embeddings.

A second attempt was to test several CNN models, i.e., 1D CNN, 2D CNN
and 3D CNNs, until 4 convolutional/pooling layers. The reported model, CNN
in Table 2, is a 3D CNN. Thus, the input received three channels of pre-trained
word embeddings. It had only three layers: a convolutional, a pooling and a
dense layer.

It is worth noting that our best result was obtained by the model described
in Sect. 3 (CNN+RNN in Table 2). This is a combination of a 3D CNN and a
many-to-one RNN. A 3D CNN architecture whose outputs where mapped to a
sequence of LSTM cells. Our data augmentation scheme was also used in order
to avoid overfitting.

Table 2. Deep learning approaches results on InterTASS dataset (TASS 2017)

Our DL attempts Accuracy

CNN+RNN 0.609

CNN 0.5552

RNN 0.4972

In Table 3, we compare, in terms of accuracy and Macro F1 measure, our best
model with the state-of-the-art InterTASS 2017 results. It is worth noting that

2 https://www.tensorflow.org/.

https://www.tensorflow.org/
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Table 3. State-of-the-art results on InterTASS dataset (TASS 2017)

System Accuracy Macro F1

CNN+RNN (our approach) 0.609 0.551

jacerong-run1 [7] 0.608 0.459

ELiRF-UPV-run1 [14] 0.607 0.493

RETUYT-svm cnn [27] 0.596 0.471

tecnolenguasent [21] 0.595 0.456

our approach outperforms all the other approaches. In addition, our proposal is
the only top result using a Deep Learning approach.

6 Conclusion

Despite being one of the three most used languages at Internet, Spanish has had
few resources developed for natural language processing tasks. Unlike English
sentiment analysis, Deep Learning approaches were unable to obtain state-of-
the-art results on Spanish benchmark datasets in the past. The aim of this
work was to provide empirical evidence on the performance of Deep Learning
algorithms for Spanish Twitter sentiment analysis. Thus, we have showed that
a combination of data augmentation, at least three kinds of word embeddings,
a 3D Convolutional Neural Network, followed by a Recurrent Neural Network
allows us to obtain state-of-the-art results, in terms of accuracy and macro F1
measure on the InterTASS 2017 benchmark. In addition, this setup can be easily
adapted to other domains.
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Facultad de Ingenieŕıa, Universidad de la República, Montevideo, Uruguay
msteglichc@gmail.com, raulsperoni@gmail.com, prada@fing.edu.uy

Abstract. Large cities and metropolitan areas are complex systems
with connections between their environments and individuals. Citizens
express themselves daily about events related to the city on the Internet.
This information has great value due to its freshness, diversity of points
of view and impact on public opinion.

Information technologies allow us to imagine other types of interfaces
for communication between people and institutions. Interfaces capable
of extracting useful information even if it is not directed to the corre-
sponding institutions.

In this work a framework that combines different techniques for the
events extraction in a city from social networks is built. Using the city
of Montevideo as a case study and its waste management as a domain,
it was possible to correctly identify 94% of the events reported with only
4% false positives.

Keywords: Smart city · Event extraction · Event detection ·
Social networks · Twitter · Natural language processing ·
Machine learning

1 Introduction

1.1 Motivation

We are currently facing two social phenomena relevant to the history of human-
ity: the acceleration of urbanization and the digital revolution. Particularly in
Uruguay, access to the Internet from mobile devices and their use to consume
and disseminate information by citizens has grown explosively [4,15].

As the population grows, the challenges grow. Increasingly, large cities and
metropolitan areas are seen as complex systems with connections between their
environments and individuals. Services such as traffic, public transport, waste
collection and public safety, among others, require more planning and dynamic
decision-making mechanisms that take into account the inclusion of citizen par-
ticipation processes [3].

Everyday the perspective of the citizens about events related to the city is
expressed in blogs and social networks. The information given by the citizens,
more and more frequently with the use of mobile devices, does not always go
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through the formal channels provided by the different organizations and never-
theless has great value due to its freshness, diversity of points of view and impact
on the public opinion.

The state of the art in disciplines of information technologies such as Natural
Language Processing, allow us to imagine other types of interfaces for communi-
cation between citizens and institutions. Interfaces capable of extracting useful
information for the management of the city even if this information was not
generated with the intention of being transmitted formally or was not directed
to the corresponding institution. It is possible to imagine that simple complaints
or comments on the Internet can become relevant for the management of a city.
Therefore it is the object of this work to build event sensing mechanisms able
to transform comments on social networks into a valuable resource for the city.

1.2 Objective

The main goal of this work is to develop an information extraction platform from
text published on social networks. This solution could be instantiated to obtain
events in any city and domain for which quality data exist. The social network
Twitter will be used, since it is often the choice of people that wants to make a
complaint in real time and because allows the extraction of information easily via
API. The solution will seek to identify those tweets in Spanish, which are claims
or complaints related to waste management in Montevideo, using techniques of
Machine Learning and Natural Language Processing.

The city of Montevideo was chosen for this work because of the quantity
and quality of the open data it offers and the waste management of the city
is the choice as the domain of the problem. Waste management is one of the
most sensitive aspects for the population, so there is a significant amount of
complaints in social networks that can serve as a corpus of data for this work.

Fig. 1. Tweets about waste in Montevideo

Although there are centralized mechanisms for the reception of complaints
by the Municipality of Montevideo (IM, for its acronym in Spanish), they are
not always used by citizens. In many cases, as shown in the Fig. 1, these people
prefer the immediacy of Twitter to report a problem in the city.

The solution and techniques proposed in this paper are part of a broader
academic work [16].
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2 State of the Art

For the purposes of this paper, we can define event as a real-world activity that
occurs during a certain period of time in a certain geographic space.

There is abundant previous research on events extraction from written texts.
These jobs can be categorized according to the types of events, data sources and
methods used [2].

The task of detecting trends in written media generally seeks to identify new
issues or topics that have growing importance within the corpus [13]. Follow-
ing the same line of thought, different techniques of event burst detection in
traditional written media has been investigated [6,8–10,12,20].

An example can be seen in [19], Snowsill et al. present an online approach
to detect events in news streams based on tests of statistical significance over n-
gram frequencies within a time frame. The direct application of these techniques
on a large volume of information with noise like that coming from social networks
does not seem feasible especially since not all bursts are of interest.

A Twitter-based news processing system called TwitterStand is proposed by
Jagan Sankaranarayana et al. in [18]. In that work, a Naive Bayes Classifier is
used to determine if a tweet corresponds to a news item or irrelevant information
and then a clustering algorithm based on term vectors is used, using Tf-Idf
similarity to group the news.

Identifying controversial events that were the origin of public discussions
on Twitter is the object of the framework developed by Popescu and Pennac-
chiotti in [14]. The framework is based on Twitter snapshots. They distinguish
between snapshots about events and those irrelevant using supervised decision
trees trained on a manually annotated corpus [5].

Another good example of use is seen in [17], where Sakaki et al. used tweets
to detect specific types of events such as earthquakes and typhoons. They for-
mulated the event detection problem as a classification problem by training an
SVM over manually tagged data to separate positive tweets from the negative
ones.

Alqhtani et al. combine in [1] the extraction of Twitter events with the use
of Image Mining, a technique that uses Computer Vision and Image Processing
concepts so that the images attached to a tweet are considered in the classifica-
tion.

3 Proposed Solution

It is estimated that an average of 6,000 tweets per second are published in the
world [21], the solution must be able to identify those in Spanish, which are
claims related to waste management in Montevideo. We will call these tweets
“Useful Tweets”.

From the moment a tweet is generated by a citizen until it becomes an event
to be analyzed by the users of the platform, four stages are covered. The Fig. 2
illustrates how information is enriched in each stage.
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Fig. 2. Module interaction

3.1 Stage 1: Information Retrieval

First of all the platform must recover and store all those tweets that are candi-
dates to be “Useful Tweets”.

Twitter Streaming API is used to collect the tweets. The chosen search cri-
teria was created from the combination of two word lists assembled using obser-
vation methods:

– Montevideo related keywords (Montevideo, im, imm, @montevideoim, etc.).
– Waste management related keywords (contenedor, recolector, papelera,

basura, etc.).

Each tweet to be recovered, is stored maintaining a common structure with
can be used for other data sources that may exist. The stored information keeps
the original text, the location, if it exists, and metadata to be used later by the
platform.

3.2 Stage 2: Information Enrichment

In this stage, several modules that make up the platform, act. These modules
task is to enrich the information obtained in Stage 1. Each module responds
to a different strategy to determine if a tweet belongs to the set of “Useful
Tweets”. Modules provide new features that enrich the original information and
help determine in Stage 3 if a tweet is an event or not.
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Georeferencing Module. The aim of the Georeferencing Module is to enrich
a tweet during Stage 2 with precise geographic data according to the domain
and city chosen.

The input data of the module is the text of the tweet, and some optional
geographic data. Twitter provides geographic data if the location of origin of
the tweet in enabled, if it is not the module will try to infer location from text.
The output is an enriched tweet with a list of possible locations ordered according
to an assigned score.

Image Processing Module. The goal of this module is to add information
about the attached multimedia content in the tweets, determining if the images
attached to a tweet belong to the domain.

For its implementation, the Cloud Vision API service from Google1 was used,
which returns labels that can be used to define whether an image refers to waste
management. After some experimentation with labels, the words “waste” and
“litter” were chosen to indicate the presence of waste in the image.

Claims Classifier Module. The objective of this module is to determine if a
tweet belongs to the set of tweets in Spanish that can be considered claims or
complaints.

The training corpus used for the implementation was assembled using a sub-
set of the collection of complaints of the Unique Response System (SUR, for its
acronym in Spanish) of the IM. The corpus consisted of a total of 120 thousand
claims. These claims are in the catalog of open data of the Uruguayan State and
are classified by date and category2.

Additionally, the Tass General 2015 corpus was used3, which has approx-
imately 60,000 tweets in Spanish written by different influential personalities
from different areas and countries. The themes of the tweets covers politics,
football, literature and entertainment [7] and allows the assumption of absence
of complaints in its content.

8 thousand tweets that were previously discarded by the georeferencing mod-
ule were also added because they were originated in other countries. These tweets
are of special interest because most of them are not written in Spanish.

The resulting corpus (Claim corpus) was built balancing classes (Claim and
Non-Claim) and was divided in train and tests sets for later use.

A classifier was built and an estimator was trained based on the Support
Vector Machines (SVM) algorithm using the Scikit-Learn’s implementation of
LinearSVC4.

1 https://cloud.google.com/vision.
2 https://catalogodatos.gub.uy/dataset/reclamos-registrados-en-el-sistema-unico-

de-reclamos-sur-de-la-intendencia-de-montevideo.
3 http://www.sepln.org/workshops/tass/2015/tass2015.php#corpus.
4 http://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html.

https://cloud.google.com/vision
https://catalogodatos.gub.uy/dataset/reclamos-registrados-en-el-sistema-unico-de-reclamos-sur-de-la-intendencia-de-montevideo
https://catalogodatos.gub.uy/dataset/reclamos-registrados-en-el-sistema-unico-de-reclamos-sur-de-la-intendencia-de-montevideo
http://www.sepln.org/workshops/tass/2015/tass2015.php#corpus
http://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html
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In addition, for this classifier the Scikit-Learn’s transformers Count Vector-
izer (converts the documents into a matrix of tokens count) and TfIdfTrans-
former (converts a matrix of tokens count into a normalized matrix using the
Tf-Idf representation) were used.

The classifier is then a composition of several steps between the transformers
and the LinearSVC estimator.

Each transformer as well as the estimators have a set of parameters whose
variation can result in a model better adjusted to the particular problem.

To look for the best performance of the classifier it is necessary to train and
evaluate the complete model with each combination of parameters.

According to the Scikit-Learn’s documentation, it was decided to explore the
parameters ngram range of Count Vectorizer (specifies if the count will be done
on unigram, bigrams, trigrams or a combination them) and C of LinearSVC
(determine to what extent to favor the search for a hyperplane whose minimum
distance to the examples is as large as possible or the search for a hyperplane
that separates the examples of different classes as best as possible).

Waste Classifier Module. The objective of this module is to determine during
Stage 2 if a tweet belongs to the set of tweets that deal with waste management.

In this module, the SUR corpus was used. By being categorized by domain
it is possible to separate the claims that deal with waste from those that do not.
Using the domain to which each claim belongs, a corpus (Waste corpus) with
approximately 50% of the claims belonging to the Waste class and 50% claims
of the Non-Waste class was obtained.

For the implementation of this module a regression model was used. This
model is also a composition of the Count Vectorizer and TfIdfTransformer trans-
formers together with an estimator called SVC (another implementation of SVM
that allows the prediction of probabilities).

3.3 Stage 3: Information Classification and Events Generation

In Stage 3, the platform must decide whether a tweet is an event or not. Each
piece of enriched information incorporated in Stage 2 will be inputs for this
decision.

Events Detection Module. The objective of this module is to determine from
the results of the Stage 2 modules whether a tweet is an event.

The corpus used for training and testing this module consists of the tweets
obtained in the information retrieval stage between September 2016 and January
2017 (Tweet corpus). Each one of those tweets was manually annotated with one
of four classes:

– “VERY USEFUL”: Refers to the waste management in Montevideo and
contains a specific location.
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– “USEFUL”: Refers to the waste management in Montevideo and contains
some location reference.

– “BIT USEFUL”: Refers to waste management in Montevideo, without
location reference.

– “NO USEFUL”: It does not refer to waste management in Montevideo.

For the purposes of this module, a tweet labeled with “VERY USEFUL” will
be considered as an event and others as no events.

For the implementation Random Forests [11] was used, which is a method
of assembling Decision Trees. Random Forests starts from the construction of
several independent trees during the training and predicts the class of a new
example taking the class predicted by the majority of the trees.

The built model is a composition of four transformers, one per module of
Stage 2, and a RandomForestClassifier estimator of the Scikit-Learn library.
Each transformer takes a tweet and returns a value corresponding to the output
of each module. The four values make up the feature vector that will be classified
by the model as an event or no event.

3.4 Stage 4: Events Visualization

In the final stage of the system, the events detected in Stage 3 are recovered
and displayed to the user. To this end, a webpage was built, showing the map of
Montevideo together with the detected events marked according to their location.
The location is the best of the ones obtained by the Georeferencing Module of
the Stage 2.

4 Results

In this section we present the results obtained by the different modules of the
platform.

4.1 Information Retrieval Stage

From the date 27-09-2016 until the date 10-01-2017 the platform retrieved 15,528
tweets, which after being filtered by the georeferencing module, and being cate-
gorized and annotated manually, are divided as observed in the Table 1.

4.2 Georeferencing Module

Of the total of imported tweets, the georeferencing module ruled out 7,857
because they are georeferenced tweets located outside the city of Montevideo.

Of the 238 tweets annotated with the label VERY USEFUL the georeferenc-
ing module found correct solutions for 213 of them. Of the remaining 25, 12 had
no solution and 13 had wrong solutions.
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Table 1. Imported tweets (Tweet corpus)

Quantity

Discarded by Georeferencing 7,857

Tagged as VERY USEFUL 238

Tagged as USEFUL 133

Tagged as BIT USEFUL 2,046

Tagged as NO USEFUL 5,254

Total 15,528

4.3 Image Processing Module

As explained in Sect. 3.2 for the construction of this module, the Cloud Vision
API provided by Google was used. Despite having a small corpus of information
pieces with attached images, the results obtained by this module shown in the
Table 2 are favorable.

Table 2. Results about tweets with images

Precision Recall F1-score Examples % of the corpus

Without-Garbage 0.86 1.00 0.93 840 66.5%

With-Garbage 1.00 0.68 0.81 423 33.5%

Total 0.91 0.89 0.89 1263 100%

To obtain the results, the collected tweets that had an attached image were
taken into account. These tweets were inspected manually to determine how
many were incorrectly classified by the module. The resulting confusion matrix
is shown in Table 3.

Table 3. Confusion matrix over tweets with images

Estimated Class
Without-Garbage With-Garbage

Real Class
Without-Garbage 840 0 False Positives
With-Garbage 135 288

False Negatives

In the final results, and as can be seen in the models generated in the Sub-
sect. 4.6 to classify a tweet as an event, it appears that the influence of this
module in the definitive classification is low; In general, the images illustrate a
reality expressed in the text, causing some redundancy between modules. This
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redundancy is most noticeable when configuring tweet extraction to work with
keywords related to the domain. In a different situation, for example making an
extraction of all the tweets in Spanish or all those related to Montevideo, the
Image Processing Module would take more relevance in the final result.

4.4 Claims Classifier Module

The evaluation of this module on the test set (33% of the Claim corpus, 42,664
examples) gives a precision and a recall of 1.0, for both categories (Claim and
Non-Claim).

The results on the test set are exceptionally good, nevertheless it is good
to remember that the model will be used on tweets and not on claims of the
SUR system. In Table 4 the indicators can be seen for the Tweet corpus and in
Table 5 the confusion matrix can be found. In this case, although the recall is
an acceptable 84%, the accuracy is only 14% due to the large number of false
positives.

Table 4. Results on the Tweet corpus

Precision Recall F1-score Examples % of the corpus

Non-claim 0.99 0.83 0.91 7433 97.53%

Claim 0.14 0.84 0.24 238 3.12%

Total 0.97 0.83 0.88 7621 100%

Table 5. Confusion matrix for the Tweet corpus

Estimated Class
Non-Claim Claim

Real Class
Non-Claim 6183 1250 False Positives
Claim 38 200

False Negatives

4.5 Waste Classifier Module

For the implementation of this module a regression model that assigns proba-
bilities of belonging to the Waste class for each tweet was chosen. This type of
models allows to vary the threshold above which a document will be considered
within a given class.

As an example, taking the threshold = 0.5 and evaluating this module on the
test set (33% of the total corpus, 42,076 examples) we obtain an accuracy of
0.97 and a recall of 0.98 for both categories (Waste and Non-Waste).
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As in the Subsect. 4.4 the results on the test set of the Waste corpus are very
good, but it is important to consider that the model will be used to classify tweets
and not claims originated in the SUR system. It can be seen in the Table 6 the
indicators when evaluating the model on the Tweet corpus and in the Table 7 the
confusion matrix for the same set can be found. In a similar way to the previous
section a good recall is obtained for the class sought but a very poor precision,
this is caused by the high number of false positives.

Table 6. Results on the Tweet corpus, threshold = 0.5

Precision Recall F1-score Examples % of the corpus

Non-waste 0.99 0.42 0.59 7433 97.53%

Waste 0.05 0.90 0.09 233 3.12%

Total 0.96 0.44 0.58 7671 100%

Table 7. Confusion matrix for the Tweet corpus, threshold = 0.5

Estimated Class
Non-Waste Waste

Real Class
Non-Waste 3128 4305 False Positives
Waste 23 215

False Negatives

In the Subsect. 4.6, the importance of both domain classifiers in the final
classification of a tweet as an event is measured. Even with good individual
recall the classifiers seem to have little participation in the final classification,
especially the waste classifier. This behavior is due in part to the fact that tweets
are retrieved by keywords related to waste, a scenario in which the module has
little influence on the final result.

4.6 Events Detection Results

The parametric adjustment was made comparing several alternatives favoring
the recall by means of a cross validation evaluation with five partitions.

The outputs of the Stage 2 modules acted as attributes for the Random-
Forests model used. Scikit-Learn allows to measure the importance of each fea-
ture in the resulting model. The attributes of the model trees were evaluated
and the values are seen in the Table 8.

Results for the test set of the Tweet corpus can be seen in the Table 9 and the
results and the associated confusion matrix for the complete Tweet corpus are
found in the Table 10 and the Table 11. According to this data, the probability
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Table 8. Parameters

Feature Importance

Georeferencing module 0.740

Claims classifier module 0.175

Classifier waste module 0.065

Image processing module 0.018

Table 9. Events detection results for the test set of the Tweet corpus

Precision Recall F1-score Examples % of the corpus

No event 1.00 0.96 0.98 2459 97%

Event 0.40 0.95 0.56 73 3%

Total 0.98 0.96 0.97 2532 100%

Table 10. Events detection results for the complete Tweet corpus

Precision Recall F1-score Examples % of the corpus

No event 1.00 0.96 0.98 7433 96.9 %

Event 0.44 0.94 0.59 238 3.1 %

Total 0.98 0.96 0.97 7671 100 %

Table 11. Confusion matrix for the complete Tweet corpus

Estimated Class
No Event Event

Real Class
No Event 7144 289 False Positives
Event 15 223

False Negatives

Fig. 3. Learning curves
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of classifying an event correctly is 94% (recall) and the probability of incorrectly
classifying an event, that is, obtaining a false positive is 4% (fall out).

It is clear that the number of positive instances for the “event” label is low
and therefore the results should be taken with caution. However, as seen in
Fig. 3 the recall difference between the validation and training corpus starting
from certain number of examples seems stabilize, which indicates the ability of
the model to generalize predictions.

It is interesting to note that both the classifiers of Stage 2 and the event
classifier always sought to favor the recall over the precision in the training
stage. The decision follows from the concept that it is better to have fewer false
negatives regardless of the number of false positives, that is: from the perspective
of city management it matters more to find as many events as possible, even if
this means finding more instances that are not events.

5 Conclusions

Everyday more and more citizens interact with each other and with different
organizations through technology and social media. In this new era of informa-
tion exchange, it can be observed that the perception that can be obtained about
what happens in a city is more diverse, integral and exact than it used to be.

Artificial Intelligence has taken a great leap in terms of its practical appli-
cations thanks to the abundant amount of data generated by Internet users.
New tools and algorithms that are applicable to areas so far unrelated to these
technologies are released on a daily basis. Industry and public services are exam-
ples where diverse techniques of Artificial Intelligence such as Natural Language
Processing and different methods of automatic learning can have a great impact.

The generation of data is the consequence of the massive use of the Internet
and the main condition for the development of AI applications that are really
useful. The availability of quality open data on different aspects of a city is what
makes possible research like the one presented in this work. The fact that public
institutions have good policies about open data, as in the case of IM in Uruguay,
is what allows to move forward in the investigation and analysis of this data for
the improvement of processes and services that could benefit citizens.

The platform built was fed with 15,528 tweets during a period of 105 days,
these tweets were retrieved by keywords associated with the city of Montevideo
and the chosen domain: Waste management. Of the 234 tweets manually marked
as possible events, the platform identified 94% correctly while getting only 4%
false positives (289 tweets).

The results obtained show that it is possible to identify city events associated
to the domain for most of the tweets recovered that complied with the conditions.
For these events, it is possible to have a precise geographic location associated
to elements of the urban furniture that are the object of the complaint or claim.

The identification of events, located in time and space, from the diverse
perspective of citizens and with aggregate information such as photographs or
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videos allow a level of analysis that would make possible, for example, the detec-
tion of problematic geographic areas, the identification of patterns, or sentiment
analysis for any given public service.

Going one step further, if each event identified by the platform could be
assigned directly to a team for its resolution, and that team could report the
result through images directly to the platform, it would close the communication
circle with the citizen.

It is in this context of technological advances, and after analyzing the results
of this work that we can conclude that it is possible to build sensing mechanisms
of social networks that can become a new type of interface between citizens
and public organizations. These interfaces would allow a greater participation of
citizens in a familiar terrain: social networks, and could offer a more transparent
resolution of some claims. These interfaces could become a relevant aspect of the
transformation of a city into a smart city.
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Abstract. In the last years, different efforts have been made to extract
information that users express through online social networking services,
e.g. Twitter. Despite the progress achieved, there are still open gaps to
be addressed. Related to the sentiment analysis issue, we stand out the
following gaps: (a) low accuracy in sentiment classification task for short
texts; and, (b) lack of tools for sentiment analysis in several languages.
Aiming to fill these gaps, in this paper we apply the Spanish adaptation
of ANEW (Affective Norms for English Words) as resource to improve
the Twitter sentiment analysis by applying a variety of multi-label clas-
sifiers in a corpus of Spanish tweets collected by us. To the best of our
knowledge, this is the first work using a Spanish adaptation of ANEW
for sentiment analysis.

Keywords: Classification · Sentiment analysis ·
Multi-label classification · Twitter · ANEW · Affective word lists

1 Introduction

In the last years, the volume of generated content through online social network-
ing services, e.g. Twitter, has significantly increased. Until April 2018, Twitter
has reached 330 million of active users; who share their opinions about diverse
topics, like the products or services they consume. Hence that, the tasks related
to mining and analysis of this data have become hot topics.

Sentiment analysis is a task aiming to determine, automatically, whether a
text document received either a positive, negative or neutral opinion [12]. Clearly,
this problem could be addressed as a traditional classification problem. However,
given the variety of emotions that could be expressed in the same text, short
documents as tweets commonly have associated more than one category. This
fact makes the task more complex being necessary deal with it as a multi-label
classification problem.
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To perform sentiment analysis in a multi-label context, one of the most impor-
tant steps is the right identification of sentiments existing in the text corpus.
From this identification, is possible selecting the labels that will categorize the
instances. To aid in this task, in the literature exist several word lists labeled
with emotional valence. Some word list for sentiment analysis extensively stud-
ied by the research community are: ANEW, General Inquirer, OpinionFinder,
SentiWordNet, and WordNet-Affect [7].

ANEW is one of the most accurate affective word lists since the scores
for words offered by it have been validated by several scientific psycholin-
guistic studies. Considering its good performance, adaptations to Spanish [9],
Portuguese [10] and Italian [6], have been developed.

In this work, the Spanish adaptation of ANEW is used to determine the
labels and the attributes for the categorization of Spanish tweets. We use a group
of instance-based multi-label classifiers to perform our experimental evaluations.
The contributions of this paper are twofold, we: (i) make available a new dataset
of Spanish tweets in attribute-value table form built based on ANEW, and (ii)
carried out a comprehensive evaluation to quantify the classification abilities of
well-known instance-based multi-label algorithms on short-text Spanish corpus.

The remainder of this paper is organized as follows. In Sect. 2 we discuss
about the previous works in sentiment analysis. In Sect. 3, we briefly describe
the algorithms and evaluation metrics for multi-label classification. In Sect. 4, we
briefly describe the construction of the dataset based on the Spanish adaptation
of ANEW. In Sect. 5, we show our experimental results. Section 6 closes with our
conclusions and future work.

2 Sentiment Analysis

Several studies have focused on sentiment analysis task. Most of them address
the problem as a classification of sentiments found in a portion of text. In this
context, a sentiment is commonly considered as positive, negative or neutral,
according to its nature. Nevertheless, a comment/post in a social networking
service can involve multiple sentiments at the same time. Therefore, the main
dilemma lies in identifying which sentiments to classify or how to detect them
within a comment/post.

Raja and Swamynathan [8] analyzed the different ways in which senti-
ments in comments/posts can impact the accuracy of any recommendation task.
Bobicev [1] faced the problem of sentiment detection in health-related forum
posts, proposing a set of new labels: confusion, encouragement, gratitude, and
factual. Zhao et al. [14] developed the Social Sentiment Sensor (SSS) system,
which aims the hot topic detection and topic-oriented sentiment analysis from
social network data. Tellez et al. [12] built a tool which, automatically, iden-
tify the necessary preprocessing techniques to improve the performance of some
classifiers.

Despite the variety of techniques and tools existing in the literature, there
is a lack of them directed to Spanish language [5]. This fact is probably due to
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the low amount of linguistic resources available to support the development of
solutions for sentiment analysis in the cited language. Therefore, this work shows
that is possible obtain accurate multi-label classification results in the context
of sentiment analysis of short-texts written in Spanish by using an adaptation
of ANEW.

3 Instance-Based Multi-label Classifiers

In the literature exists a variety of multi-label classifiers. Some of the most
commonly used, by its simplicity, are the called instance-based (or lazy), such
as: MLkNN, BRkNN, MLMUT and MLnotMUT.

Zhang and Zhou [13] proposed MLkNN, which uses the MAP principle to
determine the labels of each test instance according to the number of its k-nearest
neighbors belonging to each class. Spyromitros et al. [11] proposed BRkNN,
which performs independent predictions for each label of each test instance fol-
lowing a single search of its k-nearest neighbors. Two extensions are added to this
algorithm: a and b. Both extensions are based on the confidence score calculation
of each label, which is obtained by considering the percentage of the k-nearest
neighbors that include it. BRkNN-a considers a confidence score greater than
half of the number of k-nearest neighbors; if no label satisfies this condition,
it outputs the label with the greatest confidence score. Conversely, BRkNN-b
classifies the test instance with a group of x labels, which have the greatest con-
fidence score, where x is nearest integer of the average size of the multi-labels of
the k-nearest neighbors of the instance.

Cherman et al. [3] developed the MLMUT and MLnotMUT algorithms,
which use mutuality strategies and a voting system to improve the BRkNN
algorithm. Since both algorithms are based on BRkNN, the corresponding exten-
sions can be applied. Therefore, the algorithms MLMUT-a and MLnotMUT-b
are obtained.

Metz et al. [4] proposed GeneralB, an algorithm specifically developed to be
used as baseline. GeneralB ranks the single labels in the set of labels according
to their individual relative frequencies on the multi-labels in the dataset, and
the x most frequent single-labels are included in the predicted label set. As the
predicted set of labels should have a reasonable number of single-labels such
that it is not too strict (including too few single-labels) or too flexible (including
too many single-labels), x is defined as the closest integer value of the label
cardinality of dataset.

It is important to comment that here exists a variety of metrics to evaluate
the performance of classifiers mentioned. However, we focus on Hamming loss
due to be considered as better than precision in multi-label context since it
considers the fraction of the wrong labels, instead of right, to the total number
of labels. Therefore, hamming loss is defined as: i.e. HammingLoss(H,D) =
1
N

∑N
t=1

|YiΔZi|
|L| , where Δ denotes the symmetric difference between the true

labels Yi and the predicted labels Zi, and L represents the set of labels. The
smaller hamming loss value, the better the multi-label classifier performance.
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4 Dataset Description

In this section, we present the characteristics of dataset collected as well as the
preprocessing applied over it to be used in our experiments.

4.1 Spanish Adaptation of ANEW

Redondo et al. [9] provided a set of 1034 emotional words in Spanish from the
original proposal of Bradley and Lang [2]. The sentiments represented in ANEW
are categorized into three dimensions: valence, which ranges from unpleasant to
pleasant; arousal, which ranges from calm to excited; and dominance, which
ranges from out-of-control to in-control. The categorization is done by scoring
each word in a scale from 1 to 9 on each of the three dimensions.

To transform this categorization to multi-label, we use the minimum and
maximum values from each dimension to determine the labels: unpleasant, pleas-
ant, calm, excited, out-of-control and in-control. We assign a value of 0 or 1 to
each label of each word according to its score, i.e. if the score in a specific dimen-
sion is lower than 5, then we assign 1 to the label that represents the minimum
value of the dimension, and 0 to the label that represents the maximum value
of the dimension; but if the score is greater or equal to 5, then we assign 1 to
the label that represents the maximum value of the dimension and 0 to the label
that represents the minimum value of the dimension.

We use the Meaning Cloud1 service to lemmatization process of list of words.
Considering the fact that repeated words can be outputted, the support of an
expert in psychology is requested to determine the final list of words as well as
its corresponding categorization. As a result, a list of 1020 words is obtained.

4.2 Spanish Tweets Data Collection and Preprocessing

We collected 3000 tweets posted on April 19th, with the support of Twitter
Archiver2 tool by using the following query: “academia OR alumno OR apren-
dizaje OR biblioteca OR catedra OR ciencia OR colegio OR conocimiento OR
diploma OR docente OR doctorado OR enseñanza OR escuela OR facultad OR
guarderia OR instituto OR instructor OR intelecto OR inteligencia OR licen-
ciatura OR liceo OR maestro OR magisterio OR mentor OR museo OR peda-
gogia OR pedagogo OR profesor OR titulo OR tutor OR universidad”.

A lemmatization process supported also by the Meaning Cloud service was
applied on the collected tweets. After, the tweets are categorized in different
labels by checking the presence of any of the words from ANEW within its con-
tent. If there is a match, we assigned the corresponding labels of each encountered
word on the tweet. When matching the words, we discard those instances which
do not present any ANEW word in its content. Therefore, we keep a total of 1723
tweets. Figure 1 shows the general process implemented for tagging a collected
tweet and put it into the dataset.
1 https://www.meaningcloud.com/es/.
2 https://goo.gl/DkbRbs.

https://www.meaningcloud.com/es/
https://goo.gl/DkbRbs
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Fig. 1. General idea of the process for tagging a tweet and put it into the dataset.

Subsequently, an attribute selection task is performed by using Mulan3

library. Specifically, the IG-BR method with Rankeras base algorithm was used
by setting the threshold to 0.001 as the minimum correlation value. This config-
uration reduces the number of attributes to 142.

5 Experimental Setup and Results

The objective of our experiments is to evaluate the performance of instance-
based multi-label classifiers in the context of short-texts in Spanish language,
based on the sentiment dimensions found in ANEW. Therefore, our evaluation
considers the Mulan implementations of MLkNN, BRkNN, BRkNN-a, BRkNN-
b, MLMUT, MLMUT-a, MLMUT-b, MLnotMUT, MLnotMUT-a and MLnot-
MUT-b. Moreover, we use GeneralB as baseline algorithm. Since all the instance-
based multi-label classifiers are based on k-nearest neighbors principle, we per-
form our experiments considering variations of k parameter. Moreover, we also
consider three distance functions: Euclidean, Chebyshev and Cosine.

Table 1 shows the results of multi-label sentiment classification obtained for
different values of nearest neighbors (k). Each value in Table 1 represents the
average hamming loss obtained by 10-fold cross validation process. Highlighted
values represent the best results for each k value and for each distance function.

From Table 1 we observe that for Euclidean distance, classifiers based on
mutual strategies (MLMUT, MLnotMUT, and their variations) performed bet-
ter. Specifically, MLMUT is the best classifier and reached its best performance
at k = 9. A similar behavior is observed for results obtained for Chebyshev
distance, i.e. classifiers based on mutual strategies performed better, specifically
the MLMUT with k = 9. For both distances, all evaluated classifiers outper-
formed GeneralB independently of k value. For Cosine distance, none of the
algorithms can performed better than baseline; however, some classifiers such

3 http://mulan.sourceforge.

http://mulan.sourceforge
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Table 1. Experimental results of instance-based algorithms evaluated. Different values
of k and Euclidean (Eu), Chebyshev (Ch) and Cosine (Co) distances have been used.
Best results for each k value are highlighted in bold.

Algorithm k = 1 k = 3 k = 5 k = 7 k = 9 k = 11 k = 13 k = 15

GeneralB Eu. 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192

Ch. 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192

Co. 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192

MLkNN Eu. 0.1056 0.0760 0.0937 0.0936 0.0932 0.0995 0.0994 0.0999

Ch. 0.1438 0.0872 0.0818 0.0877 0.0944 0.0934 0.0991 0.0952

Co. 0.5624 0.4507 0.3732 0.3480 0.3686 0.3802 0.4002 0.3964

BRkNN Eu. 0.0684 0.0996 0.1220 0.1465 0.1550 0.1618 0.1821 0.1877

Ch. 0.0810 0.1138 0.1416 0.1678 0.1750 0.1815 0.2021 0.2065

Co. 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192

BRkNN-a Eu. 0.0684 0.0996 0.1220 0.1465 0.1550 0.1618 0.1821 0.1877

Ch. 0.0810 0.1138 0.1416 0.1678 0.1750 0.1815 0.2021 0.2065

Co. 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192

BRkNN-b Eu. 0.0701 0.1021 0.1238 0.1496 0.1566 0.1626 0.1823 0.1880

Ch. 0.0754 0.1056 0.1291 0.1537 0.1622 0.1712 0.1915 0.1972

Co. 0.3288 0.3288 0.3288 0.3288 0.3288 0.3288 0.3288 0.3288

MLMUT Eu. 0.0959 0.0810 0.0760 0.0718 0.0706 0.0709 0.0716 0.0706

Ch. 0.0998 0.0883 0.0817 0.0818 0.0817 0.0817 0.0810 0.0810

Co. 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192

MLMUT-a Eu. 0.0959 0.0810 0.0760 0.0718 00.0706 0.0709 0.0716 0.0705

Ch. 0.0998 0.0883 0.0817 0.0818 0.0817 0.0817 0.0810 0.0810

Co. 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192 0.3192

MLMUT-b Eu. 0.0959 0.0906 0.0821 0.0774 0.0742 0.0748 0.0736 0.0733

Ch. 0.0925 0.0874 0.0807 0.0787 0.0772 0.0766 0.0754 0.0754

Co. 0.3288 0.3288 0.3288 0.3288 0.3288 0.3288 0.3288 0.3288

MLnotMUT Eu. 0.0678 0.0769 0.0872 0.0961 0.1021 0.1069 0.1161 0.1238

Ch. 0.1025 0.1129 0.1166 0.1033 0.1162 0.1241 0.1309 0.1355

Co. 0.5624 0.5025 0.4733 0.3192 0.3192 0.3192 0.3239 0.3231

MLnotMUT-a Eu. 0.0679 0.0770 0.0872 0.0961 0.1021 0.1069 0.1161 0.1238

Ch. 0.1025 0.1129 0.1166 0.1033 0.1162 0.1241 0.1309 0.1355

Co. 0.5624 0.5025 0.4733 0.3192 0.3192 0.3192 0.3239 0.3231

MLnotMUT-b Eu. 0.0903 0.1048 0.1204 0.1322 0.1376 0.1433 0.1534 0.1585

Ch. 0.1044 0.1191 0.1244 0.1124 0.1219 0.1313 0.1374 0.1435

Co. 0.5624 0.5152 0.4757 0.3321 0.3304 0.3307 0.3192 0.3239

as BRkNN, BRkNN-a, MLMUT and MLMUT-a which at most can reach the
value of GeneralB. We can also observe that MLnotMut-b can reach this value
at k = 13.

To examine the difference in performance between the use of the distance
functions, Fig. 2 plots the results for the best five algorithms along the distances
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used. We can observe that algorithms MLMUT, MLMUT-a and MLMUT-b per-
formed better than the rest and also present less dispersion. This leads us to think
that the algorithms that involve mutuality strategies are more consistent than
others that do not include them.

(a) Euclidean distance (b) Chebyshev distance (c) Cosine distance

Fig. 2. Results of the best five algorithms on the three distances

The source code, dataset collected and other resources related to our exper-
imental setup and results are publicly available4.

6 Conclusion

In this work we used the Spanish adaptation of ANEW to determine the labels
and attributes for the automatic categorization of Spanish tweets. After the pre-
processing tasks, we obtained 1723 Tweets and 142 attributes with a confidence
of at least 0.001. The categories used were pleasant, unpleasant, calm, excited,
in-control and out-of-control.

In other hand, the experiments show that algorithms with mutuality strate-
gies are more stable despite the variations of k value, and also outperform the
other lazy algorithms when using the Euclidean and Chebyshev distances. How-
ever, when using the Cosine distance, none of the algorithms could outperform
the baseline. The best value obtained using Cosine distance was equal to the base-
line, which was reached by BRkNN, BRkNN-a, MLMUT, and MLMUT-a. We also
observed that, for the three distances, the “a” configuration of the BRkNN imple-
mentation performs slightly better than the “b” configuration.

The results reported in this paper could be complemented with other exper-
iments using other preprocessing techniques and different comparison metrics.
In that sense, as future work, we plan to complement this work focusing on the
preprocessing phase, experimenting with diverse techniques in order to reduce
the sparsity of the dataset and also present results with more evaluation metrics.

Acknowledgements. We would like to thank psychologist Maŕıa Soledad Silva for
her collaboration.

4 https://github.com/RpalominoSil/ANEW-for-Sentiment-Analysis.
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Abstract. We here present an operational deep learning pipeline for classifying
life events from individual tweets, using job loss as a use case and Twitter data
collected between 2010 and 2013 (historic sample from the public stream). The
pipeline includes identification of keywords through snowball sampling, mul-
tiple rater manual annotation, supervised deep learning, text processing (word
embedding, bag of words) and architecture selection (convolutional, shallow-
and-wide convolutional, and long-short-term memory) with parameter opti-
mization, external validation and feedback learning. After model optimization, a
shallow-and-wide network with a pre-trained 200-dimensional word2vec
achieved a precision of 78% (over an average single keyword precision of 50%)
and an area under receiver operating characteristic of 86%. Precision and recall
also increased by 5% using bag of words. When tested on tweets with
ambiguous annotations (i.e. tweets that were hard for human annotators to
classify), the network achieved 65% precision. Finally, on a random set of
tweets that did not contain any of the snowballed keywords, 30% were classified
as job loss events; this putatively false positive set can be used to reinforce the
learner’s training. In conclusion, the pipeline streamlines both the manual and
automated process, providing feedback reinforcement (snowballing and external
tweets), and shows good performance on classifying individual tweets on the
use case, potentially saving human resources needed to collate such data for
research studies.

Keywords: Deep learning � Job loss � Twitter � Classification

1 Introduction

Twitter is a popular resource for data mining and information retrieval due to its ease of
access, large sample size, and diverse information content. Natural language processing
(NLP) and machine learning methods have been employed for automated annotation of
tweets, which is a necessary precursor for subsequent works, e.g. behavioral assess-
ments, epidemiology surveillance, and demoscopic studies. For instance, in relation to
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individual tweet classification, Reece et al. [1] used random forests to forecast the onset
and cause of mental illness, in which Linguistic Inquiry and Word Count (LIWC) [2],
tweet sentiment, average word count per tweet and tweet frequency of the user were
used as features; Alsaedi et al. [3] employed naïve Bayes to detect disruptive events. Bag
of words, text sentiment, etc. were used as features; Sumner et al. [4] applied LIWC to
extract features, using support vector machines (SVM), decision trees, random forests,
and naïve Bayes to predict the ‘dark triad’, which is the anti-social triad of psychopathy,
narcissism and Machiavellianism; Makazhanov et al. [5] employed naïve Bayes and
social network information (e.g. number of times a user has retweeted party candidates)
to identify political preferences; Conover et al. [6] employed term frequency-inverse
document frequency (TF-IDF) [7] and latent semantic analysis [8] to extract features
from tweets, and used SVM also to predict political alignment among Twitter users.
Deep learning is often combined with NLP due to its flexibility in architecture, text
embedding, and ability to approximate complex target functions. For tweet classifica-
tion, Won et al. [9] applied a deep residual network to detect images related to protest
activities in tweets; Zhang et al. [10] used restricted boltzman machine and long-short-
term memory (LSTM) networks to detect traffic accidents. They did stemming for tweets
and used binary features; Founta et al. [11] Badjatiya et al. [12] and Pitsilis et al. [13]
identified abusive behavior, such as offensive language, in social media with deep
learning models. In these three papers, Founta et al. used word embedding to extract
features; Badjatiya et al. applied TF-IDF, n-gram, and word embedding [14, 15] to
different models; and Pitsilis et al. used term frequency as feature.

Given the widespread use of NLP/deep learning in Twitter analytics, it is valuable
to develop operational procedures apt to facilitate manual data annotation, streamline
automated classification, and validate generalizability. Therefore, we developed a
multi-step pipeline to classify life events from individual tweets; as a use case, we
chose detection job loss. The pipeline included identification of keywords through
snowball sampling, multiple-rater manual annotation, supervised deep learning,
architecture selection – convolutional neural network (CNN), shallow-and-wide con-
volutional neural network (SWCNN), and LSTM – with parameter optimization,
external validation and feedback ‘active’ learning.

2 Methods

The pipeline is applied upon the definition of a research outcome, i.e. the life event of
interest. In our case, it is job loss. The following steps were executed (with internal
feedbacks as needed).

i. Initial Keyword Identification: The study team agreed on a list of seed key-
words related to the outcome of interest.

ii. Data Collection and Preprocessing: We used a Twitter crawler tool, tweetf0rm
[16], leveraging the Twitter API to collect random public tweets. Xapian [26] was
used for index and search due to the large volume of data that we have collected.
Non-English tweets were removed and the remaining ones were standardized.
Tweets were mapped to vectors of real numbers (to be used as input to the deep
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learners) using the GloVe word embedding tool. In addition to GloVe, the fol-
lowing text tweaks were made: (1) Replaced all links (e.g. http://4ms.me/bcIVe0)
in tweets with “<url>”; (2) All user mentions (e.g. @FoxNews) were replaced
with “<user>”; (3) Hashtags (e.g. #jobloss) were replaced by “<hashtag>
PHRASE” (e.g. “<hashtag> jobloss”). We further padded all tokenized tweets to
37 tokens, which is the length of the longest one, to achieve the same vector
dimension. From the standardized set, the tweets containing the keywords were
separated from those not containing the keywords.

iii. Manual Annotation: We did annotation on tweet level. A subset of the tweets
(from hundreds to a few thousands) containing the selected keywords was man-
ually categorized by 3 raters as related to the outcome or not (i.e. job loss event vs.
not) with possibility to flag ambiguous instances. The initial set was calibrated to
the number of available raters. Ties were discussed and if not resolved, ambiguous
tweets were kept apart. For each keyword, precision, recall and raters’ kappa
agreement were calculated [17].

iv. Snowball Sampling: From the initial annotated set, and on the basis of precision
(the number of job loss events divided by total number of tweets generated by the
particular keyword), the raters agreed on a set of additional keywords to look for,
and steps i to iv were repeated until the results were satisfactory. This technique is
known as snowball sampling [18] (see detailed section below). For instance, when
annotating tweets with the keyword “got fired”, a rater may find the tweet “Since I
started working for my dad I’ve been fired 4 times and kicked out of his shop at
least 15+. I need a job”, in which “kicked out” could be added to the keyword set.

v. Model Training and Selection: The non-ambiguous set of manually annotated
tweets after snowball sampling was used to train, optimize learning parameters
(details given in the next paragraphs), cross-validate, and select the best deep
learning model among the list of choice (here, CNN, SWCNN, LSTM using word
embedding, and SVM, LASSO logistic regression with bag of words) based on a
complexity/performance tradeoff. Performance indices included precision, recall
and area under the curve (AUC) of the receiver operating characteristic. Two
levels of cross-validation (CV) were used: the first one was a plain n-fold CV that
optimizes the parameters (e.g. filter, learning rate, word embedding dimensions);
the second one was a repeated n-fold CV (i.e. r�n-fold CV) that drew distributions
on the performance indices and – since repeated CV usually yields Gaussian –

compared them using a t-test corrected for sample overlap [19]. The models were
also cross-validated by using increasing data subsamples to estimate if the man-
ually annotated sample size is large enough to guarantee flattening of perfor-
mance, i.e. increasing the number of manually annotated tweets does not
significantly increase learner’s performance.

vi. Robustness Assessment and Model Reinforcement: To assess the robustness,
the best model was tested on the ambiguous tweets and on the random sample of
tweets that do not contain the keywords. Since our models were trained only on
tweets containing the keywords, it is necessary to make it more general by rein-
forcing it with random tweets that do not have the keywords. We randomly col-
lected tweets without the keywords, did prediction using trained model. Putatively
false positive tweets were added to the training set to repeat steps v to vi.
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Details on Deep Learning Architectures and Parameter Settings
We compared different deep learning methods: (i) CNN [20] (Fig. 1a); (ii) SWCNN
(Fig. 1d) with word embedding [21]; (iii) LSTM [22] (Fig. 1c); and (iv) the combi-
nation of CNN and LSTM (Fig. 1d). CNN has been widely used in computer vision
and NLP, and the convolutional layer allows for a direct multi-dimensional input and
neighborhood/context manifolds, i.e. it is appropriate for input encodings such as word
embedding, and the output of global max-pooling for the convolutional layer is the

Fig. 1. Neural network architectures
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vector for the tweet. LSTM is also a popular architecture, apt to capture time-series
information such the word sequence information in a sentence. The tweet vector was
represented by the output of the hidden layer in the last state. SWCNN is an extension
of CNN, which has only one hidden convolutional layer, but the layer contains three
branches each with different filter length. The concatenation of the three branches’
global max-pooling outputs is the tweet vector. For word embedding we used
100-dimensions and 200-dimensions GloVe pre-trained Twitter word vectors, devel-
oped on 2 billion tweets with 1.2 million words vocabulary. In brief, a tweet can be
converted into an embedding n-dimensional matrix by mapping each word to a certain
vector, i.e. each word in a tweet is transformed into a corresponding vector in the
matrix. The programming language Python 3.6.5 [27] and the Tensorflow library [28],
including the Adam routine for adaptive parameter optimization, were used.

Details on Snowballing
Snowball sampling (also known as chain sampling, referral sampling, or chain-referral
sampling) is a non-probability and non-random sampling procedure widely employed
in social science research, where current study participants recruit future ones using
their network and acquaintances [18]. In other words, snowball sampling is based on
referrals from initial subjects to generate additional subjects. It is useful used when
properties peculiar to the samples are rare and difficult to find. The snowball sampling
can be: linear, where the addition of new subjects is limited to one suggestion per
subject at a time; exponential, when any subject can suggest new subjects and they can
suggest others with no limitations; or exponential discriminative, where some of the
referred subjects are excluded based on certain criteria [29].

3 Results

We run the API crawler on historical tweets collected between 2010 and 2013, ran-
domly sampling a month of the year (with the exception of 2012 which was not
available). On average, 47 million tweets were available for each month.

The initial keyword set was: “got fired”, “lost my job”, and “unemployed”. Upon
snowballing, the following keywords were added: “been fired”, “laid off”, “kicked
out”, “was fired” and “were fired”. For high-frequency keywords associated to low
precision, subsampling was carried out.

After sampling, the total number of distinct tweets including one or more of the
keywords was 3,017. The manual annotation was done by two independent raters plus
a third for tie breaking, and took about one person’s month time. Out of the total, raters’
labelling agreed on 2,845 tweets (94% agreement, with a kappa score of 85%), whilst
the remaining 172 tweets were flagged as ambiguous and sent to the third rater for
further annotation.

Of the 2,845 unambiguous tweets, 1,498 (52.6%) were labelled as a job loss event,
whereas 99 of the 172 ambiguous ones (57.6%) were classified as job loss by two out
of three raters. Table 1 shows the summary of the snowball keyword sampling and of
the labeling process.

58 X. Du et al.



Using the unambiguously labelled data set, we passed on to the model optimization
and selection phase, using CNN, LSTM, SWCNN, and CNN+LSTM architectures with
either 100- or 200-dimensions for the word2vec embedding. For the bag of words input
encoding we fit a LASSO logistic regression and a linear SVM optimizing the penalty
parameters. Table 2 shows the parameter ranges used for optimization as well as
performance obtained from the repeated cross-validation. In terms of parameters, all
models reached optimal performance with a 0.001 learning rate and 32 filters for CNN,
one 256 dimensional hidden layer for the LSTM, while there were variations in the
optimal dropout rate and filter length. Table 3 shows the odds ratios and p-values of the
keywords from the logistic regression.

The best model under repeated cross-validation (10 � 5 runs) using word
embedding was a SWCNN with 200-dimensional word embedding, which yielded top
performance in all three indices (78% precision, 78% recall and 86% AUC). When
using the bag of words, the best model was logistic regression, with LASSO feature
selection (84% precision, 84% recall and 91% AUC). When comparing the error
distributions across models fitted with the word embedding, using the t-test, we found
that performance of CNN, LSTM and CNN+LSTM were, respectively: 75% precision,
74% recall, 82% AUC; 77% precision, 77% recall, 84% AUC; and 77% precision, 77%
recall, 84% AUC. The difference in average performance between the SWCNN and the
other models were deemed significant at the 5% level. The difference in performance
between the best bag of words model and the best word embedding model was yielded
a p-value of 1.9 * 10−10. We also fit a base-minimal model made by a logistic
regression combining the keywords presence/absence altogether, which yielded worse
precision (68%), recall (68%) and AUC (72%) as compared to any of the deep learners
significantly below the 1% alpha-level.

In order to verify if the absolute performance was dependent on the training set
size, we retrained the SWCNN on increasing subsamples of the data using repeated
cross-validation, and compared the AUC in relation to the sample size. Figure 2 shows
that the SWCNN, with both 100- and 200-dimensional word embedding, increases
steeply in AUC with sample size below 1,000, and then slowly plateau toward the total
training set size, which is indicative that the training set size of choice was adequate.

Finally, we tested the SWCNN model on the ambiguous tweets and on the random
Twitter sample not containing any of the keywords (n = 17,490). For the ambiguous
set, the model reached a precision of 65.06%, and for the random set the precision was
70.52%.

In terms of speed of annotation, the final SWCNN model was able to label about
0.4 million tweets per minute on a standard medium-end laptop. In detail, the model
labeled 17,490 random tweets in 2.5 s on an Apple Macbook with 2.2 GHz Intel Core
i7 and 16 GB of memory.
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4 Discussion

In this work, we presented a combined man-machine modelling pipeline for charac-
terizing life events from Twitter. Our pipeline takes advantage of a robust model
selection as well as two feedback loops (in the manual and validation phases) that can
improve quality of data collection and prediction performance.

In regards to the neural architecture selection for text classification, here we
empirically compared different architectures with word embedding, i.e. CNN, LSTM,
CNN+LSTM, and SWCNN, each of which had no extra hidden layer (CNN had one
convolutional layer, LSTM had only one recurrent layer, CNN+LSTM had one con-
volutional hidden layer and one recurrent hidden layer, and SWCNN had only one
hidden convolutional layer). In our use case, the SWCNN performed best. Le et al. [21]
previously claimed that a shallow neural network, i.e. one hidden layer, is usually
enough for text classification. Yin et al. [24] claimed that, while a CNN is good at
extracting local and position-invariant features, recurrent architectures can capture the

Table 3. Keywords importance from logistic regression

Variable Odds ratio [95% confidence interval] P-value

Intercept 0.7372 [0.3471–1.5654] 0.4275
“lost my job” 2.4025 [1.0986–5.2537] 0.0281
“got fired” 5.8369 [2.7199–12.5261] 5.94e−6
“been fired” 0.7710 [0.3618–1.6429] 0.5004
“unemployed” 0.6429 [0.2999–1.3781] 0.2562
“laid off” 1.8900 [0.8824–4.0481] 0.1014
“kicked out” 0.0352 [0.0073–0.1701] 3.11e−5
“was fired” 2.0097 [0.8204–4.9230] 0.1267
“were fired” 0.5032 [0.2061–1.2280] 0.1314
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structure-dependent information of the whole input. They also concluded based on a
qualitative analysis that RNN would outperform CNN if a sentence contains no less
than 10 tokens. For our experiments, each input has 37 tokens, and LSTM, which is a
variant of RNN, performed better than the CNN, but not than SWCNN. Zhang et al.
[25] pointed out that 1-max pooling is the best choice, and combining several filters
with region sizes close to the optimal single one would enhance the performance. For
this reason we applied 1-max pooling for CNN and SWCNN, and we also found that 4
was the best region size for convolutional layer.

When comparing the word embedding + deep learning with other approaches, we
found that they largely outperform a linear score based on keywords’ weighting, but are
inferior to logistic regression that uses selection of bag of words. One possible reason
might be the small size of our dataset. Deep learning methods usually outperform
traditional ones in large datasets (e.g. million-level sample size) while traditional
machine learning methods performed better in data that contains only hundreds or
thousands of samples [25].

The relatively small sample size is one of the limitations of our work. Another
limitation of this study is that the manual annotation step requires considerable effort, in
relation to: (a) keyword search and snowballing, (b) potential high number of tweets
that need to be annotated in order to reach good prediction performance, and (c) be-
cause of potential ambiguities in the texts. This is also highly dependent on the out-
come of choice. Using crowdsourcing reduces time and increases quantity, at a price of
quality (although annotations can be weighted by rater’s reliability) and potential added
monetary costs.

In regards to contribution of confounders or other predictors to the outcome vari-
ance, rather than the tweet texts, the demographics (e.g. age, gender, race, and eth-
nicity) of Twitter users might need to be controlled. Nevertheless, there is not an easy
way to identify Twitter users’ demographics, as Twitter does not require its users to
provide such information.

Another critical limitation is sampling bias. First, although Twitter has a rich set of
tools and a relatively open policy for data collection, gathering relevant data to answer
a specific scientific question is not easy. Second, even with a list of well-developed
keywords, the data had many false positives, which affirms the necessity of building
incremental classifiers to further narrow the search results. Finally, the users of social
media tend to be younger and not representative of the real population. All these issues
are likely to create sample bias and miss important information for representing a
broader population. The feedback loops that we introduced are indeed a practical
implementation of active learning [23] and have the purpose to reduce in part the
sampling bias occurring from search terms.

In terms of extensions to the approach, the pipeline can be easily extended to
include different NLP approaches in addition to word embedding and bag of words,
e.g. TF-IDF, n-grams, linguistic inquiry and word count [2], as well as other machine
learning techniques. The repeated cross-validation ensures robust parameter and model
selection and the testing on error distributions allows the least complex model to be
selected (e.g. in terms of free parameters) by maintaining optimal performance. This
can be useful especially in the case where interpretable techniques are used, such as
decision trees or rules, helpful if the problem requires evaluation of feature importance
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and interactions besides mere prediction performance, e.g. for mechanistic or causal
studies, or hypothesis testing.

Another possible extension of the pipeline is in relation to study design. For
instance, a longitudinal design could include data mining on tweet histories where past
data is used to predict future life events, i.e. the history of a single user’s tweets before
a time t is input for a life event that is described in a tweet at time t or after. In this case,
a time-series word embedding should be defined, and likely a recurrent deep learning
architecture to capture the temporal signal.

In summary, our tweet annotation pipeline streamlines both the manual and auto-
mated process, providing feedback reinforcement (snowballing and external tweets),
and shows good performance on classifying individual tweets on the use case,
potentially saving human resources needed to collate such data for subsequent research
studies.

5 Conclusion

Automatization, optimization and accuracy of annotation are key to research that lies
on quality data foundations, such as survey and behavioral studies. Social media are a
large, potentially invaluable source for such studies, but their information content is
highly unstructured and noisy. Therefore, systematization of social media content for
research is highly needed.

By introducing a reproducible procedure, Twitter analytics becomes as legit as any
research based on traditional survey methods, like questionnaires or analysis of
structured data bases. Nonetheless, the initial collaborative man-aided step is still a
necessity in absence of reliable self-organized learning of concepts, and needs to be
optimized to allow the machine to learn effectively from the human-labelled data.
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Abstract. There are organized groups that disseminate similar mes-
sages in online forums and social media; they respond to real-time events
or as persistent policy, and operate with state-level or organizational
funding. Identifying these groups is of vital importance for preventing
distribution of sponsored propaganda and misinformation. This paper
presents an unsupervised approach using behavioral and text analysis of
users and messages to identify groups of users who abuse the Twitter
micro-blogging service to disseminate propaganda and misinformation.
Groups of users who frequently post strikingly similar content at differ-
ent times are identified through repeated clustering and frequent itemset
mining, with the lack of credibility of their content validated through
human assessment. This paper introduces a case study into automatic
identification of propagandists and misinformers in social media.

Keywords: Propaganda · Misinformation · Social networks

1 Introduction

The ever-growing popularity of social networks influences everyday life, causing
us to rely on other people’s opinions when making large and small decisions,
from the purchase of new products online to voting for a new government. It
is not surprising that by spreading disinformation and misinformation social
media became a weapon of choice for manipulating public opinion. Fake content
and propaganda are rampant on social media and must be detected and filtered
out. The problem of information validity in social media has gained significant
traction in recent years, culminating in large-scale efforts by the research com-
munity to deal with “fake news” [7], clickbait [6], “fake reviews” [2], rumors [8],
and other kinds of misinformation.

We are confident that detecting and blocking users who disseminate misin-
formation and propaganda is a much more effective way of dealing with fake
content, as it enables prevention of its massive and consistent distribution in
social media. Therefore, in this paper we deal with detection of propagandists.
c© Springer Nature Switzerland AG 2019
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We define propagandists as groups of people who intentionally spread misinfor-
mation or biased statements, typically receiving payment for this task, similarly
to the definition of “fake reviews” disseminators in [2]. An article in the Russian-
language Meduza media outlet [12] describes one example of paid propagandists
performing their task on a social network1 while neglecting to delete the task
description and requirements, as illustrated in Fig. 1.

Fig. 1. A comment on VK social network that includes paid propaganda task descrip-
tion. The marked section translates as: “ATTENTION!!!—attach a screenshot of the
task performed! The task is paid ONLY when this condition is fulfilled. TEXT OF
COMMENT.” The rest of the post promotes a municipal project.

Twitter is one of the most popular platforms for dissemination of informa-
tion. We would expect Twitter to attract focused attention of propagandists—
organized groups who disseminate similar messages in online forums and social
media, in response to real-time events or as a persistent policy, operating with
state-level or organizational funding. We explore, below, an unsupervised app-
roach to identifying groups of users who abuse the Twitter micro-blogging service
to disseminate propaganda and misinformation. This task is accomplished via
behavioral analysis of users and text analysis of their content. Users who fre-
quently post strikingly similar content at different times are identified through
repeated clustering, and their groups are subsequently identified via frequent
itemset mining. The lack of credibility of their content is validated manually.
The most influential disseminators are detected by calculating their PageRank
centrality in the social network and the results are visualized. Our purpose is
to present a case study into automatic identification of propagandists in social
media.

2 Related Work

The subject of credibility of information propagated on Twitter has been pre-
viously analyzed. Castillo et al. [5] observed that while most messages posted
on Twitter are truthful, the service also facilitates spreading misinformation and
false rumors. Dissemination of false rumors under critical circumstances was ana-
lyzed in [14], and the aggregation analysis on tweets was performed in order to

1 VK is a social network popular in Russia, see https://vk.com.

https://vk.com
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differentiate between false rumors and confirmed news. Discussion about detect-
ing rumors and misinformation in social networks remains very popular nowa-
days. Authors of [3] demonstrate the importance of social media for fake news
suppliers by measuring the source of their web traffic. Hamidian and Diab [8]
performed supervised rumors classification using the tweet latent vector feature.
Large-scale datasets for rumor detection were built in [17] and [21].

However, not much attention has been paid to detection of propagandists
in social media. Some works used the term propaganda in relation to spam-
mers [13]. Metaxas [15]associated the theory of propaganda with the behavior
of web spammers and applied social anti-propagandistic techniques to recognize
trust graphs on the web. Lumezanu et al. [11] studied the tweeting behavior of
assumed Twitter propagandists and identified tweeting patterns that character-
ize them as users who consistently express the same opinion or ideology. The
first attempt to automatically detect propaganda on Twitter was made in [20],
where linguistically-infused predictive models were built to classify news posts
as suspicious or verified, and then to predict four subtypes of suspicious news,
including propaganda.

In this paper, we address the problem of automatically identifying paid pro-
pagandists, who have an agenda, but do not necessarily spread false rumors, or
even false information. This problem is principally different from what had been
stated in other papers, classifying propaganda as rumor or equating it with spam,
which is a much wider concept. Our approach is very intuitive and unsupervised.

3 Methodology

When using Twitter as an information source, we would like to detect tweets that
contain propaganda2, and users who disseminate it. We assume that propaganda
is disseminated by professionals who are centrally managed and who have the
following characteristics (partly supported by [11]): (1) They work in groups; (2)
Disseminators from the same group write very similar (or even identical) posts
within a short timeframe; (3) Each disseminator writes very frequently (within
short intervals between posts and/or replies); (4) One disseminator may have
multiple accounts; as such, a group of accounts with strikingly similar content
may represent the same person; (5) We assume that propaganda posts are pri-
marily political; (6) The content of tweets from one particular disseminator may
vary according to the subject of an “assignment,” and, as such, each subject
is discussed in disseminator’s accounts during some temporal frame of its rele-
vance; (7) Propaganda carries content similar to an official governance “vision”
depicted in mass media.

2 Propaganda is defined as: “posts that contain information, especially of a biased or
misleading nature, that is used to promote or publicize a particular political cause or
point of view” (Oxford English Dictionary, 3rd Online Edition).
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Based on the foregoing assumptions, we propose to perform the following
analysis for detection of propagandists:

– Based on (1) and (2), given a time dimension, repeatedly cluster tweets posted
during the same time interval (timeframe), based on their content. For each
run, a group of users who posted similar posts (clustered together) can be
obtained. Given N runs for N timeframes, we can obtain a group of users
who consistently write similar content—these are users whose tweets were
clustered together in most of the runs. The retrieved users can be considered
good suspects for propaganda dissemination.

– Based on (3), the timeframes must be small, and clustering must be performed
quite frequently.

– Based on (4), we do not distinguish between different individuals. Our purpose
is to detect a set of accounts, where each individual (propagandist) can be
represented by a single account or by a set of accounts.

– Based on (5), we can verify the final results of our analysis and see whether the
posts published from the detected accounts indeed contain political content.

– Based on (6) and (7), we collect data that belongs to content that is discussed
in mass media.

We outline, below, the main algorithm steps for the proposed methodology.

1. Filtering and pre-processing tweets. We consider only tweets in English and
perform standard preprocessing using tokenization, stopword removal, and
stemming. We also filter out numbers, non-textual content (like emoji sym-
bols), and links.

2. Split data set into timeframes. We split the data set into N timeframes, so
that each split contains tweets posted at the same period of time (between
two consecutive timeframes ni and ni+1). The timeframes must be relatively
short, according to assumption (3).

3. Cluster tweets at each timeframe. We cluster tweets at each timeframe ni in
order to find a group of users who posted similar content (clustered together).
K-means has been chosen as the unsupervised clustering method, using the
elbow method to determine the optimal number of clusters. The simple vector
space model [18] with adapted tf-idf weights3 was used for tweets represen-
tation. We denote the clustering results (set of clusters) for timeframe ni by
Ci = {ci1 , ci2 , . . . , cik}. The final clusters are composed of user IDs (after
replacing tweet IDs by IDs of users who posted them), therefore the clusters
are not disjointed.

4. Calculate groups of users4 frequently clustered together. We scan the obtained
clusters and, using adapted version of the AprioriTID algorithm [1,10], com-
pute groups of users whose posts were frequently clustered together. We start
from generating a list L1 from all single users ui appearing in at least T (the
minimum threshold specified by the user) timeframes. Then, we generate a

3 A tweet was considered as a document, and collection of all tweets as a corpus.
4 By “user” we mean account and not individual, based on assumption (4).
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list of pairs L2 = {〈ul, um, i〉 , ul ∈ L1, um ∈ L1} of users that are clustered
together in at least T timeframes. According to the Apriori algorithm, we then
join pairs from L2 in order to obtain L3 and so forth. This step is necessary
if we want to detect organized groups of propaganda disseminators.

5. Identifying the most influential disseminators with PageRank centrality. We
construct an undirected graph, with nodes standing for users. We add an
edge between two users if they have been clustered together at least once
(in one timeframe). The weights on edges are proportional5 to the number
of times they were clustered together. As an option, edges having weights
below the specified threshold t can be removed from the graph. We calculate
PageRank centrality on the resultant graph and keep the obtained scores for
detected accounts as a disseminator’s “influency” measure, as illustrated in
Fig. 2. Using an eigenvalue centrality metric for measuring influence in graph
structure of a social network considers its “recursive” nature. For example,
in [2] HITS algorithm [9] is adapted for computing the honesty of users and
goodness of products.

6. Visualize the “dissemination” network structure and analyze results. We visu-
alize the graph obtained in the prior step, where the PageRank centrality for
each node affects its size. We also apply topic modeling in order to visualize
main topics in the content that was detected as propaganda.

Fig. 2. Partial example of a list of PageRank centrality values that were computed for
the disseminators graph in step 5 above.

The algorithm’s flow is shown in Fig. 3.

5 Edge weights are normalized to be in range of [0, 1].
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4 Case Study

Dataset. Military airstrikes in Syria in September 2017 attracted worldwide
criticism. Reflection of these events in Twitter can be tracked using the keyword
#syria, determined via Hamilton 68 [19] as the most popular hashtag for 600
monitored Twitter accounts that were linked to Russian influence operations.
Our case study was carried out on a dataset obtained from Twitter, collected
using the Twitter Stream API with the #syria hashtag. The dataset covers
10,848 tweets posted by 3,847 users throughout September 9–12, 2017.

Fig. 3. Pipeline for detecting users who consistently post similar content.

Parameters/Settings. We performed clustering with 10 (K = 10) clusters, as
an optimal clusters number according to the elbow method, 8 (N = 8) times
(every 12 h, according to our assumption that organized propagandists work reg-
ular hours), and looked for a group of accounts that consistently (all timeframes
without exceptions, with T = 100%) post similar content.

Tools. We have implemented the above-described process in KNIME, a data
analytics, reporting, and integration platform [4].

Results. Our algorithm detected seven suspicious accounts. The content of mes-
sages posted by these accounts confirmed our suspicions of organized propaganda
dissemination. Speaking formally, we manually approved 100% of precision. How-
ever, the recall was not measured due to the absence of manual annotation for
all accounts in our data.

Topic modeling6 results confirmed that most topics in the detected posts
aligned well with political propaganda vocabulary. For example, the top topic
words attack, russia, report, isis, force, bomb, military represent Russia’s mili-
tary operations in Syria, and trump, attack, chemical, false, flag, weapons rep-
resent an insinuated American undercover involvement in the area.

Activity analysis of the detected accounts confirmed assumption (3) about pro-
pagandists posting significantly more frequently than regular Twitter users. While
regular users had 12.8 h mean time between posts, propagandists featured 1.8 h
mean time. This assumption has been also confirmed by empirical analysis in [20].
6 Topic modeling was performed using KNIME’s LDA implementation.
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5 Conclusions

This paper introduces initial stages in our research related to automatic detection
of propagandists, based on analysis of users’ behavior and messages. We propose
an intuitive unsupervised approach for detecting Twitter accounts that dissem-
inate propaganda. We intend to continue this research in several directions: (a)
Extend our experiments with respect to other (baseline) methods, commercial
domains, and various (standard) IR evaluation metrics; (b) Evaluate in depth
the contribution of each separate stage of our pipeline; (c) Incorporate additional
(or alternative) techniques, like topic modeling, graph clustering, or analyzing
web traffic of news sources, into our pipeline; (d) Adapt and apply our approach
to tweets written in different languages, with focus on Russian, due to high pop-
ularity of Twitter among organized dissemination groups [16]; (e) Combine the
proposed approach with authorship analysis to detect actual users that might
use several accounts, according to assumption (4); (f) Perform geolocation pre-
diction and analysis on the detected accounts to provide additional important
information related to geographical distribution of organized propaganda dis-
semination activity; (g) Perform supervised classification of detected tweets for
more accurate analysis; (h) Incorporate retweeting statistics into our network
centrality analysis (step 6) to detect the most influential disseminators.

Our approach can be of great assistance in collecting a high quality dataset of
propaganda and its disseminators, which then can be used for training supervised
predictive models and for automatic evaluations. An automatic evaluation of our
approach can be performed via verification of automatically detected accounts
with accounts identified by public annotation tools, such as PropOrNot7.
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Abstract. Twitter and social networks in general, participate more and
more in everyday life. This is why they have become a fundamental
source of information that reflects the ideas and opinions of their users.
This paper shows how the most influential users, called influencers, can
be decisive in defining whether a publication becomes popular or not,
regardless of its content. To achieve this, we build a dataset of Spanish-
writing users sampled from Twitter, along with the content generated
and shared by them within a year. In a first phase, we use different
algorithms to detect users who are “influencers”. In a second phase, we
train a binary classifier to predict if a given tweet will be a trending
publication, based on information about the activity of the influencers
on the given tweet. We obtain a model with an F1-score close to 79%,
based on the retweeting behavior of a 10% of the users dataset considered
as influencers. Finally, we add two Natural Language Processing (NLP)
techniques to analyze the content: Twitter-LDA topic modeling, and
FastText word embeddings. While both models alone have an F1 of less
than 50% for trending prediction, FastText combined with the social
model reaches an 86.7% score. We conclude that while analyzing the
content can help to predict the popularity of a tweet, the influence of a
user’s environment in the retweeting decision is surprisingly high.

Keywords: Retweet prediction · Social Network Analysis ·
Machine learning · LDA · FastText · Word embeddings

1 Introduction

The evolution of technology and the constant growth of its infrastructure allow
us to be connected to our social networks, anytime, anywhere. Because of this
state of permanent communication, social networks today are a vast reservoir of
valuable information. One example of how this data is used to the advantage of
businesses is the marketing field, where this kind of information is used to learn
about the tastes and needs of the population to promote brands. In this sense,
c© Springer Nature Switzerland AG 2019
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influencers have been acknowledged as message replicators and, as so, they are
also used as marketing tools. Political campaigns are another instance of the use
of social network data. Campaigners develop massive communication strategies
that direct specific messages, even fake news, based on profiled users. Therefore,
the analysis of these data becomes essential to understand social phenomena and
its impact on how a piece of content can be massively spread.

This work attempts to contribute to the understanding of how publications
in social networks become popular. In particular, we concentrate on trying to
quantify the importance of the behavior of central users in the propagation of
information. More specifically, this work is done on Twitter, an online real-time
social network, where users can post, read and share information in multiple
formats, mostly in the form of short text messages (originally 140 characters,
extended to 280 characters in late 2017). In this case, we only analyze written
content. Twitter tags each post with a unique timestamp and places the publi-
cation on the timeline of its emitter. The users and their timelines are mostly
public and can be downloaded through the public API provided by Twitter.
On this social network, users have a front page where they can find posts from
the people they follow. If someone thinks a message is of interest or likes the
content, she can republish it over her timeline. This action is called retweeting
and represents, at least for us, acceptance of the tweet1. The repetition of the
retweeting action by multiple users on a given post is the way in which a pub-
lication becomes “popular” in Twitter. Consequently, the subject of the tweet
becomes a trending topic.

To address the issue of how a tweet becomes a trending topic, in a first
phase, we evaluate different algorithms to effectively detect influencers, which
will allow us to rank them by importance. In a second stage, we separate a part
of the most influential users and use their retweeting activity to train a binary
classifier over tweets. The set of selected features refers to whether a portion of
these central users has shared the tweet or not. The target binary variable is
whether each publication is popular or not. A tweet is defined as popular if it
has been retweeted more than a certain number of times, which we will establish
opportunely. The model obtained is evaluated on a set of unseen tweets, reaching
an F1 score of 79.2% in predicting which tweets are popular. Note that these
predictions were made without taking into account the content of publications.
Subsequently, we add two NLP techniques to analyze the content: word embed-
dings, with the FastText [10] algorithm, and a Twitter-specific adaptation of the
Latent Dirichlet Allocation (LDA)[30] topic modeling technique. The result of
combining the model based on central users behavior with FastText, reaches a
performance of 86.7%, taking 10% of the users ranked as influencers.

1 We assume that acceptance is the most usual way to use a retweet. However, it is
true that not always a retweet represents acceptance, in some cases a retweet could
be used to be ironic about a publication, or also, to make visible some topic with
which we disagree.
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Summarizing, the present work was carried out in the following phases:

– Construction of datasets: a set of Twitter users, the network of follower rela-
tions among them and a set of tweets produced or shared by them.

– Selection of an influencer detection algorithm.
– Study of the network of selected users and detection of most relevant ones in

terms of activity and network position, splitting users in two groups: a set of
ranked influencers and a set of regular users.

– Comparison of models to learn and predict general retweeting preferences on
a dataset of tweets, based on information about the influencers set.

– Study of possible improvements to social prediction models, introducing NLP
techniques such as topic modeling and sentence embeddings.

The rest of this paper is structured as follows: In Sect. 2, we analyze related
works in the area, comparing them to our work. In Sect. 3, we describe how
we build the datasets from Twitter for our experiments. Next, in Sect. 4, we
describe the details of the construction of our social model for prediction of pop-
ular tweets. We also include information on how we add content-based features
using the Twitter LDA topic modeling and FastText word embeddings. Finally,
Sect. 5 contains the analysis of the results obtained and in Sect. 6, we present
our conclusions and possible lines of future research.

2 Related Work

Along with the evolution of social networks, the academic studies based on them
have increased in quantity and quality, with many works studying the problem
of predicting popular or viral content.

A recurring topic among these works is the analysis of the content of the pub-
lications as in [11,22,28]. In particular, in [11], a genetic algorithm is proposed
to optimize the composition of the message to increase its outreach. In this case,
the authors take a different approach from ours, generating a simulation over an
artificial network similar to Twitter, where nodes decide in a deterministic way
whether or not to retweet a given message. Here, the focus is on the generation of
content, without considering social features. Among these purely content-based
works, [17] is more closely related to our study. They develop purely content-
based models for predicting the likelihood of a given tweet being retweeted by
general users. The performance of their models is reported only through ROC
curves, without providing any overall performance score to establish a precise
quantitative comparison to our model. However, a visual comparison between
their ROC curves and the ones produced by our final models indicates a higher
AUC score in our results. This study also provides a feature importance analysis,
which produces very revealing insights about what makes a tweet popular.

Another point of view, more similar to ours, is the focus on the social envi-
ronment of users rather than the content being spread, which can be found in
[26,29]. In [29], the authors work with different mechanisms to infer when peo-
ple are likely to initiate a new activity. After the experiments, the conclusion
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was that the testimonial comments of neighbors were more relevant than pro-
motion messages showing the advantages of such activity. In addition to the
increase in registration, permanence was also improved more by peers influence
than by typical promotion. As expected, without any promotion, the inscription
and permanence rates were much lower than the ones in the scenarios described
above. This case is a practical experiment that only shows the conclusions, but
no models are provided at the end of the investigation. In [6], the author pre-
dicts retweets from a given user based mostly on the retweeting behavior in her
second-degree social neighborhood with an average F1-score of 87.9%. Our work
tries to expand this idea to a more general model, focusing on a community
instead of a single user.

Finally, the work in [18,27] conducts trendy research that analyzes the flow
of fake information. Here the authors evaluate the propagation of fake news over
Twitter and find out that this kind of news is more viralized than real ones.
Another revealing insight was that the propagation was faster for publications
with fake information. Once again, this work gives more importance to the con-
tent, but it also captures the idea of influencing users by a synthetic environment
with fake content or users.

3 Dataset

In this section, we describe the dataset used in this work for all experiments.
The base dataset (social graph and tweets) is taken from the previous work [6].
We extend this base with more content (almost double), keeping the same social
graph of users. We explain the construction of our dataset in two steps: first
building the social graph of users and then getting content shared by them.

3.1 Social Graph

To perform the experiments of this paper, we reuse a dataset created for the
previous work [6], which contains Twitter users and the who-follows-whom rela-
tions between them. Back then, the idea was to create a minimal representative
dataset of Twitter where all users would have a similar amount of social infor-
mation about their neighborhood of connected users. The decision was to build
a homogeneous network where each user has the same number of followed users.

To this end, a two-step process was performed. Initially, a large enough uni-
verse graph was built, which was subsequently filtered to obtain a smaller but
more homogeneous subgraph.

The universe graph was built starting with a singleton graph containing just
one Twitter user account U0 = {u0} and performing 3 iterations of the following
procedure: (1) Fetch all users followed by users in Ui; (2) From that group, filter
only those having at least 40 followers and following at least 40 accounts; (3)
Add filtered users and their edges to get an extended Ui+1 graph.

This process generated a universe graph U := U3 with 2, 926, 181 vertices and
10, 144, 158 edges.



Trending Prediction on Tweets 79

For the second step, in order to get a homogeneous network (note that many
users added in the last step might have no outgoing edges), a subgraph was taken
following this procedure:

– We started off with a small sample of seed users S, consisting of users in U
having out-degree 50, this is, users following exactly 50 other users.

– For each of those, we added their 50 most socially affine followed users. The
affinity between two users was measured as the ratio between the number of
users followed by both and number of users followed by at least one of them.

– We repeated the last step for each newly added user until there were no more
new users to add.

This procedure returns the final graph G with 5, 180 vertices and 229, 553
edges, called the homogeneous K-degree closure (K = 50 in this case) of S in
the universe graph U .

3.2 Content

The content dataset is composed of 1, 636, 480 tweets inherited from previous
work extended with a set of 2, 237, 287 new tweets. These tweets result from
extracting the content written in Spanish from user’s timelines in G for dates
between March 2016 and February 2017. This does not mean that we have all
the tweets of every user in this period of time. Due to the limitations of the
API (30 days at the moment of collecting the data) it is impossible to fetch old
tweets.

4 Experimental Setup

In this work, we aim to build models capable of accurately predicting the accep-
tance that a tweet t could have over the general audience of users (UG ⊂ G),
based only on the reaction of influencers (UI ⊂ G) to the publication. This
section describes how we set up models for this purpose over a selection of users
and tweets from the (G, T ) dataset defined before.

First, we start with the predictive model based only on social features. Then
we move on to explain how additional content-based features were incorporated
to improve predictions, giving details about NLP techniques, namely an adap-
tation of LDA topic modeling to Twitter and sentence embeddings based on the
FastText algorithm.

4.1 Social Prediction

The primary focus of this work is to predict if a tweet t will have enough retweets
from general users to consider it as trending tweet based on information on which
of the influencers from UI has shared it.
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Even though the dataset is homogeneous enough considering connections,
there are still inactive users in the network. Users that only use the social network
in passive mode without engaging in any tweeting or retweeting activity are
omitted. As regards the content dataset, as expected, most of the tweets are
shared only by its author. This behavior causes an imbalance in the classification
that affects the performance. It can be fixed filtering out those irrelevant tweets.

Therefore, we begin this section with an explanation of our filtering processes
to select relevant users and tweets. After that, we detail how we proceed to get
the influencers UI from G and which algorithms we use to that purpose. Finally,
we explain the feature extraction and dataset splitting for training and testing
the models without any data overlap between those tasks.

UserSelection. Asmentionedbefore, the inactive users are omitted in this exper-
iment because they are unpredictable by nature. We consider that a user in our
dataset is passive if she has less than ten retweets in her timeline. Filtering those
out leaves us with a set of only 3626 active users in G. We restrict the analysis to
those users, also removing content shared only by inactive users from T .

Trending Tweets. We call a tweet trending if we consider it popular enough to
possibly become a trending topic. This consideration is related to the number of
retweets it earns over the general public UG. To get the golden value of retweets
considered enough to consider a given tweet as popular, we analyzed and built
a histogram of how many retweets each tweet in T receives.

Initially, we wanted to use the value in the 90th percentile as our golden
value, but given the fact that most tweets are shared only by their author, this
value turned out to equal 1. So we decided to discard all the tweets with less
than 3 retweets, which caused this percentile to increase to 13, allowing us to
implement more accurate models. Therefore, we consider a tweet trending if it
was retweeted at least 13 times.

On the other hand, it is important to remark that the experiments carried
out make sense only within the context of UG users, keeping in mind that the
goal of this work is to analyze the influence of the UI group over general users.
That is why we are interested only in those tweets from T that showed up on
the timeline of at least one user in UG, defining T ′ :=

(⋃
x∈UG

timeline(x)
)
.

Influencers Detection. Much effort has been made by the research community
in influencers detection [1,7,19,25]. However, most of the works are based on
supervised methods, which are not applicable in our case, since we do not have
a labeled corpus of influencers.

We decided to use the ideas included in [1], which proposes a combination
of three types of features: network centrality, activity level and profile features.
Since we didn’t have any extended profile information in our dataset, we focused
on centrality and activity. This has the advantage of making the results more
generalizable to other social networks without depending on specific information
that might be available only in Twitter, and for certain users.
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To measure the centrality of a user we apply an average of metrics com-
puted by the following algorithms: PageRank [20], Betweenness [9], closeness
[23], Eigenvector centrality [3] and Eccentricity [4] included in igraph Python
package [8]. The activity level of a user is computed simply as the average of the
number of tweets and the number of retweets posted by users.

To decide the best option to rank users as influencers, we compared different
weighted combinations of centrality and activity measures, α∗Centrality+(1−
α) ∗ Activity, where α controls the importance given to centrality. In Fig. 1, we
can see that the best results were obtained for a simple mean of both metrics
(α = 0.5). To compare the performance of these options a subset of 500 random
tweets from T was set aside. This sample called TSI is removed from T to avoid
considering them as part of the test set, where trending prediction models will
be evaluated later.

In Fig. 1, we show the results for the different alternatives. Each curve is
plotted using the selected ranking and running the purely social prediction over
TSI , splitting 75% − 25% for training and test. The y-axis details F1 score for
prediction, while the x-axis reflects the number of influencers, chosen with the
evaluated ranking, used for social feature extraction in the models, detailed later
in this Section.

Figure 1 reveals that a very central user would be useless for this study if
she has a low level of activity and, similarly, a very active user has no value as
an influencer if she is not sufficiently well connected. The comparison of these
results indicates that the best choice for measuring the influence level of users
is the average of centrality and activity.

Fig. 1. Comparison of alternatives of influence detection where Act involves features
related with Activity and Cen those related with Centrality. The curves correspond
with the pure social model performance prediction over TSI .

Now that we have selected our metric, we apply it to G without these 500
tweets from TSI , to get a ranking of all users by level of influence. We take the top
25% as our set of influencers and call it UI , the rest of the users are considered
the general audience and called UG. The goal of the social models described later
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is to predict the level of acceptance of tweets among the general audience UG,
based on knowledge about the activity of the influencers UI on them. The idea
for the experiments described in the following sections, is to vary the number of
influencers taken from UI to predict the popularity of tweets.

Social Features. As mentioned earlier, we need to train a classifier model to
make predictions. For that purpose, it is necessary to define the feature vector
and the target vector. For the feature vector, in the social based model, we
only consider the retweeting behaviour the selected influencers have over tweets
from the training set. For each tweet t, we can define a binary vector Tt :=[

it1 it2 . . . itn
]
, where n is the number of influencers, and each itj is 1 if the

tweet t was retweeted by the influencer j, and 0 otherwise. More formally, let
the function TM(j) return the set of tweets in the timeline for influencer j.
Grouping in a matrix all the vectors associated with the m tweets, the input for
the model becomes:

features :=

⎡

⎢
⎢
⎢
⎢
⎣

i11 i12 . . . i1n
. . . . . . . . . . . .
it1 it2 . . . itn
. . . . . . . . . . . .
im1 im2 . . . imn

⎤

⎥
⎥
⎥
⎥
⎦

where itj =
{

1 if t ∈ TM(j)
0 otherwise

Note that the content of tweet t is not considered, we only include the infor-
mation about which of the users in UI retweeted t. Now, as part of the supervised
method, we use the following objective vector, calculated over the training set
of tweets. Let RT (t) be a function that returns the number of retweets in UG

for the tweet t; we define the target vector as follows:

classification =

⎡

⎢
⎢
⎢
⎢
⎣

r1
. . .
rt
. . .
rm

⎤

⎥
⎥
⎥
⎥
⎦

where rt =
{

1 RT (s) >= golden value
0 otherwise

4.2 Splitting the Dataset

To evaluate the performance of our models, we divide our dataset of tweets into
two parts, one for training and another for evaluation. As usual, these datasets
are not overlapping. In other words, the evaluation data is not seen by the
training algorithms.

Regardless of the chosen number of influencers for prediction, we want the
training and evaluation datasets to remain disjoint. In this sense, as we explained
previously in this section, the left diagram in Fig. 2 shows how we split the set
G in two disjoint parts, UI (influencers users) and UG (common users). For the
all other experiments of this paper, UI is defined as the 25% best-ranked users
from G, using the average of centrality and activity to detect influencers (Fig. 1).
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To determine well-formed training and test sets for tweets, we drop from the
T dataset the tweets posted by users in UI named TI . In addition, it is also
necessary to cut from T the set TSI used previously in this section to detect
influencers. The remaining tweets, i.e. TG = T ′ −TI −TSI are split again. To do
so, TG is randomly split in training (75%) and test (25%) datasets to evaluate
prediction models. For clarification, the right diagram in Fig. 2 describes these
splits.

Fig. 2. The left chart distinguishes general users (set UG) from influencers (set UI).
The right chart shows how to obtain training and test datasets

4.3 Adding Content-Based Features

To achieve an increase in the quality of trending tweet prediction, we apply
NLP techniques to to extend the purely social model with content-based fea-
tures. Representing text content with vocabulary-based representations such as
TF-IDF introduces problems of efficiency and overfitting due to large dimension-
ality. That is why it is convenient to use more compact vector representations
that somehow manage to encode semantic similarity between texts. Trying the
most popular algorithms for this task, we found that Twitter-LDA as a topic
extractor and FastText as a sentence embedder were the options that best fit in
our experiments. Both are described later in this section.

Preprocessing. To begin with, we enumerate the sequential transformations
performed to turn a tweet into a vector of numeric features describing its content.

– Normalization. In the first step, we remove the following for normalizing
purposes: URLs, accents, unusual characters, numbers and stopwords.

– Tokenization. Next, we convert the text to lowercase, split it into tokens
and apply lemmatization for Spanish language to all words. We use the spaCy
package [12] for this stage. The resulting representation as a sequence of nor-
malized tokens is the basis for both Twitter-LDA and FastText representa-
tions.

Twitter-LDA. Twitter-LDA [30] is a variant of the classic LDA topic modelling
algorithm used in [6], specially tuned for short text documents like tweets. The
LDA model enables us to discover a given number of underlying topics within a
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given corpus, generating a representation of each topic as a probability distribu-
tion over the words. Additionally, it reduces dimensionality by representing the
each text with a topic-based distribution. The Twitter-LDA adaptation modifies
the assumptions of LDA by restricting each tweet to just one relevant foreground
topic, and adding an extra “phantom” topic of background words used to model
uninformative vocabulary in each tweet. Moreover, tweets are grouped by user
during the training phase, allowing the model to pick up more topical patterns
than it would by treating short texts in isolation.

We experimented with different numbers of topics on the training dataset: 5,
10, 15, 20 and then incrementally by adding 10 topics up to 80. In all cases, we
validate the experiments only using the training set. The best results are obtained
using 10 topics. This produces a one-hot encoded 10-dimensional representation
of tweets, where the coordinate corresponding to the topic assigned to a tweet
is set to 1, and all the rest are set to 0. Some examples of the resulting topics
and their top-five words are shown in Fig. 3. Note that words that represent a
topic bear a semantic relation between them. The first topic in the Figure groups
“legales” (legal), “acreedores” (creditors) and “pagarles” (to pay) which belong
to the same semantic field.

Fig. 3. An example of top words in 10 Twitter-LDA topics from Twitter dataset

FastText. Word embeddings refers to a family of different techniques that asso-
ciate vector representations to input words. Conceptually, the idea is to map a
discrete large-dimensional bag-of-words representation of a corpus into a contin-
uous space of fewer dimensions. The resulting representations have the property
that words with similar meanings correspond to nearby vectors as we can see
in the left plot of Fig. 4. As a consequence, this kind of representation improves
efficiency and reduces overfitting without loss of information.

In this work, we use the FastText implementation [10] of word embeddings,
which is presented as an alternative to the traditional Word2Vec model [15].
One of its most prominent features is the possibility of assigning vectors to
words not seen during the model training, looking for matches on character n-
grams to vectorize those out-of-vocabulary words. This makes it more robust
for handling misspelled words that are commonly found in social media text.
We use a pre-trained model of 100 dimensions, included in the FastText library
from [10]. Although word embeddings models provide vector representations for
single words only, convolution functions can be applied to obtain vectors of the
same dimensionality that represents whole sentences or paragraphs. In the case
of FastText library, a given text is represented as the average of all the vectors
of its component words.
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The left plot in Fig. 4 shows some examples of Spanish words with similar
meaning which are plotted in the same color, and are close to each other. For
example, the words “jajaja” and “jejej” are different ways to indicate laugh-
ing. The right side plot of Fig. 4 shows the distance of FastText vectors for the
tweets at the bottom of the Figure. We plotted with the same color tweets with
similar meanings: tweets 1 and 2 are very close to each other (in English: “it
can’t be possible, lol” and “no way, lol”, respectively). For the 2D visualization
of the 100 dimension FastText vectors we used the Multi-Dimensional Scaling
algorithm included in scikit-learn.manifold package. As expected, tweets
representations are close if their content is similar.

Numbered examples of tweets: 0.”jajajaj que risa que me da” - 1.”esto no puede ser jejeje” - 2.”no hay forma
de ser jajjja” - 3.”Restos de tiranosaurios fueron encontrados en Neuquén.” - 4.”Este es otro tweet que habla de
dinosaurios y cocodrilos” - 5.”restos dinosaurios dar lugar lagartos y lagartijas” - 6. anitnegranelobtúfedralbaH”
es muy dif́ıcil” - 7.”Uruguay dejo un buen papel ante argentina y empato el partido para lograr su clasificacion.” -
8.”sigue complicado el inicio del torneo argentino de futbol la afa cada vez peor”

Fig. 4. Two-dimensional visualization of FastText vectors for selected examples of
words (left) and tweets (right).

5 Results

Now we describe how we build our predictive models and the results obtained
with and without content analysis. We will compare our models to a baseline
built from a purely social model where users considered influencers are selected
randomly instead of using an influencer detection algorithm. With this we want
to show the utility of using an algorithm to detect influencers, and the relevant
information those provide for learning about the behavior of general users.

5.1 Baseline

As a baseline, we use a model that is sufficiently demanding to be compared
with our proposals. We decided to use the same kind of features as in the pure
social version, but randomly selecting a set of 25% of the users from G as the
set of influencers UI .

To make a fair comparison with our models we do a new split from the dataset
T to TI and TG with the content of users in the random selection of UI and UG

respectively. In turn, a 75% − 25% train-test split is performed on TG for the
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training and evaluation of the baseline models under the same conditions as in
the social alternative. We keep the datasets disjoint and evaluate over general
users with influencer behavior data as input.

Following the same pattern as in the other social models, we then proceed
to evaluate the social baseline over increasingly large numbers of users from UI

taken as the source of social features. In this case we do not have a ranking of
users to draw the top ones from, so we make these selections randomly as well.
In order to calculate the baseline performance, for each value of the number
of source influencers (let us call this k), we randomly select k users from UI ,
and train and test a model using the train-test split of TG. To avoid lucky and
potentially misleading results, we repeat this process five times for each value of
k, reporting the average F1-score.

The results of the baseline score can be seen in Fig. 5. As expected, the yield
curve of the baseline is always much lower than the performance of the pure
social model with detection of influencers.

5.2 Social Models

Now we show the results obtained from training and evaluating trend predic-
tion models with the features described in Sect. 4.1. We used Support Vector
Machine models for classification, more precisely the SVC implementation from
scikit-learn [21], combined with its GridSearchCV class for search of optimal
hyperparameters through cross-validation over the training set.

Fig. 5. F1-score on experiments with and without content analysis.

We decided to focus on the experiments considering 10% and 15% of G as
influencers. These values would still return relevant results to our purpose while
letting the trained model with enough information. That is the reason why in
Fig. 5 we put the vertical lines showing these values. There, we can see that
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considering 10% of the user space as influencers we have an F1-score near to
78% over the test data. Details about scoring can be seen in Table 1. In this
figure, we can also observe the comparison with the baseline model. Here, we
confirm that not all users bring the same information. There is a group that
can exert influence over their social environment and another that shows the
follower’s behavior despite the content.

Fig. 6. ROC curve for social and com-
bined models, using top-10% of U as
influencers (⊂ UI).

Table 1. Performance evaluations over
UG, using top-10% of U as influencers
(⊂ UI). TW-LDA(10) refers to model
Twitter-LDA with 10 topics.

Model F1 Pr. Rec.

Baseline 42.5% 29.8% 63.8%

TW-LDA(10) 38.3% 30.5% 51.5%

FastText 49.5% 34.3% 92.1%

Social 79.2% 75.8% 82.9%

Soc.+TW-LDA(10) 81.4% 79.1% 83.8%

Soc.+FastText 86.7% 88.7% 84.6%

5.3 Social+NLP Models

In this section, we present improved models that add content-based features to
the Social Model. Looking for improvements in the scores, we try two alternatives
for content analysis: Twitter-LDA [30] and FastText [10]. We apply the first
option to discover topics among the tweets and tag each of them by its topic. On
the other hand, FastText is used to provide compact dense vector representations
of tweets in a way that captures semantic similarities between their content. The
feature vectors for combined models are built as follows:

Social+Twitter-LDA: the feature vector of the Social Model is extended
by appending the 10-dimensional boolean vectors from Twitter-LDA Model
described in Sect. 4.3.

Social+FastText: In this case, the vectors of social features described in
the previous section are extended by appending the 100-dimensional vector from
FastText Model described in Sect. 4.3.

Even though the purely content-based models performed poorly (even worse
than the baseline in some cases), the combined models using content-based and
social features obtained the best scores. In Table 1, we compare the baseline
with the two new models. The improvement of Twitter-LDA [30] alternative
was about 2% over the Social model, obtaining almost the double of performance
over the baseline. On the second model, with FastText [10] embeddings we also
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improved the performance. This time the increase was about 8% over the social
model, which makes this model the best fit in our experiments with an 86.7%
efficiency ceiling. Also, Fig. 5 shows the performance of combined models using
different numbers of influencers from UI . It is clear that the FastText combined
model obtains the best performance. Finally, in Fig. 6 we include ROC curves
for social and combined models, which makes it possible to compare our work
to the previous content-based work in [17]. In the social and combined cases, we
use the full set of influencers UI for the social features.

6 Conclusions and Future Work

As a general conclusion, we confirm that the information about social connec-
tions between Twitter users and their activity can be essential to determine
which content becomes popular. We obtained a surprisingly high performance
without analyzing the content, which seems to suggest that the source of informa-
tion has a stronger influence than the actual content when it comes to spreading
it across the network. The purely content-based model was far below from the
social-based pure model scoring, which reinforces the idea that sometimes our
contact lists can provide more information about us than our timeline. Anyway,
the combined model with content analysis increased the performance signifi-
cantly (especially when using FastText word embeddings), which indicates that
content still has a level of importance when it is considered within a certain
social context. FastText seems particularly well suited for dealing with content
from Twitter, specially because of its ability to obtain representations for unseen
or misspelled words.

This research opens many doors to evolve the model. The most relevant to
us are described next.

A possible improvement is training the model exclusively with tweets pub-
lished earlier than the tweets used in the test stage. Keeping in mind the temporal
variable, using techniques such as Early Prediction [13], we could make a model
capable of predicting popularity with the information available on the first min-
utes of the tweet creation. Later, we can improve this by using Deep-Learning [2].
For influencers detection, alternatives such as [1,16] could be applied to improve
the selection of relevant users.

We also propose to conduct research about the aggregation formula for sen-
tence embeddings. We have used a simple average of the vectors of the component
words, but there are other more sophisticated functions, such as the weighted
average by the inverse document frequency (IDF) [24]. Furthermore, we shall
test other embedding models such as Doc2Vec [14] and compare results. Addi-
tionally, instead of using the default 100-dimensional pre-trained Spanish model
from FastText, we can consider other possibilities such as using a model trained
on the Spanish Billion Word Corpus from [5]. To that end, we can train a custom
model on our dataset of tweets, or attempt to combine both datasets somehow.
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Finally, an interesting line of open research is trying to replicate the exper-
iments for other social networks such as Facebook and Instagram, and see to
what extent our conclusions are applicable to those. In particular, the pure social
model can be extended to any network of users sharing content, which makes it
possible to evaluate it even in image-based networks such as Instagram. However,
we are limited by the availability of data to build datasets.
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Abstract. Link Prediction is a common task for social networks and rec-
ommendation systems. In this paper, we study the problem of link predic-
tion on Scopus co-authorship networks. We used many well-known rela-
tional features, and evaluate them with five different classifiers. Finally,
we perform a feature analysis to determine the most crucial features in
this setup.
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Co-authorship network · Link prediction · Supervised learning

1 Introduction

Link Prediction is the technique that forecast links given a partial set of edges
of a graph, and predict new connections or disconnections of edges [12].

In order to achieve a correct link prediction, different studies [10,14,15] have
created their own data structure or model according to their focus or dataset
target. These works focused on social networks, recommendation systems and
how nodes interact with themselves. In these settings, most of the networks
are heterogeneous because there are different ways to link nodes in the same
graph [3,11,15]. In our case, we focus on homogeneous networks. We take data
of research articles and create co-authorship networks. Co-Authorship networks
are compound of researchers as vertices and collaboration articles as edges [11].
This edge relationship can be strengthened by adding references to co-venue
(same affiliation), co-citing and others [9].

In this article, we focus on link prediction for co-authorship using Scopus
data. We extract features from the network and apply supervised learning. Thus,
giving a network of a different period of time, we predict whether the links that

The dataset was generated with Elsevier API http://api.elsevier.com and Scopus
http://www.scopus.com.
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were lacking previously are now connected. We used Elsevier1 for data extraction
and many well-known classifiers. We find that decision trees outperform the other
classifiers. Also, we find the most relevant features are Jaccard and preferential-
attachment.

We review the related work on Homogeneous, Heterogeneous and Social
networks in Sect. 2. We describe our link prediction approach to co-authorship
networks in Sect. 3. Finally, we discuss our experiments and results in Sect. 4
and conclude in Sect. 5.

2 Related Work

Previous work on link prediction is focused on both homogeneous, heterogeneous
networks and social networks.

2.1 Homogeneous and Heterogeneous Networks

Heterogeneous Networks (HN) appear in the domain of internet services (e.g.
blogs), citation networks, syntactic networks, and others [8]. These networks
usually create a generic structure to handle the different type of links between
nodes. The authors in [9] defined their HN of co-authorship networks by merging
Co-citing, Co-authorship and co-venue relation between authors. But due to their
extreme class imbalance, they couldn’t get a good model. We have the same issue,
but we take only 10% of the number of negative edges to balance classes.

Zhang [14] uses co-citing, co-authorship, same keywords, and so on to create
its HN. Zhou et al. [15] defined the link prediction for co-authorship networks
different from social networks like Facebook, where a node can unfriend other
nodes. On the contrary, co-author networks grow steadily and there are no much
publications per researcher. Thus, its sparsity and dynamics make the task even
more challenging. Homogeneous Networks are the ones that use one type of con-
nection. In the link prediction problem, most of the evaluation is based on nodes
similarities [13,14]. In our case, our co-authorship network is a Homogeneous
Network, which is based on collaboration between authors and its similarity.

2.2 Social Networks

Shall [10,13] proposed the Triadic Closeness (TC) measure, which evaluates a
directed graph with three nodes and explains the relations created by them. Yu et
al. [13] propose the algorithm Path and Node Combined (PNC) measure, which
works on the similarity of nodes in a graph. Esslimani et al. [4] use link prediction
methods for social networks to evaluate their novel Densified Behavioral Network
Based Collaborative Filtering (D-BNFC). Gong et al., apply Markov Random
Fields and Loopy Belief Propagation to accomplish the detection of Sybils [5]2.
1 https://www.elsevier.com.
2 A Sybil is a user, usually fake, that takes advantage of a system to make negative

actions such as steal personal information.

https://www.elsevier.com
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We use the same approach of TC to simulate the way authors recommend their
co-authors to each other. This approach takes a sub-graph of three nodes with
only two edges. Then, they reduce the search space to evaluate only the missing
edges of each TC in the graph.

3 Methodology

The proposed system uses the actual Elsevier Scopus API3 to retrieve articles
data such as references, authors, keywords, author’s affiliation, and others. In
this section, we describe our data collection procedure, our feature extraction
and how our features are feed to a classifier.

3.1 Data Collection

First, a Scopus query is transformed into a required format for Scopus Search
API4,5. Each request returns a list of 25 articles and their associated Scopus
ID (SID). Then, per each SID, the Abstract Retrieval API6 provides authors,
affiliations, publication information, abstract, keywords, etc.

We used a sample query for Bayesian networks. Then, we generate a graph
with their vertices as authors and their edges as co-authorship collaborations.

3.2 Feature Extraction

Each edge is represented by two authors and its co-authorship is evaluated using
four heuristic features [7]. Each of the features was normalized using min/max
normalization, and are summarized on Table 1.

Let Γ (x) denote the set of neighbors of node x. Common neighbors measures

|Γ (x) ∩ Γ (y)| (1)

the likeliness of two authors being introduced by a colleague that they have in
common. The Adamic/Adar coefficient [1]

∑

z∈Γ (x)∩Γ (y)

( 1
log|Γ (z)|

)
(2)

adds weight to rare features. Neighbors that have fewer authors in common
will be more likely to collaborate with a popular author. Then, the Jaccard’s
coefficient |Γ (x) ∩ Γ (y)|

|Γ (x) ∪ Γ (y)| (3)

3 https://dev.elsevier.com/sc apis.html.
4 https://dev.elsevier.com/documentation/ScopusSearchAPI.wadl.
5 https://dev.elsevier.com/tips/ScopusSearchTips.htm.
6 https://dev.elsevier.com/documentation/AbstractRetrievalAPI.wadl.

https://dev.elsevier.com/sc_apis.html
https://dev.elsevier.com/documentation/ScopusSearchAPI.wadl
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is a similarity metric that solves the problem when two authors have many co-
authors in common not because they are related but because they have many
co-authors. It takes the total number of neighbors in common and divides them
by the total of neighbors of both authors. Finally, the preferential attachment
coefficient

|Γ (x) × Γ (y)| (4)

evaluates how likely an author will collaborate with new ones considering that
if an author has many collaborations, he will continue doing it. We also use as
a feature the degree of the author’s node.

Table 1. Processed dataset with our employed features.

Feature Type Description

Link name (edge between Author A and B) String A ↔ B : The edge to be
evaluated

Author node A degree Numeric Normalized value

Author node B degree Numeric Normalized value

Common co-authors Numeric Normalized value

Adamic/Adar Numeric Normalized value

Jaccard’s coefficient Numeric Normalized value

Preferential attachment Numeric Normalized value

Future link Nominal 1, if the edge exists in Gn and
not in G0. 0, otherwise

3.3 Data Analysis

We get article data from a query passed through Scopus Search API. Elsevier
kindly provide credentials to use their API with the following conditions. One
of the restrictions is that you are able to make up to 1000 API calls per week
and the queries used should only focus one subject area. Based on that premise,
we retrieved 2,454 articles that included a set of keywords related to Bayesian
Networks in June 2018. We counted 2044 co-authorships and 524 authors only
in 2016.

Each publication had an average of 4 authors. To create our initial graph
G = (V,E), we require V 2 iterations between all vertices as seen in Eq. 5.

(|Authorsavg| ∗ |Articles|)2 = (4 × 2454)2 = 96 353 856 (5)

If we want to iterate between each pair of authors to check whether both have a
link we will have to do it 96 353 856 times. This is necessary to create the graph
and calculate each edge features. In order to reduce the time of execution we
removed vertices that had no impact on the whole graph. To prune the graph, we
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removed all authors that have a degree less than 5, which are authors with few
collaborations. In addition, we take 10% of the missing edges randomly to have
our classes balanced as in [7]. We take the 70% of edges and called the resulting
graph as G0. All the positive instances are generated using the TC constraint
as follows. We take vertices that have a common vertex but are not currently
connected from G0. Then, we check if authors are connected to the full graph.
Let Gn be the new graph used for training. For testing, we will be using the
articles from the next year which authors are present in the previous year. We
follow the same procedure as described before. Next, we used the features from
Table 1.

4 Experiments and Results

4.1 Hardware and Software

We used a Virtual Private Server with Ubuntu 16.04 with 2 GB RAM, Python
3 with Numpy, Pandas, Scikit-learn and Tpot libraries for development.

4.2 Evaluation

We used the data of articles that were published in 2016. We split our data
into 70% for training and 30% for testing. We trained our dataset with Logistic
Regression (LR), Support Vector Machines (SVM), Decision Trees (DT), Neural
Networks (NN) and K Nearest Neighbors (KNN). Our results on the test data
are shown in Table 2.

Table 2. Comparison results among five classifiers.

Classifier Configuration Accuracy

Logistic regression loss = log, penalty = l2 50.00

Support vector machines kernel = rbf 89.29

Decision trees Default 91.07

Neural networks solver = lbfgs, layers= 5,2 50.00

K-NN neighbors= 11 89.29

We evaluate the model with two metrics such as accuracy and F1-score.
The average accuracy, F1-Score were 91.07% and 91.80% respectively. For more
details, the confusion matrix is in Table 3.
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Table 3. Confusion matrix for decision tree

4.3 Feature Analysis

We want to understand the success of our method. Thus, we identify the most
influential feature. We removed each feature and evaluate the classifier again. The
set with less accuracy will highlight the most crucial feature in our approach.

Table 4. Feature relevant analysis. Best features are highlighted.

Feature Accuracy

Node A edges 91.07

Node B edges 91.07

Adamic/Adar 91.07

Jaccard 50.0

Preferential attachment 78.57

As a result, we find that Jaccard’s is the most relevant followed by preferential
attachment in Table 4. We believe that Jaccard is important because it quan-
tifies how non-collaborative authors interact with each other. Also, preferential
attachment quantifies possible new collaborations.

5 Conclusion

Link Prediction is a common task used in social networks and recommendation
systems. In this article, we predict links on co-authorship networks from Scopus
data. We compared different classifiers and identified Jaccard and preferential
attachment as the most important features. Decision Tree classifier obtained an
accuracy of 91.07%. Also, the lack of Jaccard’s feature reduced the accuracy to
50%. Both, Jaccard’s and preferential attachment quantify how authors interact
and collaborate.

As future work, we plan to test other classifiers such as random forests and
deep neural networks. Also, we can expand our features set using author and
affiliation Retrieval APIs.
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Abstract. Fast kernel based fuzzy C-Means clustering is proposed in this
article to accomplish both accurate and robust segmentation, via integration with
watershed transform and fast level set schemes. Aerial scenes are inherently
linked to (noise and artifact) sensitivities, intensity inhomogeneity, blurry
boundary, and information complexity. It is thus necessary to combine the edge
or contour based level set method with region based fuzzy C-Means clustering.
To achieve fast segmentation, watershed transform is used to secure the initial
contour of the fast level set method, so that initial cluster centers of fuzzy C-
Means clustering are selected on those closed contour to avoid misclassification
and to enhance separability. It reduces time for lengthy computation iteration.
Using multiple densely distributed aerial images, robust and fast clustering is
observed after comparing between classical and fast kernel based fuzzy C-
Means clustering. To further analyze the role of hybrid fast kernel based scheme
on scene classification and information retrieval, frequency domain histogram
analyses for several clustering cases are conducted on aerial digital images.

Keywords: Fuzzy C-Means clustering � Gaussian kernel � Fast level set �
Watershed transform � Histogram analysis

1 Introduction

Segmentation acts as a powerful image processing methodology to reach correct
decisions across broad areas including remote sensing and medical diagnosis, using
region based or edge (boundary) based schemes [1–3]. The level set method is a
geometry oriented active contour approach. A fuzzy level set algorithm has been
presented on image segmentation. Spatial clustering has been applied after initial
segmentation and robust segmentation can be performed using regularized evolution.
Good performance from typical medical images with diverse modalities proves its
effectiveness. Initialization and controlling parameter estimations are conducted via
fuzzy C-Means clustering. Integration of fuzzy C-Means clustering and fuzzy level set
is made on segmentation of the aerial images. Selection of performance index incor-
porates both local intensity information and spatial information. Based on experimental
outcomes on sparse and dense distributed aerial images as well as the typical landscape
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aerial image and skyline aerial image, convincing performance with robustness is
obtained at a fast convergence rate. In aerial imagery, the level set method is highly
sensitive to parametric initialization. Initialization and control parameter optimization
are both crucial to its performance. Control parameters need to be estimated along with
dynamic level set approaches with the variational boundary and active contour with
respect to space and time. To achieve optimal configuration of controlling parameters,
fuzzy clustering is applied for initialization whose spatial information is critical to
approximate medical image boundaries of interest and controlling parameters. The
fuzzy level set presented is based on the Hamilton-Jacobi function, which is able to
suppress boundary leakage and alleviate manual intervention [4, 5]. Watershed trans-
form can be applied to identify initial surface or contour on a basis of gradient
information. As an example, it is combined with adaptive contrast stretching for image
enhancement. Under conditions of improper illumination, this approach adapts to the
intensity distribution and automatically identifies diverse objects using watershed levels
to differentiate catchment basins. Operations of erosion and dilation serve as two
typical individual processes. To avoid over-segmentation, both foreground markers and
background markers are chosen accordingly [6]. Watershed transform is testified for
initial partition together with fuzzy C-Means clustering to produce an initial contour. It
avoids leaking when the curve propagates along the boundary of level sets. The
effectiveness and accuracy of the scheme are verified via numerical simulations on MRI
images. Performance enhancement has been observed from the level set evolution [7].

Cluster analysis is concerned with a set of objects to be classified so that the higher
similarity occurs within an individual cluster while the lower similarity occurs across
multiple clusters. Iterative K-Means clustering represents an unsupervised learning
approach which divides the data into a group of hard clusters. It acts as a fundamental
method of the region based image segmentation. In contrast to boundary based seg-
mentation, it converges quickly and possibly works independently. Practical imple-
mentation has widely been made in remote sensing areas. For instance, remote sensing
techniques are crucial for natural environment preservation. To clarify the graphical
data accurately in terms of multiple regions and salient objects, similarity criteria
should be determined. To distinguish among various objects and regions, K-Means
clustering is used to separate digital information into different clusters. For those hard
cluster approaches, some facts of practical problems have not been followed where
regions and clusters are not unique in general, thus alternative results could also be
available. Thus fuzzy C-Means clustering is then carried out to indicate vague
belongings of the pixel intensity using well defined fuzzy membership functions in
which each pixel of an image processes certain fuzzy degree of belongings to multiple
clusters. Fuzzy C-Means clustering defines soft clusters instead where each pixel
involves in multiple clusters, which then generates a set of soft clusters for automatic
initialization and image partition. Fuzzy C-Means clustering is carried out in Raman
spectral analysis for potential decision making on biomedical samples [8]. Quantitative
metrics are applied to determine a feasible number of clusters to improve decision
accuracy and optimize outcomes from fuzzy C-Means clustering [9]. Fuzzy C-partition
also has a wide variety of applications on data interpretation. To speedup convergence
rate, a convergence theorem is introduced to generate a biased fuzzy C-Means algo-
rithm with a focal point, which exhibits better scale in data space and less sensitivity to
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initialization [10]. Fuzzy C-Means algorithms employ information of the color,
intensity and texture as well as position to classify the feature space into multiple
regions but lack of information on contours. Introduction of fuzzy C-Means clustering
helps to locate those vague boundaries such that optimization with respect to both
contour information and classical region information is reached [11]. The fuzzy C-
Means clustering using a level set model is also deployed in order to recognize the non-
ideal IRIS images precisely without over-segmentation or reinitialization. Using spatial
clustering and evolutionary feature extraction, it incorporates spatial feature into the
curve evolution approach using level sets so as to regularize level set propagation
locally. It can combine the sign and magnitude features to improve classification
performance [12]. The fast two-cycle model provides rapid level set segmentation.
However it is still highly subject to initialization. The spatial kernel fuzzy C-Means
clustering is introduced to produce an original contour, so that enhancement on
accuracy, convergence and robustness are achieved on both synthetic and real image
segmentation [13]. A combination of the level set model with fuzzy C-Means clus-
tering and Lattice Boltzmann method is presented for medical image segmentation that
is independent of initial contour. It shows good segmentation performance of speed,
effectiveness, accuracy, robustness and efficiency on medical and real world images
[14]. In a kernel based Fuzzy C-Means Clustering, a fuzzy factor is dependent on both
the space distance among all neighboring pixels and the corresponding gray-level
difference as a tradeoff. The factor helps to determine the damping performance of
neighboring pixels accurately. To further enhance the robustness against noise and
outliers, the kernel distance is adopted in the performance index. The scheme computes
adaptively the kernel parameter by applying a fast bandwidth selection rule using the
distance variance collected from all data points. Both measures of the weighted fuzzy
factor and kernel distance are parameter free. It is shown to be robust against noises and
artifacts on both synthetic and real image experiments [15].

2 Watershed Transform for Initialization

Aerial images contain inhomogeneous intensity and blurry boundary which makes
accurate segmentation tough. Therefore a state of the art hybrid fast kernel based fuzzy
clustering scheme is now proposed to cover both boundary and regional information to
enhance accuracy, robustness and efficiency in terms of noise, artifact and outliers. To
accelerate the convergence rate, watershed transform is applied for fast initialization of
level sets so that the generated optimal closed contour of level sets is applied for cluster
center initialization. Quality of information retrieval is analyzed in both spatial domain
and frequency domain.

Morphological watershed transform is computed on a basis of mathematical mor-
phology to classify an aerial image in terms of discontinuity. In watershed transform,
watershed curves partition separate catchment basins where the gradient of the intensity
level represents the altitude. The large gradient regions are referred to as watershed
curves and small gradient regions are referred to as catchment basins. Generally
watershed transform consists of opening, closing, erosion and dilation. Erosion is to
substitute data at each pixel by the minima. Dilation is to substitute data at each pixel
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by the maxima. Erosion and dilation generate dual operations where the former is to
shrink and the latter is to expand. Opening implements dilation on an eroded outcome
while closing implements erosion on a dilated outcome. The actual mismatch between
the erosion and dilation of a source aerial image results in gradient intensity level.
Watershed gradient magnitude is expressed as the mismatch of unit size dilation and
unit size erosion from a source image as shown in (1).

grad Xð Þ ¼ X � Bð Þ� X � Bð Þ ð1Þ

where X(x, y) is defined as the digital image subject to transformation, B is a struc-
turing element, ○ and ● indicate dilation and erosion. Downstream watershed seg-
mentation is carried out in context, where erosion is applied ahead of dilation. The
watershed transform is applied to capture the initial contour. Due to unavoidable
noises, irregularities or other complexity of blurry aerial images, accuracy can barely be
guaranteed where both over-segmentation and non-smoothness could occur. If an aerial
image is divided into vast number of regions, over-segmentation occurs, controlled
markers for foreground and background are used as a tradeoff to compensate for over-
segmentation instead, whose results are shown in several numerical results.

3 Fast Level Set Approach

The level set method is on a basis of a geometric deformable model that generates
dynamic variational boundaries to represent topological changes on either a level sur-
face or a hypersurface. The active contour is defined as a zero level set function that
provides an implicit representation of interface. The typical level set model is expressed
as a Signed Distance Function (SDF) to a surface. The initial contour is generated by
watershed transform and then the boundary between each pair of neighboring regions
has been weighted, in order to define the edge indicator function based on the gradient
information. The implicit evolution of existing contours is approximated by chasing the
zero level set driven by the partial differential equation. Implicit representation of active
contours helps to automatically track topological changes on interfaces and shapes. To
evolve a surface towards outer boundaries, external and internal forces are introduced.
After parameter selections of initial location, propagation rate and degree of smoothness,
the level set model offers a powerful contour based scheme to be applied across splitting
and merging processes. For 2D image processing, a level set function represents a closed
surface which evolves along with time which can be defined as W(x, y, t). It generates a
time dependent PDE function shown in (2).

@W
@t

þ F rWj j ¼ 0 ð2Þ

where W x; y; tð Þjt¼0 ¼ W0 x; yð Þ. Rather than using an arbitrary lengthy initialization
process without spatial information, watershed transform is in charge of the contour
initiation ahead of the fast level set method, in order to further improve the initialization
of fuzzy C-Means and accelerate its convergence accordingly. Evolution of the active
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contours can be represented by a zero level set C(t), so that W x; y; tð Þ ¼ 0 whenever (x,
y) is placed at C(t). The contour evolution is then updated using the level set differential
Eq. (2). rWj j refers to the gradient operation at the normal direction. F represents a
total force function including internal and external forces. The internal force arises from
topological geometry while the external one results from the gradient operation or
artificial momentum.

Edge indicator g is involved to regulate and terminate the level set evolution around
an optima as (3):

g ¼ 1

1þ rðGr � IÞ2
�� �� ð3Þ

where gradient operation is applied to the convolution of the Gaussian kernel with the
2D aerial image I. For each separated sub-image (I1, I2, I3,…), the boundary can be
computed such that a composite weighted function serves as the updating edge indi-
cator. The level set model is simplified into (4).

@W
@t

¼ g rWj j½divð rW
rWj jÞ þ m� ð4Þ

where the divergence of a normalized term rW= rWj j indicates mean curvature and m
acts as the balloon force.

To solve the level set differential equation, numerical schemes can be used to track
interfaces and contours. The Fast Level Set method is presented to replace the explicit
solution with the implicit solution. A finite difference approach is used to obtain an
explicit computation solution of the curvature. Then the fast level set scheme is applied
where controlling constant factors l, k, m are defined as reflecting penalty, topological
conservation and balloon force information, respectively. (4) is then substituted by (5)
and (6) after simplification.

@W
@t

¼ laðWÞþ bðg;WÞ ð5Þ

@W
@t

¼ l½DW� divð rW
rWj jÞ� þ kdðWÞdivðg rW

rWj jÞ þ mgdðWÞ ð6Þ

where

aðWÞ ¼ DW� divð rW
rWj jÞ ð7Þ

bðg;WÞ ¼ kdðWÞdivðg rW
rWj jÞ þ mgdðWÞ ð8Þ

The first term la(W) in (5) acts as the penalty term which is to penalize deviation of
W away from a Signed Distance Function upon evolution. Another last term b(g, W) of
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(5) covers the gradient information which depends on the Dirac function d(W). In (8),
the role of the gradient operation is to drive the zero level set towards the variational
boundaries while the role of the balloon force should be either push or pull the dynamic
interface to and from targeting objects. The Dirac function can be defined as an
adjustable threshold (9) which is equal to zero when x is outside of [−e, e].

deðxÞ ¼ 1
2e

½1þ cosðpx
e
Þ� ð9Þ

where e is a regulating factor of the Dirac function. For a step size s, an iterative
evolution of W is formulated as:

Wkþ 1ðx; yÞ ¼ Wkðx; yÞþ s½laðWkÞþ bðg;WkÞ� ð10Þ

The dynamic interface evolves towards the optimal boundary adaptively for image
segmentation.

4 Kernel Based Fuzzy C-Means Clustering

In practice the cluster boundary of aerial images could be seldom distinct but with
certain degree of fuzziness. Fuzzy C-Means clustering becomes suitable for data
analysis. The goal of fuzzy C-Means clustering is to classify a finite set of data into C
fuzzy clusters to optimize the objective function. An arbitrary pixel is related to
multiple clusters with different degrees of belonging, which is interpreted as fuzzy
membership function. Using a finite set of data, fuzzy C-Means clustering will generate
a group of cluster centers together with the partition matrix that shows the possibility of
a pixel being allocated into those clusters. Those pixels near boundary between clusters
have less degrees of belonging than those pixels close to cluster centers. Gaussian
fuzzy membership function is selected. For any pixel out of C clusters, the sum of
degrees of belonging to all clusters is one, as listed in (11).

Xc

i¼1
lijðxÞ ¼ 1; lijðxÞ 2 ½0; 1�; i ¼ f1; 2; � � � ;Cg; j ¼ f1; 2; � � � ;Ng ð11Þ

where l represents the fuzzy membership function, C is total number of clusters and N
is the total number of pixels subject to clustering. To be more accurate and robust,
kernel fuzzy C-Means clustering has been proposed where a nonlinear kernel distance
is used instead of the Euclidean distance. A kernel scheme transforms from nonlinear to
linear segmentation by mapping source image data into high dimensional kernel space
implicitly. Distances defined in the kernel space can be simplified as (12), and Gaussian
kernel is shown in (13).

UðxiÞ � UðxjÞ
�� ��2¼ Gðxi; xiÞþGðxj; xjÞ � 2Gðxi; xjÞ ð12Þ

Gðxi; xjÞ ¼ expð� xi � xj
�� ��2

2r2 Þ ð13Þ
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After initialization of all cluster centers, the degree of belonging is formulated as
(14) for every particular fuzzy membership function. It is expressed as the ratio
between individual cluster kernel distance measure and the sum of all kernel distances
from the pixel to C clusters.

lij ¼
UðxjÞ � UðciÞ

�� ���ð 2
m�1Þ

PC
i¼1 UðxjÞ � UðciÞ

�� ���ð 2
m�1Þ

ð14Þ

All the centroids are updated by normalized quantities weighted using Gaussian
kernel based fuzzy membership functions. A fuzziness index m (1 � m < ∞) is
applied in kernel fuzzy C-Means clustering.

ci ¼
PN

j¼1 l
m
ij Gðci; xjÞxjPN

j¼1 l
m
ij Gðci; xjÞ

ð15Þ

To achieve optimization, a feasible objective function must be defined based on
spatial information. As a region based scheme, fuzzy C-Means clustering selects the
texture, position, intensity and color in the feature space to formulate the objective
function of fuzzy clustering as (16). The edge or boundary feature instead is considered
in watershed transform and the fast level set model rather than current clustering
scheme. Meanwhile, incorporating fuzziness in C-Means clustering helps to locate
those vague boundaries that crisp clustering may barely catch.

JUðX;CÞ ¼
XC

i¼1

XN

j¼1
lmij UðxjÞ � UðCiÞ

�� ��2 ð16Þ

where m (1 � m < ∞) shows fuzziness of segmentation that defined as fuzziness
index. X = {xj} indicates a data matrix and each xj represents the j-th element of this
fuzzy matrix. C = {ci} acts as a vector of cluster centers whose ci represents the
centroid of its i-th cluster. ||.||2 is the L2 norm. The objective function achieves global
optimization in case the pixels close to centers produce largest degrees of fuzzy
memberships and pixels far away from centers produce smallest degrees of fuzzy
memberships. Initialization of fuzzy cluster centers is conducted using watershed
transform with markers followed by fast fuzzy set schemes to accelerate its conver-
gence and to be robust against artifacts, noises and outliers. For every iterative cycle,
the set of cluster centers and fuzzy memberships are subject to updating. It evolves
until an objective function is minimized and optimal image segmentation can be
reached.

5 Densely Distributed Aerial Images

An aerial photo exhibits some unique attributes in image resolution, distance scale and
coverage extent. It generally captures more complex information topologically and
geometrically than true color still images. Subject to atmospheric dispersion, an aerial
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image is easily affected by noises and artifacts. 4 typical true color densely distributed
aerial images are selected (Fig. 1). Composite color is represented by mixing three
primary color components RGB (Red, Green and Blue) at the true color space.
The RGB image is described by an intensity level array (M 	 N 	 3) independent of
each other. Rather than classical fuzzy C-Means clustering, fast kernel based fuzzy
scheme is selected which also covers 2 initial steps. Morphological watershed trans-
form is applied to capture unique boundaries beforehand without lengthy iteration
using gradient magnitude, whose results are applied as the initial level set. Watershed
transform itself is sensitive to intensity variations and noises, giving rise to non-smooth
boundaries and outliers. The fast level set scheme is thus used next to produce accurate
partition based on edge and boundary information whose contours or surfaces are
reached rapidly via fast finite difference approach. The weakness of hybrid watershed
transform and level set scheme occurs due to lack of regional information. However,
closed contour topological information stem from closed surface of the level set has
provided perfect spatial information to determine initial cluster centers so as to enhance
separability. All initial centroids are chosen from a set of closed contours as constraints
to narrow down the region of interest in the unsupervised fuzzy C-Means scheme.
Computation time for the enhanced fuzzy C-Means scheme will be reduced remarkably
without initial random sampling. Due to nonlinearity and complexity of densely dis-
tributed aerial images, kernel based fuzzy C-Means clustering scheme is carried out
such that regional information is also involved. Rapid initialization is achieved where
much less turnaround time is needed for segmentation in terms of hybrid fast kernel
based fuzzy scheme than classical one.

Fig. 1. Typical true color aerial scene images - densely distributed (a. Istanbul; b. Rio de
Janeiro; c. Cape Town; d. London) (Color figure online)
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In Fig. 2, comparisons of turnaround time between fast kernel based fuzzy scheme
and classical fuzzy C-Means clustering are made. For each of 4 aerial photo images, the
total cluster number ranges from 3 to 8. The 3 curves on top are associated with 3 cases a,
b, and c; while another curve on bottom is associated with the case d. It shows clearly
integration of three schemes has significantly reduced the turnaround time, leading to the
hybrid fast kernel based fuzzy C-Means clustering scheme. Meanwhile, gradient infor-
mation, (edge, boundary or contour) information and region information are all taken into
account, so that it generates accurate, closed and smooth aerial image segmentation.

6 Frequency Domain Numerical Analysis

The edge, curvature, contour and region information are well captured using hybrid fast
segmentation scheme via technology integration being proposed. For complete infor-
mation retrieval, it is necessary to conduct frequency domain analysis in addition to
spatial domain analysis. Numerical simulations on the histogram analysis are con-
ducted in this session to show potential changes occurred in multiple level clustering
processes. All selected densely-distributed aerial true color images have three primary
color components of red, blue and green. Each individual color component is subject to
fast image segmentation via technology integration at multiple levels. In Figs. 3, 4, 5
and 6, three clusters are specified for each of four densely-distributed aerial images. The
outcomes of composite color, red, blue and green are listed from the 1st to 4th rows.
Clustered images are shown in the 1st column, the corresponding frequency domain
histograms are shown in the 2nd column and markers being adopted in watershed
transform are shown in the 3rd column.

Fig. 2. Turnaround time of fuzzy C-Means clustering in 4 cases (number of clusters: 3–8)
(1. Classical fuzzy scheme; 2. Hybrid fast kernel based fuzzy scheme)
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Fig. 3. Histogram of hybrid fast kernel fuzzy C-Means clustering (Case A) (Color figure online)
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Fig. 4. Histogram of hybrid fast kernel fuzzy C-Means clustering (Case B) (Color figure online)
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Fig. 5. Histogram of hybrid fast kernel fuzzy C-Means clustering (Case C) (Color figure online)

Clustered Image

Red Component

Green Component

Blue Component

Red Mask

Green Mask

Blue Mask

Masked Image

0 100 200
0

5

10
x 10

4

Intensity Levels

NO
s o

f P
ixe

ls

Histogram - Red

0 100 200
0

5

10
x 10

4

Intensity Levels

NO
s o

f P
ixe

ls

Histogram - Green

0 100 200
0

5

10
x 10

4

Intensity Levels

NO
s o

f P
ixe

ls

Histogram - Blue

0 100 200
0

5

10
x 10

4

Intensity Levels

NO
s o

f P
ixe

ls

Histograms

Fig. 6. Histogram of hybrid fast kernel fuzzy C-Means clustering (Case D) (Color figure online)
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Fig. 7. Histogram of hybrid fast kernel fuzzy C-Means clustering (5-Cluster) (Color figure
online)
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Fig. 8. Histogram of hybrid fast kernel fuzzy C-Means clustering (8-Cluster) (Color figure
online)
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No matter which aerial image is chosen, three distinctive histograms (R, G, B) in
terms of all 3 clusters are depicted accurately. For each individual case with multiple
clusters, the outcomes can be compared with each other as well as the histogram of the
source image (Fig. 7). To verify its effectiveness and flexibility, without loss of gen-
erality, histogram analyses on 5-cluster case and 7-cluster case as well as the source
aerial image are also conducted. Corresponding outcomes are shown in Figs. 7, 8 and
9, whose row-wise and column-wise placements are the same as Figs. 3, 4, 5 and 6.
Once again, three distinctive histograms (R, G, B) for all 5 and 8 clusters are accurately
shown. The sum of distinctive histograms gives rise to that of the source image. The
composite histogram diagram will indicate how to determine an appropriate number of
clusters being classified effectively on any specified image.

7 Conclusions

Integration of fast level set with fast kernel based fuzzy C-Means clustering has been
implemented on advanced aerial scene recognition based on each intensity component
independently. Since convergence rate for a level set model is highly sensitive to
initials, watershed transform is applied to provide the fast and rough initialization, near
potential best solution where actual level set boundary of objects could be overlapping
with results from watershed transform. The fast level set model then helps to deploy
active edges or contours and dynamic boundaries, in order to narrow down initial
centroid locations for kernel fuzzy C-Means clustering rapidly, making pixel classifi-
cation and parameter configuration time efficient to handle. The proposed approach has
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Fig. 9. Histogram of hybrid fast kernel fuzzy C-Means clustering (Source Image) (Color figure
online)
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been implemented on multiple aerial true color images with densely distributed attri-
butes. From numerical simulations, no matter how many clusters to be classified in
each case, the hybrid approach exhibits much faster turnaround time than classical
fuzzy C-Means clustering. Qualitative histogram analyses on the new fast kernel based
fuzzy schemes are also conducted to clearly show statistical information retrieved and
classified in the frequency domain to completely discover spatial domain and frequency
domain information across the clustering processes.
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Abstract. The library data management system of academic institu-
tions generates and stores data with information on lends, returns and
queries made by users daily. This research aims to provide a useful
method to transform this data to obtain relevant knowledge for the
management of the library. The process used consisted of a data pre-
processing, data transformation and cleaning, and finally the use of pri-
vacy and association algorithms. We clarify the proposed method for a
university library in Peru where significant results were obtained in the
form of association rules. This shows that it is a efficient alternative to
have a more detailed knowledge to make better decisions.

Keywords: Pre-processing · Library management · Association rules ·
Privacy · Knowledge Data Discovery

1 Introduction

Large amounts of data are generated each day across all the interactions between
the agents in the world [6]. This phenomena is not only observed at the enterprise
level, but also in the education and learning sector [4]. Although educational data
is not usually analyzed, this contains relevant information and needs a process-
ing. Among the educational data sets, we are interested in the ones generated
in the libraries and archives databases of universities and other academic insti-
tutions. To process and analyze the data generated in the transactions, it is
necessary to apply methodologies like Knowledge Data Discovery (KDD). This
method enable us to use data mining and machine learning algorithms to extract
priceless insights [5].

The use of this tool by academic institutions fosters the application of IT
not only in the educational process management like student registration or
resource allocation, but also in the gathering of high quality data to provide
knowledge like as literature preference, rotation and utilization. This knowledge
can be used to increase the library usage which can contribute positively to the
academic performance as a previous study found at eight UK universities [10]
and at Honk Kong Baptist University [12].
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This research aims to provide a useful methodology based on KDD for univer-
sity libraries to obtain knowledge from their databases and take better decisions
for their users. In this way, librarians can decide the allocation of literature,
quantity to offer per topic and human resources needed to satisfy the demand.
In the next section, we will declare the main techniques we will use, then we will
propose the new method with the previous defined techniques; and finally, we
will apply the methodology to a case study of a Peruvian university library.

The data we used to perform the research is a semi structured set, captured
from one academic semester. The data is composed by four sources: literature
lending records, literature returning records, user queries and literature avail-
ability. The literature is composed by textbooks, journal articles, newspapers,
magazines, reports and audiovisuals.

2 Theoretical Framework

The data mining process consist of collect, clean, process, analyze and obtain
knowledge from large amounts of data [1]. The data goes through many sub-
processes, called pipeline, to consolidate the information until it reaches a rel-
evant pattern. In this case study, the pipeline aims to improve the knowledge
about lending, rotation and stock management of the books.

2.1 Clustering

The clustering process consists in grouping the data in defined sets whose
attributes have similar values [2]. We will use k-means algorithm since it is
the most widely used from the reviewed literature [2].

This algorithm is a grouping method that aims to partition the data into
a defined number k of groups. Observations are included within a group when
the distance between their data point and the centroid of the cluster is the
least compared to the distance to the centroids of other groups using Euclidean
distances. If Ȳ = (Y1, Y2, . . . , Yn) and Ȳ = (Y1, Y2, . . . , Yn) are two observations
with n-feature, then the Euclidean distance is given by Eq. 1 [2]:

Dist(X̄, Ȳ ) =

√
√
√
√

n∑

i=1

(Xi − Yi)2 (1)

The procedure of the k-means is as follows: (1) a number of clusters k must be
defined, (2) the algorithm generates k centroids randomly and the distances from
all data points to each centroid is calculated, (3) this process repeats while it is
optimizing the centroids locations by reducing the sum of the squared distances.
The break point can be defined as a threshold for the cumulative distance, a
number of runs or the experience of the researcher.
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2.2 Cluster Validation

The algorithm validation allows us to compare and monitor the performance of
potential models. In this work, we used Davies-Bouldin Index and the average
within-cluster distance since are the most common indexes in the literature [8].

Davies-Bouldin Index: This index aims to calculate and compare the average
within-cluster distance and the average inter-cluster distance. If the algorithms
generates clusters with low within-cluster and high inter-cluster distance, the
algorithm has a good performance and has an index close to zero. This is calcu-
lated with the Eq. 2 [3].

DBI(C) =
1
nc

nc∑

ciεC

max
j �=i

Si + Sj

Mi,j
(2)

Where S is a measure of clusters compactness, M is a measure of clusters
separation, C is the set of clusters, ci is i-th cluster of C and nc is the number
of clusters in C.

Within-Cluster Average Distance: This index calculates the average dis-
tance between the centroid of the cluster and all the elements of it [9].

2.3 Association Rules

The classic problem of pattern mining aims to determine the most frequent asso-
ciations. According to the literature, the most common algorithms are Apriori
and FP-Growth. For this research, we will use the FP-Growth since it is a more
advanced and computationally efficient technique [7,11].

FP-Growth: This method has a different procedure in the discovery of the
frequent itemsets from other algorithms. This codify the data in a structure
called FP-Tree, which is a representation of the input data in a zipped way. It
is built by processing the transactions once at a time and mapping in one of the
branches of the tree. After it, FP-Growth generates the most frequent itemsets
and stores the paths. Then, using the minimum support value, the algorithm
chooses the itemsets that complies with the value and stores then as “frequents”.
Finally, it establishes the association rules on the basis of the frequent itemsets.

The association rules are statements with the structure “If ... then” that
help to discover relationships between not seemingly related data. The rules are
created by search patterns and using criteria called “Support” and “Confidence”
to identify the most important relationships [11]. “Support” is used to remove
rules that do not appear regularly. And “Confidence” measures the number of
times when the statements If ... then are true.

3 Proposed Method

This work proposes KDD-based method. Figure 1 presents the proposed pipeline
and the description of each stage.
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Fig. 1. Proposed model. Own elaboration.

3.1 Build Multidimensional Tables

This stage consists in transforming the semi structured data into structured data.
Depending of the technology capacity of the library the input data can be already
structured, otherwise, it is needed to perform a manipulation of the tables. It
should be noted that each attribute adds more complexity to the analysis.

3.2 Data Cleansing and Enriching

This stage deals with errors found in the data sources, thus several problem-
specific decisions must be made. Besides mismatching in data formats, the
dataset of literature capacity, which list all literature available to lend, contains
repeated titles, or missing ones. There are solution alternatives like deleting the
inaccurate data or impute missing values using the tendency or a fix value. For
this case study, we opt for delete the records since they were a minimum pro-
portion. To gather more detailed data, this stage generates tables that records
the lending frequency and duration according to the dates, literature and users.
Nevertheless, one of the challenges in the databases of the libraries of universi-
ties and other institutions is that there may be data entry mistakes caused by
human errors. For example, some books that appear as returned do not previ-
ously appear as borrowed which is a fatal inconsistency.

To tackle this challenge, this stage requires to prepare a timeline for each lit-
erature ID and track the registration of lending and returning to determine the
duration of lending. In this case study, we found that some books were borrowed
many times without prior registration of returning. This is clearly a planning
error from the library administration that hamper the knowledge discovery work.
Thus, we only calculated the frequencies whose lends had a returning counterpart
to keep the data consistency. Finally, we add enriched attributes on the frequen-
cies like categorization of returning times, lending frequencies and binarization
to have an ad-hoc structure for the data mining algorithms.
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3.3 Explanation of the Clustering Algorithm

We performed the k-means algorithm, that uses lending frequency and lending
days as features for each observation. In the present case study the optimal
number of clusters was estimated using two metrics: the Davies-Bouldin Index
and the within-cluster average distance.

3.4 Explanation of the Association Rules

This stage only considers the records of the largest cluster. This process uses
the following attributes: Topic of the literature, Shelf where the literature is
available, Literature main keyword, Lending date. The process executes an FP-
Growth algorithm generates the frequent itemsets with a support level of 30%.
Among these frequent itemsets, we select the association rules from those frequent
itemsets with a confidence level of at least of 60%. The chosen support and
confidence levels are the most used in the reviewed literature.

4 Case Study: A University Library in Peru

For the present study the university library give us access to the records of their
administration system. The main used attributes are indicated in the Table 1,
while attributes calculated from data enriching are indicated in Table 2.

Table 1. Descriptive table of attributes

Attribute Description

Item ID Literature identifier

Title Literature title

Location Place where the literature was available

User ID User identifier

Lending count Number of borrowings of the user

Query count Number of queries executed by the user

Returning count Number of returning of the user

Lending date Date when the lending occurred

Returning date Date when the returning occurred

Query date Date when the query was executed

– Main keywords: We performed a keyword analysis to identify hot topics.
Since the university courses are business-oriented, the most relevant keywords
are: “economy”, “accounting”, “Peru”, “theory”, “analysis”, among others.
This implies that topics like nature science or arts and media are scarcely
searched.
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Table 2. Calculated attributes table

Attribute Description

Daytime Categorize into dawn, morning, afternoon and night

Available hours Amount of hours when the literature is available

Weekday Values between one to seven for each day

Returning time window Length of lending

Literature topic Keywords of the literature topic

– Literature utilization: We found that 80% of the queries and lends are
assigned to only 4% of the literature. This may indicate a misunderstanding
from the management to offer suitable literature since there is a gap between
what users search and what the library have available.

– Lend and query schedules: Most of the traffic query is during the morn-
ings and afternoons, 39% and 46% respectively. During the night, the traffic
greatly decreases to 15%, which is explained by the fact that most of the
classes are during the morning and afternoon when the students are attend-
ing courses and professors are working.

– Student behavior during the semester: There are changes of traffic of
queries and lends from week to week caused by the behavior of students. We
found a high intensity during the first week of the semester (approximately
1300 lends), where students may be more motivated and have more time to
immerse into the literature and explore the books referenced by the professors.
Then, there are peaks during the mid-term (approximately 1100 lends), which

Fig. 2. Clusters generated by the algorithm
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is clearly caused by mid-term exams when students are looking up for books.
Finally, there are valleys just after the mid-term (approximately 900 lends),
when student life organizations are fostering parties and integration events.
After that, the traffic increases until reach pre mid-term exams levels. From
there, it decreases progressively until final exams week.

– Clustering algorithm analysis: Figure 2 shows the twenty cluster model,
whose largest agglomerations tend to have a short time window of returning
and a low frequency of borrowing. These clusters are conformed by people
who borrow a low quantity of literature in the semester and return it in a
short while. The other clusters, take clear patterns towards the clusters of
students who fail to return in a timely manner (upper left quadrant) and the
clusters who are intensive users of the library.
The largest cluster, which represents 15% of the users (cluster 12) is composed
by students who return the books in a short time and borrow just a few books.
On the other hand, clusters who have a very long time window to return the
literature, represent less than 2% of the users each one, as shown in Fig. 3.
These clusters return the books after sixty days, when the current library
policy is just seven days.

– Association algorithm analysis: We identify three rules (from a set of
fifty five generated by the algorithm) as the ones of the most importance of
this case study, not only because of their confidence level, but also for the
insights that they provide.
From the table we can posit three rules:
1. That if the user has borrowed a book from the topic of Accounting, then

there is a possibility of 84% that he also made the registration at theLibrary
room 2. This insight will help the management to offer more accounting lit-
erature in the room 2 to increase the rotation and utilization.

2. That if the user has borrowed a book from the topic of Economics during
the Afternoon, then there is a possibility of 80% that he also made the
registration at the Library room 1.

Fig. 3. Analysis of the behavior of the clusters
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3. That if the user has borrowed a Textbook, during Afternoon and at the
Library room 1, then there is a possibility of 65% that he also borrowed
a book of the topic of Economics.

5 Conclusions

The use of technology should have a essential role in the educational sector,
especially in the libraries of the academic institutions. By doing so, the quality
and quantity of knowledge will increase and therefore, the service offered to the
users will improve too.

This research offers a modern methodology based on KDD, oriented to
libraries and archives databases of academic institutions. The objective of this
methodology is to provide relevant insights to the library management to antic-
ipate the literature requirements, optimize the rotation and reduce the unused
sources. This applies to the literature and the room spaces, since our methodol-
ogy incorporates the location of the queries.

The use of clustering algorithms offers a characterization of the users to
identify certain profiles. These profiles indicates a specific behavior like defaulting
and use intensity, however, a richer database would have offered demographic
attributes like age, major, pursued degree or job. The association rules offer the
relationship of the user behaviors. The behavior of the main profile provides
information about what topics, places or daytime are more associated.

Further research should explore the analysis of panel data to find specific pat-
terns across different libraries. In the case of having more attributes concerning
to the user profile, a risk of default model can be elaborated to identify those
students who will probably fail to return the borrowed book in the specified
time.
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Abstract. This work proposes a semi-automated analysis and model-
ing package for Machine Learning related problems. The library goal is
to reduce the steps involved in a traditional data science roadmap. To
do so, Sparkmach takes advantage of Machine Learning techniques to
build base models for both classification and regression problems. These
models include exploratory data analysis, data preprocessing, feature
engineering and modeling.

The project has its basis in Pymach, a similar library that faces those
steps for small and medium-sized datasets (about ten millions of rows
and a few columns). Sparkmach central labor is to scale Pymach to over-
come big datasets by using Apache Spark distributed computing, a dis-
tributed engine for large-scale data processing, that tackle several data
science related problems in a cluster environment. Despite the software
nature, Sparkmach can be of use for local environments, getting the most
benefits from the distributed processing tools.

Keywords: Semi-automated machine learning · Data Science ·
Data mining · Statistics · Data engineering · Big data

1 Introduction

Currently, statistics and machine learning are meant to extract new information
from patterns found in data. Individually, in Data Science, there are advances in
how to automate the end-to-end process of applying machine learning. Autom-
atization offers the advantages of producing more straightforward solutions and
an improved way of picking the best learning algorithms and models.

The first published and implemented work was Auto-WEKA in 2013. This
software, written in Java, proposed automated algorithms for feature selection
and hyperparameter tuning. Later, in 2014, Hyperopt-sklearn was developed
and followed a similar focus as Auto-WEKA but using the ML library scikit-
learn (2011). This program could only handle small-sized and mid-sized data.
The next year MLbase and AutoML were published. The former was the first
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publication in Algorithm and hyperparameters selection involving distributed
computing by using Apache Spark-MLlib. The later is based in Auto-WEKA
but combines an automated parametric learning platform with Bayesian opti-
mization. Finally, Bravo-Rocca in 2017 developed Pymach, a tool that aims to
accelerate the development of machine learning models by looking for the best
model available for any data [1]. To improve Pymach scope and performance,
we implemented Sparkmach, a distributed successor from Bravo-Rocca’s past
work. For the transformation, we refactored Pymach library, written in python
language, into a Pyspark-based program [9]. Later, we compared both Pymach
and Sparkmach programs by using the same case study dataset, based on New
York City Bus System and a physic simulation.

The paper’s goal is to show the Sparkmach methodology and how it performs
in contrast with Pymach by using the same case scenario.

2 Sparkmach: Definition and Structure

This section first summarizes Sparkmach concept. Then it details all the stages
working under the proposed system.

2.1 Definition

Sparkmach is an open source library, under MIT licensing, based on Pymach [1]
written in Python [3] and deployed in a distributed platform using Apache Spark
[5]. Hence, the main difference between both systems is that the former can be
executed in a clustered environment for big data solutions by using distributed
data processing and the latter locally, facing just small problems regarding size.

The software developed under a chain structure, based on Apache Spark ML
pipelines, whose function is to gather different types of estimators and transform-
ers. In consequence, this implementation allows us better modularity, flexibility,
and scalability when added new functionality.

Sparkmach can be defined as follows: let G = (V̂ , Ê) be a directed
graph, consisting of the set V̂ of nodes and the set Ê of edges. Where
V̂ = {D,A,P, S,E} represents each state in a workflow and Ê =
{(D,A), (D,P ), (D,S), (A,P ), (P,E)} each path within that workflow. So that
Sparkmach can be define as a pipeline p∗(G), where

p(x) = [m(0)
(x),m

(1)
(x), . . . ,m

(k−1)
(x) ]

and p∗ is the best pipeline and m(i) is the ith input’s mapper.
The system works in six stages, based on Pymach’s seven stages, excluding

the Improve stage (grid and random search) that will be supported in a future
release. The workflow showed in Fig. 1 describes these stages starting with defin-
ing the dataset (metadata) and finishing by presenting the results.
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Fig. 1. Sparkmach workflow.

The stages are defined as the following:

– Define (D): Defines the problem to solve.
– Analyze (A): Starts a data exploratory analysis.
– Prepare (P): Modifies the dataset to evaluate.
– Select (S): Chooses the most suitable predictor variables.
– Evaluate (E) : Executes the supported models.
– Present (P): Delivers results in a GUI.

2.2 Define

The first stage focuses on defining the input dataset. Table 1 details the required
definitions that should be extracted from the starting dataset.

Table 1. Main metadata information extracted from the dataset

Input definition Description

File path Absolute file path in DFS, accepts CSV, TXT or PARQUET

Header Defines header names for each column

Response Name of the column to be predicted

Problem type Indicates whether the problem type is regression or classification

Number of features Number of predictor variables

2.3 Analyze

In the same way as Pymach proceeds with this stage, Sparkmach centrally gener-
ates the analysis graphics in the cluster’s master node. The resulting distributed
dataframe is transformed into a pandas dataframe [7]. Afterward, the latter is
plotted by plotly [6] and presented using a web service interface.
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2.4 Prepare

Even though the methods to prepare data in this stage are similar to Pymach,
these are required to change its data structure into an Apache Spark vector
assembler. Some methods are shown in Table 2 [9].

Table 2. Processing methods for preparing data

Processing method Description

Max & min scaling This method scales each numeric value in a range from 0 to 1

Normalization, standard scaling Each data row is re-scaled to a length 1 by using norm 12 and

also it can be scaled in order to follow a gaussian distribution

of average 0 and deviation 1

2.5 Select

The fourth stage in line is the Select stage, which selects the features that best
represent the data to improve the final model. Some functions involve reducing
the overfitting, removing highly correlated variables and reducing the space of
features [2].

2.6 Evaluate

The actual stage evaluates an algorithm list (Table 3) for the input dataset just
as Pymach works. The main difference between both systems is that Sparkmach
algorithms are coded to work in a parallel and distributed setting.

Table 3. Algorithms used in the evaluate stage

Problem type Algorithms

Classification Logistic regression, decision tree, random forest, gradient boosting, multi

layer perceptron, naive bayes, linear support vector machine

Regression Linear regression, generalized linear regression, decision tree, random forest,

gradient boosting

2.7 Present

This stage is about interpreting and communicating the model’s results which
are an essential step in the data science roadmap. In this stage, the model’s
results are shown understandably and concisely, which will be the insights that
lead to making decisions.
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3 Case Study: New York City’s Bus Information
and a High-Energy Physic Experiment

To assess Sparkmach potential in a real-life situation, we employed information
from New York City’s Metropolitan Transportation Authority (MTA) and a
high-energy physic experiment to search for the signatures of exotic particles
(HEPMASS).

As for the first dataset, the source we chose among MTA’s data catalog is
called “MTA Bus Time Historical Data”. Basically, this data consists of GPS out-
put from each bus of the city during service [8]. The sample presented at Table 5
represents preprocessed data from the original source, it takes a 3-month sample
from historical Bus data, spanning from August 2014 until the end of October
2014. On the other hand, the second dataset presented at Table 4 is the result of
several Monte Carlo simulations of the collisions that produce these particles and
the resulting decay products; the goal is to separate particle-producing collisions
from a background source [10].

Table 4. HEPMASS simulation dataset sample

f 1 f 2 f 3 ... f 27 Response

1.816216 −0.458454 1.010234 ... 0.977542 1

−0.196046 −0.737780 −0.164820 ... −1.448544 0

1.235821 −0.970305 −1.456574 ... 1.414154 1

−0.541583 1.284816 −0.645087 ... 0.090727 0

Table 5. NY MTA bus dataset sample

BusID NextStop Route Orientation HourBucket Response

174 232 273 0 17.5 32

174 232 273 0 18.5 0

174 232 273 0 19.5 64

174 232 273 0 2.5 32

Because Sparkmach has to work in a distributed environment, we built an
8-node cluster with one master node and seven slave nodes. Each one has 4 GB
of RAM, a fourth-generation Intel Core I7 processor and CentOS 6.8 as the
operating system for each node. The Directed Acyclic Graph showed in Fig. 2
represents the data process from a general perspective. The process starts by
ingesting the data and storing it inside an Apache Hadoop HDFS. Then, the
data is preprocessed and received by Sparkmach. After processing the data,
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Sparkmach will score the most suitable model and then stores it in the HDFS.
The system data flow proceeds so that the model built by Sparkmach can be
used with real-time inputs.

Fig. 2. Data flow architecture showing the MTA dataset as example.

4 Results and Discussion

We made two tests to compare performances from both Sparkmach and Pymach.
First, a scalability test is measured on MTA dataset using Sparkmach, as shown
in Fig. 3. Second, scalability and predictability tests are measured on HEPMASS
dataset using Pymach and Sparkmach, as shown in Fig. 4.

Fig. 3. Scalability test for MTA dataset using sparkmach.

As for the first test, we executed Sparkmach on different size of data and
number of nodes. We evaluated a 900,000-row dataset and another one with
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Fig. 4. Scalability and predictibility test for HEPMASS dataset using pymach and
sparkmach.

1,458,098 rows. Each evaluation consisted in processing the dataset in a cluster,
ranging from 1 node to 7 nodes progressively (Fig. 3).

Furthermore, the results presented a tendency of scalability potential noto-
riously when the amount of data is more prominent. Also, it demonstrates, for
this case, that the scalability achieved by accumulating more data is directly
proportional to the number of nodes that belong to a cluster [5]. On the other
hand, in Fig. 4 we observed a decrease in time, keeping the same accuracy when
dealing with bigger datasets.

5 Conclusions

The automated Data Science process not only involves a sequential methodology
in order to solve a specific problem (exploration, preparation, modeling, and
optimization) but also it involves the know-how applied to the data for the
study. Hence, both Pymach and Sparkmach are meant to be essential tools for
building more robust models while complementing the data analysis process.

In the exploratory Analysis stage, we found that valuable information can be
extracted from the data as a whole using all of its distribution. In consequence,
it dramatically aids preliminary information analysis.

The preprocessing and feature selection are very extensive fields that involve
deep knowledge of the The preprocessing and feature selection are very extensive
fields that involve in-depth knowledge of the know-how concerning the input
data. However, some steps are very general throughout the Data Science cycle.
Thus, our proposal integrates these steps in an unsupervised manner to a certain
extent that involve the work of “NaN” values, scaling and variable selection.

Finally, we found that the Evaluation stage can model the general problems of
classification and regression, providing an initial model base. While it is true that
the heuristic logic to find the best model has an exploratory nature, an evaluation
of a set of models, our results show that the scores have great importance for an
unsupervised process.
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6 Future Work

In the Prepare stage, there are Categorical variable-mapping techniques that
could improve our model in classification and regression problem situations.

Next, we can improve the Selection stage by applying feature engineering,
which not only selects the best features but selects the best extraction and the
best modifications from themselves.

Finally, we believe that the Evaluation stage can be upgraded if we implement
meta-learning techniques and libraries. For instance, packages like AutoML and
AutoSklearn are growing notoriously in the community because of that. In sum-
mary, meta-learning as known as “learning to learn,” where the program explores
a great number of techniques and transfers said knowledge to the solution for
future problems, is a new way of representing the data structure. The latter is
inspired from the “No Free Lunch” theorem which indicates: “If a solution is
good enough to solve a problem, it is not necessarily good for others”[4].

Acknowledgments. The project would have been impossible without the support of
Ciencia Activa and Fondo para la Innovación, la Ciencia y la Tecnoloǵıa - Innovation,
Science and Technology Fund (FINCyT).
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Abstract. Authorship verification is the task of determining whether a
specific individual did or did not write a text, which very naturally can be
reduced to the binary-classification problem. This paper deals with the
authorship verification of short email messages. Hereafter, we use “mes-
sage” to identify the content of the information that is transmitted by
email. The proposed method implements the binary classification with a
sequence-to-sequence (seq2seq) model and trains a convolutional neural
network (CNN) on positive (written by the “target” user) and nega-
tive (written by “someone else”) examples. The proposed method differs
from previously published works, which represent text by numerous sty-
lometric features, by requiring neither advanced text preprocessing nor
explicit feature extraction. All messages are submitted to the CNN “as
is,” after padding to the maximal length and replacing all words by their
ID numbers. CNN learns the most appropriate features with backprop-
agation and then performs classification. The experiments performed on
the Enron dataset using the TensorFlow framework show that the CNN
classifier verifies message authorship very accurately.

Keywords: Authorship verification · Binary classification ·
Convolutional neural network

1 Introduction

Communication through electronic mail is a very basic everyday activity for
almost every person these days. This communication can be personal or official
and can have different purposes: work, study, commerce, or just chatting with
friends. However, because we cannot trust every message that arrives to our
account, we use spam filters on a daily basis. Email fraud is one of the most
common types of illegal activity enabled by the Internet. Millions of fraudulent
messages are sent every day. Statistics1 say that in Q1 2017, the percentage of
spam in email traffic amounted to 55.9%.

Email communication may be misused by various means. An intruder may
disguise oneself as a legitimate user by forging messages after breaking into a
1 https://securelist.com/spam-and-phishing-in-q1-2017/78221/.
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mail server and fabricating SMTP messages [18], performing man-in-the-middle
attacks [7], hacking an email account, or physically accessing the user’s com-
puter. The intruder’s purpose can be spying, phishing, or other malicious goals.
Therefore, performing authorship verification for suspect email messages may
have a crucial role in cybersecurity and forensic analysis. In this paper we intro-
duce an approach to the problem of authorship verification of short messages,
which can be accurately applied on a “raw” text of emails and, in contrast to
the state-of-the-art works, does not require either enhanced text preprocessing
or feature extraction.

2 Related Work

The authorship verification problem has been studied for about decade. Most
works used stylometry and relied on shallow classification models. Stylometry
aims at reflecting personal writing styles, defined by numerous stylometric fea-
tures [9]. In general, stylometric features can be categorized into four categories:
lexical, syntactic, structural, and content-specific. The total amount of single
features in stylometry-based work can reach hundreds, and, therefore, feature
selection or dimensionality reduction must be performed prior to classification.
Among the most frequently used classifiers in stylometry-based authorship verifi-
cation models are: k-nearest neighbor (kNN), Näıve Bayes, decision tree, Markov
chains, support vector machine (SVM), logistic regression (LR), and neural net-
work. As can be seen from the literature, all authorship verification studies
differ in terms of the stylometric features and the type of classifiers employed.
An extended survey of stylometric features and authorship detection techniques
is given in [8].

The first attempts of authorship verification focused on general text docu-
ments and were not realistic for application to online texts, which are usually
much shorter, as well as being poorly structured and written. For example, the
SVM-based model in [13] obtained 95.70% accuracy for documents containing at
least 500 words. Many researchers subsequently investigated the effectiveness of
stylometry techniques for authorship authentication on shorter text, including
email messages. Their results were not as promising as the results for longer
texts. Various classification and regression models with 292 stylometric features
yielded an Equal Error Rate (EER) ranging from 17.1% to 22.4% on the Enron
email dataset in [9]. Using 150 stylistic features in [5] resulted in an accuracy
of 89% for 40 users from the Enron dataset. Authors of [14] combined stylo-
metric representation with 233 features and various classification techniques,
obtaining an accuracy of 79.6% on Facebook posts. SVM and SVM-LR clas-
sifiers were applied in [3] for authorship verification of short online messages,
including email messages. About one thousand stylometric features, enriched by
the N-gram model, have been extracted and then selected prior to classification.
Experimental evaluation on the Enron email and Twitter datasets produced EER
results varying from 9.98% to 21.45%. The SVM model with most frequent words
as features [16] achieved 80% accuracy on 50 users from the Enron dataset. A



Authorship Verification of Email Messages with CNN 131

stylometry based authorship verification model based on the Gaussian-Bernoulli
deep belief network [4] produced EER results ranging from 8.21% to 16.73% on
Enron and Twitter datasets, respectively.

We propose a different approach to the problem of authorship verification
of short messages. This approach is based on the deep sequence-to-sequence
CNN model, which does not require either enhanced text preprocessing or feature
extraction. Originally invented for computer vision, CNN models have been lately
proven to be effective for various natural language processing (NLP) tasks [6].
For example, a simple one-layer CNN was successfully applied for the sentence
classification tasks in [10]. We adapt a similar approach and train the CNN
classifier on a two-class training data, composed of positive (written by the
“target” user) and negative (writen by “someone else”) examples. No pre-trained
word vectors are required. This approach, while saving much time and effort
that could be invested in feature extraction and selection, produces a very high
accuracy.

3 Authorship Verification with CNN

The traditional authorship verification approach, based on stylometry and clas-
sification, is usually composed of: (1) extracting a rich set of hand-designed
features, (2) selecting the most significant ones, and then (3) feeding them to a
standard classification algorithm (for example, SVM). The choice of features is
a completely empirical process, mainly based on our linguistic intuition; and to
a large extent, this determines the key to success.

Following the idea of application of CNN to NLP tasks [2,6,10,11,19], we
propose a radically different approach: we apply a multilayer neural network
(NN), trained in an end-to-end fashion, on a “raw” text, after a very basic pre-
processing. The NN architecture takes the input text and learns several layers
of feature extraction that process the input. The features computed by the deep
layers of the network are automatically trained by backpropagation to be relevant
to the task (of authorship verification in our case).

Typical CNN is composed of several convolutional modules that perform fea-
ture extraction. Each module is a sequence of a convolutional and pooling layers.
The convolutional layer performs mathematical calculations (filter) to produce
features in the feature map. The pooling layer reduces the dimensionality of
the feature map. A commonly used pooling algorithm is max pooling, which
extracts sub-regions of the feature map and keeps their maximum value, while
discarding all other values. The last convolutional module is followed by one or
more dense layers. Dense layers perform classification on the features extracted
by the convolutional layers and reduced by the pooling layers. In a dense layer,
every node is connected to every node in the preceding layer. The final CNN
dense layer contains a single node for each target class in the model, with a
softmax activation function that generates a probability value for each node. We
can interpret the softmax values for a given input as its likelihood to belong to
each target class. Figure 1 shows the model architecture adapted to the binary
classification of text messages. We explain it in more detail below.
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Fig. 1. CNN architecture for email classification task.

Let mi be the k-dimensional word vector corresponding to the ith word in
the message. An email message of length n (zero-padding strategy as in [10] is
applied) is represented as m1:n = m1 ⊕ m2 ⊕ . . . ⊕ mn, where ⊕ is the concate-
nation operator.

Let mi:i+j refer to the concatenation of word vectors mi,mi+1, . . . ,mi+j .
A convolution operation applies a filter ϕ ∈ Rhk to a window of h words to
produce a new feature. For example, a feature ci is calculated from a win-
dow of word vectors mi:i+h−1 as ci = f(ϕ · mi:i+h−1 + b), where b is a bias
term and f is a non-linear function such as the hyperbolic tangent. Filter ϕ is
applied to each possible window of h word vectors for words in the input text
{m1:h,m2:h+1, . . . ,mn−h+1:n} to produce a feature map c = [c1, c2, . . . , cn−h+1].

A max-overtime pooling operation [6] is then applied over the feature map
and the maximum value ĉ = max{c} is taken as the feature corresponding to this
particular filter. This stage is aimed at capturing the most important feature—
one with the highest value—for each feature map. One feature is extracted from
one filter. The model uses multiple filters—with various window sizes—to obtain
multiple features. These features are passed to a fully connected dense layer
activating softmax function that produces the probability distribution of the
input text over target classes.

We use single channel architecture, with one that is fine-tuned via backprop-
agation. This means that we do not need to provide pre-trained static word
vectors (embeddings). All words in our input messages are randomly initialized
and then modified during training.
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4 Experiments

We evaluated our approach on the Enron email dataset [12]. The Enron dataset
was used for different kinds of authorship analysis, including authorship attribu-
tion, authorship verification, authorship profiling (characterization), and author-
ship similarity detection. After discarding users with less than 1000 email mes-
sages, we trained our model to 52 remaining users. For each user, 1000 verified
email messages were sampled. The parameters of our data are shown in Table 1.

Table 1. Enron data after filtering

# emails 52000

max email length 95 words

# users 52

# messages per user 1000

CNN model2 was trained for each user. In order to get balanced data, we took
the same amount (1000) of positive (all emails that were written by the “target”
user) and negative (written by other users and randomly selected) examples.
90% of this data was used for training and 10% for testing. The TensorFlow
framework [1] was used in our experiments. In preprocessing, every email was
padded to the maximal length (95 words) and encoded by replacing its words
by their ID numbers (integers from 1 to V , where V is a vocabulary size).

Figure 2 depicts the accuracy distribution for 52 users with a clustered
bar chart. The average overall accuracy is 97%, which is significantly bet-
ter than what most of the previously published works reported on the Enron
dataset.3 Unfortunately, we could not compare our performance with other
works where only EER–that cannot be transformed to accuracy without addi-
tional information–was reported or other dataset–even if it is a subset of Enron
dataset–was used. CNN performance depends on the amount of epochs (steps)
performed during the training.4 Figures. 3 and 4 show accuracy as a function of
epoch number and loss as a function of epoch number, respectively.5 Blue curves
in these figures represent training accuracy and loss, while red curves represent
test accuracy and loss.

2 We kept the default settings of the CNN model in the TensorFlow framework, which
are as follows: number of embedding dimensions is 128; filter sizes are 3, 4, and 5;
number of filters is 128, dropout probability is 0.5, L2 regularization lambda is 0,
batch size is 64.

3 The best accuracy of 89% for 40 users from the Enron dataset was reported in [5].
4 We ran our model with 500 epochs.
5 Obtained from training on one of the users.



134 M. Litvak

Fig. 2. Accuracy distribution.

Fig. 3. Accuracy as a function of epochs number. (Color figure online)

Fig. 4. Loss as a function of epochs number. (Color figure online)
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5 Conclusion and Future Work

This paper describes an application of a deep sequence-to-sequence CNN model
to the authorship verification task for email messages. In contrast to current
state-of-the-art works, our model does not require explicit feature extraction.
CNN gets “raw” text as an input, learns features, and performs the classification
task on them. The results show that this model verifies email message authorship
very accurately. The results can be fine-tuned by performing more epochs, that
is generally improves the accuracy of the NN models. In conclusion, the main
value of the proposed method is its accurate performance while being applied
on a “raw” text. As such, it allows to save time required for the features design,
implementation, and extraction and to avoid adding noise to the representation
model.

In the future, we intend to experiment with different variations of the CNN
architecture, such as the multichannel architecture with several ‘channels’ of
word vectors. These channels will encompass static throughout pre-training with
a neural language model [15,17] and non-static that is fine-tuned via backprop-
agation, as in [10]. Static vectors can be trained by word2vec [15] or Glove [17].
In such architecture, each filter must be applied to all channels, and the results
must be summed to calculate a feature ci in the feature map. Our experiments
can be extended with different baseline methods, additional evaluation metrics
(i.e. EER), and real-world (unbalanced) domains. Also, additional task-related
features (email message structure and meta-data) can be incorporated into the
neural network. In addition, we would like to apply our approach to a different
task of authorship analysis—authorship attribution—that can be modeled as a
classification task with multiple classes.
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Abstract. This paper shows the preliminary results of the monitoring
and estimation of air pollutants at a strategic point within the district of
San Isidro, Lima - Peru. Low-cost, portable, wireless and geo-locatable
electrochemical sensors were used to capture reliable contamination lev-
els in real-time which could be used not only to quantify atmospheric
pollution exposure but also for prevention and control, and even for leg-
islative purposes. For the prediction of CO2 and SO2 levels, computa-
tional intelligence algorithms were applied and validated with experimen-
tal data. We proved that the use of Artificial Neural Networks (ANNs)
has a high potential as a tool to use it as a forecast methodology in the
area of air pollution.

Keywords: Electrochemical sensors · Air pollution ·
Artificial Neural Networks

1 Introduction

In the last decades, several research papers have been published showing the
correlation between the decrease in the quality of life and the increase of res-
piratory and cardiovascular diseases with air pollution [5,11,18]. According to
the 2014 report of the World Health Organization (WHO), Lima is one of the
cities with the most polluted air in Latin America. For this reason, the monitor-
ing of air quality should be one of the priorities of our current society. The last
report of the Agency of Evaluation and Environmental Enforcement elaborated
in 2015, shows that only 29% of the existing municipalities in Metropolitan Lima
supervises and controls the air pollution in their jurisdiction.

Currently, there are ten fixed air quality monitoring stations in Metropoli-
tan Lima and Callao that permanently evaluate the atmospheric pollution. The
Meteorology National Service and Hydrology of Peru (SENAMHI) is the entity
that monthly reports the results of these automatic stations.
c© Springer Nature Switzerland AG 2019
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The acquisition of pollution levels is usually carried out through static mon-
itoring stations that are high precision devices which require permanent main-
tenance and calibration and whose cost far exceeds tens of thousands of dollars
each [15]. Consequently, this brings with it a significant limitation in the number
of possible monitoring networks. However, the growing advance of technology has
allowed the development of a new generation of sensors that are more economical
and small.

Low-cost air pollution sensors are attracting attention because they offer air
pollution monitoring possible in many more locations. On the other hand, those
kinds of sensors can be sensitive to weather conditions (temperature and humid-
ity variations, and wind speed) or can have difficulties distinguishing pollutants,
and their respective calibrations are not always easy to carry out. Besides, mea-
surements with low-cost sensors are often of lower and more questionable data
quality than the results from official monitoring stations. Nevertheless, in cer-
tain well-defined situations, the measurement uncertainty of these devices may
approach the level of ‘official’ measurement methods, that is why low-cost gas
sensors have been used in several air quality campaigns at rural and urban sites
[10,16,17].

This paper presents the design, equipment, and start-up of a portable and
low-cost air pollution monitoring station in the district of San Isidro, Lima, Peru.
It also details how the acquired values were processed, and the graphs of the
levels of the pollutants are shown according to the registered time slot. Next,
some observations are outlined, and artificial intelligence is used, specifically
neural networks not only for the prediction but also for the validation of the
critical pollutants measured. Finally, we analyzed the obtained results, and in
the last section, we presented the conclusions.

2 Artificial Neural Networks

Neural Networks are a field within Artificial Intelligence that is inspired by
the connections between neurons of the human brain, trying to create artificial
models that use conventional algorithmic techniques to find the solution of a
particular problem. Neural networks are, in short, processing units that exchange
data or information and are used to recognize patterns, such as financial trends.
They can also learn and improve their functioning [9].

The artificial neuron model consists primarily of a set of inputs of a certain
number of components, in the form of a vector, which generates a single output.
There is also a set of synaptic weights that represent the interaction between
pre-synaptic and post-synaptic neurons. The propagation rule provides the post-
synaptic potential, and the activation function offers the activation state of the
neuron as a function of the previous state and the post-synaptic value. Finally,
the output function is obtained from the activation state.

An artificial neural network (ANN) is composed of nodes (processing units)
and connections. Each node has a transfer function. The inputs are external,
and the outputs are obtained from the outgoing links of the ANN.
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The network used in this paper is a multilayer perceptron (MLP) that has
a specific structure that allows visualizing how the synaptic connections of the
network are. In the MLP, the neurons are usually grouped into layers, one is
the input, which receives the data from the environment; the other one is the
output that provides the response of the network to the input stimulation, and
there are also some hidden layers that are part of the internal processing of the
network and have no direct contact with the external environment (Fig. 1).

Fig. 1. Example of a multilayer perceptron.

The learning process of an ANN consists of the update of the weights through
learning algorithms, which is a numerical procedure for adjusting weights to
minimize the committed error.

Any machine learning model has to be trained, and this process starts by
defining the loss function. The idea is to minimize this objective function to learn
the parameters that better adjust the prediction model. Equation (1) defines the
loss function.

loss = G(θ) =
1
N

N∑

i=0

loss(f(xi; θ), yi) (1)

Where G(.) is the function to be minimized, i is the number of examples,
f(.) is the predicted output and y is the real value and θ is the weights to be
adjusted [9].

Then, to minimize this value and to find the correct parameters θ needed
for the model, a technique called stochastic gradient descent is used [9,11]. Its
particular algorithm (see [9,12]) is:

The training algorithm used in this work is a variation of the stochastic
gradient descent called Levenberg-Marquardt, which is applied mainly to neural
networks with several layers because the speed of convergence is breakneck, and
it quickly minimizes the error function.

After the training process, a validation step must be done. For this pur-
pose, another set of data is required, called the validation set. Each example of
the evaluation set contains the values of the input variables, with their corre-
sponding solution taken; but the solution is not granted to the neural network.
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Algorithm 1. Stochastic Gradient Descent (SGD)
1: Initialize θ randomly
2: For N epochs
3: For each training example (x, y)

4: Compute Loss Gradient: ∂G(θ)
∂θ

5: Update θ with the update rule: θ = θ − n ∂G(θ)
∂θ

Then, the solution estimated by the network is compared with the actual solution
to complete the validation process.

To measure the prediction accuracy of the forecasting method and to eval-
uate the performance of the ANN, we used the mean absolute percentage error
(MAPE) which measures the size of the error (absolute) in terms of percentage.
Equation (2) was used for the calculation of the MAPE:

MAPE =
1
N

N∑

i=1

|xi − x̂i|
|xi| (2)

where N is the total number of values; xi and x̂i are the actual and predicted
values for the network, respectively.

We also used the root mean squared error (RMSE) to quantify the per-
formance of the forecasting method. RMSE is an estimator that measures the
average of squared errors, that is, the difference between the estimator and what
is being estimated, evaluating the quality of a set of predictions as to its varia-
tion and the degree of bias. The calculation formula of the RMSE is shown in
Eq. 3:

RMSE =

√√√√ 1
N

N∑

i=1

(xi − x̂i)2 (3)

the variables of this equation are described just below Eq. 2.

3 Materials and Methods

The measurements were carried out in the facilities of the Municipality of San
Isidro, Lima, Peru as shown in Fig. 2. The geographic coordinates of San Isidro
district where we located the sensors are: −12.1167 latitude, −77.05 longitude
and 109 m.a.s.l. San Isidro has an extension of 9.78 km2 and a population of
approximately 58.056 inhabitants.

3.1 Low-Cost Electrochemical Sensors

We employed the Alphasense outdoor sensors (Essex - United Kingdom) for the
air quality measurement [1–3]. They are wireless, powered by a battery and a
solar panel (Fig. 3a). They have Wi-Fi connection (GSM cellular interface) as
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Fig. 2. The map shows the point where the atmospheric’s sensors were installed.

well as being geo-locatable (built-in GPS). The data are sent to the cloud and
can be read from any PC with an internet connection (M2M). The electrochem-
ical sensors have four electrodes designed to measure gas levels in nmol/mol
units. The first of the electrodes is called the “Work Electrode”, the second
is called the “Reference Electrode”, the third one is the “Electrode Counter”,
and the last one is the “Auxiliary Electrode”, which is used to correct the zero
before the changes of current, and as is not in contact with the gas; therefore,
it provides useful information about the effect of ambient temperature. Each of
the sensors provides two signals, WE and AE. The constants WE0 and AE0

are the respective background signals, and the manufacturer supplied their val-
ues. Having those data, the levels of the pollutants could be obtained using
Eqs. 4 and 5. The air pollutants recorded were: CO2, V OC (alcohols, aldehydes,
aliphatic hydrocarbons, amines, aromatic hydrocarbons, CH4, LPG, ketones
and organic acids), CO, SO2, O3, and NO2. Besides, the simultaneously mete-
orological variables acquired were the ambient temperature, the relative humid-
ity and the barometric pressure (Fig. 3). The cost of M2M air quality sensors is
approximately $1,350 and includes a GSM cellular interface, GPS sensor, mete-
orological sensor, micro USB cables, the eight atmospheric pollutants sensors
previously mentioned, housings for the sensors, one year of application cloud
SaaS and sensors’s APIs, in addition to licenses, software updates, and product
support.

3.2 Field Measurements

The data stored for the different air pollutants were recorded from 8:00 a.m. to
12:30 p.m. during the days of Wednesday 5 - Friday 7 April 2017 and Monday
10 - Wednesday 12 April 2017. We recorded one data point per minute, giving a
maximum of 270 daily registered values. The information acquired for indirect
measurement pollutants, CO, SO2, O3 and NO2, must be processed. To do this,
we generated several codes in the Python programming language; the first one
performs the conversion of the recorded data into voltage units. So, the pollutant
levels provided by the V alarm dashboard were converted in parts per million
(ppm) values, using Eq. 4,

V alue(ppm) =
(WE − WEo)(AE − AEo)

Sensitivity
(4)
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Fig. 3. (a) Air quality sensors (CO2, V OC, SO2, O3, NO2 and CO) and meteorological
(ambient temperature, relative humidity, and barometric pressure) kit. The solar panel,
a solar regulator, and the battery give the autonomy to the module. (b) Pollutant and
meteorological sensors’ housing, length: 29 cm, width: 25 cm, height 13 cm (including
the cover).

where WE are the data recorded by the “Work Electrode”, AE are the values
of the “Auxiliary Electrode”, and WEo and AEo both correct the background
signals of the respective electrodes. The sensitivity value for each pollutant is
obtained from the following Eq. 5:

Sensitivity = WEsensitivity(
nA

ppm
) ∗ Gain(

mV

nA
) (5)

its values’ factors were data provided by the manufacturer of the sensors.
The next stage involves the processing of the data, which are now expressed

in units of ppm. The new program eliminates both negative values and zeros and
also those values that deviate three times from the value of the standard devia-
tion corresponding to the average of each one of the respective pollutants. The
discarded values are replaced by those obtained by linear interpolation between
the previous and subsequent data of the registered value. In the case of the first
and last values that have been eliminated, they are completed with the data of
the average of the acquisition.

Finally, all the treated data are processed with a third program that graphs
the levels of contamination as a function of time, and inserts in each figure the
value of the meteorological variables (pressure, humidity, and temperature) and
the value of the Air Quality Standard (AQS) for each pollutant.

The values of the concentration levels of the measured pollutants are shown
only for one of the acquisition days, as an example in Fig. 4. The rest of the days
measured are qualitatively analogous, and the respective results of their mean
values are summarized in Fig. 5.

Table 1 reports the meteorological variables of each of the days in which the
measurements were made.

In Fig. 5, we show the average levels of air pollutants registered in the time
slot from 8:00 a.m. to 12:30 p.m. during the days specified in the graphs.

During the measurements made in the district of San Isidro, we observed that
the average value of CO2 exceeds by almost 32% the maximum values within its
air quality standards (Figs. 4 and 5). There is a direct relationship between global
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Fig. 4. Time series of pollutant levels measured in the time slot from 8:00 a.m. to
12:30 p.m. on Thursday, April 6th, 2017.

Table 1. Measured values of temperature, relative humidity and pressure in the days
and hours in which the concentration levels of atmospheric pollutants were recorded

Weather
variables

April 5th

2017

April 6th

2017

April 7th

2017

April 10th

2017

April 11st

2017

April 12th

2017

Temperature 30 ◦C 28 ◦C 32 ◦C 32 ◦C 29 ◦C 32 ◦C
Relative
humidity

62% 65% 60% 60% 64% 59%

Pressure 999 hPa 1000.7 hPa 999.8 hPa 1000 hPa 1000 hPa 999 hPa

warming or climate change and the increase in greenhouse gas emissions caused
by human societies, both industrialized and developing ones. Recent studies have
shown that the concentration of CO2 in the atmosphere is increasing steadily
due to the use of fossil fuels as an energy source [7]. This phenomenon causes
essential changes in living beings and ecosystems, as well as economic, social and
environmental consequences of great magnitude (the average temperature of the
earth’s surface has increased, erosion and salinization phenomena in coastal areas
increased, infectious diseases, etc.).
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Fig. 5. Average values of levels of daily air pollutants (CO2, CO, NO2, O3, SO2 and
V OC). Registration time slot: 8:00 a.m. to 12:30 p.m. Year 2017.

Both, CO2 and SO2 are primary gaseous pollutants and are emitted directly
into the atmosphere. The SO2 also registers values above the quality standards
(Figs. 4 and 5), the average of the measured values exceeds by more than 270%
the amount reported by the AQS.

The sources that produce these chemical compounds are varied, but the main
artificial sources are the burning of fossil fuel and that coming from factories,
industries, power plants, and automobiles.

When the sulfur dioxide is in the atmosphere, it reacts with moisture and
forms aerosols of sulfuric and sulfurous acid that are then part of the so-called
acid rain and its components are highly harmful to the vegetation.

High levels of SO2 also attack building materials that are usually made up
of carbonate minerals. Besides, sulfur dioxide forms sulfates, and exposure to
these as to acids derived from SO2, is of an extreme health risk because they
enter directly into the human circulatory system through the respiratory tract,
being very irritating to lungs. Also, the excess of SO2 brings with it severe
consequences at the health level, such as, for example, the increase in the number
of hospitalizations due to chronic obstructive pulmonary diseases (COPD) as
recorded in the reference [7].

The article [4] also shows an increase in the incidence of allergic rhinitis,
bronchitis, and asthma in children as a consequence of SO2 contamination.
Moreover, in the work [8] different effects of long-term exposures to SO2 are
analyzed, among others, especially in young adults who are severely affected
by asthma. Undoubtedly, what we breathe affects our health, and can increase
morbidity and mortality in older people and children; therefore it should be a
priority to reduce air pollution to improve health.
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3.3 Artificial Neural Networks Applied to Atmospheric Pollutants

In the work of [13], neural networks are used for the estimation of CO between
the years 1996–2006, in the city of Delhi. The production of CO and its disper-
sion in the atmosphere follow a non-linear and complex dynamic, so the authors
showed that the use of the neural network algorithm is an efficient method for
the study of this type of problem. On the other hand, in the article [6], autore-
gressive neural network model is used for forecasting CO2 emission in the cereal
sector in Apulia region (Italy), for the improvement and the decision-making
policy. In the publication [14], Support Vector Machines regression (SVMr) algo-
rithm and neural networks were used for the prediction of hourly ozone values
in Madrid urban area. Solar radiation, temperature, and different windows of
measured ozone hours were collected from the stations of 27 districts and were
all taken into account for the forecast. In this sense, the use of computational
intelligence techniques, such as neural networks, are algorithms that actively
contribute to the modeling of a non-linear relationship, for example, using non-
linear autoregressive models that could face, among others, a problem to predict
an atmospheric variable. Because of that, in this current work, we used artifi-
cial neural networks to forecast the concentration levels of the two atmospheric
pollutants that exceed the established ECA values, CO2 and SO2 (see Figs. 4
and 5). The network used in this work is an MLP neural network, which pro-
vides a non-linear model. In particular, in our study it relates the variables of
atmospheric pollutants for the estimation of contamination levels of CO2 and
SO2. For the prediction of CO2, we first build the neural network. The optimal
topology found for the network was 14 neurons in the first hidden layer and
3 neurons in the second hidden layer (Fig. 6). This result was obtained using a
search algorithm where all possible combinations between neurons in a structure
of 2 hidden layers and a maximum of 20 neurons in each layer were tested. The
network training data used was the concentrations of atmospheric pollutants
measured during the 5 days prior to the prediction day, these data were divided
into 3 sets, 70% was used for training, 20% was considered for validation and
the remaining 10% was taken into account for the test. The training algorithm
was Levenberg-Marquardt. The convergence occurred in iteration number 14,
in which there was no significant variation in the training error of the network
between the previous step and the one after this last iteration.

Figure 7 shows the graph of the measured values and the prediction of CO2

concentration levels for Wednesday, April 12nd, 2017. The latter were obtained
from the previous training of the model with the incorporation of the measured
values of the rest of the pollutants except CO2. The data of temperature, relative
humidity and atmospheric pressure were also considered. The RMSE obtained
was 20 ppm and the MAPE reached almost 3%, and the Pearson correlation coef-
ficient (PCC) between the prediction and the measured values was 0.65.Com-
paring this result to a more straightforward and more traditional approach, like
linear regression, the PCC is worse and equal to 0.42.
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Fig. 6. Architecture of the neural network used for the prediction of CO2. It can be
seen that the convergence occurred in the 14th iteration, and there was no significant
variation between the performance obtained in a previous iteration and the iteration
immediately after.

Fig. 7. Carbon dioxide forecast.

The electrochemical sensors provide real-time monitoring and generate an
output signal which is directly proportional to the concentration of the target
gas. Although there is a compromise between the sample rate and the number
of samples of our data acquisition system, the electronics components sensors
can be affected by some surface turbulence effect or by a lack of sensors time
stabilization. For that reasons, it is possible to observe some fluctuations in the
respective pollutant time series that deviate from the expected value. In this
way, we could explain the few sudden peaks that differ from the predicted values
in Figs. 7 and 9.

To find the optimal architecture of the neural network used for the prediction
of SO2 concentration levels, the search algorithm was again used, testing all
possible combinations between neurons in a structure of 2 hidden layers and a
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maximum of 20 neurons in each layer. The result was a network composed of
8 neurons in the first hidden layer and 5 neurons in the second hidden layer
(Fig. 8).

Fig. 8. Architecture of the neural network used for the prediction of SO2.

The training data of the network were the pollutant concentrations of 5 days
before: Wednesday 5 - Friday 7 April 2017 and Monday 10 - Tuesday 11 April
2017, and the respective meteorological values. The values measured with the
low-cost sensors were divided into 3 sets (following the same procedure for the
CO2), 70% was used for training, 20% was used for validation and the remaining
10% for the test. The chosen training algorithm, as it was explained in Sect. 2,
was the Levenberg-Marquardt. The convergence was achieved in the iteration
number 12.

Table 2 presents the results of six models of neural networks, all of them used
to estimate the ppm levels of the pollutant SO2 on Wednesday, April 12th, 2017.
The values used for the inputs in each of the networks are in the “Variables”
column and are marked with a cross (X). Besides, in all the cases, the meteoro-
logical variables: temperature, relative humidity and atmospheric pressure were
considered in the training. Finally, Table 2 shows the results of the MAPE and
the RMSE obtained for the predictions of the concentration levels of SO2 on
Wednesday, April 12th, 2017 between 8:30 a.m. and 12:30 p.m.

As it can be seen in Table 2, the prediction of SO2 that showed the lowest
values of MAPE and RMSE was the one in which O3 was not contemplated
(Fig. 9). That is because only the primary pollutants (CO, CO2, NO2, V OC),
that come from the automotive fleet burning of fossil fuel give a better prediction
for the pollutant SO2 which is of the same type. On the other hand, the O3 is
a secondary pollutant (it is not emitted directly from a source), and it does not
contribute to the prediction of SO2.
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Table 2. Results of MAPE and RMSE for each prediction of SO2.

Variables
Prediction 1

of SO2
Prediction 2

of SO2
Prediction 3

od SO2
Prediction 4

of SO2
Prediction 5

of SO2
Prediction 6

of SO2
SO2
CO X X X X X
CO2 X X X X X
NO2 X X X X X
O3 X X X X X
VOC X X X X X

MAPE 45% 49% 51% 51% 29% 54%
RMSE (ppm) 0.30 0.36 0.43 0.36 0.27 0.42

Fig. 9. Sulfur dioxide forecast.

The best linear correlation coefficient between the prediction, using ANN,
and the measured values of SO2 was 0.89. But, using linear regression we
obtained a PCC of 0.55. So, for both predictions, the CO2 and SO2 emissions,
classical linear methods are not considered to be adequate for model complex
phenomena because they usually make too rigid approximations. On the other
hand, ANN gives a more flexible architecture to implement a short-term emission
forecasting tool in Lima. Therefore, as a first approximation, the use of artificial
intelligence having low cost atmospheric sensors is a potential tool for predicting
reliable concentration levels of pollutants.

4 Conclusions

Field experiments are essential to understand certain aspects of weather and
climate of a region. In this paper, the data acquired from various air pollutants
in the district of San Isidro were shown and analyzed.

The low-cost sensors used in this work have great potential to be used as
a complement to the scarce static monitoring stations; increasing, in this way,
the spatial resolution of the measurements. Although measurements of electro-
chemical sensors do not necessarily have the accuracy or precision of traditional
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on-site instruments, they are versatile and economical. So, they could be used
in the acquisition of air pollution values and obtain preliminary information on
emissions from fixed and mobile sources. Even more, critical points of air pollu-
tion could be identified in real time, that is, areas with the deterioration of air
quality. In consequence, measures could be proposed to reverse this environmen-
tal situation or mitigate the critical episodes of air pollution on the population
settlements.

From these preliminary results obtained in this work, it is planned to carry
out field measurements during a whole year, differentiating seasons and then
applying different machine learning techniques for the prediction of the levels
pollutant studied.
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Abstract. This article proposes a new approach on detection of fraudu-
lent credit operations applying computational intelligence techniques. We
use a dataset of historical data of customers from a financial entity and
we split it to train a classification and clustering algorithm. We train a
radial basis function network to classify clients that commit or not credit
fraud. Then, we build a Fuzzy c-means clustering to group data points to
create customer profiles. This algorithm has the capacity of grouping the
data inside clusters and assigning a degree of membership to the points
outside the clusters. Subsequently, the trained classification algorithm
is applied to the clusters to provide additional information about cus-
tomer profiles. We demonstrate good performance for fraudulent credit
operations and identification of customer profiles.

Keywords: Risk detection · Fuzzy C-means ·
Radial basis function networks · Finance profiles

1 Introduction

The rapid growth of technologies has allowed financial entities, such as banks, to
generate new strategies on making profit, as well as the creation of credit cards.
Although technologies can help to improve users’ lives, it could also generate a
negative impact on the economy. In [5], the authors explain how the misuse of
credit cards can impact negatively on the inflation, disfavoring the economy. It
is very important to handle such matters efficiently. A question arises on how
credit risk must be detected rapidly, in order to take preventive measures.

When financial entities make decisions about granting credit to customers,
they perform a probability weighting to find out if customers can accomplish the
credit payment. This assessment can be based on the evaluator’s judgment or
data mining techniques. Data mining techniques used in this area has increased
because of the large amount of applicants and attributes to be considered [2].

The most common computational intelligence techniques in detection of
fraudulent credit operations are neural networks (NN), support vector machines
(SVM), bayesian networks (BN), decision trees (DT), among others [14]. In [7],
a fraud detection model is developed with neural networks, applying a model
to create an association of rules of “if then” type, so the performance of the
c© Springer Nature Switzerland AG 2019
J. A. Lossio-Ventura et al. (Eds.): SIMBig 2018, CCIS 898, pp. 151–159, 2019.
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neural network can improve and at the same time obtain relevant information of
fraudulent cases. Similarly, [8] presents an approach comparing the performance
of three fraud detection model based on NN, BN and DT in a 10-fold cross-
validation setting. Moreover, [10] compares two fraud detection models based on
neural and bayesian networks. Both models are trained under the same settings
and tested with features and patterns that have not been seen before in order
to analyze the performance later.

In order to avoid credit fraud, fraud prevention mechanisms must be estab-
lished. Nonetheless, in [11], the authors present 3 difficulties to create these
mechanisms. First, fraudulent credit operations may perfectly fit in a normal
credit operation. Second, privacy and safety concerns limit the exchange of ideas
for fraud detection, and third, the datasets and models to be evaluated are rarely
available or non-anonymized. Methods to overcome these difficulties have been
developed in the literature, using supervised and unsupervised learning. In the
case of the first one, there are methods using DT [4,11], NN [6] and SVM [11].
In the case of unsupervised learning, clustering methods are based on k-means
[12] and self-organized maps (SOM) [15].

In [1], an approach based on unsupervised techniques is proposed, which
offers an alternative to studies using supervised learning. It shows that credit
fraud could be detected through the detection of abnormalities, it means identi-
fying outliers and classifying them as credit fraudulent candidates through peer
group analysis techniques (PGA). PGA aims to generate clusters with common
patterns and produce statistics inside of every cluster in order to identify outliers
and classify the set of potential fraudulent credit operations. This methodology
is applied in this study to find local abnormalities in the dataset and identify
these possible illegal operations.

We propose a methodology which historical data of customers are grouped
using a fuzzy clustering algorithm [13]. The aim of this phase is to find customer
profiles, followed by a classification algorithm to discover which group is more
likely to present operations as credit default. The rest this paper is organized as
follows: Sect. 2 explains the theoretical foundations of the classification and clus-
tering algorithms. Section 3 provides details on the methodology and its phases.
Section 4 presents the results of the application in the database, which contains
fraudulent credit operations. Section 5 presents the final conclusions.

2 Background

This section explains the algorithms applied to this study, such as radial-basis
function networks (RBFN), which is used for classification. These networks have
a good performance in addressing approximation issues. The other algorithm
used is Fuzzy c-means (FCM), which is a clustering method.
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2.1 Radial-Basis Functions Networks

In the context of artificial neural networks, radial-basis function networks
are approximating universal functions. They are also computationally simple
because they have fewer layers than traditional neural networks.

The structure of a radial-basis function network consists of three layers. The
first layer is the input of the network and it has m units, where m is the dimension
size of the training set. The second layer is composed of hidden units where non-
linear transformations are applied from the input values space to a feature space
and the number of units in this layer is equal to the size of the training set.
The last layer is a linear layer of values as output, which has less units than
in the hidden layer. They key difference with traditional multilayer perceptron
networks (MLP) are radial-base functions as non-linear transformations in the
second layer. This functions are represented as follows:

ϕj(x) = ϕ(x − xi) (1)

On this equation, “ϕ” represents a radial function. An example of this type of
function is the Gaussian function, which is presented below:

ϕj(x) = exp(− 1
2σ2

||x − xi||2) (2)

The parameters for this function are “σ” and “xj”, where “σ” is the disper-
sion measure of the j-th Gaussian function with “xj” as center. The dispersion
and center of the Gaussian functions of the hidden layers are determined in the
first stage of the training. It is important to mention that a critical factor for
this technique is selecting an appropriate amount of Gaussian functions in the
hidden layer. Low values of Gaussian functions does not allow to fit the data
properly, since the flexibility of the model would be limited. On the other hand,
high values of Gaussian functions would cause a wrong generalization of the data
and poorly adjusted noise due to the high flexibility of the model.

It should be noted that the functioning of radial-base functions is justified
through the Cover’s theorem [3]. This theorem ensures that a complex classifica-
tion problem that is inside a non-linear separable space of a high dimensional, is
more likely to be linearly separable than in a low dimensional space. Thus, the
way how radial-base function networks solve a classification problem is trans-
forming the data into a non-linear, high dimensional and separable space and
then separating the data by their respective classes.

2.2 Fuzzy C-Means

The objective of clustering is to split a dataset Z into c clusters. In general, a
partition Ai from Z follows the next properties: the union of partitions must
contain all the data, clusters must be disjoint with each other, the partitions
cannot be either empty or the entire data set.
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A partition can be represented by a partition matrix U = [uik]c×N , where
the i -th row of the matrix contains the membership functions of Ai from Z. In
the case of fuzzy clustering and fuzzy partitions, [uik] can take values between
0 and 1. In this way, the properties of a fuzzy partition are the following:

[uik] ∈ [0, 1], 1 ≤ i ≤ c, 1 ≤ k ≤ N, (3)
c∑

i=1

uik = 1, 1 ≤ k ≤ N, (4)

0 <

N∑

k=1

uik = 1, 1 ≤ i ≤ c. (5)

Fuzzy C-Means is a fuzzy clustering algorithm [13] based on the minimization
of the following objective function:

J(Z;U, V ) =
c∑

i=1

N∑

k=1

(uik)m||zk − vi||2A, (6)

Where U is the matrix of fuzzy partitions, V is a vector of centroids of
clusters, D2

ikA is a distance measure and m is a fuzzy exponent that goes from 1
to ∞. The parameters of this algorithm are the following: Number of Clusters:
The parameter c is the most important, since the algorithm will check for clusters
c even if these do not exist in the data. Parameter of Fuzziness: The exponent m
influences on the fuzziness of the partitions. If m goes to infinity, the partition
becomes completely fuzzy. Completion Criteria: The algorithm finishes when the
norm of the difference of U in two successive interactions is less than a threshold
ε. Norm-Inducing Matrix : Determines the shape of the clusters depending on
matrix A that is chosen for the distance measurement. Initial Partition Matrix :
A partition matrix with initial random degree of membership.

3 Methodology

The aim of this study tries to build a model to classify fraudulent credit oper-
ations, as well as identifying relevant information about customer profiles. The
database DB is divided in two partitions DB1 and DB2, where DB1 is used to
train a classification algorithm and DB2 is for building the clustering algorithm.

In the initial stage, a classification algorithm is trained using the database
DB1. In the second stage, Fuzzy c-means detects candidate clusters CC =
{cc1, cc2, ..., ccn} using the database DB2. Then, the profile of each candidate
cluster is analyzed. Finally on stage 3, using the trained classification algorithm,
the cluster with the highest amount of individuals who committed credit fraud
cc∗ is identified from the group of candidate clusters. All stages are shown in the
Fig. 1.
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Fig. 1. Block diagram

This methodology helps to find potential customers for whom a bank should
not have to risk granting credits. The benefits of the FCM clustering method are
detecting customers with a certain degree of membership could belong to differ-
ent clusters. It allows high flexibility in the identification of customer profiles.

4 Results

We evaluate our work on “Statlog Database” [9], a dataset of fraudulent credit
operations which consists of 1000 instances with 20 attributes (7 numeric and
13 categorical) and a binary label which represents good or bad credit risk for
the bank.

Following the first stage of the methodology (Fig. 1), a RBFN network model
is trained on (80% of the total). The best value for “σ” is 84 when the models
are trained under the same configuration. Adicionally, we trained a MLP model
on the same data under the same configurations. From DB1, we have a training
set and validation set of 600 and 200, respectively. Table 1 shows the confusion
matrix of the results of the models.

The equations of the metrics of accuracy and recall are the following:

Accuracy =
tp + tn

tp + tn + fp + fn
(7)

Recall =
tp

tp + fn
(8)

Where tp means true positives, tp true negatives, fp false positives and fn
false negatives. The results from the RBFN model has accuracy of 72% and
recall of 77.7%, while MultiLayer Perceptron MLP model has 69% accuracy and
75.3% recall. These metrics were obtained from the confusion matrix, as Table 1
shows.
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Table 1. Confusion matrix of RBFN and MLP models

Real\Predicted RBFN MLP

Good risk Bad risk Good risk Bad risk

Good risk 115 23 113 25

Bad risk 33 29 37 25

In the stage 2, a Fuzzy C-Means clustering model was trained with DB2 (20%
of the total) using three clusters. This number of clusters was selected by the best
performance of intra and extra cluster measurement was achieved with 3 clusters.
The scatter plot of the variables “credit amount” and “duration of the credit in
months” is depicted in Fig. 2. In more details, the cluster 1 (red points) has 21
data points, the cluster 2 (green points) has 110 data points and the cluster 3
(blue points) has 62 data points. Descriptive statistics were performed on each
variable of all the clusters to discover profiles. The three variables that generate
the largest differences between clusters are credit purpose, duration of credit
and credit amount and can be observed in Tables 2, 3 and 4. Table 2 includes the
percentage of people who answered to each value of each variable and the cluster
to which they belong. Cluster 1 was named “risky” because according to the
statistics, the most representative characteristics for this cluster are: the credit
purpose is mostly for household appliances over 36 months, the average credit
amount is 9972 currency units and the percentage of the denominated customers
as bad risk is higher than 40%. Regarding to cluster 2, it was named “good credit
payers” because on these characteristics: the credit purpose is mostly to buy a
new car over 16.5 months, the average credit amount is 1609 currency units and
the percentage of the denominated customers as bad risk is 27%. Finally, cluster
3 was named “opportunity” because of these characteristics: the credit purpose
is mostly to buy new furniture over 25 months, the average credit amount is
4229 currency units and the percentage of the denominated customers as bad
risk is 30%, thus it could potentially be a good credit opportunity for the bank.

In relation to the credit purpose variable of Table 2, the responses relating
to 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10 are: new car, used car, furniture, radio
and television, household appliances, reparations, education, holidays, recycling,
businesses and others, respectively. For the variable duration of credit (months)
from Table 3, the average, maximum and minimum values for each cluster are
presented. For the credit amount variable from Table 4 the average, maximum
and minimum values for each cluster are also presented.

In the next stage 3, clustered data was fed in the best classification algorithm
from stage 1. Tables 5 and 6 shows that identified customers that with bad risk in
each cluster using the RBFN model. Table 5 presents the proportion of predicted
customers as “bad risk”, where cluster 1 has more customers classified as bad
risks than the others. The results of the classification of the RBNF model in the
clusters are shown in Table 6 with a 66.5% accuracy and 76.1% recall.
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Fig. 2. Scatter plot (Color figure online)

Table 2. Credit purpose

Cluster\Purpose 0 1 2 3 4 5 6 7 8 9 10

Cluster 1 7% 0% 10% 25% 35% 14% 0% 0% 7% 0% 0%

Cluster 2 41% 1% 15% 25% 0.9% 9% 1% 2% 0% 0.9% 0%

Cluster 3 14% 4% 27% 24% 17% 9% 1% 0% 0% 0% 0%

Table 3. Duration of credit (months)

Cluster Mean Max Min

Cluster 1 36.04 60 6

Cluster 2 16.55 45 4

Cluster 3 25.03 60 9

Table 4. Credit amount

Cluster Mean Max Min

Cluster 1 9972.75 18424 7166

Cluster 2 1609 2848 454

Cluster 3 4229.82 6872 2859

Figure 3 shows the distribution of the purpose of credit variable for cluster
1, which includes the majority of customers who asked for credit to purchase
household products, radio or television. In the same figure, the distribution of
the purpose of credit variable for cluster 2 includes the majority of customers
who asked for credit to purchase a new car, a radio or television. Additionally, the
distribution of the purpose of credit variable for cluster 3 includes the majority of
customers who requested credit to purchase new furniture, a radio or television.

Table 5. Confusion matrix to clusters

Real/Predicted Good risk Bad risk

Good risk 105 34

Bad risk 33 28

Table 6.Good and bad risk - cluster

Cluster Good risk Bad risk

Cluster 1 50% 50%

Cluster 2 70% 30%

Cluster 3 75.8% 24.2%
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Fig. 3. Distribution of the purpose of credit on the three clusters

5 Conclusions

The aim of this paper is to propose a methodology to identify fraudulent credit
operations by using the RBFN classification algorithm and the Fuzzy C-Means
clustering. Three different types of profiles were found, which were defined as
risky, good credit payers and opportunity. The first profile has a higher amount
of customers classified as bad risks than the others. An advantage of this method-
ology is to increase the knowledge about the descriptions of profiles of clusters.
The algorithm has showed a good performance in the metric of recall, a conve-
nient indicator in the credit scoring issue. The reason for this is that is worse to
grade a client as a good risk when in fact it is considered to be a bad risk, than
to qualify a client as a bad risk when in fact it is considered to be a good risk.
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Abstract. To guarantee national security against terrorist attacks or
organized crime, states must implement homeland security solutions
based on ubiquitous systems to know in advance the number of sus-
pects involved in an attack. This work proposes a method, which com-
bines popular trajectory similarity metrics to estimate the number of
attackers participating in a malicious act through the analysis of the
trajectories described by the attacker’s cell phone connection to anten-
nas (i.e. Call Detail Records). Therefore, measuring trajectory similarity
in CDRs generates different challenges compared to those similar metrics
applied over GPS and video datasets.

Keywords: Terrorist · Trajectory · Similarity

1 Introduction

In the last two decades, we have been witnesses of the increment of terrorist acts
against states. These malicious acts cost many lives, destroy public infrastruc-
ture and create an atmosphere of fear. This kind of attacks are committed by
groups. Anticipating in advance the number of attackers of these groups could
be useful for public forces and could reduce the damage to society. Therefore, it
is important to be technologically prepared for terrorist attacks.

We aim to identify the number of criminals quicker through the use of Call
Detail Records data and lead a faster intervention by the police authorities.
This will lead to a future and progressive reduction of citizen insecurity. From
the citizens’ point of view, this project could improve their perception of security
if they are aware of a faster criminal identification mechanism. In consequence,
the confidence of the citizen in public institutions could raise.

This effort aims to solve this problem by taking advantage of the high amount
of data generated through the use of cell phones. In the present study, we aim
to determine the number of aggressors before the terrorist act.

The rest of the paper is structured as follows: Sect. 2 describes related works
on trajectory similarity metrics. Section 3 defines theoretical concepts on trajec-
tory distance. Then, Sect. 4 introduces the experimentation process and reports
the results, while Sect. 5 discusses the findings and limitations of the present
study. Finally, Sect. 6 concludes the work and presents future research avenues.
c© Springer Nature Switzerland AG 2019
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2 Related Works

There are two different approaches to measure trajectory similarity. The first
approach is to work with the whole trajectory [4,5,7,8,16–19] and another
approach is to work with a part of the trajectory (i.e., a sub-trajectory)
[13–15,17,18,20,22]. In Table 1, we summarize (i) the kind of trajectory, (ii)
the distances metrics and (iii) the dataset characteristics of the related works
found in the literature.

Table 1. Distance summary where trajectory (TRA), video (VID)

In the work of Rayatidamavandi et al. [17], they propose two different strategies
such as Locality-Sensitive andDistance-BasedHash function to group trajectories.
The former uses two different hash functions. One relies on p-Stable distribution
[24] and takes as input the trajectory and the Hash function outputs a bucket index
probability. Consequently, the closer two trajectories to a given index the more
similar they are. Another locality-sensitive hash function uses Min-wise Indepen-
dent Permutation [2]. This distance needs the trajectories to be in discrete form
by mapping the location points into a pre-defined grid to apply Jaccard similarity.
The latter strategy relies on dynamic time warping (DTW), Euclidean, Hausdorff
and larges common subsequence distances (LCSS) [23].

In the work of Fan and Yao [5], they propose a function that takes as input
two discrete trajectories Fx and Fy of the same length generated by a road-based
location sign. Thus, the function compares whether two points of each trajectory
are within a ε threshold to output one or zero otherwise. Therefore, each pair of
points is measured and normalized to have a distance between 0 and 1.
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Wang et al. [22] analyze and compare six widely used measures of trajectory
similarity: (i) Euclidean distance, (ii) dynamic time warping, (iii) piece-wise
dynamic time warping, (iv) edit distance with real penalty, (v) edit distance on
real sequence, and (vi) longest common sub-sequence. The stress tests imple-
mented were three: re-sampling trajectory, point shift and the addition of noisy
points. They find that there is no overall measure superior. Each one has specific
benefits depending on the characteristics of the dataset.

Toohey and Duckman [20] implement and compare four common trajectory
similarity measures: (i) longest common subsequence, (ii) Frechet distance, (iii)
dynamic time wrapping, and (iv) edit distance. They provide a CRAN imple-
mentation for each one. Later, Mao et al. [15] evidence the lack of similarity
measures which are robust to noisy data. They introduce three distances that
cope with this problem: (i) the point-segment, (ii) the prediction and (iii) the
segment-segment distances. These consider the traditional dynamic time warp-
ing algorithm (DTW) and suggest a new segment-based dynamic time warping
algorithm (SDTW). This approach exhibits better accuracy and lower sensitivity
to noisy than (i) the longest common sub-sequence algorithm, (ii) edit distance
on real sequence algorithm, and (iii) DTW. Similarly, Vlachos, Gunopulos, and
Kollios [21] suggest a distance function for data with a high amount of outliers.
The function proposed is based on the longest common sub-sequence.

Trajectory similarity measures usually do not consider the uncertainty intro-
duced by the sampling process, as shown by Furtado et al. [8]. The authors
propose a new distance function, which is robust to movement uncertainty gen-
erated by the heterogeneity in the sampling. Further experiments show that this
approach is superior to a more straightforward approach, such as linear inter-
polation. Sharif and Alesheik [19] and, later, Sharif, Alesheikh, and Tashayo
[18] offer a different approach, where, instead of using the spatial footprint, the
similarity of the trajectories is measured by a notion of internal and external
contexts. The authors show that the conjunction of both techniques delivers
better results in an applied experiment.

In the present effort, we take into account the most popular distance metrics,
such as Euclidean distance, principal component analysis with Euclidean dis-
tance, dynamic time warping (DTW), and larges common subsequence (LCSS)
distance to combine them for taking advantage of the different benefits of each
metric to capture similarity. It is worth noting that the works in the literature
apply similarity metrics to trajectories issued from Global Positioning System
(GPS) or Video recording, which have an outstanding location update rate. In
the context of our work, we analyze popular similarity metrics to deal with tra-
jectories from Call Detail Records, which have a poor update rate compare to
GPS and video (c.f., Table 1).
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Fig. 1. Trajectory example.

3 Background

In this section, we define the concepts of (i) trajectory, (ii) distance measures
namely, Euclidean, principal component analysis, distance time wrapping and
longest common sequence, (iii) trajectory alignment, and (iv) the ranking quality
measure i.e., normalized discounted cumulative gain (nDCG).

3.1 Mobility Trace

A mobility trace is a tuple f that contains the following elements, according to [9]:

– Identifier: can be the real identifier of the equipment, a pseudonym or an
unknown value. A pseudonym is generally used to protect the privacy of the
user and maintain linkability between activities done by the same user.

– Spatial coordinates: location of the mobility trace. It can be a latitude and
longitude tuple, a geographic area or the label of a specific place.

– Date: time frame in which the movement was made. It can be hours, days or
a time interval.

– Additional information: optional data such as directions, velocity, the exis-
tence of users around a certain radius.

We can represent a mobility trace as a tuple fi = {identifier, latitude,
longitude, timestamp, epsilon}.

3.2 Trajectory

A trajectory is a set F = {f1, f2, ..., ft, ..., fT } of T mobility traces, which
describe the movement of an object in every unit of time t. Generally, each
mobility trace is represented by spatial coordinates and a date [6], as shown in
Fig. 1.
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3.3 Euclidean Distance

The Euclidean distance is the line between two points fi and fj , where each
point f has a defined spatial location such that f = {latitude, longitude}. The
distance is defined by Eq. 1.

dE(fi, fj) =
√

(fi.lat − fj .lat)2 + (fi.lon − fj .lon)2 (1)

In order to measure the Euclidean distance between two trajectories Fi and
Fj , we average the Euclidean distance between the points within each trajectory,
as proposed by [10] (c.f., Eq. 2).

dEM (Fi, Fj) =
1
L

L∑
k=1

dE(fi,k, fj,k) (2)

Where dE(fi,k, fj,k is the euclidean distance between the spatial points
fi,k and fj,k, which are extracted from trajectories Fi and Fj at position k.
L is the length of trajectories Fi and Fj . Figure 2 provides a visual summary of
this distance metric.

Fig. 2. Euclidean distance example

3.4 Principal Component Analysis (PCA)

This technique helps us to find patterns in high dimensional data by transforming
a set of data possibly related into a set of data linearly independent. These are
known as principal components.

For the trajectory case, we can reduce the dimensionality of the original spa-
tial trajectories fi by keeping the principal component with the highest eigen-
value. The coordinates of the trajectories are placed in a one-dimension vector
and, then, projected into a lower dimensional space f ′

i [1].
After applying PCA, the distance measure between two trajectories is

obtained through the Euclidean distance between the principal components a1

at each position among the trajectory, as seen in Eq. 3. Trajectories must have
equal length.

dPCA(Fi, Fj) =
1

Nλ

Nλ∑
l=1

dE(f ′
i,l, f

′
j,l) (3)
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Where dE(f ′
i,l, f

′
j,l) is the euclidean distance between points f ′

i,l, f
′
j,l, which

belong to a lower dimensional space than fi,l, fj,l. Nλ is the number of spatial
data points in each transformed trajectory. Figure 3 provides a visual summary
of this distance metric.

Fig. 3. PCA distance example

3.5 Trajectory Alignment (TA)

The aforementioned distances require trajectories of the same length. Hence, we
propose a trajectory alignment technique, which takes as input two trajectories
Fi, Fj and a time interval.

Figure 4 depicts an example of trajectory alignment. First, TA finds the begin
and end time for both Fi and Fj . In our example, the begin and end time are
4:15 and 5:45, respectively for a 15 min time window. Then, we keep only time
slots that have events from both Fi and Fj namely, time slots 2, 3, 7 and 8.
Therefore, those are the aligned trajectories. Once trajectories are aligned, we
are able to use Euclidean or PCA distances.

Fig. 4. Trajectory alignment example
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3.6 Distance Time Warping (DTW)

This technique measures the similarity between two temporal sequences, which
can have velocity changes. Additionally, it compares sequences of different length
because it identifies a temporal jump that minimizes the total distance between
paired points [12]. Equation 4 details the metric.

dDTW (Fi, Fj) =
1
Ti

Ti∑
t=1

dE(φi,t, φj,t)mt/Mφ (4)

Where φi and φj are two temporal jump functions which minimize the distance
between the paired points, mt is a weight coefficient, and Mφ is a normalization
factor. Ti is the number of data points in temporal jump function φi.

Since this measure is not symmetric, we use Eq. 5 to average the measure
from fi to fj and from fj to fi to have a symmetric distance. Figure 5 provides
a visual summary of this distance metric.

DDTW (Fi, Fj) =
dDTW (Fi, Fj) + dDTW (Fj , Fi)

2
(5)

Fig. 5. Distance time warping example

3.7 Longest Common Sub-sequence

This technique aligns data with different length. Not all points have to be paired.
Instead of matching mobility traces one by one, if there is no suitable pair for
the mobility trace, it is ignored [3]. (c.f., Eq. 6)

DLCSS(Fi, Fj) = 1 − LCSS(Fi, Fj)
min(Ti, Tj)

(6)

Where LCSS(Fi, Fj) shows the number of paired data points between the
two trajectories. min(Ti, Tj) outputs the length of the smallest trajectory. This
technique can be implemented through dynamic programming.
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3.8 Normalized Discounted Cumulative Gain

The Normalized Discounted Cumulative Gain (nDCG) is a measure of a rank-
ing quality. It measures the information gain of one trajectory based on (i) its
position in a list or ranking and (ii) the relevance associated with the trajectory
(c.f., Eq. 7). The information gain is higher in the first positions of the ranking,
while the last positions are heavily discounted.

nDCGp =
DCGp

IDCGP
(7)

nDCG is a modification of the Eq. 8, Discounted Cumulative Gain (DCG)
[11], which assumes that trajectories with higher relevance are more useful when
their position in the ranking makes them appear first. Additionally, trajectories
highly relevant that appear on the last positions in the ranking should be heavily
penalized.

DCGp =
p∑

i=1

2reli

log2(i + 1)
(8)

Where reli represents the relevance of the i-th trajectory in the ranking.
DCG is not consistent for different length rankings. Therefore, the cumulative

gain in position p must be normalized [22]. This is done by finding the ratio
between (i) DCG of the evaluated ranking and (ii) the DCG of the ranking
ordered by relevance, which is an ideal IDCG (c.f., Eq. 9).

IDCGp =
|REL|∑

i=1

2reli − 1
log2(i + 1)

(9)

Where |REL| represents the list of trajectories ordered by relevance.
In the next section, the aforementioned concepts will be applied to compute

trajectory similarity.

4 Experiments

In the present section, we detail the process depicted in Fig. 6 to extract the
list of the n most similar trajectories, and we present the results of the analysis
performed with our dataset.

The process proposed in the present work has five steps, ranging from data
input, distance computing, relevance calculation, ranking quality measurement
and output of the most similar trajectories.

The first step is the data input. In this step, the process receives a suspicious
trajectory Fs, which in this case is the user34 and a dataset containing all
possible similar trajectories. The data used for this work is the call detail records
of a European telephone provider. For each user, we have the time and location
in which the user enters the coverage area of a telephone antenna. These events
represent 50 535 cell events of 30 users (i.e., cell phones) in an area covered by
643 000 antennas. The data was gathered during July 2014.
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Fig. 6. Detector process

The second step, which is the distance computing takes the suspicious tra-
jectory and a set of trajectories to compare to. Then, using the four metrics
mentioned before in Sect. 3, we measure the distance of the suspicious trajec-
tory with each one of the trajectories in the dataset of trajectories. For example,
Table 2 summarizes the ranking of the experiment, where each column shows the
ranking of trajectories for each distances metric namely, principal component
analysis (PCA), Euclidean distance (EUCL), Distance Time Warping (DTW),
and Longest Common Sub-Sequence (LCSS). The position of each trajectory
could change according to the metric used.

Table 2. Distances matrix

PCA EUCL DTW LCSS

user16 user90 user15 user90

user90 user16 user11 user11

user39 user11 user16 user15

user15 user39 user39 user16

user11 user15 user90 user39

Once the distances are computed, the third step is the relevance calculation.
Therefore, for each metric, the process establishes a trajectories ranking (RPCA,
REUCL, RDTW , and RLCSS) by a distance ranging from the nearest one to the
farthest one. Thus, in the first element, we have the most similar trajectories
with the highest relevance. In the second row, we have the second most similar
trajectories with the second highest relevance and so on. Hence, a relevance value
is based on the trajectory position in the ranking as shown in Table 3.

For instance, in Table 3 we have a column with the relevance weight, the first
trajectories in the second row weights five, the second set of trajectories in the
third row have a weight of four and so on. Therefore, relevance is the arithmetic
sum of the trajectories’ weight assigned by each metric. Hence, the less distance
between a given trajectory Fi and the suspicious one Fs, the more relevance Fi

will have. The relevance of each trajectory considers its position in the different
rankings.
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Table 3. Distances matrix

PCA EUCL DTW LCSS Relevance weight

user16 user90 user15 user90 5

user90 user16 user11 user11 4

user39 user11 user16 user15 3

user15 user39 user39 user16 2

user11 user15 user90 user39 1

The relevance values are shown in Table 4. For example, to compute the
relevance of user16, the process adds the relevance weights of the corresponding
place in the ranking. Therefore, for the PCA, EUCL, DTW and LCSS metrics
the relevance weights are five, four, three and two, respectively (c.f. Table 3)

Table 4. Relevance ranking

Trajectory Relevance

user90 15

user16 14

user11 12

user15 11

user39 8

After obtaining the relevance values, the four step computes the ranking qual-
ity. Hence, we establish a trajectory ranking by relevance to apply nDCG in
order to determine the ranking quality of the obtained ranking. The ideal DCG
(iDCG) is represented by the Table 4. Combining the weights of all distance met-
rics we obtain the ideal ranking sorted by relevance. Thus, taking into account
the iDCG of Table 4, we obtain the nDCG value for each distance metric as
shown in Table 5.

Finally, the fifth step, the list of the most similar trajectories selects the
ranking RPCA, REUCL, RDTW or RLCSS with the highest nDCG and, from
it, the process proposes the trajectory or the set of trajectories with the lowest
distance to the initial Fs trajectory. In our experiment, the selected distance
metric is DTW as illustrated in Table 5.

From the analysis, the process outputs the trajectory of the user15, who has
the highest relevance in this case (c.f. column DTW in Table 3). To perform the
experiments, we have implemented a graphical user interface (c.f., Fig. 7), which
defines (i) the suspicious trajectory, (ii) the list of proposed trajectories, (iii) the
number n of trajectories to be compared and (iii) a time windows. The code is
publicly available in Github1.
1 DETECTOR Website: github.com/bitmapup/detector.

http://github.com/bitmapup/detector
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Table 5. Ranking quality

NDCG Value

RPCA 0.5345

REucl 0.4714

RDTW 0.5411

RLCSS 0.4494

Fig. 7. DETECTOR graphical user interface

The suspicious and the proposed trajectory are graphed in Google Maps
through its API service in JavaScript. Figure 8 illustrates the whole events of
the suspicious and the most similar. It is worth noting that the set of antenna
events are complex and sometimes sparse in time. Nevertheless, the trajectories
displayed can be restricted by time windows, which initial and final dates are
defined in the graphical interface. Hence, we present the analyzed trajectories as
a set of events within the black box.

5 Discussion

In the present section, we mention the contribution of this study to the literature
and discuss the validation of the results.

We propose a novel methodology to identify the number of agents participat-
ing in certain event. In addition, we present results that display the capabilities
of the algorithm. The four metrics used are commonly used in the literature.
Nonetheless, we are the first to combine these in order to detect similar spa-
tial trajectories within a temporal window. We believe this can be applied to
terrorism detection in real time.
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Fig. 8. Example of analyzed trajectories.

It is worth mentioning that we are unable to display accuracy results for
the dataset used due to the absence of labeled data. We are unable to truly
recognize groups of attackers and evaluate the predictive power of our proposal.
Even though the reach of our predictive tests is limited, this downfall is mitigated
by the use of multiple distance metrics. In this manner, we minimize the risk of
selecting a distance that is not capturing the patterns of the sample.

In the present effort, we have validated our method using heuristics and
visualization. The former validation consist in the duplication of the suspicious
trajectory A into A′. Thus, the A′ trajectory is inserted in the dataset contain-
ing all the other candidate trajectories. Therefore, when computing the trajec-
tory similarity for A, A′ must be the most similar trajectory. We have repeated
this process for five randomly chosen trajectories. In all cases the methodology
choosed A′ as the most likely candidate to trajectory A. The latter method is also
used by Mao et al. [15] and Sharif and Alesheikh [19]. Besides, mobility traces
issued from a telecommunication operator are not trivial to analyze due to the
location update rate. Thus, we can have few events within the time windows
under study. Furthermore, the attach policy between cell phones and antennas
affect the number of location updates depending if the location is updated when
the cell phone makes a handover or receives a call, sms or use data. Besides, the
precision is affected by the load balancing algorithm over the antennas, which
send cell phone connections to contiguous antennas increasing artificially dis-
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tances when comparing two trajectories. To solve this problem, in the future
we plan to generated a ground truth dataset containing trajectories of a set of
cell phones, which will travel together. This dataset will enable us to study the
impact of the aforementioned factors in the distance similarity quantification.

6 Conclusions

In the present effort, we propose a process to compute the most similar tra-
jectories using call detail records as input data. The methodology uses multiple
metrics to determine which distance generates the best ranking of trajectory sim-
ilarity by using the Normalized Discounted Cumulative Gain. The used distance
metrics are principal component analysis (PCA), Euclidean distance (EUCL),
Distance Time Warping (DTW), and Longest Common Sub-Sequence (LCSS).

This project has citizen security applicability because the system will identify
the most similar trajectory to a suspicious trajectory. Therefore, it will determine
which trajectories belong to a set of terrorist partners or group.

We believe that there are a few additional research possibilities to comple-
ment our work. First, the spatial trajectories described could be modeled as a
part of a mobility model through Markov Chain Models [9]. Second, additional
distance metrics based on hash functions would improve and add robustness to
the results shown. Third, a solution for the absence of labeled data would be
to artificially generate one by selecting an arbitrary suspicious trajectory and
create a group of targets around it by adding random distortions to the initial
trajectory.
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Abstract. Currently in Peru, people prefer to live in apartment instead
of houses but in some cases there are troubles with belongings between
tenants who leave their stuffs in parking lots. For that, the use of an intel-
ligent mobile mini-robot is proposed to implement a monitoring system
of objects, such as cars in an underground garage inside a building using
deep learning models in order to solve problems of theft of belongings.
In addition, the small robot presents an indoor location system through
the use of beacons that allow us to identify the position of the parking
lot corresponding to each tenant of the building during the route of the
robot.

Keywords: Object detection · Localization · Self-driving ·
Low energy · Bluetooth

1 Introduction

Currently in Peru, families prefer to live in apartments (see Fig. 1(a)), since
among the advantages obtained are a more welcoming space and less effort in
cleaning unnecessary rooms. In the same way, the size of the apartments is
reduced more and more, therefore, families opt for the option of keeping their
belongings in their parking lots next to their cars or instead of thems, as long
as they are in an underground garage, but exist a problem when some objects
disappear.

A mini robot is proposed to constantly supervise cars of the people in their
respective parking lots during a schedule that does not bother the tenants of
the building. Through autonomous driving techniques and object detection, a
computational vision system based on deep learning algorithms is proposed in
order to achieve the navigation of the robot and identify mainly the cars in
question. Also, The location system construct with Beacons that determine the
mini robot relative position in real time.
c© Springer Nature Switzerland AG 2019
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(a) Growth of people living in apartments.
Source: Private households of Peruvians
2007-2016. INEI.

(b) Graphics of training and validation
performance of the model of [1]. Minimum
quadratic error loss function vs Epochs.

Fig. 1. Graphics of demand and training

The navigation of the mini car in [13] is based on images using deep learning
and done for more complicated tracks than the garage of an apartment and using
different sensor for better accuracy in indoor scene.

2 Structure of the System

Implementation of a mini-robot that runs through an underground garage and
verify that the belongings of the tenants are in their respective parking lots. It
is proposed to start the solution to the problem by detecting objects to identify
the position of the car and its license plate to obtain information from the owner
of the car.

2.1 Data Collected from Tenants of the Building

Data is collected from the tenants of the building such as the apartment number,
owner of the apartment, ID of parking lot, car models, license plate of their car,
objects they stored in the parking lot, etc. (See Fig. 2). These will be compared

Fig. 2. Data of tenants.
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with the data obtained by the mini car and shown to the caretaker so that he
can draw his conclusions.

2.2 Navigation of the Small Car

To solve this task, we use webcams which are much cheaper than the Lidars and
Radars which are very used for self-driving due to the important data they can
contribute to the autonomous driving model, between 3D maps and calculate the
distance towards objects with high precision. In contrast, cameras emulate the
way in which people can see the environment giving a better classification and
interpretation of textures of images in comparison to the previous ones [4]. Their
future will be strongly dependent on the development of the software algorithms
controlling the self-driving and how can they process the massive amount of data
generated.

A Convolutional Neural Network based on the NVIDIA model [1] for regres-
sion task is used to predict the angle of rotation of the wheels of the mobile
robot by only obtaining an image of the path (See Fig. 1(b)).

Data Collection. Being supervised learning it was necessary to collect a video
recording of the route that the mini car must follow to obtain an optimal perfor-
mance. Being a flat floor, we did not get additional problems which would give
problems when testing the system. However, when obtaining an environment
where the walls are very similar, we look for a correct positioning of the camera
and cut out the image so that it only focus on taking images that correctly iden-
tify the curves of straight roads. The input data are the images of three front
cameras separated from each other by a few centimeters to collect more data
from the road and speed of the small car at each moment, and values of angles
between 0◦ and 180◦ as output values for training the model.

Neural Network Architecture. A deep sequence model of layers is used in the
following manner, with its respective number of filters: Conv24-Conv36-Dropout-
Conv48-Dropout-Conv64-Dropout-Conv64-Dropout-FC-FC-FC-FC with non-
linear activation function ReLU, which bring good results in computational
vision tasks in the Convolutional layers. Regularization methods such as Dropout
with a probability of 0.5 are added, due to the overfitting that occurs with the
NVIDIA model when iterations are increased considerably.

Neural Network Training. The training of the data was done with the board
NVIDIA P4000 with a partition of 20% validation set and 80% training set. The
MSE loss function and the ADAM optimizer method are used without the need
to manually set the speed of the learning rate.

Neural Network Testing. Testing of the convolutional neuronal network is
performed on the Udacity simulator, obtaining a clear outstanding performance
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when driving autonomously as can be seen in the video [5] and later applied in
underground garage.

2.3 Cars Detections

Cars detection task is in charge of a Convolutional Neuronal Network using
Tiny YOLO model [3] that is the best model with the best performance between
accuracy and inference time in detection objects in real time such as cars, bicycles
and others objects (see Fig. 3(b)), model also detects void spaces if probability
to find any object is lower than the threshold.

Dataset. The dataset used to train the model is “Visual Object Classes Chal-
lenge 2012” (VOC 2012). That present 20 classes, among them is cars (in a
future work, we train chairs, tables, bicycles, etc.). For future work, the model
is going to be trained using ILSVRC [11] 2014 dataset which have better quality
on images such object scale, level of image clutterness, 200 classes of objects,
among others.

Neural Network Architecture. Tiny YOLO model consists in a convolu-
tional neuronal network with 9 convolutional layers of 16, 32, 64, 128, 256, 512,
1024, 512, 425 filters each one. This model is lightweight in comparison with
“YOLO9000: Better, Faster, Stronge” [3] and accors.

(a) Mini-Robot for testing in the
garage.

(b) Car detection in subway garage
using tiny YOLO model.

Fig. 3. Mini robot and car detection

Neural Network Test. Test of the neural network was performed on an
NVIDIA P4000 GPU server with images taken in the garage and on the NVIDIA
TX1 board which we used in the mini-robot in the garage with a C920 camera
obtaining 15 fps which works without any problem with the tiny YOLO model.
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Results of Cars Detection. Detection of objects is very well identifying cars
of general classes (See Fig. 3(b)), however for images where it is required to
identify brand and model of the car is not get results since there is no dataset of
images of front or back of the cars with annotations of their marks from which
the neural network can learn. The nearest set of images found is Stanford dataset
[12], but majority of images are not taken from front or back view. We trained
with this dataset, but the images used for test were unlabeled. So, we discard
this dataset for the model.

In contrast, identify digits of plates can get a better result because it is enough
to locate the plate and perform a digit recognition [10]. ALPR is solved by [2]
as well. Dataset for these tasks are SSIG dataset [14], a commercial dataset or
UFPR-ALPR dataset [2] recently made with more fully annotated images and
more vehicles in real-world scenarios for academic purposes.

After recognizing the digits of the plates, SUNARP online consultation [9] is
accessed and information is obtained from the owner of the car (see Fig. 4).

Fig. 4. Query of the owner of license plate in SUNARP online application [9].

2.4 Mini-robot Mechanism

Mini-robot is built with base of a Monster Truck 1/18 which includes a motor
and 2 servos for the movement of front and rear tires. An Arduino Uno is added
that allows communication between the engine and the NVIDIA TX1 board, as
you can see in Fig. 3(a). The Arduino sends instructions to the engine through
its GPIOs where indicates speed of the wheels and angle of rotation of the front
wheels. Communication of the board TX1 to the Arduino is serial through a
USB which allows to send integer values encoded in characters to indicate the
rotation of the front wheels and the instructions to go forward, stop and rewind.
Through python program on the TX1 board, instructions are sent to the Arduino
and this send to the motor which angle have to turn.
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(a) Detection of objects, walls and signals
of beacons. See the colors: yellow (bea-
cons), red (object detection field), green
(direction of route) and celestial (Blue-
tooth signal).

(b) Positioning of the beacons in the park-
ing lot. See the colors: yellow (beacons),
red (object detection field), green (direc-
tion of route) and celestial (Bluetooth sig-
nal)

Fig. 5. Environment and Beacon’s location map (Color figure online)

2.5 Tenant Parking Mapping by Beacons

Summary. In this section, we present the way that robot knows where is it in
real time. This action can be regulated with Beacons that is useful for indoor
location in places where the Internet is not enough to make a connection [6],
even allowing tracking in real-time applications [7].

Detection of Beacons. In garage studied, there is a separation distance of
approximately 8 m between walls and approximately 2.45 or 7.35 m separation
between vehicles, as shown in the Fig. 5(a) and (b).

As can be seen, Beacons have been distributed efficiently (see Fig. 6) that
allows to determinate where it is located in real time, as well as identifies who
owns that area due to the match between image recognition and the current
position, based on previous work [8].

Fig. 6. Locations of the beacons in the garage and variables to be taken for the calcu-
lation and identification of the beacons.
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Determination of the Position of the Mini Robot. In this section, we
present the equations that define system to solve, by forming imaginary circles
around each beacon, the respective radii are obtained. Then we proceed to cal-
culate the relative position with respect to the global system of beacons based
on distance equations forming a system of equations of the form:

Ei : (x − xi)2 + (y − yi)2 = d21
for i = 1, ..., 3

Where (x, y) is the current position of the mini-robot and the indexes i
correspond to the beacons and ri, ..., r3 correspond to the respective vectors.

For this system formed proceeds to solve: Take (xi, yi) as coordinates of each
beacon, we deduce ri = rc + di.

Where rc is the current position of the mini-robot, for all equations the pair
of indices i, j are not equal (i �= j).

So, The module is taken:

‖ri‖2 = ‖rc‖2 + 2(rc)(ri) + ‖di‖2.
Calculating:

‖ri‖2 − ‖rj‖2
Obtains:

rc(di − dj) = ‖dj‖2 − ‖di‖2 + ‖ri‖2 − ‖rj‖2 = Yi

By which we would have:

xc(xi − xj) + yc(yi − yj) = Yi

Which forms a new linear system that is solved by numerical methods and
represented as:

Y = AX.

Where:

x = (xc, yc)t: es the column vector of the positions of mini-robot.
A: is the matrix forms by row vectors.

A =

⎡
⎣
x1 − x2 y1 − y2
x2 − x3 y2 − y3
x3 − x1 y3 − y1

⎤
⎦

Y: is the column vector of differents between beacons.

3 Conclusions

We see that during the implementation of the robot car, it has to take into
account many things that had not been foreseen to be able to handle the
autonomous car.

In the work procedure, an optimal performance is obtained for the object
detection task using Artificial Intelligence algorithms.
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For the determination of positions of the mini robot based on the terrain
delimited by columns and walls, it is necessary to specify the locations and the
numerical system that solves the system of equations generated in such a way
that a minimum error is obtained, which serves to determine and to identify
the place where it is when we detect cars and objects of a certain car park,
generating the relation object detected - location.
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Abstract. Analytic approaches to combine interpretable models,
although presented in different contexts, can be generalized to highlight
the components that can be specialized. We propose a framework that
structures the combination process, formalizes the problems that can be
solved in alternative ways and evaluates the combined models based on
their predictive ability to replace the base ones, without loss of inter-
pretability. The framework is illustrated with a case study using data
from the University of Porto, Portugal, where experiments were car-
ried out. The results show that grouping base models by scientific areas,
ordering by the number of variables and intersecting their underlying
rules creates conditions for the combined models to outperform them.

Keywords: Knowledge generalization · Interpretable models ·
Prediction of performance · Decision tree merging · C5.0

1 Introduction

Present-day challenges of automatic Knowledge Discovery from Databases
(KDD) are going beyond the goal of transforming data into knowledge. Despite
the importance of having an accurate prediction, most decision makers are also
quite interested in perceiving the rationale behind it. Therefore, nowadays, it is
becoming essential to find a suitable way to present knowledge to aptly support
decision making. The interpretability of models has been a key quality towards
that direction by providing a familiar and appealing language to decision makers.
This has been materialized with easy to read models, describing action axioms,
i.e., a set of rules and alternatives, leading to a specific outcome. Common exam-
ples of interpretable models are decision trees and decision rules [8].

The number of organizations using interpretable models has been increasing,
however, generating such models to predict or describe a phenomenon in orga-
nizations with a decentralized activity presents new challenges. In this paper we
address this topic by devising a framework based on the concept of combining
a set of interpretable models and exemplify it with a case study using decision
trees.
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An example of an organization with decentralized activity is a company that
does its sales through subsidiaries or even by authorized individual distributors.
Another is of a university offering numerous courses to its students. This organi-
zations have their problem domain broken down into what can be seen as several
units that operate concurrently. This parallelism makes it increasingly common
to generate not a single model but multiple models, each relating to a unit. In
the company example, each subsidiary can have a model to describe/predict its
monthly sales level. Likewise, in the university context, each course can have a
model to describe/predict the performance of the students enrolled in it. Yet,
the fact that these models are associated with only one unit makes it hard to
find global knowledge in the perspective of the whole organization. In the afore-
mentioned examples, this would render as gaining insight of the overall monthly
sales level behavior of the organization or the overall performance behavior of
the students of the university.

The need to bring together models emerged essentially from two contexts.
The first was to create models for systems based on distributed environments,
i.e., where the data sources were scattered across different locations. The prob-
lem was presented as “mining data that is distributed on distant machines,
connected by low transparency connections” [2]. The second was a consequence
of the growth in the amount of data collected by information systems. It became
necessary to create models that could manage large datasets [11]. At the time
there was a lack of available resources to handle the task, being described as “a
very slow learning process sometimes overwhelming the system memory” [5] or
“the emergence of datasets exceeding available memory” [1].

The concept of combining interpretable models has been described in differ-
ent problem domains with distinct jargon as well. Still, going through research,
it is clear that there are common patterns in the intermediate phases of the
process, even if named differently. Hence, although combining models itself can
be viewed as a generic process, it nonetheless presents challenges that can be
addressed in various forms. From this perspective, we designed a framework for
analytical approaches to combine interpretable models. Its major procedures are
the creation and evaluation of interpretable models (called base models), their
organization into groups, their subsequent combination within each group and
the evaluation of the resulting combined models.

The remainder of this paper is structured as follows. Section 2 presents related
work on combining models. Section 3 describes the framework. Section 4 presents
an application of the framework to a case study with a few experiments and
discussion of results. Section 5 concludes with final remarks.

2 Related Work

Before looking at the topic of combining interpretable models, it is worthwhile
to differentiate it from ensemble learning, which, at first glance may look similar.
Ensemble learning [12] consists of using the predictions made by a number of
base models to make a single prediction. In contrast, combining models consists
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of using a set of base models to create a generalized model, which is the only one
making a prediction. The goals of each technique are also quite different. While
in ensemble learning it is focused on improving accuracy, in combining models
it is concerned in obtaining aggregated models without significantly affecting
accuracy. Moreover, model interpretability is a goal per se for combining models
but not for ensemble learning.

Approaches to combining models fall into two major categories: analytical
and mathematical. Essentially, all analytical approaches consist of breaking down
a set of models into rules and then assemble them in order to create a combined
model. On the other hand, mathematical approaches consist in applying a math-
ematical function to a group of models which results in the combined model.

Analytical approaches were first introduced by Williams [18] and over the
years other researchers have made contributions, coming up with different ways
of carrying out the process. The motivations have been either to create a model
from distributed data or from large datasets.

In problems with naturally distributed data, every location has its own local
dataset with identical format and structure. These are moved over a channel
to a centralized location where they are joined into a monolithic dataset, i.e., a
non-distributed dataset stored in a single location. A generalized model is then
created using all available data. Still, such scenario presents a major problem:
moving data may be unsafe, expensive or simply impossible due to its large
volume. An alternative of moving data is to move the models instead. This
implies the creation of a model in each location and then moving all local models
through a channel to a centralized location. Once there, they are combined into
a single generalized model [2,13].

In problems with the need to create models from large datasets, it is essential
to artificially create distributed data. This is achieved by breaking down a large
dataset into as many individual datasets as necessary until it becomes possible
to create a model for each [1]. Under such circumstances, all base models are
combined into a generalized one.

Mathematical approaches are quite different from each other and were
designed to solve specific problems. Kargupta and Park [7], motivated by the
need to analyse and monitor time-critical data streams using mobile devices,
proposed an approach to combine decision trees using the Fourier Transform.
This mathematical operation decomposes a function of time (a signal) into its
frequencies yielding the frequency domain representation of the original signal.
According to the authors, mining critical data streams requires on-line learning
that produces a series of decision trees models, which may have to be compared
with each other and aggregated, if necessary. Transmitting these models over a
wireless network is presented as a problem. As the decision tree is a function,
it can be represented in a frequency domain, resulting in the model spectrum.
Combining models becomes a matter of adding their spectra, a trivial task in
the frequency domain. If required, the combined model can be transformed back
to the decision tree domain by the Inverse Fourier Transform.
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Gorbunov and Lyubetsky [4] devised a mathematical approach to combine
models by exploring the problem of constructing a tree which is the “nearest”
on average to a given set of trees, also referred to as supertree. The notion of
nearest is a function that counts the number of events that occur by comparing
each tree to the average one. Examples of events are divergence, duplication, loss
and transfer. The method is tested on the domain of analysis of the evolution
trees of different species. In this context, the problem is to map a set of gene
trees into a species tree (the average tree). However, the approach can be used
for any kind of tree in which there are operations which can be mapped to the
four types of events indicated above. It is worthwhile noting that the authors
present an approach to convert non-binary trees to binary ones in order to allow
the algorithm to be used in those contexts as well. The algorithm has also been
applied in the context of molecular biology [10].

Shannon and Banks [15] presented an approach, called Maximum Likelihood
Estimate (MLE) to combine a set of classification trees into a single final tree
by finding a central tree. It uses a probability distribution on the set of classifi-
cation trees and a distance metric based on structural differences between trees.
This metric allows weighting to penalize tree differences occurring near the root
differentially compared with less serious differences occurring near the terminal
nodes. The approach was applied to a set of classification trees obtained from
biomedical data. Specifically, 13 classification trees were created that predict the
presence or absence of cancer based on immune system parameters. The authors
conclude that the resulting model retains the interpretability of a single tree
model and has excellent generalizability.

3 Framework Description

This section presents a framework for analytical approaches to combine inter-
pretable models by sequencing the generalized parts and identifying the ones that
can be specialized. The goal is to, given a set of datasets, train the corresponding
base models and obtain a set of combined models representing the knowledge
contained in groups of base models. Algorithm 1 summarizes the workflow and
the next subsections describe some of the procedures in detail.

The process begins with the creation of folds for each dataset (D). Due to
its relatively low bias and variance, 10-fold cross validation is recommended for
estimating accuracy [3]. Each fold (f) contains approximately the same number
of examples. Each combined model has to be evaluated using unseen data, i.e.,
data not used in the creation of base models. As each base model is to provide
rules to a combined model, one fold of its associated dataset is put aside destined
to incorporate a test dataset to evaluate that same combined model. As a conse-
quence, to ensure it remains new data, this fold (denoted as λ) is never included
in the data for creating or evaluating base models. At this point, the question
arises of which fold to use for this purpose. Instead of choosing a specific fold, the
process of combining models and subsequent evaluation is performed 10 times,
each using a different fold. Each fold maps in an iteration (λ) of the evaluation
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Algorithm 1. Framework to combine interpretable models
Input: Datasets = {D1, . . . , Dn}
Output: Improvement scores = {ε1, . . . , εk}
for i such that 1 ≤ i ≤ n do

{f1
i , ..., f10

i } ← CreateFolds(Di)
end for
for λ such that 1 ≤ λ ≤ 10 do

for i such that 1 ≤ i ≤ n do
Mλ

i ← TrainModel(Di \ fλ
i )

ηλ
i ← EvaluateModel(Di \ fλ

i )
end for
{Gλ

1 , . . . , Gλ
k} ← CreateGroups({Mλ

1 , . . . , Mλ
n })

for j such that 1 ≤ j ≤ k do
Ωλ

j ← CombineModels(Gλ
j )

σλ
j ← EvaluateCombinedModel(Ωλ

j , {fλ
1 , . . . , fλ

p }, {ηλ
1 , . . . , ηλ

p })
end for

end for
for j such that 1 ≤ j ≤ k do

εj ← 1
10

10∑

λ=1

σλ
j

end for

cycle. Base models (Mλ
i ) are created and then evaluated using the data in all

folds except the λ fold (Di \ fλ
i ). Hence, the evaluation of base model uses a

9-fold cross-validation set-up based on k-fold cross-validation [16]. The result is
an evaluation score, conceptually denoted as ηi, measuring the predictive quality
of the model. Examples of such metrics are accuracy, area under curve (AUC)
or the F1-score [6].

The base models are then organized into groups (Gλ
j ), each to yield a com-

bined model (Ωλ
j ). Next, the evaluation test folds are assembled as test dataset

for the combined model ({fλ
1 , . . . , fλ

p }). The evaluation procedure takes the com-
bined model, the test dataset and the base models performances ({ηλ

1 , . . . , ηλ
p }

(p denoting the number of models in the group) resulting in an improvement
score of the combined model (σλ

j ). This metric estimates the average gain (if
positive) or loss (if negative) in predictive quality relative to the base models.
Finally, as the evaluation cycle is replicated 10 times, the improvement scores
of each combined model are averaged across all iterations yielding the overall
improvement score (denoted as εj).

3.1 Create Groups

In this procedure, the base models are gathered into groups and then ordered
within each group (Eq. 1).

Gλ
j = {Mλ

1 , . . . ,Mλ
p } (1)
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Models can be grouped reflecting a business driven criterion. For example, if
a company is interested in knowing the performance of sales of its subsidiaries,
it may want to group the models by geographic zone. Alternatively, there are
applications where the creation of groups may be completely automated, for
example, by criteria related to the complexity of the model (e.g., the number of
rules). In such cases, clustering techniques can be used to assist the creation of
the groups. There may be applications where there is no need to create groups.
However, in order to keep the framework generic, it is considered that there is a
single group with all the models.

The order by which the models are to be combined plays a role in the process,
as the combining operation may not be associative. After assigning models to
groups, they are sorted according to some criterion. Usually, this accounts for
the similarity of models (e.g. the variables used).

3.2 Combine Models

In this procedure, the base models in each group are combined resulting in a
new model, as described in Algorithm 2. Initially, all base models (M) are con-
verted to decision tables, denoted as T , which allows the process to be language
independent. These are then combined sequentially following the pre-established
order. Depending on the approach chosen to combine decision tables, there may
be circumstances that generate an empty decision table. If so, the procedure
skips that attempt and carries on selecting the next decision table to combine
with the last one that succeeded (Tω). After all the decision tables in the group
are scanned, the final combined decision table is converted back into the same
language as the base models, yielding the combined model (Ω). The next sub-
sections detail these operations.

Algorithm 2. Combine models
Input: Group of base models {M1, . . . ,Mp}
Output: Combined model Ω
Tω ← ExtractRules(M1)
for i such that 2 ≤ i ≤ p do

Tθ ← CombineRules(Tω, ExtractRules(Mi))
if Tθ �= Ø then

Tω ← Tθ

end if
end for
Ω ← BuildModel(Tω)

Extract Rules. Each rule is a conjunction of conditions on independent vari-
ables (xi), which, if true, predict a class in a target variable (ŷ). Rules map
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to regions in a multidimensional space which, in turn, become rows in a deci-
sion table, while columns specify the variables. Figure 1 presents an example
of extracting the rules of a decision tree model and presenting them in a deci-
sion table. A special case is the one of an “empty” model with only one leaf
node, corresponding to a single decision rule covering the whole decision space.
The decision table includes only one row with the target variable column filled
with the value in the leaf node, being devoided of columns for the independent
variables.

Fig. 1. Extracting the rules of a decision tree model into a decision table

Combine Rules. This operation attempts to combine the rules in a pair of
decision tables (T1 and T2) into one (Tθ). It encompasses three sequential tasks
as presented in Algorithm 3, each yielding a decision table.

Algorithm 3. Combine rules
Input: Decision tables T1 and T2

Output: Combined decision table Tθ

Tα ← SynthesiseRules(T1, T2)
if Tα �= Ø then

Tβ ← ResolveConflicts(Tα)
Tθ ← JoinRules(Tβ)

else
Tθ ← Ø

end if

The task Synthesise rules implies a specific approach to derive the rules of the
combined table. An intuitive example is the intersection of the inner product of
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the rules of both tables [1,2,17]. In Eq. 2, rule RTα
ij results from the intersection

of Ri from decision table T1 with Rj from T2. The operation is replicated until
all rules from both tables are combined. A possible consequence is that none
of the rules of both tables overlap, resulting in non-interceptable tables. If this
occurs, the combined table is empty and the process stops.

RTα
ij = RT1

i ∩ RT2
j (2)

Intersection is an example of a Combination function. It is important to note
that in the framework definition it is generic, i.e., it may be specialized with other
functions. Therefore, the Synthesise rules task can be described by Algorithm 4
(|T1| and |T2| denoting the number of rules in T1 and T2 respectively).

Algorithm 4. Synthesise rules
Input: Decision tables T1 and T2

Output: Combined decision table Tα

for i such that 1 ≤ i ≤ |T1| do
for j such that 1 ≤ j ≤ |T2| do

RT α

ij ← CombinationFunction
(
RT1

i , RT2
j

)

end for
end for

A conflict exists if a pair of overlapping rules of T1 and T2 do not agree on the
target variable value. The task Resolve conflicts selects, for each conflict found,
which value should be set to the target variable of the new rule. For example, an
approach is to assign the target value of the rule/region with larger volume in
the multidimensional space [1]. Another is to select the one created with more
examples [17]. After this task, the resulting decision table Tβ has no conflicts. If
there are no conflicts in the first place, then Tβ = Tα.

The task Join rules attempts to decrease the number of rules by identifying
adjacent rules in multidimensional space sharing the same class in the target
variable. These can be joined together, thus reducing the number of rules. If
none is found, then Tθ = Tβ .

To illustrate these tasks let us consider the examples of decision tables T1

and T2 in Fig. 2. Decision table T1 has two independent variables x1 and x2 while
T2 only has one independent variable x1. These tables will be combined using
intersection as the combination function. There is also a column N specifying
the number of examples used to create each rule. This number is required as
part of the strategy for conflict resolution.

The result of the Synthesise rules task is the decision table Tα in Fig. 3. Each
row represents an attempt to combine each rule of T1 with each rule of T2 by
applying Eq. 2 over each variable. Each row has a Status column for the result
of the combination attempt (combined, conflict or disjoint). There are conflicts
in rows RTα

11 and RTα
22 as the underlying combined rules, although overlapping,
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Fig. 2. Two decision tables to be combined

do not agree on the target variable value. Row RTα
31 is disjoint as the rules RT1

3

and RT2
1 do not overlap on x1.

After dropping the disjoint rule, all conflicts must be resolved. Using as crite-
rion to select the target variable value of the rule created using more examples,
the Resolve conflicts operation results in the decision table Tβ (Fig. 3). For exam-
ple, in R

Tβ

11 , false is selected for ŷ as NT2
1 (27) is larger than NT1

1 (18).

Fig. 3. Example of combining two decision tables via intersection of rules

The result of the Join rules task is the decision table Tθ in Fig. 3. Firstly, all
rows in Tβ are renumbered as rules in Tθ. After examination, there are two that
can be joined together. In fact, R

Tβ

21 and R
Tβ

22 are contiguous over x1, completely
overlap over x2 and share the target variable value. Rule RTθ

3 is the union of
both.

Build Model. This operation converts a decision table back to the base model
representation. For example, if the base models are decision trees, then the com-
bined model should also be a decision tree. However, if they are presented as a
set of rules, then that should be the language of the combined model.

The operation presents, however, unexpected challenges. An inevitable con-
sequence of repeatedly changing and removing decision regions along the com-
bination process is a final decision table frequently failing to cover the entire
multidimensional space. An approach for decision tree models is depicted in
Fig. 4. It consists in artificially generating examples falling into each decision
region of the final combined decision table Tw [17]. The examples of all regions
are gathered in a dataset DTw from which a model is trained (Ω).
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Fig. 4. Building a model from a decision table

3.3 Evaluate Combined Model

In this procedure, a combined model is evaluated following the steps in Algo-
rithm 5. The predictive quality of the combined models is measured by an
improvement score (σ).

Algorithm 5. Evaluate combined model
Input: Combined model = Ω, Test folds = {fi, . . . , fp}, Performance of base models
= {ηi, . . . , ηp}
Output: Improvement score of combined model = σ
for i such that 1 ≤ i ≤ p do

μi ← EvaluateModel(Ω, fi)
Δi ← μi − ηi

end for

σ ← 1
p

p∑

i=1

Δi

The fold that was put aside in each base model is now used as test data to
evaluate the combined model. Evaluation consists in using the combined model
to make predictions on the test data and then comparing them with the true
values of the target variable. The evaluation metric (μi) has to be the same as
the one used to evaluate base models. For example, if the F1-score was chosen
to evaluate base models, then it should also be used to evaluate the combined
ones.

As the aim is to estimate the variation in predictive quality of replacing
the base models with a combined one, the difference of performances (Δi) is
calculated. If positive, the combined model performs better than the base model,
otherwise, its performance is worse. The cycle is replicated for all folds coming
from each dataset of the base models associated with the combined model. The
improvement score of the combined model is the average of the differences of
performances relative to all base models in the original group.

4 Framework Application

4.1 Case Study

This section presents the application of the framework to a case study. As part
of the analysis of academic data in the University of Porto, decision tree models,
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using the C5.0 algorithm [9], were created to predict at enrollment time how
a student will perform in a course. Specifically, at this point, models predict
if a student is passing or failing a course using student’s socio-demographic
information and previous academic performance.

Being able to explain why some students perform better than others in a
course is valuable knowledge for the teachers lecturing and assessing it. For
this reason, a separate decision tree model was created for each course. The
availability of these models has created a context which paved the way to the
possibility of combining them in order to create global models that can be useful
for other decision-levels of the university, such as department directors or even
faculty deans.

In the case study, datasets relate to courses that occurred in the year of
2012/2013 and were obtained from the institution academic database. Each
example in datasets represents a student enrollment in the corresponding course,
described by the following variables: age, sex, marital status, nationality, dis-
placed, scholarship, special needs, type of admission, type of student, type of
dedication, debt situation, status of student, years of enrollment, delayed courses
and approval. As the goal of the models is to predict the success or failure of a stu-
dent in the course, the target variable is approval. A total of 5779 datasets (from
391 programmes) were extracted. The size of each dataset varies significantly as
the number of enrolled students is very different across courses. It ranges from
1 student (in PhD programmes) to 950 (in a multi-programme course). A deci-
sion tree model was created for each course with at least 100 enrolled students,
which resulted in 730 models. All models were evaluated with the F1-score as
performance metric.

4.2 Experiments

In a first set of four experiments, all base models were combined without creating
groups. In other words, it was considered a single group containing all models.
In each experiment, a different ordering criteria was applied.

In the first criterion all models in a group are sorted randomly, i.e., no specific
criteria is used. The second criterion is to order the models within each group
by the number of variables used. The reason for this criterion is to find out if
combining the simplest models first while leaving the complex ones last improves
the quality of the combined model. The number of variables in the models ranges
from zero up to seven. Models having the same number of variables are sorted
randomly. In the third criterion, models are ordered according to the number of
examples in the corresponding training dataset. Unlike the previous criterion,
increasing the number of examples to train a model does not necessarily trans-
late into a more complex one. Instead, this criterion focuses on finding out if
combining models trained with less examples first while leaving models trained
with a greater number of examples last, plays a role in the performance of the
combined model. Models trained with the same number of examples are sorted
randomly. The fourth criterion consists of using the order provided by a hierar-
chical clustering method [6]. As in the third criterion of grouping, we used the
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importance score [14] of the four topmost used variables in models to calculate
the euclidean distance between them. Then, hierarchical clustering, besides its
main goal of creating clusters (not used for this purpose), also sorts the models
according to their distance.

Decision tables were combined using intersection as combination function.
Still, every combined model was created more than one time, each relating to
a different specialization of the framework. Four parameters were defined to
control the operations Combine rules, Resolve conflicts and Build model. In this
case study, rules are combined based on the number of examples used to create
them. The weight is a metric introduced to normalize the number of examples
in a decision rule relative to the dataset associated with the model.

The first parameter is weight assignment, controlling if the combined rule
weight should be the maximum, the minimum or the average of the pair. The
second parameter is conflict resolution. When a conflict is found, it controls the
combined rule target value as whether the maximum or the minimum weight of
the combined pair.

The combined decision trees were created using artificially generated exam-
ples extracted from the decision rules. A problem that may arise with this app-
roach is the creation of a very large number of examples, which can make it hard
to create a model. Therefore the third parameter is examples generated control-
ling whether there should be an example for every value, or one for a predefined
step between the limits. Another issue is how to ensure that the weight of the
rules is reflected in the decision tree. The fourth parameter, repeat examples,
addresses it by controlling whether examples should be repeated to account for
weight.

Covering all parameters creates 24 possibilities of specialising the framework.
Therefore, in each experiment there are 24 versions of each combined model.
Figure 5 depicts the combined models’ improvement score distribution, separat-
ing grouping criteria from ordering criteria. Following one of the assumptions of
the framework, all the combined models were evaluated with the F1-score (as it
was used for the base models).

4.3 Results and Discussion

The first set of experiments (ungrouped models) is the baseline. In each set,
random order is the baseline for the ordering criteria. All cases with ε > 0 are
combined models that outperform the base ones. It is immediately clear that
grouping models by scientific areas leads to combined models that overall have
a better predictive quality than their ungrouped counterparts. This consistency
is interesting from a business perspective as it supports the hypothesis that
there are cases in which a combined model can replace base models without
compromising predictive power. Although the results are far from outstanding
and entirely empirical they reveal that the particular combination of grouping
models by scientific areas while ordering then by the number of examples yields
the best results. This setting achieves the highest number of cases in which the
combined models outperform the base models (about half of the total).
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Fig. 5. Combined models’ improvement score distribution

The main strength of the approach presented in this framework is the flexibil-
ity by which parts of the process can be altered. The criterion to group models,
how to order them, the performance metric, the combination function, the strat-
egy to resolve conflicts between rules, and even how to create a model at the
end of the process are not hard-coded. There are no constraints on the models
themselves either as long as they can be converted to decision tables. It can be
applied to both binary or multiclass problems as well as models with any number
or type of variables.

The experimental set-up to evaluate a combined model is relatively straight-
forward. It consists essentially of reserving a portion of the datasets associated
with each base model and using them to make predictions with the combined
model, employing the same performance metric used to evaluate to base models.
The result is an estimate of whether the combined models can replace the base
models they are intended to represent.

The usefulness of a combined model is to generalize the knowledge of a set of
models, but without substantially decreasing the predictive power with respect
to those base models. On one hand, it is important to guarantee interpretability,
which is achieved by not changing the language of the combined models. On
the other hand, it is important to ensure that the predictive performance of the
combined model is at least close to the one observed in the base models. The
results obtained from the case study illustrate both goals. Each combined model
created is a decision tree, thus holding the promise of being interpretable by
those who can read the base models. Additionally, the results show that there
are specific cases in which the predictive ability is higher relative to the base
models.
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It is also important to discuss the weaknesses of the approach. In fact, the
very same flexibility that was pointed out as a strong point can also be perceived
as an obstacle to the application of the framework. Because there are so many
configurable parts, it is difficult to apply it directly to a new problem. Intrin-
sically, it is required to know somewhat well the base models to decide how to
best tune the framework. The first problem is how to group them. Intuitively,
it is reasonable to go for a business-oriented criterion. For example, if the mod-
els relate to geographically dispersed business units, an aggregate subset might
reflect this (e.g., base models relating to cities grouped in countries). The exam-
ple of courses grouped into scientific areas from the case study also fits in this
pattern. These are the kind of decisions that often require an in-depth knowledge
of the business. On the contrary, if the goal is to obtain a model that represents
a set of models, without any specific business logic underneath, then a criterion
based on meta-features of the models or their datasets may be make more sense.
Under these circumstances the grouping process may even be automated thus
removing the need to decide on the criterion to group models.

In the case study, the combination function is the intersection of rules which
implies preserving the rules that overlap the most over several models. Hence,
the resulting combined models contain the most common rules found in the
respective base models. In this context, the combination process is more likely
to succeed in creating high quality combined models, the more similar the models
in each group are. However, such concern is directly related to the chosen com-
bination function. This hints the need for an alignment between the criterion to
group models and the combination function. Other applications, with different
criteria to group models possibly lead to devise specific combination functions
to generalize knowledge. Consequently, choosing a combination function is not
a straightforward decision.

The strategy to resolve conflicts in the target variable is instrumental in
keeping the rules generic over groups of models. The example presented in the
case study is to assign the value of the target variable corresponding to the
rule created with the largest weight of the rule in the context of the model.
This allows to compare models with few examples with others having many
examples. Other complex and creative strategies can be found in the literature.
As in the combination function, this can be an intricate decision, requiring careful
consideration of the implications of each possible alternative.

The issue of creating a combined model in the same language as the base mod-
els is paramount to ensure its interpretability. In the case study, it is exemplified
with the most common method found in the literature, consisting on generating
examples from a decision table and then training a decision tree model.

The generality of the framework creates the conditions for comparing various
methods for each part such as Bursteinas and Long [2], Andrzejak et al. [1] and
Strecht et al. [17]. However, comparing with mathematical approaches is not as
plain as the combination functions are not always available. Nor is the process
broken down into steps. Instead, models are combined in a single operation hard
to generalize.
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5 Conclusions

Combining interpretable models has emerged over the years as an approach to
solve different problems in particular contexts. Analytical approaches, which sep-
arate the rules of a set of models and then recombine them, although presented
in a variety of forms, can be abstracted to a generic method. The main contribu-
tion of this paper is to devise a framework that sequences the main procedures
and then identifies the operations that can be deployed in different ways.

The core of the process lies in the representation of models as a set of decision
rules (or regions), listed in a decision table, which helps the process of combining
them. Then, the sub-problems of how to combine decision regions, resolve class
conflicts of the target variable in overlapping regions, or create a combined model
remain open to different approaches, without loss of generality. Combined models
are evaluated by assessing their ability to replace the base models. Although the
set-up to evaluate combined models is part of the framework, the evaluation
metric itself is generic.

Overall, the framework creates conditions for a systematic study to fine tune
the combination of models process by assessing the impact of selecting different
alternatives to solve the sub-problems. Its application is exemplified in a case
study in education. The results reveal that there are particular circumstances in
which the combined models beat the base models’ predictive performance.

Using intersection as the combination function implies that the base models
should be grouped according to similarity. Obviously the question arises of which
are the metrics or features that best measure similarity in order to maximize
the results of the process. In the case study, the criterion of grouping models
by scientific areas is business-oriented and probably one that makes sense to
decision makers. However, there are contexts where criteria such as the number
of rules, the depth of the underlying tree or others related to the meta-features
of the datasets may be worth investigating.

It is clear that the purpose of this framework is not to answer the question
of which is the best tuning for a specific problem of combining models. On the
contrary, it aims to acknowledge that there are many open problems for research
and that can be solved in several ways. The biggest challenge is to discern what
is the best combination of strategies that can maximize the combination process
in the context of each particular problem.
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Abstract. The LANGAS project provides an online database contain-
ing historical (16th–19th) texts in Quechua, Guarani and Tupi, for soci-
olinguistic studies. Querying texts for such low-resourced languages raises
several questions, issues and challenges. Among them, our work addresses
word variation (diacritization, typographic variations) as an optional
query expansion mechanism of the search engine. For such processing,
taking into account the peculiarities of considered languages is unavoid-
able. This paper describes the morphology of considered languages, col-
lected linguistic resources, implemented modules (regular expressions,
stemming, word clusters) and some preliminary evaluations. Our work
will be an opportunity to release resources for those languages. We plan
to deepen this work in the near future and hopefully expect it to be
useful for other researchers interested in the matter.

Keywords: Under resourced languages · Query expansion ·
Historical spelling variations

1 The LANGAS Project

The LANGAS database features 3 corpora of historical texts written in Guarani,
Quechua and Tupi, dating from the 16th to the 19th century. They are available
online, in open-access, and can be browsed text by text or through a bespoke
search engine. The purpose of the project is to provide tools allowing compar-
ative analysis of the texts, in order to collect quantitative data for research in
linguistics, history and anthropology. The grouping of these corpora is justified
by the strong similarities existing between them as regards their history, their
linguistic aspects and the current status of the languages in which they are
written.
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1.1 Guarani, Quechua and Tupi Languages

Guarani, Tupi and Quechua are Amerindian languages which were widely spread
in South America before colonial times. From the 16th century, Spanish and
Portuguese colonial institutions made use of them to convert the populations to
catholic belief and to govern their territories. Called “general languages”, they
were written in Latin script, leading to the creation of vast corpora (meta lin-
guistic, religious and mundane). Linguistically, these languages are more sets of
varieties than unified languages; we must understand these terms as encompass-
ing several dialects.

Guarani and Tupi are branches of the same linguistic family and share many
characteristics: they are polysynthetic languages with prefixes and suffixes and
their alphabet features many diacritics.

Quechua is also an agglutinative, but only suffixating language. It has a
relatively simple morphology: each word is built from a basic root followed by
suffixes ranked in an almost fixed order, more often without alteration of neither
the initial form nor the suffix. If the automatic processing can take advantage of
that simplicity, it is counterbalanced by the fact that significant differences exist
among the varieties spoken in the different parts of the Quechua linguistic area,
making it difficult to create generic tools for this language. [14] distinguishes
two language families, which are themselves divided into several branches. The
LANGAS Quechua corpus contains mainly texts written in various dialects of
Southern Quechua (QII.C according to Torero’s classification), and some other
in Central Quechua (QI) (Table 1).

Table 1. The general languages

Lang. Geographic distrib. # speakers

Guarani Paraguay, Bol., Arg. ∼7 millions

Quechua Peru, Bol., Ec. ∼6 millions

Tupi Brazil Extinct

1.2 Description of the Corpora

The texts that constitute each corpus are stored in two versions: palaeogra-
phy and, for Quechua and Guarani, its transliteration. The palaeographic ver-
sion is a manual raw transcription of the manuscript, which includes indigenous
original texts and the original Spanish translation or gloss. The transliteration
version is provided by the researcher who submitted the text in the database:
it is an adapted transcription of both the indigenous and Spanish/Portuguese
palaeographies, using a more modern spelling and if necessary filling the gaps
of the manuscript or supplying a translation when the original source does not
include one. The four different versions are stored in a database using distinct
fields, and are sentence-aligned. In addition to these multiple versions, each text
is associated to a metadata file containing general information about the text
(author, release date, place of origin, genre) and details about the manuscript.
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Corpus Statistics. The corpus contains data as reported in Table 2.

Table 2. Composition of the corpora

Lang. Texts Toks pal. Toks translit.

Guarani 80 29,583 35,035

Quechua 31 250,593 113,547

Tupi 6 2700 NA

1.3 Search Engine

The LANGAS website provides a search engine1 able to query either the indige-
nous or the Spanish part of the corpora, browsing them together or separately.
A series of options allows to specify the query anchors in relation to the con-
text (perfect match, beginning of string, beginning of section, etc.). By default,
queries apply to both palaeographies and transliterations, but the user can also
select which one to query. The search displays a list of the contexts where an
occurrence of the searched term was found, and the number of matches. In addi-
tion, statistics showing the distribution of this term in corpora according to
parameters related to metadata are displayed. These basic functionalities give
a glimpse of the collected data for descriptive and historical linguistic research,
allowing the study of the evolution of these still poorly documented languages.
Nevertheless, to reach the effectiveness of a traditional search engine, many addi-
tional features remain to be developed. Our work aims at implementing such
features at character and word level, with a special attention on Quechua.

1.4 NLP Tasks

We consider several problems related to the nature of our corpora. First, we did
deal with the standard problems of digitized historical texts, as described by [9]
and [2]: encoding of the texts and linking texts with metadata. Next, the typical
problem of non-standard historical orthography is not completely discarded by
the presence of transliteration: our corpora are written in languages for which
there is no real consensus on orthographic norms in the current practice. In
addition, there are variations in both morphology and spelling from one dialect
to another. Addressing this issue for search and frequency profiling requires to
be able to link lexical equivalents across dialects. To do so, we implemented
query expansion, so that search results and displayed statistics can overcome
those variations, while preserving the linguistic reality of the corpus.

1 http://www.langas.cnrs.fr/#/recherche corpus.

http://www.langas.cnrs.fr/#/recherche_corpus
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2 Related Work and Resources

2.1 Variants Retrieval in Historical Corpus

If the question of spelling variation detection in historical corpora has been
widely covered for European language [1,8], the same work for low-resourced
languages is less frequent. A corpus very similar to our corpora is that of the
Historical Dictionary of Brazilian Portuguese, a database of texts from the same
period (16th to 19th century) and of comparable genres. From this corpus, [6]
extracted spelling variants by grouping forms. Their approach is based on apply-
ing generative transformation rules. Sets of potential spellings are created for
each word, which are merged if they contain a common variant. A check for an
effective occurrence of the variants in the corpus leads to build spelling variants
clusters.

2.2 Quechua Resources

One of the most consistent studies for Quechua processing was conducted as part
of the SQUOIA project at the University of Zurich. [10] details in her thesis the
development of:

– normalization pipeline to transform texts in various dialects to the Cuzco
variety and a morphological analyser for Southern varieties [13]

– spell checker plug-in for LibreOffice [12]
– hybrid machine translation system from Spanish to Cuzco Quechua
– dependency treebank of about 2,000 annotated sentences [11], built from

Quechua translations of German/Spanish press articles and from one literary
text.

A remarkable compilation work has been done by [7] about the question
of the different Quechua families and subgroups. A multidialectal dictionary is
freely available on his website, grouping 25,200 entries and 255 suffixes with
their correspondences in 15 dialects, and, for the more widespread ones, their
spelling in several graphic system, along with a translation in 5 European lan-
guages. A lighter version featuring only the Southern Quechua to Spanish part
is available in the AULEX platform for online search in low-resourced languages
dictionaries, and can be freely downloaded. This dictionary is, with [3]’s Southern
Quechua-Spanish dictionary (1,753 entries), a very useful resource for NLP work
on Southern Quechua varieties. Work has also be done to develop morphological
analysers for Quechua [4,5].

3 Query Expansion for Lexical Variants

3.1 Preliminary Work

Since we wish to develop tools dedicated to our corpora, an extraction of
resources drawn from these corpora themselves was straightforward.
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For Quechua, we can leverage our parallel data to discover variants across
versions. To this end, we first need to align palaeography and transliteration
at word level. This work was greatly facilitated by the fact that the two sub-
corpora are already sentence-aligned. As there are few segmentation variations
between them, once the subcorpora were extracted and punctuation removed,
most tokens were actually already aligned. Shifts induced by segmentation differ-
ences have been detected by systematic measurement of words lengths between
potentially aligned pairs within sentences, and automatically corrected by finding
the alignment minimizing the edit distance. For instance, in Table 3, alignment
of “ima tapis” was forced with “imatapis”. The resource obtained allowed us to
gather many lexical variants across palaeographic and transliterated version of
the corpora.

Table 3. Alignment example

Pal. Ni ima tapis ricuicuchu cunancama [...]

Tr. Ni imatapis rikuykuchu kunankama [...]

We also compiled a lexicon of named entities from the Quechua corpus,
including words in Spanish, Latin, proper names and location names. Most occur-
rences were extracted using an external lexicon2. The Spanish words with non
canonical spelling missed by the lexicon have been detected thanks to some pat-
terns specific to Spanish: gerund forms, infinitives, or even by matching simple
letters such as ‘e’, ‘o’, ‘b’, ‘v’, ‘d’, non-existent among Quechua words (at least
in the transliterated version). We also relied on the typographical annotations.
Each entry extracted by means other than the external lexicon has been manu-
ally validated in order to constitute a reliable resource.

3.2 Case of the Guarani

In our corpora, many spelling variations for Guarani are due to variations in
diacritics. Each vowel admits several diacritics, as described in Table 4.

The modern Guarani spelling has been standardised and only two diacritiza-
tions are now distinguished: the tilde for nasal vowels and consonants, and the
grave accent to mark an accented syllable. The careful observation of diacritical
variations is a way to better understand the historical practices of the language
and to establish hypotheses about its evolution.

A simple yet effective way to retrieve all the variants is to transform the
query submitted by the user into a regular expression listing for each character
the possible diacritizations, before querying the database and without other
condition. This approach allows to retrieve variants without much increasing
request time processing. It has been implemented as a fuzzy search option that
is automatically activated when querying the Guarani corpus.
2 Unix system’s Spanish dictionary.
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Table 4. Vowels diacritization

Diacritic Diacritizations
acute á é í ó ú ý
grave accent è ì ò ù ỳ
circumflex â ê î ô û ŷ
tilde ã ẽ ı̃ õ ũ ỹ
breve e ı y
inverted breve a e i o u y

3.3 Case of the Quechua

A Two Step Expansion Mechanism. The variants that we propose to
retrieve in the Quechua corpus have more complex characteristics. In previ-
ous versions of the search engine, a complex system of transformation rules was
implemented as many complex regular expressions. However, the processing had
to be performed at each request and significantly decreased the response time.
Moreover, it wasn’t possible to evaluate the accuracy of the returned results.
We consider here a solution allowing to better identify the problems of spelling
variations: we first try to evaluate the number and quality of variations (at first
for the transliteration corpus), then to constitute an index of the most frequent
lexical words. Our presupposition is the following: the corpus contains on the
one hand a large quantity of minor regular variations easily detectable by apply-
ing known rules (case of the typically dialectal variations which do not change
the physiognomy of the word); on the other hand, one also finds complex vari-
ants, specific to some words, or hapax not foreseen by the rules. For the latter,
an upstream detection is necessary and our solution was to constitute a set of
spelling variants clusters covering the corpus.

Quechua Stemmer. As previously mentioned, Quechua words are composed of
a root to which suffixes are added. Thus, the orthographical variations that the
search engine has to take into account mostly concern the root. We developed a
stemmer to extract the roots appearing in our corpus. We then applied a set of
transformation rules to each of them in order to generate their possible variations
and build clusters of variants.

A naive implementation of a Quechua stemmer could be achieved by sequen-
tially removing the suffixes using an exhaustive list until recovering a basic root.
Though, in many cases, this method won’t provide as good results as expected
since a lot of ambiguities surface during the process, due to a high degree of
similarity between some suffixes. Moreover, the stop condition of the stemming
is difficult to set without a comprehensive list of roots. To avoid in most cases
the ambiguities and provide better stemming for unreferenced words, we have to
take into account the Quechua morphosyntactic rules in our stemming strategy.
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An extended analysis of Quechua morphology has been performed by [10], and
the implementation method of our stemmer is widely inspired by her work about
Quechua POS-tagging. However, since we have to deal with a different type of cor-
pus, our approach tends to be more specific to match our data at best.

For our stemming purpose, Quechua basic roots can be classified in two
categories. The first category consists in root-words that can be used as it is
or with additional suffixes. Since all these roots are nouns or adjectives, we call
them nominal roots. The second category is composed of verbal roots, that
need at least one suffix to appear as a word.

Table 5. Roots examples

Root Suffixated example

N llaqta llaqtapi in the town

V *muna- munay to want

Each category admits specific suffixes in a given order, according to their
grammatical roles. In order to build the stemmer, we designed two deterministic
automata able to parse respectively nominal and verbal suffixes chains, and to
stem them using a suffix-stripping algorithm. The suffixes sequences supported
by the automata are detailed in AppendixA. The stemming is completed when
the parsing ends or when the remaining string to be parsed reaches a predefined
minimal length. When an input word is submitted to the stemmer, both nominal
and verbal parsing are performed, and the suffix chains deleted. The minimal
stem is considered to be the accurate one. This process is enhanced with the
Spanish and named entities lexicon we previously extracted from the corpus:
after each strip, the stemmer checks if the resulting string exists in the lexicon.
If so, the root is validated with a special tag: named entities spelling indeed
varies according to distinct rules, and have to be processed separately (Table 5).

The stemming is performed on the transliteration corpus only, which contains
32,567 single words. To avoid overstemming, words with less than 6 letters are
removed from the list; indeed, for the variants retrieval, understemming does
not generate errors as long as words with a same suffixation are processed in
the same way. Unsuffixed Spanish words are also discarded. Finally, the input
file for the stemming consists in 21,581 suffixated words. After the stemming
process, 9,300 unique roots are retrieved. The Spanish loan words are filtered for
a separated processing. The remaining Quechua roots added to the presupposed
unsuffixated words finally constitute the input for the clustering process, with a
total of 8,450 entries.

Clustering. From the collected roots, we want to build clusters of spelling
variants. One way to do this is to combine the entries by minimal edit distance.
However, since Quechua roots often have similar shapes, the results obtained
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both with the two methods are very noisy. For example, same edit distance is
computed from “suyay” (to wait) to “yuyay” (to remember), as from “llamk’ay”
(to work, Cuzco spelling) to “llamkay” (to work, Ayacucho spelling), but only
the second pair of terms is a valid cluster. The amount of false positives being
too consequent using edit distance, we choose to apply the method described by
[6] (see Sect. 2.1): on every root, a series of transformation rules is applied to
generate a set of likely variations. We made a first test of all the rules previously
defined by a Quechua specialist to check their existence in the transliteration cor-
pus. Finally, the rules displayed in Table 6 are selected for the clustering imple-
mentation. These rules shouldn’t generate wrong spelling variants, except for the
glottalic consonants spelled with a single quote (t’, p’, k’, ch’): in some dialects,
the glottalization is not realized and consequently not transcribed, whilst in
others, the spelling difference is semantically relevant (for example: chaki foot,
ch’aki dry); this is a limitation of our system.

Table 6. Equivalence rules

Before [a i u] p’ ∼ p ∼ pp ∼ ph

ch’ ∼ ch ∼ chh

t’ ∼ t ∼ tt ∼ th

k’ ∼k ∼ kh

q’ ∼q ∼ qh

ŝ ∼ š

Global var. á ∼ a ı́ ∼ i ñ ∼ n

ch ∼ ĉ ∼ č s ∼ ç q ∼ g

wa ∼ hua ∼ gua wi ∼ hui ∼ vi

Before cons./end of word ch ∼ s ∼ ŝ ∼ š

k ∼ c ∼ q

m ∼ n

At end of word aw ∼ ay

For each set of rules, we obtain a list of clusters whose words differ only
in accordance with said rules. As depicted in Table 7, we merge clusters con-
taining common forms. The merging results in the following cluster: {p’unchaw,
p’unchay, punchaw, ppunchaw, punĉaw, punčaw}. The effective existence of the
generated variants is checked in the corpus for validation. In our example, only
{p’unchaw, p’unchay, punchaw, punĉaw} are attested in the corpus.

In so far, as only one transformation set is applied at once, it can happen
that no common form is found between two clusters that actually should be
merged. Here the edit distance becomes useful: we compute the distance with
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Table 7. Cluster example

Rule Clusters

aw ∼ ay {p’unchaw, p’unchay}
p’ ∼ p ∼ pp {p’unchaw, punchaw, ppunchaw}
ch ∼ ĉ ∼ č {punchaw, punĉaw, punčaw}

a random word of each cluster and the other cluster entries (the random choice
hardly influences the process, the average distance being next to 1 inside of the
clusters and much bigger between two clusters: see Table 8). The pairs of clusters
with a low distance are examined and manually merged if relevant.

Table 8. Clusters statistics

Before/after merg. 570/500 clusters

Avg. clusters size 2.16

Avg. inner distance 1.23

Most freq. equival. ŝ ∼ s (#164)

ch ∼ ĉ (#71)

ch’ ∼ ch ∼ chh (#67)

p’ ∼ p ∼ pp ∼ ph (#56)

k’ ∼ kh (#53)

Implementation for the Search Engine. The clustering shows that the
large majority of the spelling variations attested in the corpus can be detected
with simple rules. In consequence, the system of search with regular expression
can be maintained, but for a smaller number of rules. For the more complex
variations (with more than three alternative spellings), we store these clusters
in the database, along with their possible variants, in order to increase recall.
Before triggering search, the engine checks if the string, as typed by the user,
exists in the clusters and, if so, performs the search for each of the variants. If
no variant is found, the sequence of regular expression is applied to the input
string and a classic search is performed.

4 Evaluation

4.1 Stemmer Evaluation

In order to evaluate the stemmer, we conducted a first manual validation by
an expert of Quechua on the output of a test corpus composed of extracts
in several dialects and from different periods (96 single words). At this stage,
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the stemmer made 18 errors, which gives an accuracy of 81.2%. An analysis of
the incorrect outputs allowed us to identify some missing suffixes belonging to
a dialect hardly represented in the corpus (Central Quechua), and to fix some
mishandled ambiguities. We improved the stemmer according to results, and a
second evaluation consisting of 100 single words randomly picked in the tokenized
transliteration, gives an accuracy of 82%.

Incorrect roots include:

– Understemmed words extracted before the stemming process. Accuracy could
be increased by foreseeing a special processing for the very short verbs, espe-
cially ka- (to be), which is always understemmed. The other cases concern
the short suffixes such as the agentive -q or the evidential -n/m. Though, the
presence of the last in the clustering step was useful to study the usage in
the variations of this suffix. Moreover, we found that if the stemming of these
short words regulates the issue of understemming for the case of agentive
nouns, overstemming appears faster and significantly decreases accuracy.

– Words whose suffix order varies according to dialectal peculiarities yet not
supported

– Words whose last syllable is a suffix homograph, when the suffix chain is not
long enough to remove the ambiguity

– Compounds

As a complementary experiment, we implemented the model of Quechua suf-
fix system depicted in the appendices, using the corpus processing tool Unitex3,
in order to have an idea of the coverage of the roots extracted with the stem-
mer. Only noun and verbal derivations were implemented (deverbal nouns and
denominalized verbs are not supported yet). Among 528 tokens from an extract
of the database, 350 have been recognized, which provides us with a recognition
ratio of 66.3%, a very encouraging result.

4.2 Search Engine Evaluation

In order to quantify query expansion, we randomly selected words (8 for
Quechua, 5 for Guarani) among the most frequent ones of the transliteration
corpora and for which spelling variants exist. For Quechua, we performed a
search for these words in an official spelling4. For Guarani, we performed the
search for the non diacritized version of the words. The number of results with-
out and with the query expansion are detailed in Table 9, as well as the ratio
and the number of variants encountered.

The average ratio of expansion is 47.5% for Quechua. This score decreases
if the spelling used for the query is more represented in the corpus, but remains
significant (32% for the Cuzquenian spelling). For Guarani, the automatic dia-
critization restores the correct spelling and provides an average expansion of
43.3%. In these cases, no false positive is generated; however, as some diacritics
3 http://unitexgramlab.org.
4 Dictionary of the Ayacucho dialect provided by the Peruvian Ministry of Education.

http://unitexgramlab.org
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Table 9. Query expansion ratio

Word W/o exp. With exp. Ratio Var

Quechua

ñuqa 321 333 3.6% 4

kawsa 296 299 1% 2

yacha 230 303 33% 2

sunqu 158 415 8.8% 2

simi 110 371 70.3% 2

mikuy 17 66 74.2% 2

llamka 4 58 93.1% 3

ñisqa 36 485 96.5% 4

Guarani

tupa 2 321 99.4% 2

nande 2 311 96.2% 2

guasu 135 156 6.5% 2

teko 138 139 0.3% 2

rera 11 57 14.3% 2

are semantically significant, the queries might include word with different mean-
ings. The query expansion for Guarani is still at an experimental stage and we
plan to improve it in the future.

5 Conclusion

The LANGAS project, led by anthropologists and socio-linguists, corroborates it
is not an easy task to implement a search engine for low resourced languages. In
addition to technical issues, it is unavoidable to take into account morphological
peculiarities of considered languages, here Quechua and Guarani, as many vari-
ants exist in texts, which leads to troublesome silence of the search engine. To
address this issue, we implemented query expansion on both character and word
level, as a search engine option. Our evaluation already shows the efficiency and
benefits of the currently implemented query expansion. As an induced benefit,
this also led us to study the morphology of considered language and develop
gainful resources, especially for Quechua: lexicons, stemmer, word clusters. We
plan to release these resources soon and hope that our work will raise interest
of researchers working on these languages or similar ones. For our part, we will
keep on working on this database in the near future.
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A Quechua Suffixes Chains

Root derivators poss. plurals relators coord.
0 1 2 3 4 5 6 7 8

N

cha
su
niraq
ni

sapa
yuq
niq
nti

y
yki
n
nchik
yku
ykichik
nku

kuna
pura

kama
man
manta
n
pa / p
paq
pi
piwan
rayku
ta

wan pas

chá
chu
chuch
chus
chusinam
má
mi/m
qa
ri
si / s
yá

Root Verbal modifiers p.
obj.

aspect tense poss.
subj. plur. cond. incl.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

V

tya
pya

qya
raya
ykacha
ysi
kacha
rari
na
naya
pa
paya

yku
rqu

paku
tamu
rpari

ri chi
pu
ku
mu

lla su
wa chka rqa

sqa

chun
ni
nki
n
nchik
y
sunki
yki

chik
ku man

hina
puni
pas
ña
raq

taq

chá
chu
chuch
chus
chusinam
má
mi/m
qa
ri
si / s
yá

yman
sun
waq
sqayki
saq
nqa
y

chwan

V ->N

pti
spa
sqa
na
stin
q
y

y
yki
n
nchik
ykichik

N ->V
lli
ya
ymana
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B Unitex Graphs

See Figs. 1 and 2.

Fig. 1. Noun graph

Fig. 2. Derivators subgraph
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Abstract. More than 1.5 million academic documents are published
each year, and this trend shows an incremental tendency for the following
years. One of the main challenges for the academic community is how
to organize this huge volume of documentation to have a sense of the
knowledge frontier. In this study we applied Latent Dirichlet Allocation
(LDA) techniques to identify primary topics in organization studies, and
analyzed the relationships between academic impact and belonging to
the topics detected by LDA.

Keywords: Text mining · Organization studies · Topic modeling

1 Introduction

In order to make decisions we perceive the environment, select elements from
it and find structures that guide our insights, following these implicit patterns
for our decision making processes (Dean and Sharfman 1993; Papadakis et al.
1998). Before the exponential growth of information the internet brought with
it, decision makers used to extract information at a slower pace; but current
rates of information production are very fast, to the degree that some scholars
have named this phenomenon as “information glut” (Voss 2001).

In this context, decision makers can be easily overwhelmed by the increasing
flow of data, hence, we need new means to find structures that can foster our under-
standing of it. Text mining techniques provide a good approach to understand
hierarchies, and thus structures within documents (Al-Augby and Nermend 2015).
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Among the tools provided by text mining, Latent Dirichlet Allocation (LDA) has
a great potential especially for the management of textual data.

Within natural language processing (NLP), algorithms for topic modeling
make it possible to analyze huge volumes of textual data and find latent patterns
for organizing it. Until 2015 the latent semantic analysis (LSA) text mining
technique was one of the most popular NLP techniques; after 2015 LDA became
one of the most widely adopted NLP algorithms, according to the number of
studies with LDA in the title of the document, which was the result we found
after carrying out a simple search in the Scopus database as we had also done
with LSA.

LDA is a three-level hierarchical modeling that generates probabilistic topic
models, based on the co-occurrence of similar stems (Blei et al. 2003) that can
be used to detect structures or features within collections of documents; it is
a flexible algorithm for text mining that reveals hidden patterns and trends
(Baskara et al. 2017). It has the advantage over LSA that it is highly modular
and can be easily escalated. Given that LDA works with the stem of words, and
that we can define LDA mathematical models over terms and documents, where
terms may be words that were normalized (stemmed or lemmatized) or not, then
LDA works more independently of the language, so it can be adjusted to be used
efficiently with texts written across languages, e.g. English or Spanish.

Once a corpus is analyzed with LDA the algorithm produces a new set of
variables, one for every topic specified in the algorithm settings, computing the
probability for each unit of analysis to be classified under the topic with the
highest probability. Further to this, the algorithm ranks the words found in the
text corpora according to the probability to be assigned to the proper topic.

2 Related Work

From an applied point of view, postgraduate programs in business and man-
agement (i.e., business schools) receive students with different academic back-
grounds who mostly do not have studies in business-related areas (Martell 2007).
They would benefit from having a structure to organize by primary dimensions or
topics of all the information they extract from multidisciplinary databases, and
could make them more efficient when organizing the contents for their academic
papers.

Additionally most of the studies we found in our search that applied LDA
as a text-mining technique analyzed online user comments or opinions, from
changes in consumer opinions on topics ranging from health (Puranam et al.
2017), to spatial patterns of topical engagement (Brandt et al. 2017). Product
managers could to get a deeper understanding of these, using topic models for
their decisions (Bendle and Wang 2016).

Another set of studies used LDA for political analysis and marketing, cor-
porate performance and research results in business and management. These
ranged from the topic focus of each candidate in the U.S. presidential election
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(Ryoo and Bendle 2017), to information requirements of stock market regula-
tors (Dyer et al. 2017), and experiments to quantify risk types from textual risk
disclosures (Bao and Datta 2014).

Most relevant for this study are two business and management research
papers. In the first one the researcher explored results published in a manage-
ment journal from 1984 to 2014. The topic modeling algorithm confirmed the
existence of trends (e.g., Six Sigma, innovation, etc.), fads and fashion in man-
agement research (Carnerud 2017). In the second, the investigator analyzed 858
abstracts published in Annals of Tourism to determine language change in the
last 40 years, dividing volumes of the journal in two: 1975 to 1994 for “old” vol-
umes, and 2009 to 2015 for “new” volumes. LDA extracted topics that made it
possible to differentiate between old and new abstracts. This result was observed
with five topics (χ2 = 30.06, p < 0.001)), as well as with models with 20, 30,
40 and 50 topics. In all of them, the tests for differences in frequencies for old
and new abstracts were statistically significant according to the Mann-Whitney
results (Mazanec 2017).

LDA analysis requires a minimum critical mass of documents to be applied,
as for example, abstracts available in the records of multidisciplinary databases
like Scopus or Web of Science (WoS). Given that this detailed information is
available from the 1970s onwards in both databases, but not before, we decided
this timeframe was an appropriate starting point to carry out a LDA-based study.
We identified organization theory as part of the core knowledge in business and
management, since it provides the concepts and models for understanding orga-
nizational structure and behavior, hence our research question is the following:
Is it possible to detect a topic structure within organization studies published
and indexed in Scopus in the last four decades?

3 Methods

3.1 Text Corpora

Information Sources: We chose to use Scopus, as it is a database with a wider
coverage for business and management research than that of WoS. According to
Scimago Journal and Country Rank, in 2016 there were 1,394 journals indexed in
Scopus and classified in the subject area “Business, Management and Account-
ing”; while on the other hand according to WoS Journal Citation Reports (JCR),
in 2016 there were only 356 journals assigned to the subject areas “Business,
Business and Finance, and Management”. An advanced search on Scopus, car-
ried out in May 24th 2018, retrieved 1,411,684 academic documents under the
subject area “Business, Management and Accounting”.

Inclusion/Exclusion Criteria: Since we examined the topics structure in the
last 46 years, our interest was to detect the longest trends within organizational
studies, so we divided that time interval into four 12-year periods: 1970–1981,
1982–1993, 1994–2003, and 2004–2015.
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Because we were interested in theoretical development in business and man-
agement, as well as in related areas, we only considered for the topic modeling
studies classified in five subject areas: (a) Business, Management and Account-
ing; (b) Decision Sciences; (c) Economics, Econometrics and Finance; (d) Psy-
chology; (e) Social Sciences. We did not filter out by access type (e.g., open-
access), language, country or document type (e.g., article, conference paper).

3.2 Textual Data Collection

Textual Datasets: In May 25th 2018, we carried out an advanced search
on Scopus using this command: TITLE-ABS-KEY(“manag* framework*” OR
“manag* model*” OR “manag* structur*” OR “manag* theor*” OR “organizat*
behav*” OR “organizat* framework*” OR “organizat* model*” OR “organi-
zat* structur*” OR “organizat* theor”) AND SUBJAREA(BUSI OR DECI OR
ECON OR PSYC OR SOCI) AND (PUBYEAR > [1969|1981|1993|2003] AND
PUBYEAR < [1982|1994|2004|2016]). For each dataset we sorted results by the
year of publication. At the end of this step we had four Excel sheets amount-
ing to 28,180 records: 1970–1981 (n = 814), 1982–1993 (n = 2,320), 1994–2003
(n = 5,771), and 2004–2015 (n = 19,275).

Stopwords: Before the topic modeling, we edited the four datasets and through
the iterations of the LDA algorithm we identified the stopwords to exclude as
non-relevant terms. We built a stopword list for organization studies progres-
sively, and each time we ran the LDA algorithm, we obtained a ranking of the
10 terms with the highest probability to be extracted from the topic. When we
identified non meaningful words (e.g., articles, pronouns, etc.), they were manu-
ally included in the stopword list. Then the LDA algorithm was ran once more
to identify candidate terms for the stopword file. We repeated this process until
we did not find any non meaningful word in the ranking of the 10 terms already
mentioned above.

3.3 Textual Processing and Algorithm Settings

Textual Data Editing and Pre-processing: Given the fact that the title
does not always have a structured and normalized language, and several times
the keywords assigned to an article include terms that are too general, we used
the content of the abstract for the topic modeling. For this reason we filtered out
those records that did not have an abstract, which reduced our initial dataset
to 27,226 records: 1970–1981 (n = 674), 1982–1993 (n = 2,150), 1994–2003
(n = 5,601), 2004–2015 (n = 18,801).

Then we deleted all the labels which defined the sections of a structured
abstract (e.g., abstract, objective, purpose, summary, and similar terms) and
the diacritic characters that do not contribute to modeling. To avoid having
duplicated tokens for the same words all the words of the abstracts were changed
to lowercase.
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When conducting research using Scopus it is common to use programs like
JabRef, Mendeley or Zotero, however these are optimized for the management
of bibliographic references not paragraph analysis, and as our work was centered
on text analysis of the abstracts, where the whole research papers are condensed,
therefore LDA analysis was our best option.

LDA Settings: For topic modeling, we used ldagibbs (Schwarz 2018),
a Stata package for LDA. We ran the algorithm, with the following settings:
α = 0.25, β = 0.10, seed = 3, samples = 10, minimum characters per word =
5, 6, 7, 8. We incremented the word length to detect any possible variation in
the modeling that was associated with the increasing complexity of words. To
detect changes among iterations we computed the log-likelihood. Probabilistic
estimations for each word were normalized and saved into a matrix.

For each period we ran three topic models, with five, four and three topics,
respectively. We applied this increment in topics as in academic literature has
not been found a predefined topic structure for organization studies; we adopted
a trial and error approach taking advantage of the flexibility of a LDA-based
topic modeling. At the end, we set three as the minimum threshold, because
in a previous study that used text-mining techniques researchers analyzed the
stability and change in organizational theory during 1980–2016, and in the last
analyzed period they found that results converged when the clustering algorithm
grouped the keywords in three clusters of terms (Vı́lchez-Román and Huamán-
Delgado 2017).

4 Results

4.1 Topic Modeling

Topics Extracted: With five topics we observed a low level of stability since
there was a lot of variation in the labels assigned to each topic, therefore it
was very difficult to identify stable patterns to develop a topic structure for the
discipline; for example, between 1970–1981 and 2004–2015 we identified 14 dif-
ferent structures, and we assigned a label to each one. In contrast, from the same
period, and using three topics as default setting for each period, we identified
six different structures, and we assigned a label to each one, for an example see
Table 1. These results showed more stability with three topics, which makes it
suitable for proposing a topic structure that relatively maintains itself stable
across time, as a main feature of any structure or taxonomy is its stability.

Model Estimation: The log-likelihood in the three topic models per analyzed
period decreased over time, confirming the appropriate adjustment of the three-
topics-based model. Regarding the minimum number of characters for selecting
the words included in topic modeling, we found that five was an appropriate
threshold, as the topics extracted using longer words (characters > 5, 6, 7) were
not as intuitive as those extracted with words that had at least five characters.
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Table 1. Topic modeling for 2004–2015

Number of topics Five Four Three

Topic 1 Public policy Organizational management Management model

Topic 2 Management model Management model Organizational management

Topic 3 Organizational management Public policy Public management

Topic 4 Organizational learning Organizational performance

Topic 5 Organizational behavior

Log-likelihood −00000133 −00000134 −00000135

4.2 Classification of Documents

Given the high level of stability of the three-topics-based modeling, for each
organization study the LDA algorithm computed the probability to be classified
into on the three topics extracted. We created tables for each analyzed period,
where studies were sorted out by two criteria: the publication year, then, alpha-
betically by the first letter of the abstract. For each 12-year period, most of
the documents had a higher probability to be classified in one topic, and a very
low one to belong to another topic. For example, in the period 1970–1981 (see
Table 2), the first listed document had a probability of 68% to belong to the topic
“Organizational model”, but a 25% probability to be classified under “Organiza-
tional behavior”, and a very low probability (7%) to belong to the topic “Service
management”. The same approach was applied to understand the results for the
three remaining periods.

Table 2. Probability to be classified in each topic for the first 10 documents in the
dataset (1970–1981)

Study Organizational behavior Organizational management Service management

1 .24684685 .67927928 .07387387

2 .05101215 .91740891 .03157895

3 .17633803 .62816901 .19549296

4 .20159363 .79123506 .00717131

5 .04581006 .88379888 .07039106

6 .02245989 .78395722 .19358289

7 .42047244 .51181102 .06771654

8 .54213836 .34088050 .11698113

9 .36038647 .52463768 .11497585

10 .01309255 .51616766 .02754491
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5 Limitations of the Study

We identified three limitations on the replicability of this study. The first one
refers to time intervals used for generating the topic models. We selected 12
years for each analyzed period, however, if the study is replicated with different
time intervals, it is possible that results are not comparable.

The second limitation deals with the information source. This LDA-based
study can only be replicated using Scopus because it has a free Application
Programming Interface (API) and has big topic coverage with broad areas.

The third limitation refers to the validation of the proposed topic structure.
As Peruvian researchers, we were able to identify and contact only 18 Peruvian
researchers in business and management who came from three leading business
schools in our country, and we received only one response from a member of a
PUCP-based research group.

6 Discussion and Conclusions

From all we have learned in this study, LDA-based topic modeling is a very
promising approach to bringing order and stability to a discipline so important
for understanding and improving the performance of organizations as business
and management; improving our understanding of topics and thus facilitating
decision making processes.

Business and Management is a discipline with a tendency to academic fads
and pseudo theories where practitioners prefer to inform themselves with the so
called management gurus or best-sellers writers of the moment, rather than to
look for scientific research results when making strategic decisions. This can be
explained by many reasons, but the main one being the lengthy time required
for carrying out a research project or solve an organizational problem from a
classic academic perspective.

The application of the probabilistic topic modeling algorithm shows it is
feasible to bring some order and stability to a dynamic field like business and
management, where theories (academic and pseudo academic) come and go.
Even though the tools and knowledge required for applying LDA approach for
analyzing high volumes of textual data are not so widespread, the good news
is that there is lots of documentation and free tools available for interested
practitioners with basic knowledge on descriptive statistics.
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Abstract. Online news media sometimes use misleading headlines to lure users
to open the news article. These catchy headlines that attract users but disap-
pointed them at the end, are called clickbaits. Because of the importance of
automatic clickbait detection in online medias, lots of machine learning methods
were proposed and employed to find the clickbait headlines. In this research, a
model using deep learning methods is proposed to find the clickbaits in
Clickbait Challenge 2017’s dataset. The proposed model gained the first rank in
the Clickbait Challenge 2017 in terms of Mean Squared Error. Also, data
analytics and visualization techniques are employed to explore and discover the
provided dataset to get more insight from the data.

Keywords: Clickbait detection � Text classification � Deep learning

1 Introduction

Today’s, headers of news articles are often written in a way to attract attentions from
readers. Most of the time, they look far more interesting than the real article in order to
entice clicks from the readers or motivate them to subscribe. Online news media
publishers rely seriously on the incomes generated from the clicks made by their users,
that’s why they often come up with likable headlines to lure the readers to click on the
headers. Another reason is that there exists numerous online news media on the web, so
they need to compete with each other to gain more clicks from readers or subscription.
That’s why most of the online news media have started following this practice.

These misleading titles, that exaggerate the content of the news articles to create
misleading expectations for users, are called clickbaits [1]. While these clickbaits may
motivate the users to open the news articles, most of the time they do not satisfy the
expectations of the readers and leave them completely disappointed. Since in the
clickbaits, the actual article is of low quality and significantly under-delivers the
content promised in the headline, it leads to a frustrating user experience. Moreover,
clickbaits damage the publishers’ reputation, as it violates the general codes of ethics of
journalism.

In machine learning and related fields, there have been extensive studies on
identifying bad quality content on the web, such as spam and fake web pages. How-
ever, clickbaits are not necessary spam or fake pages. They can be genuine pages
delivering low-quality content with exaggerating titles.
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Recently, lots of research used state of the art machine learning methods to detect
clickbaits automatically. Also, some data science competitions for clickbait detection
were announced, such as “Clickbait Challenge 2017”, to attract scientists to conduct
their researches in this area [2]. In the Clickbait Challenge 2017 competition, different
machine learning algorithms were proposed to find the clickbait news headlines. For
this particular competition, the goal was to propose a regressor model which can
provide a probability of how much clickbait a post is.

In this research, first the provided datasets are explored and analyzed in order to get
more insight from data and to understand the problem better. Then, a deep learning
model is proposed which gained first ranked in terms of mean squared error on
“Clickbait Challenge 2017”’s dataset [3].

2 Related Works

In [4], four online sections of the Spanish newspaper El Paris were examined manually
in order to find clickbait features that are important to capture readers’ attention. The
dataset consists of 151 news articles which were published in June 2015. Some lin-
guistic techniques such as vocabulary and words, direct appeal to the reader, informal
language, simple structures were analyzed in order to find their impacts on the attention
of the readers.

Two content marketing platforms and millions of headlines were studied to find
features that contribute to increasing users’ engagement and change of unsubscribed
readers into subscribers. This study suggested that clickbait techniques may increase
the users’ engagement temporarily [5].

In [6], social sharing patterns of clickbait and non-clickbait tweets to determine the
organic reach of the tweets were analyzed. To reach this goal, several tweets from
newspapers, which are known to publish a high ratio of clickbait and non-clickbait
content, was gathered. Then, the differences between these two groups in terms of
customer demographics, follower graph structure, and type of text content were
examined.

Natural Language processing and machine learning techniques were conducted in
order to find clickbait headlines. Logistic regression was employed to create supervised
clickbait detection system over 10000 headlines [7]. They tried to detect clickbait in
Twitter using common words occurring in the Tweets through mining of some other
tweets’ specific features.

In [1], a novel clickbait detection model was proposed using word embeddings and
Recurrent Neural Network (RNN). Even though they just considered the headings, their
results were satisfactory. Their results gained F1 score of 98% in classifying online
content as clickbaits or not. Furthermore, a browser add-on was developed to inform
the readers of diverse media sites regarding the likelihood of being baited via such
headlines.

Interesting differences between clickbait and non-clickbait categories which include
-but not limited to- sentence structure, word patterns etc. are highlighted in [8]. They
depend on an amusing set of 14 hand-crafted features to distinguish clickbait headlines.
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Linguistically-infused neural network model was used in [9] to effectively classify
twitter posts into trusted versus clickbait categories. They used word embeddings and a
set of linguistic features in their model. The separation between the trusted and
clickbait classes is done by contrasting several trusted accounts to various prejudiced,
ironic, or propaganda accounts. At the end, their approach could classify the writing
styles of the two different kinds of account.

An interesting model was proposed by Zhou for Clickbait Challenge 2017 [10]. He
employed automatic approach to find clickbait in the tweet stream. Self-attentive neural
network was employed for the first time in this article to examine each tweet’s prob-
ability of click baiting.

Another successful method [11], which was proposed in Clickbait Challenge 2017,
used ensemble of Linear SVM models. They showed that how the clickbait can be
detected using a small ensemble of linear models. Since the competitors were allowed
to use external data sources, they were used in their research in order to find the pattern
of non-clickbait headlines and expand the size of their training set.

In [12], they developed linguistically-infused network model for the Clickbait
Challenge 2017 that is able to learn strength of clickbait content from not only the text
of the tweets but also the passage of the articles and the linked images. They believed
using the passage of the articles and the linked images can lead to a substantial boost in
the model’s performance. They trained two neural network architectures which are
Long Short-Term Memory (LSTM) [13] and Convolutional Neural Network (CNN).
Their text sequence sub-network was constructed using embedding layer and two 1-
dimensional convolution layers followed by a max-pooling layer. They initialize their
embedding layer with pre-trained Glove embeddings [14] using 200-dimensional
embeddings.

In [15], another model was proposed using neural networks for the Clickbait
Challenge 2017. In the text processing phase, they used whitespace tokenizer with
lower casing and without using any domain specific processing such as Unicode
normalization or any lexical text normalization. Then all the tokens were converted to
the word embeddings which were then fed into LSTM units. The embedding vectors
were initialized randomly. They employed batch normalization to normalize inputs to
reduce internal covariate shift. Also, the risk of over-fitting was reduced through using
dropout between individual neural network layers. At the end, individual networks are
fused by concatenating the dense output layers of the individual networks which then
were fed into a fully connected neural network.

A machine learning based clickbait detection system was designed in [16]. They
extracted six novel features for clickbait detection and they showed in their results that
these novel features are the most effective ones for detecting clickbait news headlines.
Totally, they extracted 331 features but to prevent overfitting, they just kept 180
features among them. They used all the fields in the dataset such as titles, passages, key
words in their model for extracting these features.

In [17], they introduced a novel model using doc2vec [18], recurrent neural net-
works, attention layers, and image embeddings. Their model utilized a combination of
distributed word embeddings and character embeddings using Convolutional Neural
Networks. Bi-directional LSTM was employed with an attention layer. Another CNN
was employed for learning the embeddings for the images.
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3 Data Analytics

The clickbait challenge’s dataset includes posts from Twitter. Online news media
usually use Twitter to publish their links to attract users to their news website. Each
post, which is called a tweet, is a short message up to 140 characters that can be
accompanied with an image and a hyperlink. Each post is stored in the dataset using
JSON object which its structure is described in the Table 1.

Human evaluators were employed to assign a clickbait score to each tweet. They
had four following options for each tweet:

• Score 0: not click baiting (option 1)
• Score 0.33: slightly click baiting (option 2)
• Score 0.66: considerably click baiting (option 3)
• Score 1: clickbait (option 4)

Each tweet was evaluated by 5 evaluators and all the given scores are saved. They
provided three datasets for the contesters which one of them does not have labels. Also,
they had test dataset for final evaluation of the models which has not been released yet.
The information regarding the size of the provided datasets for the participants are
shown in the Table 2. As we can see in the Table 2, both datasets 1 and 2 are
imbalanced since the number of non-clickbait tweets in datasets 1 and 2 are 2.1 and 3.1
times bigger than the number of clickbait tweets respectively.

Table 1. Structure of the JSON object

Name of object Description

ID The unique ID of the JSON object
postTimestamp The publish date and time
postText The text of the tweet
postMedia The picture that was published with the tweet
targetTitle The title of the linked article
targetDescription Description of the article
targetKeywords The keywords of the actual article
targetParagraphs The content of the actual article
targetCaptions All the captions that exist in the article
truthJudgments Contains 5 scores which were given by human evaluators
truthMean Mean of human evaluators’ scores
truthMedian Median of human evaluators’ scores
truthClass A binary field that indicates the post is clickbait or not

Table 2. Statistical information of the datasets

Datasets Number of tweets Clickbaits Not clickbaits

Dataset 1 2495 762 1697
Dataset 2 19538 4761 14777
Dataset 3 80012 ? ?
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So, the target variable that competitors should predict is the mean clickbait score of
each post. They did not mention how the binary labels are assigned. It is not based on
conventional 0.5 threshold on the mean score since the minimum mean score for the
clickbait label is 0.39, and the maximum mean score for non-clickbait label is 0.59.
However, the median judgment score is completely in line with the clickbait and non-
clickbait labels which is shown in the Fig. 1.

As we can see in the Fig. 1, all the tweets that their median judgment score is 1 or
0.66667 are in the clickbait category. In contrast, those their median judgement score is
0 or 0.33333 are in the non-clickbait category. So, we can conclude that if the sum of
selected “slightly click baiting” and “not click baiting” options is bigger than the sum
of two other options, the tweet will be labeled as non-clickbait. Otherwise, it would be
considered as a clickbait. So, for determining the label of the tweets, there is no
difference between option 1 and option 2 (i.e. “not click baiting” and “slightly click
baiting”). Also, there is no difference between option 3 and option 4 (i.e. “considerably
click baiting” and “click bait”) as well.
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Fig. 1. Total count of tweets based on the median of the tweets’ scores for each binary label

Fig. 2. Boxplot of the tweets’ mean judgement score in each binary class
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Also, the min, quartile1, median, quartile3, and max of scores for bot clickbait and
non-clickbait classes are depicted in the Fig. 2. As we can see in the Fig. 2, the
maximum value for the mean judgement score of the tweets in non-clickbait category is
equal to 0.6. Also, there are some tweets in clickbait category which their mean
judgement score is below 0.5.

Figure 3 shows the distribution of mean judgement score for the tweets in both
clickbait and non-clickbait categories. It can be seen how clickbait and non-clickbait
tweets have overlap between 0.4 and 0.6 values in terms of mean judgement score.

Figure 4 shows the distribution of tweets based on their post length with respect to
the number of tweets in each class. The vertical axis shows the percentage of tweets in
each class while the horizontal one represents the post length. As we can see in the
Fig. 4, the percentage of short tweets in the clickbait class is higher than the one for the
non-clickbait class.

One of the issue regarding the data set is that while the evaluators are provided with
both the post text and a link to the target article, they were not obliged to read the actual
article. So, we can consider the judgements are just based on the post texts.

Also, the scores for the tweets are dependent to the evaluator’s background,
knowledge, and topics of interest. So, there should be some noises in the dataset
because of the existing differences between evaluators. It was found there are 408 post
texts that existed in more than one samples. For example, there are nine samples with
the post text “10 things you need to know before the opening bell” which 8 of them
were labeled as clickbait and one of them was labeled as non-clickbait. Or there are 14
samples with the post text “Quote of the day:” which two of them are labeled as
clickbait.
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Fig. 3. Distribution of clickbait and non-clickbait tweets based on mean judgement score
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4 Proposed Model

To find the best model for clickbait detection, different kind of deep learning archi-
tectures were implemented and trained, and their results on our test dataset were
compared with each other in order to find the best one among them. For example, one
of the models was similar to the model that was proposed by Taghipour [19] for
automatic essay scoring which used Convolutional Neural Network along with LSTM
to find the scores for each article. The other model was similar to [20] which employed
CNNs for text classification task.

The model that achieved the lowest Mean Squared Error is shown in the Fig. 5. In
this model, we used bi-directional GRU for clickbait detection. Since the test data
which was used to compare the contestants’ models has not been published yet, we
created our test data set in this research using 30% of the Dataset 2 using stratified
sampling technique. The models were trained on the training dataset and then they were
evaluated using our test data set.

Aswe can see in Fig. 5, the first layer is an embedding layer which transforms one-hot
representation of the input words to their dense representation. We initialized embedding
vectors using 50, 100, 200, 300 dimensions using GloVe word embeddings [14].

The next layer is a combination of forward GRU and backward GRU. We evaluated
bidirectional simple recurrent units [21], bi-directional GRU, and bi-directional LSTM
in order to find the best architecture for the clickbait detection task. The result showed
that bi-directional GRU outperformed the two other structures.

The GRU employs a gating approach to trail the input sequences without utilizing
separate memory cells. In GRU, there exists two gates which are called update gate zt
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Fig. 4. The distribution of tweets based on their post length with respect to the number of tweets
in each class
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and reset gate rt. These two gates are used together in order to handle how to update
information for each state. The reset gate and update gate are calculated for each state
based on the formula (1) and formula (2) respectively.

rt ¼ r Wrxt þUrht�1þ brð Þ ð1Þ

zt ¼ r Wzxt þUzht�1þ bzð Þ ð2Þ

Wr, Ur, br, Wz, Uz, bz are the parameters of GRU that should be trained during the
training phase. The candidate state will be calculated at time t using the formula 3.

h�t ¼ tanh Whxt þ rt � Uhht�1ð Þþ bhð Þ ð3Þ

� denotes an elementwise multiplication between the reset gate and the past state.
So, it determines which part of the previous state should be forgotten. Finally, formula
(4) is responsible to calculate the new state.

ht ¼ 1� ztð Þ � ht�1þ zt � h�t ð4Þ

Update gate in formula (5) (i.e. zt) determines which information from past should
be kept and which new calculated information should be added. The forward way reads
the post text from x1 to xN and the backward way reads the post text from xN to x1. This

process is shown through following formulas where hn
!

and hn
 2 Rd1 and d1 is a

hyperparameter.

Fig. 5. The proposed model for clickbait detection

Using Neural Network for Identifying Clickbaits in Online News Media 227



hn
!¼ GRU

���!
xn; hn�1

��!� �

ð5Þ

hn
 ¼ GRU

 ���

xn; hnþ 1
 ��

� �

ð6Þ

So, the annotation of the given word xn can be calculated through concatenation of

hn
!

(i.e. the forward state) and hn
 

(i.e. the backward state) which is shown in formula 7.

hn ¼ ½hn
!
; hn
 � ð7Þ

At the end, we used single layer perceptron with sigmoid activation layer in order to
figure out the probability of how much clickbait is the tweet.

We trained our model on “postText”, “targetDescription”, and “targetTitle” sepa-
rately in order to find which one is better to be used for the clickbait detection task and
their results are shown in the Figs. 6, 7, and 8 respectively.

As we can see in the Figs. 6, 7, and 8, the best result achieved when we trained our
model on “postText”. That is because human evaluators did not pay attention to the
other data fields for labeling the tweets as much as they paid attention to the
“postText”.

For the training part, mini batched gradient descent with the size of 64 was selected.
Mean squared error was selected for the loss function. Drop out technique was
employed for Embedding, forward GRU, backward GRU layers. The model was run
with different sets of hyperparameters (i.e. hidden layer sizes, depth, learning rate,
embedding vector size, and drop out) in order to find the best tuning for the model.
Also, the embedding layer was initialized using the GloVe embedding vectors with
different dimensions.

Performance of the models over different number of dimensions was tested, and the
result shows 100-dimensional GloVe embeddings have lower mean squared error in
comparison with other embedding vectors. After tuning the hyper parameters using our
own test dataset, we found out the best value for the dropout of the embedding layer is
0.2, and for the input and output of the bi-directional GRU is 0.2, and 0.5 respectively.
For the optimizer, we used RMSprob and the size of both forward GRU and backward
GRU is 128 which makes the final representation of the tweets a vector with the length
of 256.

Then we used all the available labeled datasets (i.e. test, validation, and training
datasets) to train our model. Then the model was run on the Clickbait Challenge’s test
dataset using TIRA environment [22]. The proposed model gained the first rank among
other models in terms of Mean Squared Error. Mean Squared Error was used as a main
measure to rank the proposed models. Also, the proposed model gained the lowest run-
time among all others as well. The result of the proposed model on Clickbait Chal-
lenge’s test dataset is shown in Table 3. Moreover, the result of the proposed model is
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compared with the other models in terms of Mean Squared Error in Fig. 9. The result of
the proposed model along with the full list of other models are accessible through the
competition’s result webpage [23] which the name of the proposed model is Albacore.

Fig. 6. Mean squared error of the model using “postText” for training.

Fig. 7. Mean squared error of the model using “targetDescription” for training.
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Fig. 8. Mean squared error of the model using “targettitle” for training.

Table 3. Result of the proposed model on clickbait challenge’s test dataset

MSE Median
absolute error

F1
score

Precision Recall Accuracy R2
score

Runtime

0.0315 0.122 0.67 0.732 0.619 0.855 0.571 00:01:10
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Fig. 9. Comparison between the proposed model (i.e. albacore) with other models in terms of
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5 Conclusion

In this research, the state of the art machine learning algorithms which were proposed
for clickbait detection, are introduced. Then a recurrent neural network model was
proposed which beat the first ranked model in the clickbait challenge 2017 in terms of
the mean squared error measurement. We used mean squared error for model com-
parison since Clickbait challenge 2017 used this measurement to rank the models.

The proposed model does not rely on any feature engineering tasks which means
they are able to learn the representation automatically in order to classify tweets into
clickbait and non-clickbait categories. There exist some very complex models in
clickbait challenge 2017 that they did not achieve good result. They tried to utilize all
the provided information in the dataset such as images, external linked articles, key-
words, etc. to decide whether the headlines are clickbaits or not. In contrast, the
proposed model only uses “postText” field. Also, the proposed model does not cal-
culate the distribution of the annotations’ probability. Instead of it, just the probability
of the clickbait will be calculated which made the proposed model much simpler by
converting multi classification task to the binary classification.
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Abstract. Named Entity Recognition in the clinical domain and in lan-
guages different from English has the difficulty of the absence of complete
dictionaries, the informality of texts, the polysemy of terms, the lack of
accordance in the boundaries of an entity, the scarcity of corpora and of
other resources available. We present a Named Entity Recognition method
for poorly resourced languages. The method was tested with Spanish radi-
ology reports and compared with a conditional random fields system.

Keywords: Named entity recognition · Spanish · Radiology reports ·
BioNLP

1 Introduction

Named entity recognition (NER) is an information extraction task, whose goal
is to identify instances of specific kind of information units in text and assign
them a class. It was originally applied to carefully-written text, such as newswire.
Afterwards, it began being applied to other domains, such as the biomedical, for
identifying genes, proteins, drug names and diseases, among others.

The approaches to solve the NER problem include: dictionary-based, rule-
based, statistical-based, machine learning (ML) and combined approaches [10,27].

The biomedical domain is specially challenging due to (1) its highly special-
ized terminology including a lot of often polysemous abbreviations and acronyms,
(2) the use of non-standardized naming conventions and the lack of standards,
even among specialists, regarding to which is the boundary of an entity, and
(3) the variety of genres and author profiles, owning specific jargon and sub-
languages. In addition, following situations, that highlight the challenges of NER
task in the biomedical domain are described in [10,18]:

– the absence of complete dictionaries for some biological or medical named
entities (NEs) and the fact that new entities are added frequently,

c© Springer Nature Switzerland AG 2019
J. A. Lossio-Ventura et al. (Eds.): SIMBig 2018, CCIS 898, pp. 233–248, 2019.
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– abbreviations and other medical terms are often polysemous,
– there might be different ways of referring to the same entity, and
– frequently, medical terms are multi-word units, so there is a need for determin-

ing name boundaries and resolving overlap of candidate names. As mentioned
in [18], it is easier for a system and for a human to determine if an entity is
present or not in a text than to determine its boundaries.

Additionally, there is no standard criteria in the evaluation of biomedical NER
systems. Not only the boundary of named entities, but also their class is often
ambiguous, due to criteria differences among specialists. Therefore, different
matching criteria have been used for Bio-NER1 system evaluations. Further-
more, datasets are usually not published due to confidentiality issues. Accord-
ingly, usually gold standards have to be generated. The lack of standard metrics,
of publicly available datasets, and of standard annotation criteria makes the com-
parison of different implementations difficult. The processing of medical reports
in languages other than English, such as Spanish adds a further difficulty, since
there are less resources available.

In this paper we describe different approaches we have followed in order to
detect anatomical entities (AEs) and clinical findings (FIs) in a set of Span-
ish radiology reports. The recognition of these entities is useful because: (a) it
enables the possibility to structure and normalize the information, (b) it offers
the opportunity to detect relations among findings and anatomical sites where
they occurred, (c) if negation is taken into account, identifying which reports
contain clinical findings could allow the indexing of only relevant documents and
discard those which are not relevant (do not contain clinical findings). This is
as a classification task and can serve for the purposes of identifying later on,
which are the specific occurrence of clinical findings in the relevant reports, and
(d) it could serve to notify physicians about the findings, some of which could
require immediate action (alert generation). The obtention of timely information
is critical in case of urgent or important findings [6]. Its automatic detection and
communication is being studied [12,17].

Most of the work in biomedical NER has focused in the recognition of gene
and protein names in formal texts and for English.

To detect entities, we propose and evaluate two different approaches: (1) SiM-
REDA, a Simple Entity Detection Algorithm for Medium Resources languages,
that is based on a lookup of terms from a specialized vocabulary, on morpho-
logical knowledge and on knowledge of PoS tag patterns of AEs and FIs, and
that was conceived by us as a method for BioNER in poor and medium resource
languages, and (2) a ML approach, based on conditional random fields (CRF).
The rest of the paper is organized as follows. Section 2 presents previous work
in the NER domain. Section 3 presents the data used and the methods devel-
oped. Section 4 shows the results obtained, which are discussed after, in Sect. 5.
Finally, Sect. 6 presents conclusions and future work.

1 Bio-NER refers to biomedical named entity recognition systems.
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2 Previous Work

A number of surveys have been carried out on the NER task. Various address
the biological domain [3,8,28,30].

Spanish has been introduced in CoNLL-2002 and MET-1 events. Usually
efforts in NER are dedicated to a specific genre and domain. To port a system to
a new domain or textual genre constitutes a major challenge [22]. An overview of
works dedicated to different genres and domains and also reference to previous
studies can be seen in [20]. The initial approaches for NER were dictionary
and rule-based. The first ones look for the appearance of terms belonging to
terminologies in the texts (with exact or exact string matching). Rule-based
techniques use domain knowledge or information obtained through analysis of a
subset of the data. They usually have good results [31], but its construction is
time consuming and often not reusable in other datasets.

Statistical methods are also used for NER. They are sometimes combined
with dictionary or rule-based techniques [4]. ML methods can be supervised,
for which a considerable amount of training data is needed, semi-supervised,
as bootstrapping, or unsupervised. Among the supervised methods, there are
classification-based and sequence-based approaches. Examples of the first are
Naive Bayes (NB) and Support Vector Machines (SVM) [29]. Sequence-based
approaches consider sequences of words instead of individual words or phrases
considered in the classification-based approaches. Some examples include Hid-
den Markov Models (HMM) [26] and Conditional Random fields (CRF).2 CRFs
were the best performing systems in various challenges and have been highly
ranked in others [27]. Some implementations can be seen in [5,25]. Different fea-
tures used for these methods are described in [28]. See [27] for more HMM and
CRF approaches descriptions. Nowadays, models developed using deep neural
networks architectures provide very competitive results. As a drawback, a big
amount of training data has to be available. Many semi-supervised methods for
NER in the general domain are reviewed in [20]. Unsupervised learning methods
are typically based on clustering. Methods are usually based on lexical resources
and on large corpus of statistics taken from unannotated texts. See [20] for a
review.

The impact of feature engineering in order to improve the performance of
different models, such as CRF, SVM or neural networks in the clinical NER task
for Spanish, English and Swedish is reported in [33].

A NER system for Spanish electronic health reports with the goal to access
their factuality with a NegEx3 implementation has been presented in [24]. Differ-
ent techniques are evaluated. Their best result consists in a CRF implementation,
tested with 75 electronic health reports annotated with an IAA of 90.53%. As fea-
tures they use four characters prefixes and suffixes and transform terms to lower
case. They consider entities that overlap as partial match. Freeling-Med [21] is
used in another study as a way to automatically tag named entities. They test it

2 CRF, are defined in Sect. 3.3.
3 Negex is the most popular system for detecting negations and their scope.
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with 20 clinical reports looking for diseases, drugs and substances. They achieve
high F1s, but use following extremely loose matching criteria: “two elements are
considered to be equivalent if an element given by the system is entirely con-
tained within an extension of a manually tagged element by six positions both to
the left and to the right”. A tool similar to UMLS MetaMap Transfer (MMTx)4

has been presented in [7] for the identification of Spanish SNOMED CT5 terms
corresponding to the procedures and disruptions hierarchies in Spanish clinical
notes. The tool is tested with 100 clinical notes. An inverted index is used and
a score is assigned to the retrieved terms, depending on the length of the query
with respect to the retrieved terms. It is integrated with MOSTAS [13], a tool
that normalizes abbreviations and acronyms, anonymizes reports and corrects
spelling errors. Table 1 shows the results for Spanish NER in the medical domain.

Table 1. NER results for Spanish in the medical domain. References, type of docu-
ments: ClR: clinical reports, CN: clinical notes, EHR: electronic health reports. Entity
types: DS: diseases, DRP: disruptions, DR: drugs, PR: procedures, SB: substances,
and SN: SNOMED CT. Other references: doc.: documents, ent.: entities. First results
correspond to exact matches. Results marked with (*) correspond to lenient matches
and (**) to extremely loose lenient matches.

Paper # reports IAA P R F1 doc. types ent. types

[7] 100 66% 0.43
(0.72*)

0.06
(0.09*)

0.11
(0.16*)

CN DRP
(SN)

0.35
(0.70*)

0.07
(0.55*)

0.06
(0.10*)

PR
(SN)

[24] 75 90.53% 0.36
(0.70*)

0.45
(0.83*)

0.40
(0.76*)

EHR DS

[21] 20 - (0.97**) (0.80**) (0.88**) ClR DS

(1.00**) (0.96**) (0.98**) DR

(0.84**) (0.92**) (0.88**) SB

3 Material and Methods

In this section we will explain the data used for training (when it applied) and
for testing purposes, the preprocessing applied to reports, and the lexicons used.
SiMREDA algorithm and the CRF algorithm and its feature selection are pre-
sented next. As previously mentioned, SiMREDA was thought as a solution for
cases were there are no low or medium resources available (lexicons, corpora,
software tools). CRF was thought as a relatively easy to implement solution for
NER when annotated datasets are available. Then, we explain the exact match
and a lenient matching evaluation metric used and how they work.
4 https://mmtx.nlm.nih.gov/MMTx/.
5 https://www.snomed.org/snomed-ct.

https://mmtx.nlm.nih.gov/MMTx/
https://www.snomed.org/snomed-ct
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3.1 Data

We worked with 513 radiology reports of an Argentinian hospital that were
anonymized and annotated by us. Reports are short, approximately 6% of AEs
and FIs are written in an abbreviated way, it contains some non-sentences and
lack of punctuation signs. Furthermore, many texts lack diacritics. For the sake
of uniformity we decided to remove all of them. We also normalized our reports
transforming every word to lowercase. Table 2 describes the composition of the
dataset and Table 3 shows the number of AEs and FIs and the number of abbre-
viations and acronyms found in the annotated dataset. For details about the
process followed, schema and elaborated guidelines to annotate the dataset refer
to [11].

Table 2. Composition of the dataset.

Concept Number

Number of radiology reports 513

Total amount of words 36,211

Total amount of sentences 4,175

Avg. sentences per report 8

Avg. words per sentence 9

Table 3. Type and amount of entities, modifiers and other characteristics in the anno-
tated reports.

Type Total Different

Anatomical entities 4,398 405

Finding 2,637 745

Abbreviations 880 105

Both NER algorithms are going to be evaluated with the same dataset. We
split the annotated dataset into the development dataset (80%) and the testing
dataset (20%). For CRF we tested different features with 5-fold cross-validation
in the development dataset. Both algorithms were tested with the testing dataset.

3.2 SiMREDA Algorithm

We proposed and implemented SiMREDA, a Simple Entity Detection Algorithm
for Medium Resources languages. The algorithm takes as input radiology reports
and gives as output the same reports with the anatomical entities and clinical
findings automatically tagged. It has three modules and some variants, as shown
in Fig. 1. The first module is its basic module. Modules 2 and 3 are additions.
Next, we describe the three modules.
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Fig. 1. Schema of SiMREDA algorithm. Its modules and variants.

Module 1: Inverted Index. The module consists in a lookup of terms that
come from a specialized vocabulary through the use of an inverted index. As
specialized vocabulary we try two alternatives: RadLex6 a vocabulary specific
of the radiology domain, but that had to be translated into Spanish (variant 1)
and SNOMED CT, that is not specific of the radiology domain, but exists in
Spanish (variant 2). In variant 1, we translate to Spanish all RadLex AEs and
FIs. Therefore, we use Google Translate (GT), enhanced through mappings with
UMLS and Wikipedia. Also a subset of the translated terms were corrected by
a physician of the radiology domain. Variant 2 takes SNOMED CORE Problem
list subset as FIs and a subset of its Body Structure and Substance categories as
AEs. No translation is needed. In variant 1 each word appearing in the translated
terms is added to an inverted index. Stopwords are excluded. Each entry of the
inverted index points to the RadLex terms where it appears and gets the most
frequent class assigned (anatomical entity or clinical finding). The process with
variant 2 is similar using SNOMED CT instead of RadLex. See Table 4 for an
example of an inverted index of RadLex terms translated into Spanish.

Those words that appear in the reports and that also belong to the inverted
index are tagged as anatomical entities or as findings, according to the class
assigned in the inverted index. Adjacent sequence of words belonging to the
same class are tagged together with their corresponding class. For example,
lets assume we have following text: se visualiza prolapso de la válvula mitral
(a mitral valve prolapse has been noticed). After running the algorithm that
tags terms according to their presence in RadLex we would get: “se visual-
iza <FI>prolapso</FI>de la<AE>válvula</AE><AE>mitral </AE>” if we

6 https://www.rsna.org/RadLex.aspx.

https://www.rsna.org/RadLex.aspx
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Table 4. Example of inverted index for RadLex terms heart, heart valve, ischemic heart
disease, basal zone of the heart, aortic valve, mitral valve, mitral valve insufficiency,
insufficiency fracture and heart failure translated to Spanish. The first column has the
indexed words. The second column has the RadLex terms, where the words occur, and
the third column has the class assigned to the word, that depends on the class of the
RadLex terms, where the word appears. The table should also have entries for the
words ischemic, disease, basal, zone, aortic, mitral, fracture and failure (we do not add
them because of space constraints).

Word RadLex terms Class
asigned

corazón
(heart)

“corazon” (AE), “válvula del corazon” -heart valve-
(AE), “enfermedad isquémica del corazon” -ischemic
heart disease-(FI), “zona basal del corazón” -basal zone
of the heart- (AE),...

AE

válvula (valve) “válvula del corazon” -heart valve- (AE), “válvula
aórtica” -aortic valve- (AE), “válvula mitral” -mitral
valve- (AE), “insuficiencia de la valvula mitral” -mitral
valve insufficiency- (FI),...

AE

insuficiencia
(insufficiency)

“insuficiencia de fractura” (FI) -insufficiency fracture-,
“insuficiencia de la valvula mitral” -mitral valve
insufficiency- (FI), “insuficiencia cardiaca” -heart
failure- (FI)...

FI

assume that prolapso appears in RadLex more times in terms referring to FIs
than in terms referring to AEs and if we consider the class assigned to válvula
in Table 4. Then, if there are contiguous words of the same class (in this case
we have válvula and mitral, both tagged as anatomical entities) we tag them
together with their corresponding class. In this case we would get: “Se visualiza
<FI>prolapso</FI> de la <AE>válvula mitral</AE>”. As a result, as the
algorithm output, we have a set of radiology reports with terms referring to
AEs and to FIs automatically tagged according to the translation to Spanish of
RadLex anatomical and clinical finding terms.

Module 2: Morphological Analysis. Graeco-Latin morphemes are used in
medical terms of many languages, including Spanish. Even a small number of
morphemes of Greek and Latin origin can generate a large amount of terms
[15,32]. Therefore, their lookup can help discover clinical findings that do not
appear in the lexicons, that are not correctly translated to Spanish or that are
not well written in reports. Thus, the second module considers the appearance
of those morphemes.

We implemented a simple module to detect Graeco-Latin morphemes. There-
fore, we compiled a dictionary of morphemes, that includes their type -prefix or
suffix- and meaning. The dictionary was built based on a reduced subset of [2].
Those words, that include morphemes corresponding to findings, in the correct
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position (as suffix or as prefix) are tagged as FIs replacing the tag assigned based
on RadLex terms (Module 1). For example, ascitis -ascites- is not tagged as a
finding based on RadLex, but our morpheme detection module detects the suffix
-itis, so it assumes that ascitis is a FI and tags it as such.

The detection of morphemes related to the medical domain might also help us
improve the dictionary-based approach by detecting terms that are misspelled.
For example, epatitis for hepatitis. Nevertheless, not all the words that contain
the previously described morphemes are medical terms (consider, for example,
homologo -homologous- for suffix logo). Furthermore, there are words that con-
tain more than one morpheme related with the medical domain (peritonitis
-peritonitis-).

Module 3: Pattern Detection. Usually AEs and FIs satisfy certain PoS tag-
ging patterns. For example, from 20% of our development dataset that we used
to analyze the PoS tag sequences of the annotated anatomical entities and clin-
ical findings, we discovered that many of the anatomical terms beginning with
a noun continue with an adjective, that is also considered part of the AE (e.g.
test́ıculo izquierdo -left testicle- and pared abdominal -abdominal wall -, both nouns
followed by adjectives). In many cases only the noun is tagged by our Module 1.
We analyze the PoS tag patterns present in the previously mentioned subset of
our development dataset and look for these patterns in the radiology reports in
order to improve SiMREDA results, expanding the named entities to the adjec-
tives (in this example). So, “[test́ıculo](AE) izquierdo” is expanded to “[teśıculo
izquierdo](AE)”. This constitutes module 3. Tables 5 and 6 show the most frequent
PoS tagging sequences of anatomical entities and clinical findings appearing in
the selected subset of the development dataset. In these tables, columns 3 and 4
show the percentage of annotated entities that have the pattern listed in column
1 and the accumulated percentage. The last column shows the probability that a
sequence that has the PoS tags analyzed in the row and whose first word is tagged
as an AE (Table 5) or a FI (Table 6) is an AE or a FI respectively.

Table 5. Detected anatomical entity patterns.

PoS tag
sequence

Example Perc. (%) Acum.
perc.(%)

Prob. of
being AE

NC bazo (spleen) 75.88 75.88 1.00

NC-AQ músculo pilórico (pyloric muscle) 17.31 93.18 0.76

NC-NC venas porta (portal veins) 1.66 94.84 0.63

3.3 Conditional Random Fields (CRF)

Conditional random fields are probabilistic models used to predict sequences of
labels based on sequences of input samples. A text can be seen as a sequence of
tokens. We can say that each token has an associated vector of features, such
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Table 6. Detected finding patterns. liquido is tagged as a verb, while it should be a
noun (this happens because the accent is missing, ĺıquido is the correct word).

PoS tag
sequence

Examples Perc. (%) Acum.
percentage (%)

Prob. of
being FI

NC ovariocele (ovariocele) 35.65 35.65 1.00

VMP dilatadas (dilated) 14.57 50.22 1.00

VMI-AQ liquido libre (free fluid) 12.61 62.83 1.00

NC-AQ hipertrofia pilrica (pyloric stenosis) 9.57 72.4 0.81

VMP-
SP-NC

aumentada de tamao (increased in
size)

4.57 76.97 0.92

AQ b́ıfida (bifid) 2.39 79.36 1.00

NC-SP-
DA-NC

incremento de la vascularizacion
(increase in vascularization)

1.96 81.32 0.60

as the word’s part of speech tag, the word’s suffix of a given length and an
indication as to whether the word is capitalized or not. The input of CRF is the
sequence of tokens of the text. The features of a token and the pattern of labels
assigned to previous words are used to determine the most likely label for the
current token. In linear chain CRF only the label of the previous token is used.
As mentioned in a previous section, CRF have been successfully used for NER
and also for some other natural language processing tasks, such as PoS tagging.

We tried different set of features, some provided in different NER tasks and a
set of features proposed by ourselves. We used our development dataset in order
to decide the best set of features. Once we decided which to use, we used the whole
development dataset as training set, and we tested the results with our testing
dataset. The best set of feature is one proposed in [14] for the solution of CLEF
eHealth 2015 task 1b (NER forFrench).Nevertheless, the relative difference among
its F1 and those of our proposed feature set is very low (0.57 % relative improve-
ment). We selected this set of features, that includes: lexical (lower case), morpho-
logical (four characters prefix and four characters suffix), reduced PoS tags, ortho-
graphic features and shape-related features (length of the token, whether the token
begins with a capital letter, whether all its characters are capital letters, whether
it contains only digits, only letters or letters and digits). It also takes into account
context for morphology features and for PoS tags.

3.4 Evaluation of Results

We will measure our algorithms with the classical exact match metrics (preci-
sion (P), recall (R) and F1) and with a lenient (or approximate) match metric,
based on the MUC challenge evaluation metric and that scores partial matches
(matches with wrong boundary and same entity type) as half of an exact match.
Metrics are explained in detail in [9] and in the Scoring Software User’s Manual.7

7 The Message Understanding Conference Scoring Software User’s Manual. https://
www-nlpir.nist.gov/related projects/muc/muc sw/muc sw manual.html, accessed
June 2017.

https://www-nlpir.nist.gov/related_projects/muc/muc_sw/muc_sw_manual.html
https://www-nlpir.nist.gov/related_projects/muc/muc_sw/muc_sw_manual.html
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4 Results

In this section we present SiMREDA and CRF algorithms results, that can be
seen in Table 7.

Precision, recall and F1 measure were calculated against every entity type
(AE and FI) and a final overall score, that considers both entity types is also
given for all the measurements. Similarly, precision, recall and F1 for partial
boundary matching is calculated for every entity type (AEPM and FIPM) and
a final overall score (totalPM) is calculated. In both cases we used the testing
dataset composed by 20% of the annotated 513 reports (103 reports).

We are interested in a solution that retrieves a high rate of relevant entities
and that the entities retrieved by the solution are actually positive (high recall
and high precision). Hence, we will choose F1 metric, that balances precision
and recall, as the metric in order to compare results.

Table 7. SiMREDA implementation compared to CRF implementation. Exact and
partial match results are shown for each entity type and the overall measure (total) is
also shown.

NE SiMREDA compared to CRF

SiMREDA CRF

P (%) R (%) F1 (%) P (%) R (%) F1 (%)

AE 58.74 73.25 65.20 92.09 91.56 91.82

FI 56.21 48.68 52.17 85.78 74.95 80.00

total 58.00 64.10 60.90 89.68 84.70 87.12

AEPM 65.46 77.23 70.86 95.00 92.61 93.79

FIPM 59.86 54.49 57.05 88.46 80.06 84.05

totalPM 63.73 68.9 66.21 92.42 87.45 89.87

Table 8 presents the Graeco-Latin morphemes related to findings, that were
discovered in the testing dataset.

Table 8. Morphemes related with medical terms appearing in the test set.

Morpheme Category Number of appearances
(distinct)

-itis Finding 5 (2)

-megalia Finding 18 (3)

-osis Finding 8 (4)
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5 Analysis of Results

Regarding SiMREDA, results are lower than CRF. Even though, they are better
than results for NER detection in Spanish clinical texts presented in Table 1.
SiMREDAs results are similar to best CLEF 2015 and 2016 results (for MED-
LINE articles written in French). Nevertheless, results are difficult to compare
since the definition of named entities differ, in some of the cases the languages
are different, and also lenient match definitions differ.

Other results, not shown in Table 7 is described next. The use of translated
RadLex AEs and FIs had better results than the use of SNOMED CT clinical
findings and anatomical entities. This is probably because the second vocabulary
has many terms that do not belong to the radiology domain, which decreases
SiMREDA’s precision. Furthermore, it does not contain terms specific of the
radiology domain (as RadLex does), which decreases recall.

The improvement of only 10% of RadLex translations derived in a relative
F1 increase of anatomical entities and findings of ∼7% and ∼4% respectively.
Therefore, we conclude that it makes sense to invest effort in improving the
translations.

Only 31 findings with Graeco-Latin suffixes appear in our testing dataset.
Therefore, the addition of Module 2 does not improve the results in a very
noticeable way (overall F1 increase of less than 1%). However, the detection of
morphemes related to the medical domain helped us to detect terms that are
misspelled. For example, etenosis for estenosis -stenosis- were found in reports
and detected as findings by Module 2.

As expected, partial match results are always higher than exact match results.
For example, as reported in Table 7, the overall SiMREDAs F1 is 60.90 with exact
match. Partial match achieves a relative increase in F1 of 8.72%.

Also, findings show a greater increase in partial match F1s than AEs. We
believe this is motivated, because it is much more complex to determine the
boundaries of a FI than those of an AE. This issue was also reported during
annotation. Furthermore, in our dataset findings have longer terms (in amount
of words composing them) than anatomical entities, which makes its boundary
detection a harder problem.

Some errors are due to following causes:

– tokenization problems: the text (...)ascitis- appeared in one of the reports.
The tokenizer did not separate the word ascitis from the symbol -, so ascitis
was not recognized by our algorithm as a finding.

– annotation criteria (a decision was taken to annotate implants, such as kidney
implant as an AE. The algorithm does not annotate implant as part of an
anatomical entity. Also, for example, ovarian cyst should be annotated as
[ovarian cyst](FI), while the algorithm detects [ovarian](AE) [cyst](FI)).
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– annotation inconsistencies: there is a number of errors and inconsistencies in
the annotations. Some of them, like the omission of annotation of entities
(such as bile duct and dilated), the incorrect classification of entities (such as
gallbladder as FI) erroneously worsens the results. The annotation of entities
with wrong boundaries explains, in part, the difference of performance among
the exact match and the partial match.

Our CRF results outperform others obtained with the same feature set for
French [14] (the original proposal of the feature set) and for German [23].8 Since
all results are tested with different genre of data and in different languages it is
not easy to draw a conclusion about the differences in the results. In Spanish
and in French anatomical entities have a higher F1 than findings. That is what
usually happens. It can be also noticed that results with our Spanish dataset
are better in both entity types than in the original French implementation. This
might have to do with the fact that our corpus is of a restricted domain -only
radiology reports, while the French implementation has EMEA and MEDLINE
articles-, that in our case we had two entity types, while the other case had to
select among 10 entity types, and that we trained with 410 reports and tested
with 103, while in the French case, 836 MEDLINE titles and 4 EMEA documents
were used for training and 832 MEDLINE titles and 12 EMEA documents were
used for testing. Besides, the definition of AE and FI among both systems does
not necessarily coincide.

As can be seen in Table 7, as expected, CRF outperforms SiMREDA for exact
as well as for partial match. Both methods require manually created resources:
SiMREDA a lexicon and the elaboration of rules and CRF an annotated corpus.
The CRF algorithm is much better, but SiMREDA is adequate when there are
few resources available for annotation.

Concluding, the development of a dictionary-based algorithm enhanced with
rules is more laborious than a ML approach such as CRF. In cases as ours,
where there do not exist specific resources for the radiology domain in Spanish
it is even more difficult. Nevertheless, this method has the advantage of needing
few annotated data. Based on the good perspective of CRFs results, feature
engineering can be carried out in order to improve results.

6 Conclusions and Future Work

In this paper we presented SiMREDA, a dictionary-based entity recognition
algorithm, enhanced with morphology analysis and with a post-processing based
on the analysis of PoS patterns of the entities of interest, and an algorithm based
on CRF. SiMREDA approach can be used when there are no datasets annotated
for implementing ML techniques and when there are no lexicons in the language

8 We consider that AE and FIs in the French dataset are anatomy and disorders hier-
archies of UMLS. In the case of for German, what we consider AEs corresponds to
organs and what we consider FI corresponds to symptoms, diagnoses and observa-
tions.
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of the reports. From the results obtained and the analysis carried out we can
draw following conclusions.

Despite the conclusion about the coverage of SNOMED CT terms in the radi-
ology domain obtained in [1],9 we obtained better results with SiMREDA using
a translated version of RadLex -although it is not a high-quality translation-
than with SNOMED CT terms that are already in Spanish.

Based on results obtained comparing the original GT translation and a cor-
rection of a portion of it by a physician of the radiology domain, we can conclude
that our algorithm is sensitive to a poor translation. The improvement of only
10% of RadLex translations improves our results. Therefore, we conclude that
it makes sense to invest effort in improving the translation.

The rules added to SiMREDA in Module 3, based on the analysis of its PoS
tagging patterns improved the results. It also could be noticed that the morpho-
logical processing improvement is almost imperceptible, but we can appreciate
that it recognizes more AEs and FIs and that the limited increase in performance
is probably due to the reduced size of the test set. We could also see that the
morphological module helped in recognizing misspelled entities.

In this paper we only show the final results. But, lenient match draws better
results than the exact matching for every entity type across all settings of both
algorithms tested. Besides, in this use case it is more important to determine
if an entity is present than to correctly determine its boundaries. Therefore,
we conclude that it is important to report a precisely defined partial metric
accompanying the exact match results.

We can also conclude that despite having a small annotated dataset (513
reports -see Tables 2 and 3-), we could successfully apply ML.

There are many studies than can be carried out as future work. There are
some phrases, we call prefix terms,10 such as “could suggest”, “is visualized”,
that usually determine that the following noun phrase corresponds to a clinical
finding. Detecting those phrases and the noun phrases that come after them,
could help improve the recall of retrieved findings.

The construction of abbreviation databases for Spanish radiology reports,
would be probably less useful than others existing for English [19,34], since
many of the abbreviations used in these kinds of reports do not follow nam-
ing conventions and would, therefore, be difficult to generalize to other texts.
However, the subject could be studied and an abbreviation database could be
constructed. Therefore, previous efforts could be studied [16].11

It would be interesting to detect of all the morphemes composing a word, as
[32] carried out. This can help to a better understanding of the words. For

9 The paper is not available online. Results were discussed in a personal communica-
tion.

10 In Spanish they usually occur before the terms of interest.
11 Acronyms and abbreviations provided by the National Academy of Medicine

of Colombia http://dic.idiomamedico.net/Siglas y abreviaturas and by the Span-
ish Ministry of Health http://www.redsamid.net/archivos/201612/diccionario-de-
siglas-medicas.pdf?0.

http://dic.idiomamedico.net/Siglas_y_abreviaturas
http://www.redsamid.net/archivos/201612/diccionario-de-siglas-medicas.pdf?0
http://www.redsamid.net/archivos/201612/diccionario-de-siglas-medicas.pdf?0
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instance, words that have more than one morpheme related with the medi-
cal domain (e.g. peritonitis -peritonitis-) can be found, and their semantics
can be better comprehended. Consider also cardiopat́ıa -cardiopathy- and lin-
foadenopat́ıa -lymphadenopathy-, whose decomposition into morphemes (cardio-
pat́ıa and linf-o-adeno-pat́ıa) explains in which anatomical entity the findings
have occurred.

There are some patterns that would also probably help to improve finding
retrievals. Consider:

– AE FI, as in [ovarian](AE) [cyst](FI),
– FI AE,
– and FI (en (el |la(s?) |los|λ) |de (la(s?) |los |λ) |del) AE,12,13 as in

“[luxación](FI) de la [cadera](AE)” (hip dislocation).

With the current version of SiMREDA, these patterns are not considered as
findings, but they were annotated as findings. An additional SiMREDA module
that detects those patterns as entities could be constructed. It is also important
to notice that detecting [ovarian](AE) [cyst](FI) as a first step, has as advantage,
that it can be determined where the finding is located. If [ovarian cyst](FI) would
have been detected, then this understanding would be lost.

Finally, a deep learning architecture could be implemented to improve CRFs
results. Character based convolutional neural networks (CNN), recurrent neural
networks (probably biLSTM), and CRF could be considered as layers. The non-
existence of sufficient data to train word embeddings in this particular domain
and language, might make them not very beneficial in this particular case.
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Abstract. The development of self-driving cars is a major research area that
has led to several still unresolved issues. One of them is the need to abide by the
legal stipulations fixed by a traffic act concerning the territory of operation. An
appropriate solution to make text understandable by machines is the use of
ontologies. This paper presents a first approach where the Estonian Traffic Act is
transformed from text into populated ontologies, so it can be understood by
machines. The proposal is a (semi)-automatic ontology learning process that
combines natural language processing (NLP) and ontology matching techniques
with a deep learning model. The results show that 78% of the norms that have
been considered valid can be modelled with the method described in the paper.

Keywords: Ontology learning � Ontology matching � Deep learning

1 Introduction

Self-driving vehicles (SDV), also known as autonomous, automated or driverless
vehicles, have become a technological trend in recent years. SDVs are defined in [1] as
a new era of vehicle systems where part or all of the driver’s actions may be removed
or limited, and where cars involve a combination of new technologies including sen-
sors, computing power, and short-range communications, effectively creating a new
human-automobile hybrid.

By the end of 2016, it was announced that self-driving buses would be used in
Tallinn (Estonia). These buses need to abide by the Estonian Traffic Act to move
around the city. In other words, the system responsible for driving the bus must be able
to understand the text describing the traffic norms.

Legal text has its own specific limitations in their organization and formulation
because of the very function of such texts. The smallest meaningful representation of a
norm in legal text is a clause. By definition, a clause is a group of words containing a
subject and predicate and functioning as a member of a complex or compound
sentence.

Software run by SDVs has to interpret very large and complex information. Thus,
when there is a modification in the traffic act, changes are an expensive and cumber-
some task. A good solution to this problem is to make a representation of legal texts
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that is understandable by machines, as the ontologies. These are defined as a specifi-
cation of a conceptualization [2]; they can describe actors, relations and situations of a
particular field.

In this paper, the first approach to modeling norms from the Estonian Traffic Act as
ontologies is described. The process of constructing ontologies by the integration of a
multitude of disciplines is referred to as ontology learning [3].

The rest of this paper is structured as follows: Sect. 2 is a discussion of the state of
the art of previous studies made in the fields of this paper. Section 3, “Materials and
methods,” gives a deeper idea of how the approach was achieved and what resources
were used for that purpose. In Sect. 4, the results are analyzed, and a use case is
presented. Finally, Sect. 5 offers some conclusions about the research and proposes
future lines of work.

2 Background

There are previous studies benefitting from using ontologies to represent legal texts for
traffic. An intelligent transportation system using ontologies is proposed in [4]; it was
tested in a situation where two cars are travelling along four roads with four inter-
sections. An Advanced Driver Assistance System (ADAS) ontology for autonomous
driving tasks and an ADAS ontology-based map data was described in [5]. Finally, a
conceptual description of all road entities with their interactions is defined in [6].

Ontology learning can be found in [7], where a system called Concept-Relation-
Concept Tuple-based Ontology Learning (CRCTOL) is described. This system uses
statistical algorithms for word sense disambiguation. Then, Web folksonomies were
used for ontology learning in [8]. Another ontology learning tool called Text2Onto was
applied to Spanish legal texts using language-specific algorithms [9].

However, the present research differs from the studies cited above. This work
describes, in particular, norms from the Estonian Traffic Act using ontologies. Also, a
(semi-)automatic ontology learning process has not been previously applied in the field
of texts describing the traffic laws of a country.

3 Materials and Methods

As has been said before, the Estonian Traffic Act will be annotated with ontologies so
machines can understand them. An ontology learning method is directly joined to the
process of ontology development defined in [10]. This process is divided into a six
layers cake that can be seen in Fig. 1.

In the following subsections, the proposed (semi)automatic process of the paper,
which is divided into three stages, is explained. Section 3.1 describes the preprocessing
stage of the Traffic Act, which goes from the raw XML document to the extraction of
the terms for each norm. Then, Part of Speech (PoS) is applied to obtain the gram-
matical function of these terms. These two tasks correspond to the first level of the
layer cake presented in the figure above.
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Section 3.2 consists of obtaining synonyms for these terms and finding mapping
between terms and synonyms with ontologies, which is a similar process to the
“Synonyms”, “Taxonomy” and “Relations” layers. The annotation will be performed
by using ontology matching, which is defined as the technique used to find the rela-
tionships among entities [11]. First of all, synonyms for all the terms of previous step
are obtained. For that purpose, WordNet, which is a large database of nouns, verbs,
adjectives and adverbs grouped as cognitive synonyms [12], has been used. The terms
plus its synonyms have mappings with vocabularies from Linked Open Vocabularies
(LOV) which is a catalogue of the vocabularies used in the Web of Data [13]. Map-
pings of two types are established in order to find relations between different classes
and properties. The mappings will add extra knowledge understandable by machines to
the terms. Finally, a hierarchy between concepts has to be established. At this point, the
PoS tags from Sect. 3.1 are mapped with OLiA Annotation Model [14]. In particular, it
will be used the version for Penn Treebank PoS annotation. The information from the
mappings will be used to establish a relation of subclasses between the PoS tags
mapping and the ones provided by the vocabularies. This is used, for example, to
clarify if a term is a noun or adjective in a sentence.

Finally, Sect. 3.3 builds an instance upon one or more ontologies depending on the
results obtained in the previous steps. This final stage has a manual task where a user
decides which of the mappings fit better and an automatic task where, depending on the
type of norm, the ontology is built with a different structure. To simplify the latter task,
a deep learning classifier is depicted to categorize each norm depending on its level of
restriction. Deep learning is defined by [15] as a technique allowing computational
models that are composed of multiple processing layers to learn representations of data
with multiple levels of abstraction. Finally, depending on the type of norm, Semantic
Web Rule Language (SWRL) will be applied. SWRL is a language that can be used to
express rules as logical conditions.

Fig. 1. Ontology learning cake described in [10]
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3.1 Raw Text Processing

In the previous section, it was explained that the starting point is the Traffic Act of
Estonia. An official XML version in English from which norms have to be extracted
[16]. The problem is that some of the norms do not involve how the vehicle behaves.
For example, there are norms related to the driver’s levels of alcohol intoxication.
Thus, this kind of paragraphs have been discarded.

Once the paragraphs to model are chosen, the process of extracting terms will start.
This is typically divided into five steps: Sentence Splitter, Tokenizer, Morphological
analyzer, PoS Tagger and Dependency parser. Steps one and two will be applied to that
part of the process to obtain only the terms that compose each norm without stop
words.

Paragraphs have a set of sentences; each sentence will be considered a norm. Thus,
the interest of this research lies in modeling each norm with a set of ontologies. This
process starts with a “Sentence Splitter”, which consists of dividing a paragraph into its
sentences to process each one separately. Then, each sentence is divided into a set of
terms by removing its stop words; for that purpose, a “Tokenizer” is used. Both the
“Sentence Splitter” and the “Tokenizer” have been developed in a Python script with
the help of the NLTK package version 3.3 which is used to work with human language
data [17]. At the end of this step, a list of the terms without stop words will be obtained,
and the order of the terms will be the same as in the sentence corresponding each list to
a norm.

At this step, there is a need to know how the terms are related to understand the
sentence as a whole. According to [18], a rule or norm in a legal text has the structure
of a case, condition, subcondition, legal subject and legal action. This means that a
subject will perform an action when a condition or some conditions are achieved. PoS
tagging is the process of giving a grammatical category to every word in a sentence.
This information will show which words are part of the subject, which are part of the
action and which are part of the conditions.

To obtain this, another script has been developed using a tool called Stanford Parser
[19] that is included in the NLTK package. By using the parser with a sentence, each
word of a sentence will be related with a tag that defines its function in it. Tags
correspond to the Penn Treebank tag set [20], which at the time of its publication
contained 4.5 million words in American English. By knowing which words corre-
spond to the conditions, which to the subject and which to the action, the norm can be
built following structure: if the “condition” is accomplished, the “subject” has to
perform an “action”. Table 1 summarizes how each kind of norm can be structured.

Table 1. Norm structures.

Type of norm Structure

Permission if (Condition==True) then (Subject ! (Action OR NOT Action))
Obligation if (Condition==True) then (Subject ! Action)
Prohibition if (Condition==True) then (Subject ! NOT Action)
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3.2 Mapping Words with Vocabularies

At this step, there is a need to give extra knowledge to each term extracted in the
previous section. To achieve this, mappings between these terms and the vocabularies
are needed. The mappings are performed with two different aims: the first set of
mappings will take into account the tags given by the PoS techniques and will map
them with the OLiA annotation model which is an ontology describing PoS and the
syntactic tags of Penn Treebank.

The second set of mappings relates to the terms with all the vocabularies in LOV. It
was decided to use this set of vocabularies, as not all the terms in the Traffic Act are
covered by legal or traffic ontologies. Here, the mappings are made on two levels. The
morphological level, which considers that two words are the same if they are written in
the same way, and the semantic level, which considers that two words are the same if
they have the same meaning. At the time of the experimentation, LOV was composed
of 601 vocabularies in different fields.

As previously mentioned, these mappings are made in two steps. The first corre-
sponds to the morphological level and will take the set of words of a sentence obtained
in the previous section and try to map it with all the vocabularies in LOV. To obtain a
mapping, a word needs to be exactly the same as a class or property of a vocabulary. To
find the mappings, a Python script has been developed using the RDFLib package [21],
which allows users to work with the resource description framework (RDF) represen-
tations. The process will consist of taking a word and comparing it to all the classes and
properties of a vocabulary and then going through all the vocabularies in LOV. For the
second type of mappings, there is a need to work with synonyms. In this case, two
words are considered the same depending on their meaning. Again, a Python script has
been developed using RDFLib as in the previous mapping approach. To find the
mappings, the synonyms of a word will be obtained from WordNet, and then these
synonyms will be compared with the terms provided by the LOV vocabularies.
A mapping will be found if a synonym and a term are equal by comparing them string
by string. In Table 2, there are examples of the three types of mappings described
above.

3.3 Populating the Ontologies

The final step consists of constructing an instance of ontologies for each norm, which is
a total of 420 at this point. It uses the vocabularies extracted with the vocabulary
mappings to give some knowledge to the words and the information given by the PoS
tagging mappings. This information in combination with SWRL, will build some logic
rules that could be interpreted by machines.

Table 2. Examples of different mappings sentences.

Word Mapped with Type of mapping

(NN driver) http://purl.org/olia/penn.owl#NN PoS
Light https://w3id.org/saref#Light Morphological
Cycle http://linkedgeodata.org/ontology/Motorcycle Semantic
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First, there is the information obtained in the step of mapping the text with the
vocabularies. As more than one mapping can be obtained for a word, there is a need to
choose one vocabulary to represent the word. It has been decided to do this manually.

Then, the rule needs to be built based on the PoS tagging and applying SWRL.
Taking into account [22], it is known that norms in traffic can be classified into
permissions, obligations and prohibitions, each having a different representation.
A permission denotes that the action could be done or not, an obligation denotes that
the action must be done and the prohibition that the action cannot be done.

To make the classification of different norms easier and more precise, a deep
learning classifier has been developed. Based on [23], a convolutional neural network
(CNN) was used. After the training stage, the model had a loss of 9% and an accuracy
of 96%. The classifier was built with the Keras library, an API written in Python for
managing neural network models [24].

At this point, there was a set of words with their corresponding tags that denoted
the grammatical function of each one. By using these tags and the type of norm
depending on the category, SWRL can be applied so that machines can understand
them.

4 Analysis and Discussion

This section presents an analysis of the different results obtained during the research.
The research used a set of 420 norms. After classifying them as permissions, obliga-
tions and prohibitions, there were 97 permissions, 164 obligations and 33 prohibitions.
The remaining 126 are what has been called “environment”, which include properties
such as the speed limit of a road.

Each sentence was also mapped with the catalog of vocabularies provided by LOV.
Taking into account Table 3, a sentence is considered fully mapped when all the terms
at the time of obtaining the mappings have a correspondence with a term in LOV. It has
been established 65% as the minimum of words needed to understand a text, [25].
Then, in 328 norms it has been possible to model the information. That was approx-
imately 78% of the possible norms. It should be noted that stop words were removed
previously.

Table 3. Percentage of mapped sentences.

Percentage of mapped words Number of norms

100% 5
90–99% 18
80–89% 97
70–79% 127
65–69% 81
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5 Conclusions and Future Work

During this research, several issues were addressed. A tool able to extract traffic norms
from an XML document was developed, mapping these norms to a catalog of
vocabularies called LOV and to an ontology describing PoS tags. LOV mappings were
built with two perspectives. From a morphological point of view and from a semantic
view.

Also, a classification of norms was developed, distinguishing between permissions,
obligations, prohibitions and “environment” norms. This classification was automa-
tized with the help of a deep learning model.

In future works, some improvements can be made. N-grams can be used to make
mappings. Also, word sense disambiguation can be applied at this step. The process of
choosing the most accurate vocabulary can be performed automatically. Deep learning
techniques can also be applied at the stage of building the rules with SWRL, in order to
obtain more accurate results. Once the process is as automatic as possible, created
ontologies can be integrated with a multiagent system, thus allowing for experiments
that could prove its application in the field.
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Action scholarship from Tallinn University of Technology in Estonia.
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Abstract. In the digital era, people generate a lot of digital traces rang-
ing from posts on social networks, call detail records and credit or debit
banks transactions among others. These data could help society to under-
stand different urban phenomena such as what citizens are talking about,
how they commute or what are their spending behaviors. Therefore, the
use of such data trigger privacy issues. In the present effort, we study four
different Statistical Disclosure Control filters to sanitize off-line credit
or debit bank transactions. Consequently, we analyze Noise Addition,
Microaggregation, Rank Swapping and Differential Privacy filters con-
cerning Disclosure Risk, Information Loss, and utility. We observed that
Microaggregation and Different Privacy perform very well for minimizing
Disclosure Risk while providing a good utility for statistics of spending
amounts per industry type.

Keywords: Privacy filters · Statistical Disclosure Control (SDC) ·
Microaggregation · Differential Privacy

1 Introduction

Nowadays in the digital society, all the information produced by the citizens
could be used for common social wealth. By releasing these datasets, researchers
and policymakers could study and understand different social phenomena such
as, how people commute, the economic wealth of cities, even the detection of
anomalous events. The problem making these datasets publicly available is the
possible privacy breach, which is also regulated by the GDPR1.

In the present effort, we take into account three different SDC mechanisms
of the perturbative family namely, Noise Addition, Microagreggation, and Rank
Swapping. Besides, we apply a Differential Private to complete a benchmark.
Hence, by applying the aforementioned SDC filters, we aim to find the most
suitable filter to have a good trade-off between utility and privacy. Thus, in our
scenario, we release transactional bank data to allow policymakers to perform
statistics on the amount of spent money in a given sector or industry.
1 General Data Protection Regulation: www.eugdpr.org.
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The rest of the paper is organized as follows. Section 2 summarizes the related
works. Section 3 presents the adversary model and the privacy mechanisms to
reduce re-identification risk. Section 4 describes the experiments and results of
the privacy mechanisms applied to raw bank transaction data, respectively.
Finally, Sect. 5 concludes our work and proposes new research avenues.

2 Related Works

In the literature, there are non-perturbative and perturbative statistical disclosure
control (SDC) methods [8]. The former SDC method suppresses samples partially
or reduces their details. For instance, Sampling [8] takes some records instead of all
the information. Thus, indirectly it suppresses records to publish a partial version
of the dataset; Global recoding [8] generalizes variables, it replaces the continuous
value for their discrete counterpart; Top and bottom coding [24] is a particular case
of Global recoding that treats variables that can be ranked. The basic idea of this
technique is to replace values with respect to certain thresholds at the top and the
bottom of a rang; and Local suppression [2] replaces quasi-identifiers variable for
missing values when they are combined to re-identify a subject.

The latter SDC method adds some noise to samples to make re-identification
more difficult. For example, Additive noise masking [1,5,9,22] adds correlated
or not correlated Gaussian noise with a mean zero. Multiplicative noise masking
[16,17] takes into account the value of the variable for adding small noise to small
values and important noise to high values. Microaggregation [10,16,21] replaces
original values by the average value of a certain variable belonging to a group of
at least k members. Rank swapping [18,19] exchange values of a sensitive variable
between users; Data shuffling [14] is a particular case of Rank swapping, where
the mechanism conserves marginal distributions of the sanitized variable. Finally,
Rounding [25] changes the value of the sensitive value for its rounded equivalent.

3 Background

In this section, the adversary model and the Statistical Disclosure Control (SDC)
filters used in order to obfuscate the data and achieve privacy will be described.
It is worth noting that we have selected only perturbative filters because re-
identification is easier over non-perturbed values. In addition, the Noise Addi-
tion, Microaggregation, Rang Swapping and Differential Privacy filters were cho-
sen for their use in the literature [7,20,23]. Besides, the metric to quantify the
impact of the SDC filters on Information Loss (utility) and Disclosure Risk (pri-
vacy) will be introduced.

3.1 Adversary Model

From the user point of view, there is a risk of discrimination by releasing credit
and debit card transaction. More precisely, if an adversary is able to re-identify
users, he will be capable of estimating the clients spending and associate a socioe-
conomic category [11]. Thus a possible loan denial due to the socioeconomic
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category. The dataset use in the present effort contains three variables, such
as client ID, type of commerce and the spending on the commerce; where the
client ID is a pseudonymous identifier, the type of commerce is a quasi-identifier
but non-confidential, and the spending is a private variable, we sanitize. In the
present work, we test the worst case scenario. Therefore, the adversary has orig-
inal records with identity and try to link identities in both sanitized and raw
dataset.

3.2 Noise Addition

The Noise Addition filter [8] adds uncorrelated noise to the values of the
attributes of a certain user. This filter takes a as a parameter, which is a raw
value between the [0,1] range. We denote by xi, the i-th value of the attribute x,
and by x

′
i its obfuscated counterpart. In this way, the noisy values are calculated

as follows: x
′
i = xi + a × σ × c. Where σ, is the standard deviation from the

attribute that will be obfuscated; and ε is a Gaussian random variable in the
range [0,1].

3.3 Microaggregation

The Microaggregation filter [6] relies on grouping similar users with a clustering
algorithm. First, the algorithm computes the similarity, using the Euclidean
distance, between a target user and the set of other users. Therefore, the k most
similar users become neighbors of the target user. Thus, a cluster with k + 1
elements is obtained.

Then, the centroid of the cluster is computed, the values of the clusters are
replaced with it. The elements replaced are then removed from the dataset and
a new target user is chosen in order to create a new cluster. This filter receives
as parameter the minimum number of neighbors elements k that the cluster
must have.

3.4 Rank Swapping

The Rank Swapping filter [15] is based on the idea of data swapping, which con-
sists in transforming a dataset by exchanging the values of confidential variables.
First, the values of the target variable are ranked in ascending order. After that,
for every ranked value, another ranked value is select for swapping within a p
range. An input parameter p controls this range, thus a value x will be swapped
with any of the higher or lower p values.

3.5 Differential Privacy

This filter relies on the concept of Differential Privacy and the use of the
Laplace Mechanism in order to provide privacy guarantees over numeric variables
[12,13]. To understand this method, we review the global sensitivity concept of
a function. Global sensitivity is defined as the upper bound on the difference
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between the sums of any two data sets D1 and D2 differing on a single record
(neighbor datasets), and is calculated as follows: Δ(f) = max||f(D1)− f(D2)||.

In this way, given a database D, a mechanism M release a function f achiev-
ing ε-Differential Privacy if M(D) = f(D) + L. Where L is a vector of random
variables drawn form Laplace distribution with parameters location and scale
equals to 0 and (Δ(f)

ε ), respectively; and M is the function that applies the
Microaggregation to the dataset.

3.6 Information Loss (IL)

This measure provides a way to measure the detriment of information produced
by different SDC methods. The estimation is based on the Sum of Squared Errors
(SSE) value between the original x and anonymized x′ samples, evaluating in this
way the amount of distortion introduced by each SDC method [3]. To compute
IL, we rely on the following equation: IL =

∑
x∈X

∑
x′∈X′(dist(x, x′))2.

3.7 Disclosure Risk (DR)

This metric uses a record linkage approach [4] to estimate the risk of records
re-identification. In our case, this metric is computed as the ratio of correctly
identified individual and the total number of individuals in the data set.

In the next section, we describe the performed experiments using the SDC
filters and metrics presented in the current section.

4 Experiments and Results

In the present section, we perform some experiments to find the best SDC filter
with an optimal parameter configuration. The SDC filters take as input trans-
actional historical data belonging to users from two districts in Lima, Peru as
detailed in Table 1. The present datasets contains three variables, such as client
ID, type of commerce and the spending on the commerce; where the client ID is
a pseudonymous identifier, the type of commerce is a quasi-identifier but non-
confidential, and the spending is a private variable, we try to protect.

Table 1. Datasets characteristics

Number of Barranca Independencia

Transactions 465 449 709

Commerce 88 1 673

Clients 148 32 665

Table 2. Parameter values

Privacy filter Parameters

Name Selected values

Noise addition c 0.1, 0.25, 0.5, 0.75, 1.0

Microaggregtion k 3, 5, 10, 15, 20, 25, 50, 100

Rank swapping p 10, 25, 50, 75, 80

Differential k 3

Privacy ε 0.01, 0.1, 1, 10, 100
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The before described filters are applied to sanitize the spending variable. It is
worth mentioning that each one of the filter is applied using different parameter
settings on the Barranca dataset to find the most suitable configuration. The
parameters are empirically chosen to find the trade-off, which minimizes privacy
risks and maximizes utility. The selected parameters are presented in Table 2.
The IL and DR values of these metrics are computed for every configuration
setup introduced in Table 2. Due to the lack of space, we could not present all
the analysis done.

Fig. 1. In green IL and in red DR comparison of the four SDC filters’ best configu-
rations in Barranca dataset, where Noise Addition with c = 0.75, Microaggregation
with k = 100, Rank Swapping with p = 25, and Differential Privacy with ε = 1. (Color
figure online)

Once the fine-tuning of parameters is done, we compare the four filters with
their best configuration. Figure 1 depicts the Laplacian Differential Privacy filter
as the one that introduces more noise. Thus, it has the highest IL. Besides, it
is the most reliable filter in terms of DR. The second most performing filter is
Microaggregation with small IL and the second lowest DR.

After computing different experiments with the Barranca dataset, we test
the performance of the four filters in bigger datasets i.e., Independencia dataset.
We have used the best setups for the four filters to build Fig. 2. In these figures,
we observe the same pattern. The Laplacian Differential Privacy filter has the
biggest IL and the smallest DR follows by the Microagreggation filter. Using
both Barranca and Independencia datasets, we notice that Noise Addition and
Rank Swapping do not perform well with the credit and debit card transactions.

In order to measure the utility of the sanitized data. We analyze the use case
of spending statistics per business category. From Fig. 4, one can observe that
categories RESTBAR and ROPMOD are the most frequent categories with the
major number of transactions. Hence, we have computed the spending statistics
per business category by taking as input the sanitized datasets produced in the
precedent section. It is worth noting that for lack of space only some figures are
included.
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Fig. 2. In green IL and in red DR comparison of the four SDC filters’ best configura-
tions in Independencia dataset, where Noise Addition with c = 0.75, Microaggregation
with k = 100, Rank Swapping with p = 25, and Differential Privacy with ε = 1. (Color
figure online)

The Rank Swapping, Microaggregation, and Differential Privacy filters have
a similar behavior. In this case, RESTBAR, ROBMOD, and TIENDEPART
categories are bigger and the other ones are less than the statistics computed
with the raw dataset. We observe that Differential Privacy and Microaggregation
filters give more privacy guarantees at the cost of some IL and a detriment of the
utility. Nevertheless, it conserves the shape of the raw dataset. Regarding the
Rank Swapping and Noise Addition filters, they do not introduce much noise but
they do not protect well. It is worth mentioning that the high or low differences
in the sanitized data could be consider as good from the user point of view, while
inaccurate but acceptable from the use case perspective (c.f., Fig. 3). Finally, the
categories of bars & restaurants RESTBAR and clothes & fashion ROPMOD
are the most disturbed categories because they are more frequent. Thus, filters
affect them more than the other categories as depicted in Fig. 4.

Fig. 3. Sum of the amount spent using Dif-
ferential Privacy filter with parameter ε = 1
in Independencia.

Fig. 4. Amount of transactions in Bar-
ranca and Independencia.
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5 Conclusion

In the present effort, we tested and benchmarked four different perturbative
SDC mechanisms, such as Noise Addition, microagreggation, rank swapping,
and Laplacian Differential Privacy filter over raw bank data transaction. We
have evaluated their performance using Disclosure Risk and Information Loss
measures. As we can observe, Noise Addition does not protect data due to the
uncorrelated generated noise added to the protect variable. Concerning Rank
Swapping, it needs a high percentage of elements for swapping to achieve a
small Disclosure Risk probability. Regarding Microaggregation, it reduces the
Disclosure Risk because it replaces close values with the average value of a given
variable in the group. Finally, Differential Privacy outperforms the other meth-
ods in terms of Disclosure Risk and Information Loss due to the way it adds noise
using Laplacian distribution with a small ε parameter. As we can observe, the
two most important SDC filters are Microaggregation and Laplacian Differential
Privacy. Both are able to achieve very low DR with a price of the increment of
IL. Consequently, these filters could be applied to make re-identification more
difficult as demanded by GDPR regulation.

In the future, we plan to implement more filters to test them, and also apply
the filters to a more large dataset. Another research direction is to MapReduce
the filters for sanitizing massive datasets.
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Abstract. The implementation of Big Data architectures has proven to
be very useful in the management of companies and global corporations,
allowing a greater profitability and shorter investment returns, due to the
power of processing and the use of analysis algorithms. However, in the
public sector, its development still has a long way to go. This paper pro-
vides a public governance perspective which is managed by data based on
Big Data platforms, achieving a better orientation of public policies with
a holistic focus, turning public agencies into creative and innovative enti-
ties that provide not only goods and services, but also, provide relevant
knowledge of their respective sectors, obtained as a result of their inte-
gration and interactions with other public entities, constituting Big Data
as a necessary state capacity that governments should strengthen. Thus,
the definition of the components of the proposed architecture is shown,
whose main orientation is to ensure that the state policies proposed by
governments have an impact on quality of life of its citizens.

Keywords: Big Data · Public management · Public policies ·
Information technology

1 State Capacity and Public Policies

1.1 Conceptualization and Difficulties

State capacity is defined as the ability of government agencies to express, through
public policies, the highest possible levels of social value, considering the funda-
mental public problems of population [1]. Success or failure of any public policy
generally depends on capabilities of state institutions. If government institutions
have the necessary and sufficient capacities, they will be able to achieve their
objectives, making them more reliable before society, otherwise, their function-
ing will be deficient. Therefore, it is necessary to elevate, improve, build, rebuild
or strengthen the levels of State capacity for effective, efficient and sustainable
management of public sphere [2].

Intergovernmental articulation is a critical limitation in the management of
governments, making their policies and efforts to face urgent problems such as
c© Springer Nature Switzerland AG 2019
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poverty or climate change, difficult to implement, costly and ineffective [3]. This
lack of articulation reflects the need to propose approaches that allow a better
cohesion between different plans and budgetary process to address as a priority
problems that afflict its population. To achieve acceptable levels of articulation,
information gaps related to implementation and evaluation of public policies
must be eliminated, in order to identify a set of indicators to strengthen the
state’s capacity and make decisions about design and reformulation of policies
based on evidence. In this context, adoption of ICT in public management helps
define more collaborative and participatory relationships that allow interested
parties (citizens, companies and non-governmental organizations) to actively
influence the prioritization of public policies and collaborate in design of pub-
lic services, generating greater cohesion and integration of solutions to complex
citizens problems [4]. This expected effect, as a result of technologies adoption,
has forced governments to redefine and create capacities through Big Data, as
it is one of the tools that allows a better management of information, because
it examines large amounts of data, from various data sources and in different
formats, allowing decision making at different levels of government in real time
or almost real time [5].

1.2 Planning and Complexity

Public policies become instruments of planning and management of the State,
which allow it to guide, direct, manage and strategically implement matters of
national interest. In this way, the actions of the State entities, around a problem
of the population, are under the referent of a public policy [1]. To understand
the complexity that this level of articulation requires, we will take the case of
Peru. The National Center for Strategic Planning (CEPLAN by its initial in
Spanish) has defined several types of plans for each level of government. Table 1,
shows the different types of plans, as well as the number of government entities
required to prepare them.

Table 1. Types of plans in government of Peru.

Level of government Plan name Plans numbers

National Multianual Sector Strategic Plan
(PESEM)

28 Sectors and 19
Ministries

Regional Regional Concerted Development Plan
(PDRC)

26 Regional
Governments

Local Plan of Concerted Local Development.
(PDLC)

196 Provincial
Mayorships and 1874
District Mayorships

Coordination between plans, as instruments of implementation of public pol-
icy, can be considered a complex process due to interaction between various
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components involved [6], represented by: Government agencies (PO), Public
policies of the government (PP), Government Levels (GL) and variables that
intervene in each public policy (PV). The 28 national sectors are specialized
entities (health, education, agriculture, energy, defense, security, etc.) and mul-
tidisciplinary, where public policies are defined within the framework of their
competencies, delegating some functions to regional and local governments, in
which the following scenarios are presented:

1. Government entities and authorities that converge in public policy with
reduced integration and coordination.

2. Variety of criteria and use of autonomy during definition of objectives, goals
and interests of population.

3. Dispersion of non-aligned functions and a weak integral approach.
4. Interactions between components of the system and the influence that some

components have on behavior of others.

The complexity associated with public policy reflects the need for informa-
tion that will allow a better articulation among related government entities,
interactions between them, and provide information to the affected population,
creating a state capacity capable of making decisions and executing actions, con-
crete actions of governments jointly with interest groups, also providing openness
of data and transparency about the policy results.

2 Big Data as State Capacity

2.1 Big Data and Data Analytics in Public Policies

Big Data term is associated with multiple concepts related to data, technologies
for processing and techniques, and technologies for the analysis of information.
The massive data by themselves, lack value; and this is only obtained after pro-
cessing and an analysis that allows building valuable knowledge to contribute
to governments’ decision-making [7] through the application of multiple tech-
niques, such as: association rule learning aimed at discovery of relationships in
databases; A/B testing allowing for comparison of control group with a test
group, pattern recognition, among others [8]. In this way, Big Data can help
governments improve policy design and service delivery by strengthening state
capacity and technical considerations that facilitate data integration that fosters
greater knowledge exchange to improve the existing government policies. In rela-
tion to decision making, the objective is to produce evidence that is relevant, of
quality and timely, in order to base and guide decisions that generate solutions
that meet population needs in social, demographic and territorial contexts [9].

The data analytic allows to answer the questions and/or hypotheses for-
mulated from modeling and analysis techniques following a certain cycle
(see Fig. 1) [7].
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Fig. 1. Life cycle of data analysis as an iterative process. You can go back to previous
stages if you need to reformulate the questions based on availability data, or reinterpret
the results due to new evidence.

2.2 Critical Factors to Consolidate Big Data as a State Capacity

To develop Big Data and convert it as a strategic state capacity for the inter-
action of public organisms and decision making in design, implementation and
evaluation of public policies, two aspects have been identified:

1. Institutional capacities

To implement Big Data projects it is necessary to generate a series of insti-
tutional capacities within the government [7], at least, in the following three
dimensions:

(a) Development of strategies: A plan that determines problems and which
questions are urgent to answer, what data to collect, what techniques will
be used to analyze them and which government agencies to articulate.

(b) Human capital: For the functions of analysis of available information:
clean, prepare, format and ensure the reliability of the data and perform
specific training in data analysis and solutions based on them.

(c) Technology: Technological resources for use of large datasets and the
software and storage services associated with them. In the same way,
it seeks to achieve interoperability between the information systems of
public agencies involved in public policy in order to share data.
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2. Technical Capabilities

The success of Big Data technologies requires the following requirements [10]:

(a) Simplified use: Development of algorithms and simple analytical applica-
tions, easy to access large volumes of data.

(b) Easy Implementation: Implementation schemes for different Big Data
applications. In the development stage it can be executed in a single
machine and in public or private cloud infrastructure, while the produc-
tion systems could have to be implemented in a dedicated cluster.

(c) Management of heterogeneity: Big Data applications originate with a
large number of heterogeneous, distributed datasets. Only after its aggre-
gation and integration is when Big Data emerges, for that reason, data
models, schemes, formats and governance schemes are required.

(d) Improvement of scalability: Especially if several storage and processing
tools are used. Scalability is still a problem.

2.3 Types of Data and Need for a Big Data Architecture

Although governments have a large amount of electronic data, the knowledge
and trends that may reveal their processing, are usually hidden from public
officials, because government information systems process isolated transactions
and data formats incompatible, for that reason, knowledge is not available to the
government [11]. This scenario is unsustainable considering that citizens are more
aware of their rights and demand better access to information and better quality
of public services. In this way, the Big Data solution architecture is the basis
for discovering, acquiring, refining and providing knowledge to improve public
policies of governments, focusing mainly on processing the following types of
data [12]:

1. Operational data: information of citizens, suppliers, other government entities
and employees, whose source is based on transactions or databases;

2. Dark data: historical information from government archives that cannot be
clearly structured. This data includes email messages, contracts, multimedia
information;

3. Commercial Data: information obtained from financial history, properties of
goods, etc., applicable to any type of data legally available in government
entities. Even, data related to a population problem can be shared through
the interoperability of the computer systems of public agencies.

4. Public data: data belonging to public institutions, including the national gov-
ernment, ministries, regional governments and local governments;

5. Data of social networks: Activity of citizens in social networks, useful to
determine trends, preferences or attitudes.

2.4 Reference Big Data Architecture

The proposed reference architecture is based on that defined by the National
Institute of Standards and Technology (NIST) of the United States of America
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Table 2. Functional components in the reference Big Data architecture.

Component/Role Description

System Orchestrator (SO) Defines and integrates the required data
application activities into an operational
vertical system

Data Provider (DP) Introduces new data or information feeds into
the ecosystem

Big Data Application Provider (AP) Executes a life cycle (collection, processing,
dissemination) controlled by the system
orchestrator to implement specific vertical
applications requirements and meet security
and privacy requirements

Big Data Framework Provider (FP) Establishes a computing fabric (computation
and storage resources, platforms, and
processing frameworks) in which to execute
certain transformation applications while
protecting the privacy and integrity of data

Data Consumer (DC) Includes end users or other systems who
utilize the results of the Big Data
Application Provider

[13] and the ISO working group [14]. Table 2 shows the functions in the Big Data
architecture of reference, and the levels of government proposed as responsible
for their definition.

In this way, the state agency responsible for the implementation of Public
Policy must develop the institutional and technical capacities as activities prior
to the implementation of proposed architecture, because the implementation,
orchestration and management of the components of the NIST architecture pro-
posal, requires these capabilities to provide the desired results. Similarly, levels
of articulation with other public bodies should be clearly defined in service level
agreements that establish responsibility for data quality, security levels, rules of
use and exploitation of data. Figure 2 shows the interaction between the state
body responsible for public policy, the state agencies of different levels of gov-
ernment and the proposed NIST architecture.

The different levels of government intervene as Data Providers, depending on
the type of data they contribute to the implementation and monitoring of the
public policy of the government, while the person in charge of the implementa-
tion is responsible for defining the Big Data Framework Provider and Big data
Application Provider, where the techniques of storage, processing, analysis and
access to information obtained from the platform are defined. Finally, the Data
Consumer are in charge of the study of implementation results of Public Policy.

The proposed architecture is characterized by its scalability, which facili-
tates the multisectoral articulation to improve the public policies of the govern-
ments in areas of citizen security, education, health, infrastructure and citizen
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Fig. 2. Interaction between the state entity responsible for public policy, other state
agencies and the components of the proposed NIST architecture.

attention, among others. Although no result is causally attributed to the exis-
tence of Big Data projects, the results that can be observed in international
experiences indicate value that a Big Data architecture can provide to govern-
ment in compliance with its policies, requiring this, the development of a critical
mass in all its components.

3 Conclusions

Countries execute interventions and consider as a fundamental principle, the
pursuit of public interest and carry it out through Public Policies, establishing
a solid relationship between government and different economic agents that pro-
mote the development of its citizens and generate an impact on their life quality.
Achieving this efficiency is difficult in a scenario where public administrations
are organized in silos, with often overlapping mandates, with fragmented func-
tions in various state entities, generators of large volumes of data that are not
processed and a lack of articulation strategies between entities.

To address this problem, many governments have identified as a critical point,
the weakness of processing information they have and articulate with other enti-
ties to obtain any other information that allows them, a better implementation
of public policies in their charge, concluding that, information technologies, and
specifically Big Data projects, as the effective tool to obtain knowledge in vari-
ous sectors of government responsibility, considered in this way, as a necessary
state capacity to improve public policies in favor of its citizens, promoting their
development and well-being. Regardless of the development and implementa-
tion of the technology, it is observed that state entities must develop certain
institutional and technical capacities, which will allow Big Data projects to be
developed in a sustainable manner over time and guarantee the investment of
the assigned resources. In this way, considering Big Data as part of capacities of
the states to articulate their institutions and make decisions about problems of
their citizens, is fundamental to generate the society development.
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5. Alexandru, A., Alexandru, C. A., Coardos, D., Tudora, E.: Big data: concepts,
technologies and applications in the public sector. In: 18th International Conference
on Applied Computer Science and Engineering, Conference Proceedings, vol. 18,
no. 10 (2016)

6. Mercurea, J., Pollittc, H., Bassid, A., Viñualesb, J., Edwardse, N.: Modelling com-
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anaĺıticas para el diseño e implementación de poĺıticas públicas en Latinoamérica
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Abstract. In recent years, several stress detection methods have been
proposed, usually based on machine learning techniques relying on
obstructive sensors, which could be uncomfortable or not suitable in
many daily situations. Although studies on emotions are emerging and
rising in Software Engineering (SE) research, stress has not been yet well
investigated in the SE literature despite its negative impact on user sat-
isfaction and stakeholder performance.

In this paper, we investigate whether we can reliably implement a
stress detector in a single pipeline suitable for real-time processing fol-
lowing an arousal-based statistical approach. It works with physiological
data gathered by the E4-wristband, which registers electrodermal activ-
ity (EDA). We have conducted an experiment to analyze the output of
our stress detector with regard to the self-reported stress in similar con-
ditions to a quiet office workplace environment when users are exposed
to different emotional triggers.

Keywords: Stress detection · Physiological data · Emotional trigger

1 Introduction

Wearable technology is gaining popularity and the interest to include these
devices as useful input for diverse software applications beyond simply gath-
ering data have awakened the interest of software industry too. Moreover, wear-
able sensing technology for emotion recognition is becoming less obtrusive and
inexpensive, what have favored considering biosignals in different sectors such
as e-health, e-commerce, wellness, e-learning, and games. Leading organizations
recognize that social aspects are just as important to long-term success as eco-
nomic aspects. Particular focus is given to the labor conditions for reducing risks
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associated with work-related stress. Physiological stress is one of the factors that
are most affecting current modern industries. For instance, Graziotin et al. [19]
proposed a theory about the impact of the effects on programming performance.
While studies on emotions are emerging and rising in Software Engineering (SE)
research, stress has not been yet well investigated in the SE literature despite
its negative impact not only on stakeholder performance but also on user satis-
faction and acceptance (e.g., [11,18]).

Currently, most of the stress detection methods are based on Machine Learn-
ing (ML) techniques (e.g., support vector machine [35]). The main disadvantage
of using these methods is the need for big data sets to carry out the training
stage, where the machine learns about the user behavior in relationship with pre-
defined tasks. To address this issue regarding the training of stress detector, we
use an arousal-based statistical approach for detecting stress in real-time. This
introduces two main advantages for the resulting stress detector: (i) reliability
is independent of a training data set, in contrast to the requirement imposed by
approaches based on machine learning algorithms; (ii) higher flexibility is pro-
vided since the detector can be used in different user conditions. In this paper,
we present and evaluate experimentally an automatic stress detector that uses
wearable sensors for gathering physiological data. We targeted office employees
(programmers and junior researchers) working with computers (i.e., desktop,
laptop), who were exposed to several types of emotional triggers.

The paper is organized as follows. Section 2 discusses related works on stress
recognition, and Sect. 3 presents some scenarios where a real-time stress detector
can be useful in SE. Section 4 presents the theory about emotional triggers. The
description of the algorithms used in our stress detector is presented in Sect. 5.
Section 6 provides the experiment design and results. Finally, conclusions and
future work are discussed in Sect. 7.

2 Related Work

During many years, researchers in several computer science fields have paid
attention to developing methods to recognize and understand human emotions.
For instance, based on natural language processing (e.g., [27,38,41]); or emotion
recognition through facial expression (e.g., [8,25,28]) or using physiological data
(e.g., [5,9,15–17,20,21,31,35,36]).

In the strand of works dealing with stress detection relying only on physio-
logical data, Mozos et al. [31] proposed to combine machine learning techniques
using EDA, photoplethysmogram (PPG) and heart rate variability (HRV) sig-
nals to detect stress in social situations using The Trier social stress test (TSST)
as stressful. Garcia et al. [15] used accelerometer (ACC) data of a mobile phone
to recognize stress in real workplace environments of thirteen subjects using two
classification models: naive bayes and decision trees. They obtained an accuracy
of 71% and their study lasted 8 weeks.

Sanno and Picard [35] implemented different machine learning classifiers to
detect stress: Support Vector Machine (SVM) with linear kernel, SVM with
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Radial basis function (RBF) kernel, k-nearest neighbors, Principal component
analysis (PCA) and SVM with RBF kernel and k-nearest neighbors. Their work
is focused on comparing the performance the implemented algorithms using the
collected data of the subjects (skin conductance, ACC and mobile phone usage)
of five days. Kocielnik et al. [23] described a framework to detect stress in the
context of a person’s activities. They use a min-max algorithm and ACC as
source data. Bogomolov et al. [5] collected mobile phone activity (i.e. call log,
SMS log, Bluetooth interactions) of 117 subjects to recognize stress during com-
mon daily activities. They applied different classifiers: SVM, artificial neural
networks, ensemble of tree classifiers based on a Breiman’s Random Forest (RF)
and Friedmans Generalized Boosted Model (GBM). Similarly, using a range of
machine learning techniques, some other examples can be found in the existing
literature (e.g., [3,10,21,34,36,37]).

Table 1. Comparative chart of the most representative related works of stress
recognition.

Author Classification algorithm Source data Evaluation tools Context

Mozos et al. [31] SVM, AdaBoost, and

k-nearest neighbor

EDA, PPG

and HRV

Accuracy of

89.75%, precision

of 89.5% and

recall of 95%

Social situations

using the TSST

Garcia-Ceja et al. [15] Naive bayes and decision

trees

ACC Accuracy of 71% Real working

environments

Sano and Picard [35] SVM, RBF, k-nearest

neighbors, PCA, SVM and

PCA

SC, ACC and

mobile phone

usage

Accuracy of 75% Stress detection that

subjects are able to

perceive and report

Kocielnik et al. [23] Min-max algorithm SC and ACC No reported Subject’s activities

Bogomolov et al. [5] SVM, ANNs, tree

classifiers based on RF

and GBM

Mobile phone

activity

Accuracy of

72.39%

Common daily

activities

Table 1 summarizes the most representative related work, illustrating the
diversity of used algorithms to recognize stress. Most of these works use a
machine learning method to implement the classifier; as we indicated previously,
there can be some issues concerning the large training datasets required and their
request to gather data and train new classifiers for every single task/context of
use. In contrast, we use an arousal-based statistical approach that does not need
a big dataset to learn a model for recognizing stress and can work in different
tasks. Next we envision prospective scenarios of use in the context of SE in which
a real-time stress detector could be useful.

3 Scenarios of Use in the Context of SE

A real-time stress detector could enhance/contribute to the emotional labor
in SE, which refers to the process of managing feelings and expressions to fulfill
the emotional requirements of a software engineer. For instance, in tasks that
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demand the collaboration of stakeholders with different perspectives, such as
reviews-based requirements validation [13], analysts could get awareness on their
stress level, which can be helpful not only for regulating their negative emotions
but also for having a better performance in validating requirements.

Another potential scenario is in the development of large and complex soft-
ware projects that require a continuous evolution, and maintenance, where the
history of stress could help human resources managers in their decision-making
processes. For instance, identifying members of a development team, who could
be experiencing long-term stress that might be affecting their productivity. These
members suffering stress could become potential deserters from the company.
Two general worth exploring scenarios where a real-time stress detector can be
useful are:

Usability and Software Testing Based on Emotions for Quality Assur-
ance and User Experience: To detect interaction pitfalls or defects in the user
interface and/or software functionality that could cause certain level of stress on
end-users, which can be used to enhance the software quality [11]. It has a diag-
nosis purpose of the software developed, and therefore as an additional input to
assure quality in future software versions. The real-time feature is relevant to
determine which variations in the stress detection are associated to the use of
specific parts of the software (e.g., elements of the user interface [32], awareness
elements of a software game [39]) which can facilitate us to discover new quality
requirements from actual user needs (e.g., [12]).

Development of Self-adaptive Software Systems Guided by Emotion:
As a kind of context-aware system, in which part of the user context is provided
by the emotional states over time while interacting with software systems, self-
adaptation could be guided by emotions ([29,30]).

4 Emotional Triggers

An emotion is just a response we give to a stimulus or event, whether it is
external, or even internal, such as a memory or an idea [14]. Additionally, in
experimental settings, researchers can generate emotions on users intentionally,
by using specific emotional triggers determined by the emotions to be induced.

In this respect, an emotional trigger is any stimulus that generates a negative
or positive emotion (e.g., uncomfortable or comfortable temperature, environ-
mental noise, etc.). According to Kanjo et al. [22], emotional triggers can be
classified into seven types: environment, physical movements, memories, percep-
tion, interacting with others, accomplishments and failure.

Nowadays, different kinds of emotional triggers exist. We briefly introduce
existing stress triggers that will be used to evaluate our stress detector: Westman
and Walters [40] and Passchier-Vermeer and Passchier [33] considered an envi-
ronmental trigger, where participants are exposed by five minutes to listen fire
alarm sounds. The Sing-a-Song Stress Test [7] is a social trigger, where partici-
pants are asked to sing a song aloud for 30 s with their arms still. An example of
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a cognitive trigger is the Stroop Task [24], where participants have to pay atten-
tion and react to the color of a word while ignoring the word itself. A reduced
version of this trigger works with 4 colors, using the words “green”,“red”, “yel-
low”,“blue” written in all four different colors. Words are presented randomly
for each participant.

5 Automatic Stress Detector

Figure 1 shows the stress detection process of our approach that has been auto-
mated to detect stress of individuals (e.g., programmers, testers) in real time.
We use wearable sensors (i.e., E4-wristband1) to collect physiological data. In
this first version, we focus only on sensing electrodermal activity (EDA) as a
main input for the implementation of the stress detector. A transient increase
on the EDA signal is proportional to sweat secretion and it is related to stress
[2,6]. The main functionality of the stress detector is to determine whether the
user is stressed or not. The detector will mark a label of “stressed” or “not
stressed”. We have implemented the preprocessing steps proposed by Bakker
et al. [2] for arousal detection in an integrated pipeline to enable real-time pro-
cessing (see Fig. 1 for the involved preprocessing steps). Next, we explain the
methods/algorithms that were used in the stress detection process.

Fig. 1. Overview of a stress detection process.

5.1 Noise Filter

We use EDA to recognize stress changes, then the first stage in the pipeline
of the stress detector is to collect raw signals by the Empatica’s E4-wristband,
Fig. 2 (part a) presents a common sample of EDA signals, which is measured in
microSiemens (μS), a unit of electric conductance. Usually for measuring EDA
is required two electrodes that need skin contact to produce a reliable signal,
therefore the quality of the collected EDA signals depends on the continuity of

1 https://www.empatica.com/e4-wristband.

https://www.empatica.com/e4-wristband
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the contact between user skin and the device’s sensors. However, the contact is
not the same in all users and noise could be introduced in the signal. Hence, noise
filtering is needed to mitigate these issues in the input (e.g., in Fig. 2 (part a),
we can find some gaps as a consequence of weak skin contact). Before analyzing
EDA signals, it is important to clean raw data, because noise might be mistaken
as genuine peaks. Therefore, the first step of the preprocessing is to apply a
median filter over a moving window of size n = 100 EDA samples, as suggested
in [2]. Figure 2 (b) shows the noise filtering of the collected raw data.

(a) (b)

Fig. 2. (a) Gaps occur when the contact between the user skin and the sensors is not
tight. (b) Filtered raw EDA signals.

5.2 Aggregation

The EDA signal acquired by the E4-wristband is sampled at 4 Hz (i.e., the device
provides 4 samples or readings per second, which means 240 samples per minute).
Based on [2], we apply an aggregation step of each minute over the filtered input
signal: given y′ is a moving window of size m = 240 (the EDA samples of one
minute), where y1, ..., ym is aggregated to a single value y′′ where y′′ = max(y′).
For instance, Fig. 3 (part a) shows the aggregation of approximately 7200 filtered
EDA samples to 30 representative points (collected signals of 30 min).

5.3 Discretization

In this step, the data is discretized using the symbolic aggregate approximation
(SAX ) method [26]. It is a means for very efficient local discretization of time
series subsequence from 1 to 5 that can be interpreted as levels of stress varia-
tion (1: completely relaxed to 5: maximum arousal). Those levels should not be
understood as absolute levels of arousal, but rather as a local relative measure
of arousal.

The input for SAX is a time-series X of length n and the output is a string of
length w, where w < n typically, the output string is normalized to an alphabet
of size > 2. The algorithm consists of the following two stages:
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(a) (b)

Fig. 3. (a) Aggregated process over previous filtered data. (b) Z-normalization of
aggregated data.

– Transformation of original time-series into a Piecewise Aggregate Approxima-
tion (PAA) representation. To do this, first it is necessary a Z-normalization
(see Eq. 1), where the mean is around 0 and the standard deviation is close
to 1, using the following formula:

x′
i =

xi − μ

ρ
(1)

xi =
M

n

( n
M )i∑

j= n
M (i−1)+1

xj (2)

where μ is the mean of the time series and ρ is the standard deviation. After
the Z-normalization, we can apply PPA transform, which approximates the
time-series into vector X = (x1, ..., xM ) of length M ≤ n (See Fig. 3 (b)).
Where each xi is calculated with the Eq. 2. With the objective to reduce the
dimensionality from n to M , first we divide the time-series to n/M equally
sized samples and calculate the mean for each sample (See Fig. 4 (a)).

– Transformation of the PAA data into a string. The method use a breakpoint or
cuts B = β1, β2, ..., βα−1 such that βi−1 < βi and β0 = −∞, βα = ∞ divides
the total area in equal subareas. Additionally, it assigns a symbol alphaj to
each interval [βj−1, βj), and the final conversion from PAA coefficients C̄ into
a SAX string Ĉ is with the Eq. 3. Figure 4 (b) shows SAX transformation of
the previous preprocessing signals.

ĉ ∗ i = alpha ∗ j, iif, c̄ ∗ i ∈ [βj−1, βj) (3)

5.4 Change Detection

We use a change detection algorithm based on ADaptive WINdowing (ADWIN)
method [4]. ADWIN computes the mean for each split of a sequence of signals and
analyzes the statistically significant difference between two consecutive splits.
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(a) (b)

Fig. 4. (a) PAA representation of the preprocessing data. (b) SAX representation and
stress detection using ADWIN algorithm.

When a statistically significant difference is detected at point pi, ADWIN drops
the data backwards from pi, after it repeats the splitting procedure until no
significant differences be found in the sequence. For instance, given φ1 and φ2

as the means of two splits of a sequence of EDA signals, then |φ1 − φ2| >∈cut is
the condition for a change detection that is computed with the Eq. 4.

∈cut=

√
2
m

.σ2
W .ln

2
δ′ +

2
3m

ln
2
δ′ (4)

where σ2
W is the variance of the elements of W. δ is the desired confidence

and δ′ = δ/(ln n) [2]. Figure 4 (b) shows the output the algorithm detecting a
stress change.

6 Experiment

In order to validate the stress detector implemented, we designed an experiment
where participants experienced different stressful situations caused by emotional
triggers introduced in Sect. 4.

The goal of the experiment is to evaluate the performance of our stress detec-
tor in terms of its accuracy. This evaluation was performed from the viewpoint
of office workers in the context of performing certain tasks that cause stress
(emotion trigger). From this goal, the following research question is derived:

RQ1: How accurately is the stress detector able to recognize subjects stress under
different types of emotional triggers?

Based on the defined research question, we have the independent variables
emotional trigger, originally with 3 levels (environmental: fire alarm; cognitive:
Stroop Task; and social: Sing-a-Song Stress Test). After running a pilot study,
we decided to remove the social trigger to reduce the length of the experiment to
thirty minutes. This is further explained in the data collection section. Figure 5
(c) shows a screenshot of the instructions for the Stroop Task.
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As dependent variables: subject stress status, which is measured in a nom-
inal scale (stressed or not stressed); and perceived stress measured by means of
a self-response questionnaire.

Our hypothesis is that when different types of emotional triggers are delivered,
the stress detector is able to recognize stress with a similar accuracy. Accuracy
refers to the closeness of a measured value to a “true value”. In our study, the
true value of perceived stress was determined by the subjects of the experiment.

6.1 Subjects

Twelve subjects from University of Twente (The Netherlands), involved in
research in computing areas (i.e., Master students, PhD candidates), partici-
pated voluntarily in the experiment, whose ages ranged between 21 and 32 years
old. Seven are women and five men.

6.2 Instrumentation and Procedure

The experiment was carried out in a quiet room equipped with a table and a
chair as shown in Fig. 5(a). Subjects interacted with a laptop where the Stroop
Task (cognitive trigger implemented with Psychopy2) was installed. Also, sub-
jects wore the E4-wristband and headphones to interact with the environmental
trigger. Figure 5 (b) shows the correct position of the E4-wristband on the non-
dominant hand of the subject.

(a) (b) (c)

Fig. 5. (a) A subject in the experiment room interacting with emotional triggers. (b)
E4-wristband placed on the non-dominant hand. (c) Instructions for interacting with
cognitive trigger (stroop task).

The evaluation followed a within-subjects design, where all subjects were
exposed individually to both cognitive and environmental triggers (treatments).
2 http://www.psychopy.org/.

http://www.psychopy.org/
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The order in which the subjects interacted with the treatments were assigned
randomly. Figure 6 shows the procedure of the experiment that consists of two
phases:

Phase 1. Firstly, the subjects were asked to read and sign the informed consent
form, which described the purpose and structure of the experiment. Subjects
were informed beforehand about the sensing device and the possibility of expe-
riencing some stress during the experiment. Furthermore, they were informed
that they could pass on the task at any time if they considered stress unbear-
able. After signing the consent form, each subject got put on and adjusted the
E4-Wristband to enable the gathering of physiological data. Then subjects were
asked to complete a demographic questionnaire, and press a button to start the
experimental tasks when they were ready. This phase lasts around five minutes.

Phase 1 (5 min)

Instructions
and

consent form

Relaxing
(10 min) Q1

Trigger1
(5 min) Q2

Recovery
(3 min) Q3

Trigger2
(5 min) Q4

Recovery
(3 min) Q5

Phase 2 (26 min)

Fig. 6. Experiment procedure and timeline.

Phase 2. Each subject was asked to sit on her/his own chair in a comfort-
able position for 10 min. We asked them to stay quiet and relaxed during this
period. Then subjects interacted with the corresponding treatments (five min-
utes each). Also, subjects had three minutes of recovery after each emotional
trigger. Participants self-reported their stress status before, during the delivery
of the corresponding emotion trigger and after the last trigger, the questions
were answered progressively. The closed questions that were formulated dur-
ing the experiment were in a 7-point-ordinal-scale (presented on-screen). For
instance, delivering first an environmental trigger and then a cognitive trigger,
the sequence of questions were as follows (see Fig. 6):

– Q1: How stressed are you at this moment?
– Q2: How stressed were you WHILE listening the noise?
– Q3: How stressed are you at this moment?
– Q4: How stressed were you WHILE doing the color task?
– Q5: How stressed are you at this moment?

6.3 Data Collection

The twelve subjects S01-S12 interacted with two emotional triggers successfully
(i.e. environmental and cognitive). The experiment obtained an ethical approval
from the Ethics Committee of the Faculty of Electrical Engineering, Mathematics
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and Computer Science of the University of Twente. Raw data and questionnaires
answers were encrypted (WinZip AES encryption: 128-bit AES) and stored in a
secured remote location for later analysis.

We validated the experimental design with a pilot study involving two par-
ticipants (who did not take part in the final evaluation), to ensure the task
descriptions were fully understandable, its implementation error-free, and to
check the time and any further issue regarding the experimental design. The
initial experiment was originally designed with three emotional triggers (cogni-
tive, social and environmental), and approximately it lasted forty minutes. The
feedback collected in the pilot suggested that the experiment was going to last
too long and that the social trigger was not causing stress as expected given the
time available. Hence, we changed our design to exclude the social-emotional
trigger in order to prevent issues and reduce the experiment time approximately
to thirty minutes (around 6480 EDA samples).

Table 2. Labeled results of the questionnaires and stress detector.

Subject Trigger Reported
stress

Stress
detector

Trigger Reported
stress

Stress
detector

S01

C
og
ni
ti
ve

Stressed Stressed

E
nv

ir
on

m
en
ta
l

Not stressed Not stressed
S02 Not stressed Not stressed Not stressed Not stressed
S03 Not stressed Not stressed Stressed Stressed
S04 Not stressed Not stressed Not stressed Not stressed
S05 Stressed Not stressed Stressed Not stressed
S06 Stressed Not stressed Not stressed Not stressed
S07 Not stressed Not stressed Not stressed Not stressed
S08 Not stressed Not stressed Not stressed Not stressed
S09 Not stressed Not stressed Not stressed Not stressed
S10 Stressed Stressed Not stressed Not stressed
S11 Not stressed Not stressed Not stressed Stressed
S12 Not stressed Not stressed Not stressed Stressed

6.4 Threats to Validity

Internal Validity. As our main objective is to evaluate the performance of our
stress detector, in this study, we decided to use three well-known emotional trig-
gers from the psychology community. However, given that these triggers had not
been used previously in Software Engineering, we acknowledge the fact that the
selected triggers could not always generate stress on the subjects(programmers
and researchers in computer science) due to different other factors (e.g., greater
resilience) that were not investigated in this study.

Given this interaction with different emotional triggers (treatments), with
the purpose of avoiding that the the first emotional trigger does not affect on
the next one, we set out relaxing and recovery periods.
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Another possible threat is the effect of the instrumentation used during the
experiment (i.e., E4-Wristband), which could also have been causing any stress
level. In order to know whether this instrument could be considered as addi-
tional potential triggers, we asked participants to complete a post-questionnaire
regarding this issue for further investigation.

External Validity. Given the low number of subjects and the fact they were
researchers working in computing-related areas but not fully working as software
engineers, one potential threat to external validity is regarding the generaliza-
tion of our results. Moreover, as our controlled experiment was conducted in a
lab setting, involving real practitioners would have been harder. We think that
having this lab-setting still allowed us to evaluate the stress detector without
interruption of external factors (i.e., meetings, calls) as a first necessary step to
validate and continue developing the detector.

Construct Validity. The use of a single device to measure physiological stress
(a construct) could be considered as main threat to construct validity of this
study.

6.5 Results

The self-reported stress was rated in 7-point ordinal-scale questions that were
gathered before and during the experiment (1 = “not stressed” to 7 =
“extremely”). We labeled the overall self-reported score as “stressed” when the
difference led to an increase equal o higher than 3 (threshold) in the perceived
value of self-reported stress; otherwise, it was labeled as “not stressed” accord-
ing to [5]. Table 2 summarizes the labels for each subject to assess the accuracy
or trueness of our detector, by comparing the computed label with the final
self-reported label; red cells indicate the cases where the stress detector missed3.

For answering our research question, we use the following (well-known) met-
rics regarding: precision (Eq. 5), recall (Eq. 6) and accuracy (Eq. 7):

precision =
TP

TP + FP
(5)

recall =
TP

TP + FN
(6)

accuracy =
TP + TN

TP + TN + FP + FN
(7)

Where TP indicates true positives, TN true negatives, FP false positive and
FN false negatives. In our case, we consider true positive cases the examples
where reported stress and stress detector are labeled as stressed (see Table 2).

3 Raw data and details of each subject can be found at https://goo.gl/eQ4KC2.

https://goo.gl/eQ4KC2
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We obtained an accuracy of 79.17%, a precision of 60% and a recall of 50%. By
comparing our results with other machine-learning based recognition methods,
we consider that our method has a good accuracy because it oscillates between
70% and 85% [1,15], values reported in the literature of stress recognition using
physiological data. It is also important to remark that most of these existing
recognition methods do not report precision and recall measures. Overall, a
method that gets a high recall value it is considered as a good detector. In
our study, despite we obtained a 50% of recall, we consider that it can be due
to the threats that were identified after the results analysis.

7 Conclusions and Future Work

In this paper, we present the stress detection process of the arousal-based sta-
tistical method. The different algorithms and techniques used for supporting
such detection process were implemented and integrated as part of our real-time
automatic stress detector, in a single processing pipeline. In order to evaluate its
accuracy, an experiment was conducted with 12 subjects using the E4-wristband
device to gather physiological data. Comparing the outcome of our stress detec-
tor with the reported by each subject (perceive stress), the detector obtained an
accuracy of 79.17%.

An interesting observation is that although some subjects did not feel stress
when an emotional trigger was delivered, the outcome of the detector was consis-
tent with the corresponding perceived stress value. However, from this observa-
tion, we can also see that the emotional trigger was not very effective for gener-
ating stress in all cases (subjects). A possible explanation for this might be due
to the different resilience extent of our participants or the need to exposing them
longer to the stimuli. As a future empirical work, beyond checking the accuracy
of the detector, more research is needed regarding the role of emotional trig-
gers and resilience of people working in office workplaces (e.g., developer facing
stress in unexpected situations). To do this, we plan to conduct a field experi-
ment with practitioners from a Spanish SME involved in software projects with
multi-tenancy characteristics.

Acknowledgments. Authors would like to thank to Dirk Heylen, head of HMI Lab of
University of Twente, for facilitating us the HMI Lab to conduct the experiments and
his early feedback. Also, We thank all the participants who took part in our research.
This work has been supported by grant 234-2015-FONDECYT (Master Program) from
Cienciactiva of the National Council for Science, Technology and Technological Inno-
vation (CONCYTEC-PERU). Moreover, this work has received financial support from
the Spanish Ministry of Economy, Industry and Competitiveness with the Project:
TIN2016-78011-C4-1-R; Council of Culture, Education and University Planning with
the project ED431G/08, the European Regional Development Fund (ERDF).



286 F. Suni Lopez et al.

References

1. Alberdi, A., Aztiria, A., Basarab, A.: Towards an automatic early stress recognition
system for office environments based on multimodal measurements: a review. J.
Biomed. Inf. 59, 49–75 (2016)

2. Bakker, J., Pechenizkiy, M., Sidorova, N.: What’s your current stress level? detec-
tion of stress patterns from gsr sensor data. In: Proceedings of the 2011 IEEE 11th
International Conference on Data Mining Workshops ICDMW 2011, pp. 573–580.
IEEE Computer Society, Washington (2011)

3. Bauer, G., Lukowicz, P.: Can smartphones detect stress-related changes in the
behaviour of individuals? In: 2012 IEEE International Conference on Pervasive
Computing and Communications Workshops, pp. 423–426, March 2012
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Abstract. Software testing is a key factor on any software project; testing costs
are significant in relation to development costs. Therefore, it is essential to select
the most suitable testing techniques for a given project to find defects at the
lower cost possible in the different testing levels. However, in several projects,
testing practitioners do not have a deep understanding of the full array of
techniques available, and they adopt the same techniques that were used in prior
projects or any available technique without taking into consideration the attri-
butes of each testing technique. Currently, there are researches oriented to
support selection of software testing techniques; nevertheless, they are based on
static catalogues, whose adaptation to any niche software application may be
slow and expensive. In this work, we introduce a content-based recommender
system that offer a ranking of software testing techniques based on a target
project characterization and evaluation of testing techniques in similar projects.
The repository of projects and techniques was completed through the collabo-
rative effort of a community of practitioners. It has been found that the difference
between recommendations of SoTesTeR and recommendations of a human
expert are similar to the difference between recommendations of two different
human experts.

Keywords: Software testing techniques � Recommender system �
Content-based reasoning � Collaborative repository � k-Nearest Neighbors

1 Introduction

According to [1], software testing is expensive for the industry and is always limited by
time and effort. “Software testing is a series of process which is designed to make sure
that the computer code does what it was designed to do. The main purpose of testing
can be: quality assurance, reliability estimation, validation or verification” [2].

So, testing is present in all software lifecycle and different techniques are applied in
each level of testing: unit, integration, system and acceptance testing. “Software testing
techniques are based in an amalgam of methods drawn from graph theory, program-
ming language, reliability assessment, reliable-testing theory, etc.” [3].
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Considering the consequences of failures and associated costs, the selection of the
most efficient and effective testing methods is very important. Although there are many
testing techniques, there are no scientific guidelines for the selection of appropriate
techniques in different domains and contexts. Moreover, [4] indicates that there are
many testing techniques, which make the selection process complex, because profes-
sionals want to know which of those techniques will detect defects that interest them
the most in the programs they plan to test.

Both [5] and [1] agree that testing professionals have little or no information about
available techniques, their usefulness and generally how appropriate they are for their
projects, in order to decide which technique to use.

Several frameworks, protocols and checklists have been proposed, some for pri-
mary studies such as [6, 7]; some in the software industry [6–9]; some in academic
environments [1, 10]; and others mentioned on secondary studies. In both cases, the
aim is to support the selection of testing techniques and tools based on the charac-
terization of the software to be tested, as well as the technique and/or a test tool to be
used. In that sense [7] indicates that the aim is to ensure that the information from
primary studies can become a basis of evidence for secondary studies that support the
selection of techniques and testing tools. However, there are limitations of time and
resources to carry out the primary studies.

Recommendation system assists users in the process of identifying items that meet
their desires and needs. These systems are successfully applied in different e-commerce
configurations, for example in the recommendation of news, movies, music, books and
digital cameras [11]. There are some works about recommendation system oriented to
the domain of software engineering and even less to the domain of software testing.

We propose a content-based recommendation system for software testing tech-
niques that allows practitioners from different organizations to share their knowledge
and experience about the use of software testing techniques, feeding collaboratively a
repository from which the system will make recommendations of software testing
techniques according to the features of a given target project and the performance of the
techniques in the historical projects of the repository.

Section 2 shows some work related to the selection of software testing techniques,
some of which have been our inspiration or have influenced this work. In Sect. 3, we
describe the proposed method of recommendation and the software tool, which was
created as part of the present work to implement the recommendation method; and
Sect. 4 shows the validation of the proposed method.

2 Related Work

We have revised work related to software engineering domain with emphasis on
selection of software testing techniques.
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2.1 Recommender Systems and Software Engineering

According to [12], recommender systems make use of different sources of information,
offering predictions and recommendations of items (videos, songs, films, etc.) to the
users. Recommender systems are based on how humans make decisions throughout
history: In addition to their own experiences, they also base their decisions on the
experience and knowledge that come from a relatively large group of known people.

“Recommender systems combine ideas from information retrieval and filtering,
user modeling, machine learning, and human–computer interaction. Case-based rea-
soning has played a key role in the development of an important class of recommender
system known as content-based or case-based recommenders.” [13].

Themost widely used algorithm is k-Nearest Neighbors (kNN). There are researchers
that proposed recommendation systems in the field of software engineering: [14] presents
a method for estimating effort, evaluating the similarity of a project with other previous
projects that can predict the effort of the target project; [15] presents a recommendation
system which recommends to the developer, Java library class files that were used in the
similar programs but were not used in the developer’s program; [16] mention two Rec-
ommendation Systems: Hipikat, targeting software evolution in open source projects,
specifically aiming at helping project newcomers and ImpRec, supporting safety-critical
change impact analysis in a company with rich development processes.

2.2 Software Testing Techniques Selection Methods

[17] proposed Porantim as a selection method and tool of testing techniques for Model
Based Testing (MBT); from a repository of techniques characterized, their method
establishes the level of adequacy of each technique to the project as well as the
performance of each technique or combination of techniques. [18] introduced MEN-
TOR, a method and tool for selecting testing tools using Multicriteria AHP and MAUT
decision-making methods. [5] proposed a method for the selection of software testing
techniques by comparison using a catalogue of techniques developed based on the
characterization scheme. Also, they outline the use of a tool to its application.

This paper presents a method that, unlike the afore mentioned works, has a col-
laborative approach and consists of a dynamic catalogue of projects and instantiation of
techniques. The proposed method is carried out with the help of our own software tool.

2.3 Characterization Schemes for Software Testing Techniques

Although there are several characterization schemes of software testing techniques and
tools [1, 5, 7, 17, 19], we must highlight the characterization scheme proposed by [5],
due to its completeness and adaptability to different contexts, which is evidenced by its
instantiation in several of other works related to evaluation and the selection of soft-
ware testing techniques.

Slight adjustments to that scheme were presented by [7]. It has been instantiated in
numerous cases of study in the industry and is aimed at all kinds of testing techniques,
which corresponds with the purpose of the recommendation system presented in this
work. In addition, to determine the possible values of each attribute of the character-
ization scheme, we also have considered the schemes presented in [5, 17].
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The characterization schema used in this paper has a total of 21 attributes; 12 of
them are grouped as “similarity attributes”, which are used to compare projects with
each other; nine attributes are grouped as “performance attributes”, which serve to
assess the techniques instantiated in the testing process of a historical project of the
repository or to indicate the preferences of a user regarding the expected performance
of the techniques that will be recommended.

2.4 Repository of Software Testing Techniques

Some research [5–7, 10, 17, 20] mention the need for a repository or knowledge base
for the evaluation and selection of software testing techniques and/or tools (or try to
create such repository): [5] propose a mechanism that suggests a way to keep the
knowledge base updated. On one hand, testers (consumers) provide information from
their experience in the use of testing techniques. On the other hand, information pro-
vided by researchers in the area (producers) comes from the result of their research in
the development of new techniques as well as the study of the conditions of applica-
bility of the existing ones. They also indicate the need for a librarian who will par-
ticipate indirectly by supervising the information in order to maintain the repository.

Two repositories have been found available: one from [20] that has a catalogue
with characterizations of 13 techniques and other from [21] which manage to char-
acterize 219 techniques or MBT approaches in total. In both cases the characterization
of the techniques or approaches was made by review of technical literature whose
evidence varies between: speculation, examples, proof of concept, reports of industrial
experience and experimentation.

The proposed repository of this work is based on the proposed [5], with the dif-
ferences mentioned in Table 1.

Table 1. Differences between repositories

Comparison
criterion

Repository by [5] Our repository

Catalog update Static: Each time a literature
review is carried out or a new
research work is produced on one
or more techniques

Dynamic: Each time a new project
is entered into the repository, the
instantiated techniques are
characterized, and the repository
is updated

Actors who take
part in the
process

Consumer: Academic or industry
Producer: Academic who performs
a primary study
Librarian: Academic who
organizes, validates producer
information to feed, maintain and
update the repository

Consumer: Academic or industry
Producer: Academic or industry
practitioner using a testing
technique (the same consumer)
Librarian: not needed

Number of
instantiations
that feed the
repository

Limited to the number of primary
studies

Every time a technique is
instantiated in the industry, there
is an opportunity to feed it to the
repository
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3 SOTESTER

This is a collaborative method as shown in Fig. 1, which in base of information
provided about the application or instantiation of one or more testing techniques in
historical projects, a collaborative repository is constructed. From the characterization
of a target project, it is possible to obtain a ranking of testing techniques from this
repository based on similar historical projects; such ranking is ordered according to the
performance of the techniques. From that, the tester or testing team can choose the
technique or techniques to be used in their project. Subsequently, the tester or testing
equipment must characterize the testing technique(s) in its project to feed the repository
and finally determine the level of certainty of each recommendation, which will
establish the reputation of each of the instanced technique involved in the
recommendations.

The method consists of four steps, of which two are automated and two are manual.

3.1 Step 1 – Characterize Target Project

The user must record the characteristics of the target project, based on the attributes of
similarity of the characterization scheme, which can be seen in Table 3.

3.2 Step 2 – Ranking Elaboration

In order to elaborate the ranking of testing techniques to be recommended, the k
Nearest Neighbor algorithm (kNN) is used, as shown in Fig. 2.

Fig. 1. Recommendation method steps

Fig. 2. Elaboration of ranking of testing techniques
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In first phase of Fig. 2, it is determined the similarity of each historical project with
each target project using the TOPSIS method in analogous way to [22], it places the
score of each alternative based on its Euclidean distance to the positive and negative
ideal solutions. According to this technique, the best alternative is that with a shorter
distance to the ideal positive solution and with the most extensive distance to the ideal
negative solution. To calculate the similarity, we should:

Represent as vectors, both the target project and each one of the projects of the
repository in a similar way as shown in [17].

Find a relative similarity: To do this, the values of each attribute are converted to
numerical values using the Jaccard coefficient of similarity, as shown in the algorithm
depicted on Fig. 3, multiplying them by the weight of the attribute, based on MAUT
(Multi attribute utility theory), as was done in (Pilar et al.) [18].

– Finding the distance from each project to the ideal positive solution

d Vj;V
þ� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

j¼1
vj � vþj

� �2
r

ð1Þ

– Finding the distance from each project to the ideal negative solution

d Vj;V
�� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

j¼1
vj � v�j

� �2
r

ð2Þ

– Finding the proximity to the ideal solution.

Cþ
j ¼ d Vj;V�� �

d Vj;V�� �þ d Vj;V þ� � ; 0\Cþ
j \1 ð3Þ

Where V�: Vector of ideal negative solution, its utility would be zero and it
represents situation in which there are not coincidences with the target project; Vj:
Vector for each j project in the repository, where j takes values from one to n, being n,
the total number of closed projects in the repository; d Vj;V þ� �

: distance of ideal

Fig. 3. Relative similarity calculation

294 R. Ibarra and G. Rodriguez



positive solution; d Vj;V�� �
: distance of ideal negative solution; vj: value of similarity

attribute for j project; vþj : positive ideal value for similarity attribute; vþj : negative
ideal value for similarity attribute.

In the second phase of Fig. 2, the K projects most similar to the target project are
selected, and finally, in the third phase, the performance of the techniques instantiated
in the selected projects is evaluated, for which:

– The user indicates preference weights for each performance attribute Wl., where
l ¼ 1. . .p, and p is the number of performance attributes of the characterization
schema.

– For assure recommendations are based on collaborative knowledge, the method
excludes techniques that have not been instantiated at least m times, where m is the
average number of instantiations of the techniques registered in the repository; so,
we avoid that a technique is recommended based on few and non-representative
instantiations.

– Based on MAUT, to each instantiation h extracted, its utility is calculated based on
the performance attributes of the characterization scheme and the preferences of the
target project.

Uh ¼
Xp

l¼1
XhlWl ð4Þ

– The average utility is calculated for each technique based on the utility and trust of
each instantiation h.

�U ¼
Xt

h¼1
Uh C

0
h ð5Þ

where t: Total selected instantiations of a given technique; and Ch

0
: Average

confidence level of the recommendations given by h., being thus elaborated a
ranking from which the user is recommended the first Z techniques with greater
average utility, where Z is a value entered by the user in base of their need.

3.3 Step 3 – Characterize Instantiated Techniques

As part of the testing process in a software project, one or more recommended tech-
niques are instantiated, so, on this step, the user must characterize them based on the
performance attributes, in order to provide feedback. The characterizations of the
instantiated techniques will be part of the repository and may participate in the rec-
ommendation process. Values were considered in a range of zero to one for each
attribute.
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3.4 Step 4 – Qualify Recommendations

It consists on determining the error of the recommendations for a technique instantiated
in the target project. This error will help determine the level of trust by offering other
recommendations.

Er ¼ Uh � Uoð Þj j ð6Þ

Where Uh: Performance of the technique according to the instantiation h used in
recommendation r and, Uo: Performance of the technique in the target project o.

3.5 SOTESTER – Web Application

In order to implement all steps of the recommendation method, a web application
“SOTESTER” was developed. This application has a relational database that consti-
tutes the repository or evidence base that refers to the method.

Among some characteristics of the application, it is possible to emphasize the
scalability and adequacy capacity, so that, if it is necessary, the method could be tested
with different characterization schemes, without having to make additional program-
ming efforts. It would even be possible to use this application in other domains.

The solution has the follow components:

– “SoTesttersDB”: the main database which storages projects data.
– “AccountDB”: security database which storage user, roles and login data.
– “SoTestterWebApp”: Web application, which serves as interface for enter data to

the repository and to obtain recommendations, this web application was built on.
NET framework with C# language and a pdf user manual was made for help new
users.

On Fig. 4 shows the structure of the relational database of the repository
“SoTesttersDB”, where:

– “Project”: is a table storing general data for project
– “ProjectState”: this table, save state flow for project (Non-Characterized, charac-

terizing before instantiation, in testing, selecting instanced techniques, character-
izing after instantiation)

Fig. 4. Repository structure
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– “Technique”: software testing technique
– “TechniqueInstantiation”: represents each instantiation of testing technique on a

project.
– PreferenceWeight: it saves user preferences respect to performance attributes of

testing technique instantiated on similar projects to the target project.
– “Characterization”: save data of characterization of both, project and technique

instantiation.
– “Schema” and “Attribute”: save characterization schema and its attributes, so the

data structure should support any characterization schema.
– “AdequacyWeight”: it saves importance weight assigned by user to similarity

attributes. This value is used by method to calculate similarity between projects.
– “Recommendation”: saves relation between characterization obtained for offer

recommendations and the target project.
– Organization: a person or company who participates giving projects and obtaining

recommendations.

4 Validation

The recommendation method was validated by contrasting the recommendations made
by the Recommender system with three software testing experts, for a total of 11 target
projects. We had to: (1) Initialize the repository with testing techniques and historical
projects, (2) Register target projects in the repository and get recommendations for
testing techniques for each one, (3) Request recommendations of 3 testing techniques
from a group of experts for a total of 11 target projects and (4) Contrast the recom-
mendations made by experts with those of the system in base to the agreement between
experts and recommendation system taking in account that we do not want to prove
only that system recommends good techniques, we are also interested in not recom-
mending bad techniques, because a bad recommendation is expensive for the tester.

4.1 Results

Initial Feeding of the Repository. 23 Software testing techniques compiled from [23,
24] were recorded in the repository. 12 professionals who occupy positions in the
software testing field and who have an average experience of six years contributed with
26 historical projects in total. A total of 71 instantiations of testing techniques were
recorded, 18 techniques were instantiated at least once and five were not instantiated.
The most instantiated technique is “Decision tables” with 18 instances and the mean of
instantiations per technique is 3.08.

Target Projects. Eleven target projects were obtained from real projects of software
companies, which are shown in Table 2. The person in charge of each target project,
performed the characterization and expressed preferences regarding the testing tech-
niques. On Table 3, the characterization of the target project 4 is shown as an example.
Table 4 shows preferences for the same project.
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Recommendations. The three experts recommended three testing techniques for each
target project and three testing techniques were recommended too by the system. In
Appendix A, we present both experts (E1, E2, E3) and system (RS) recommendations
for the 11 target projects.
Table 5 shows the degree of agreement between one expert and another, obtaining a
general average of 24%. Grade of agreement is between zero and one, where zero
indicates no agreement and one indicates that both experts recommended the same
three techniques, without taking in account the ranking position.

Table 2. Target projects

No. Name

0 Sigescom
1 Globalnet
2 Sisap lab
3 Virtual self-assessment system
4 Warehouse management
5 Management production (Workers)
6 Bet games – integration project
7 Task control
8 Sotester
9 Tax deductions
10 Control of materials in production

Table 3. Characterization of the target Project 4

Attribute Value

Static or dynamic Static/Dynamic
Type of software Web, Mobile
Life cycle phase Unit testing, component integration testing, system testing, system

integration testing, acceptance testing
Scalability >3001
Environment-
language

C#

Inputs Source code, executable program, execution scenarios, execution logs,
application requirements, higher and lower values of variables

Knowledge Application domain, scenario identification, object-oriented paradigm,
coding, test script generation, teamwork, leadership

Experience Some experience with coverage tests, requirements testing, web testing
Outputs Test cases, coverage information, flaws, test scenarios
Types of defects interface, algorithm, function, timing/serialization, documentation
Applicability in
tasks

Code coverage testing, requirements testing, system testing

Availability of
tools

Commercial
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As it is shown in Table 6, as a result for the 11 target projects (TP), the recom-
mendation System (RS) has a degree of agreement with the experts (E) of 19%.
Agreement with expert 1 (E1) is 15%, with both expert 2 (E2) and expert 3 (E3) is
21%. These results are close to the agreement between any pair of human experts. We
have found that the agreement between experts is not more than 24%, and the
agreement of recommendation System respect to the experts is not more than 21%; so,
we can say the system behavior is similar to human.

These initial results are good signal and allow us for try system with more data and
other evaluation approaches and metrics where is necessary a major effort and time
given the nature of items to recommend.

Table 4. Preferences for recommendation -Target project 4

Attribute Weight

Completeness 20
Efficacy 20
Test suite size 08
Interaction 08
User guidance 08
Sources of information 05
Comprehensibility 15
Subjective satisfaction 06
Effort 10

Table 5. Agreement between experts

TP E1 vs E2 E1 vs E3 E2 vs E3 Mean

0 0.33 0.67 0.33 0.44
1 0.33 0.33 0.33 0.33
2 0.33 0.67 0.67 0.56
3 0.00 0.33 0.33 0.22
4 0.00 0.33 0.33 0.22
5 0.00 0.33 0.00 0.11
6 0.33 0.33 0.33 0.33
7 0.33 0.33 0.00 0.22
8 0.33 0.00 0.00 0.11
9 0.00 0.00 0.33 0.11
10 0.00 0.00 0.00 0.00
Mean 0.18 0.30 0.24 0.24
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4.2 Threats to the Validity

The quality of the recommendations can be affected by the quality of the initial data
feed to the repository. To improve that quality, the initial feeding was restricted to
practitioners with at least three years of experience in software testing.

The validation, using the contrast of the recommendations made by experts from
the industry and those performed by the system, might not be completely objective in
the sense that there might be uncontrolled variables that affect the human experts’
recommendations, such as their experience time, the diversity of projects in which they
have worked, among others. To minimize this threat, an expert profile considering at
least 10 years of experience in software testing and experience in at least three different
organizations was determined. In future work, the validation of the recommendation
system based on its own results (trust, accuracy, use intention, user subjective satis-
faction, etc.), after applying the recommendations made in target projects, will be
carried out.

It is possible that the characterization scheme used by the recommendation method,
does not completely describe the context of the target project, however, the intention of
this work (at this stage) is to determine the basic feasibility of the method. The vali-
dation and improvement of the characterization scheme is left for future research.

5 Conclusions

A content-based method for recommendation of software testing techniques has been
proposed. Its repository or knowledge base is collaboratively and dynamically fed with
the experience of industry practitioners and it is possible to offer recommendations of
software testing techniques for target projects.

A software tool has been built for the implementation of the proposedmethod; with an
architecture that makes it scalable, it is possible to perform future tests with different
characterization schemes. It is even possible to reuse it for applications in other domains.

Table 6. Agreement of recommender system vs. experts

TP RS vs E1 RS vs E2 RS vs E3 Mean RS vs E

0 0.00 0.33 0.00 0.11
1 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00
3 0.33 0.33 0.33 0.33
4 0.67 0.33 0.33 0.44
5 0.00 0.00 0.00 0.00
6 0.00 0.33 0.00 0.11
7 0.33 0.00 0.67 0.33
8 0.00 0.33 0.67 0.33
9 0.00 0.33 0.33 0.22
10 0.33 0.33 0.00 0.22
Means 0.15 0.21 0.21 0.19
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The proposed method offers similar recommendations to those of the human
experts, although before generalizing these results, it is necessary to feed the repository
with more instantiations of testing techniques so that it is possible to have a more
records about testing technique instantiated into the repository.

A Recommendations for Target Projects (TP)

TP Recommender Recommendation TP Recommender Recommendation

0 E1 DT, ECP, FI 6 E1 FGN, NL, FT
0 E2 DCC, DT, DCH 6 E2 OA, FT, DTC
0 E3 DT, STD, FI 6 E3 CL, BC, FT
0 RS BC, DCC, CW 6 RS DCC, GM, OA
1 E1 DT, STD, APT 7 E1 DT, CW, SC
1 E2 DTC, DT, OA 7 E2 FC, DTC, DT
1 E3 ECP, DT, DCC 7 E3 BC, NL, CW
1 RS CW, BC, FC 7 RS BC, DCC, CW
2 E1 DTC, ECP, BVA 8 E1 DTC, DT, FI
2 E2 OA, DTC, DT 8 E2 DT, DCC, GM
2 E3 ECP, DTC, DT 8 E3 CL, BC, CW
2 RS DCC, GM, BC 8 RS BC, DCC, CW
3 E1 FGN, CW, FT 9 E1 ECP, CW, STD
3 E2 BC, ECP, SL 9 E2 OA, BC, DTC
3 E3 BC, APT, FT 9 E3 DCC, OA, DCH
3 RS CW, OA, BC 9 RS BC, DCC, FC
4 E1 BC, ECP, CW 10 E1 CL, FT, DCC
4 E2 DCC, FT, DT 10 E2 BC, FC, BVA
4 E3 ECP, DCC, FI 10 E3 DT, SC, FI
4 RS CW, BC, DCC 10 RS BC, OA, DCC
5 E1 CL, FI, STD
5 E2 DTC, SC, BVA
5 E3 DT, NL, FI
5 RS OA, DCC, CW

Legend

.DT: Decision Tables OA: Orthogonal Arrays
ECP: Equivalence Class Partitioning FC: Function Coverage
FI: Formal Inspections BVA: Boundary Value Analysis
DCC: Decision/Condition Coverage GM: Graph Matrices
DCH: Desk checking FGN: Flow Graph Notation
STD: State Transition Diagrams FT: Fuzz Testing

(continued)
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(continued)

BC: Branch coverage SL: Simple Loops
CW: Code walkthrough CL: Concatenated loops
APT: All Pairs Technique SC: Statement coverage
DTC: Deriving Test Cases NL: Nested loops
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Abstract. One of the most difficult problems faced by consumers of
semi-structured and structured data on the Web is how to discover or
create the data they need. On the other hand, the producers of Web
data do not have any (semi)automated way to align their data produc-
tion with consumer needs. In this paper we formalize the problem of a
data marketplace, hypothesize that one can quantify the value of semi-
structured and structured data given a set of consumers, and that this
quantification can be applied on both existing data-sets and data-sets
that need to be created. Furthermore, we provide an algorithm for show-
ing how the production of this data can be crowd-sourced while assuring
the consumer a certain level of quality. Using real-world empirical data
collected via data producers and consumers, we simulate a crowd-sourced
data marketplace with quality guarantees.

Keywords: Crowdsourcing · Structured data · Resource allocation ·
Human computation

1 Introduction

Given there are few things more valuable in the information economy than hav-
ing access to the right data at the right time, we find it likely that accurate and
well-maintained data has monetary value, even though currently most efforts
on producing structured data for the Web have been so far focusing on public
open data that is created at public cost and published for anyone to use. There-
fore, our first hypothesis is that consumers of data can use financial incentives
to attract domain experts to produce and update structured data. In this way,
the lack of structured data could be corrected by a data marketplace, a service
that matches the consumers of structured data to producers of such data. Cur-
rent research on crowd-sourcing focuses on asking pools of (usually untrained)
unknown users to solve micro-tasks that do not require specialized knowledge
and can be solved effectively via optimizing for cost [13] or even for fun [18].
However, the problem of crowd-sourcing structured data is very different insofar
as it requires asking pools of domain experts to solve potentially very difficult
c© Springer Nature Switzerland AG 2019
J. A. Lossio-Ventura et al. (Eds.): SIMBig 2018, CCIS 898, pp. 304–319, 2019.
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tasks, where optimization is for quality rather than cost. Yet crowd-sourcing
literature in general has only begun to investigate mechanisms that optimize
for quality [10]. For example, a qualified domain expert in medicine that creates
reliable structured data about the interactions of drugs is worth much more than
that of a data-set created by an amateur, and thus the domain expert can rea-
sonably ask for much more of a financial reward. Thus, our second hypothesis is
that in order to optimize for quality, some crowd co-ordination mechanism
is necessary that takes expertise into account, and directs experts to producing
domain-specific data-sets that require expert knowledge in an efficient manner.

2 Literature Review

Coordination mechanisms for human crowds is an active field of research.
State-of-the-art research has started to increasingly examine such mechanisms,
mainly in optimizing crowdsourcing for cost in online labor markets like Amazon
Mechanical Turk [9]. Such markets work by outsourcing small “human intelli-
gence tasks” (such as phrase translation or “captcha” recognition) to several
people in a “crowd” for a specific monetary remuneration. In this context, Bern-
stein et al. [3] view crowd co-ordination from a queue theory perspective and
solve for optimal solutions analytically with the goal to minimize cost. More sim-
ilar to our proposed work, Shahaf and Horvitz focus more on micro-task quality.
Their work proposes an algorithm which estimates the capacity of each poten-
tial worker and develops a global coordination strategy of allocating workers to
micro-tasks with the goal to maximize quality while respecting capacity con-
straints [15], but do not investigate the problem in terms of structured quality
data or in terms of quality assurance with regards to domain expertise. Other
methods, such as mechanism design [14] and game theory [6] are also being inves-
tigated as a means to optimize the allocation of workers to tasks in a cost-effective
manner. An entire stream of work has explored the effect of monetary incentives
and non-monetary incentives [8], showing that in general financial incentives can
systematically modify tradeoffs in speed vs. quality in task completion [12], with
payment-per-task leading to highest task completion.

Most crowd-sourcing studies have engaged workers with relatively simple
tasks that can be accomplished using wide-spread cognitive abilities. However,
while there is a large amount of work on expert-finding (in domains ranging from
social networks [17] to enterprise environments [2]) and the optimal creation of
teams involving differing levels and kinds of expertise [5], there is little work
on crowd-sourcing from pools of experts. Unlike traditional crowd-sourcing that
assumes a large pool of workers who pass a baseline qualification in order to
accomplish large amounts of similar tasks (such as Amazon Mechanical Turk
HITs), the task of crowd-sourcing data-sets requires pools of domain experts
whose availability may be scarce to accomplish creating high quality data-sets
about varying domains. This is a topic that has only begun to be studied in
crowd-sourcing research, with current scheduling results based on workers with
the same level of knowledge being scheduled in order to maximize productiv-
ity [16]. The objective of proposing a “smart” crowd scheduling mechanism for



306 H. Halpin and I. Lykourentzou

the data marketplace is to ensure the production of as many as possible datasets
of good quality, while not exceeding the pricing requirements of the consumers
and using the available workforce of producers as effectively possible.

3 Crowd-Sourcing Optimization as Resource Scheduling

3.1 Structured Data Terminology

A dataset is a general term to describe a group of items of structured data in a
specific domain of knowledge. Data consumers need specific datasets in order to
fulfill an information need, and data producers have some domain and technical
expertise that allows them to create and modify datasets. The typical function-
ality of the data marketplace is as follows: A consumer enters the marketplace
and creates a request for a dataset, accompanied by specific requirements. These
requirements may include characteristics such as the description of the domain
of the data, and the maximum cost that the consumer is willing to pay for the
creation of the dataset. On the other side, producers of data-sets with particu-
lar domain expertise enter the system, and they select the micro-tasks they can
complete given their domains of expertise.

The objective of the proposed crowd-coordination mechanism for the data
marketplace is to ensure the production of as many as possible data-sets while
not exceeding the pricing requirements of the consumers and using the available
workforce of producers as effectively possible. To achieve the above, the coordina-
tion mechanism seeks to effect the micro-task selection process by recommending
producers to contribute to specific micro-tasks so that overall the requirements of
as many consumers and producers are met as possible. Given there are in general
more requests for data-sets than available experts (as demonstrated by empirical
data in Sect. 4), we can treat the problem of which micro-producer should be
recommended which micro-task as a crowd-souring resource scheduling problem.
We illustrate the approach in Fig. 1 and map the terms from structured data
crowd-sourcing to a resource allocation framework in Sect. 3.1. Given that no
crowd-sourcing systems for producing quality data-sets through a market exist,
we will use simulation with a non-profit and non-coordinated baseline, although
we will parameterize our simulation from an existing crowd-sourced data-set.

3.2 Resource Scheduling Algorithm

For each producer that enters the marketplace, the resource scheduling algorithm
identifies the domain in which the producer has the highest expertise. If this
domain has a micro-task that can pay higher than the producer’s minimum
accepted wage in the domain, then the algorithm allocates the specific micro-
task to the producer. In case the producer accepts, which is when the price
paid by the micro-task is indeed higher than their minimum accepted wage,
the producer undertakes the micro-task and the algorithm schedules the next
producer. In case the micro-producer rejects, the algorithm suggests another
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Fig. 1. A resource scheduling algorithm

micro-task. The process ends when: (i) the micro-producer accepts to contribute
to a recommended micro-task, (ii) the micro-producer leaves the marketplace or
(iii) there are no more micro-tasks. Figure 2 illustrates the functionality of the
smart scheduling algorithm in a pseudocode format.

3.3 Model

The simulation of the marketplace is implemented according to definitions given
below.

3.4 Producer

– Domain expertise ed: The expertise e that the producer has in each knowl-
edge domain d of the data marketplace. It is modeled as a vector with length
equal to the total number of domains of knowledge in the data marketplace.
The value of the expertise of the producer in each domain is randomly ini-
tialized at the beginning of the simulation according to a uniform probability
distribution with the range [0,1], with zero being equivalent to no expertise
in the domain and one being the expertise necessary to create a data-set
of highest possible quality. It remains unchanged for all the interactions of
the producer with the marketplace. In our simulation we assume accurate
knowledge of their domain expertise by the data marketplace.

– Minimum accepted wage wd: The minimum accepted wage (wd) per micro-
task is a minimum price threshold, such that the producer will not accept to
contribute to micro-tasks that pay less than their threshold. It is modeled as a
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vector with length equal to the number of domains of the marketplace, i.e. we
assume a different minimum wage per domain of knowledge. Since a producer
is more likely to want to be paid more for domains where their expertise is
higher, the value of the minimum accepted wage of a user is assumed to be
a linear function of their expertise (ed) in each specific domain d, and the
minimum accepted wage per micro-task in our simulation receives values e
[0,1] range.

3.5 Data-Sets

A simulated dataset models a dataset request made by a consumer of the mar-
ketplace. Each dataset has the following modeled characteristics:

– Knowledge domain d: Models the domain of knowledge that the dataset
belongs to. Each dataset is randomly assigned to exactly one domain d ∈ D
at the beginning of the simulation, with D being the total number of domains
of the simulated marketplace.

– Number of micro-tasks m: The total number of micro-tasks that the data-
set consists of. Each of the micro-tasks of the dataset can be selected and
completed by exactly one producer. In this simulation we consider a fixed
number of micro-tasks per dataset.

– Quality q: The quality of the dataset is the average of the quality of its
micro-tasks. The quality of each micro-task is initially equal to zero and it
changes as soon as the micro-task is completed by a producer. In the specific
simulation we consider that the quality of the micro-task is linearly analogous
to the expertise of the producer that completed it.

– Total upper cost C: The total cost that the consumer is willing to pay
for the creation of the dataset. It is initialized randomly over a cost range
distribution at the beginning of the simulation and is considered fixed for the
specific data-set. It is used to determined the price of each micro-tasks of the
dataset where pi is the price of each micro-task and m is the total number of
micro-tasks of the dataset.

3.6 Modeled Systems

To test our hypothesis, we model three data marketplace systems. The first two
test the differences between profit and non-profit systems, and the third to test
our hypothesis that a directed crowd-sourcing algorithm is necessary in order to
crowd-source high-quality data-sets.

Non-profit System. In this system, the producer enters the system and selects
an available micro-task at random that is in their domain of highest expertise.
If there are no available microtasks in the domain, they will choose a micro-task
that matches their next highest domain of expertise, and continue in descending
order of their expertise. They will then exit and may re-enter the system.
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Fig. 2. Smart profit directed crowd-sourcing algorithm

Simple Profit System. When a producer enters the system, the producer
selects a micro-task that will bring them the greatest profit. Each producer will
select among the available micro-tasks the one that has the highest price and,
at the same time, exceeds their personal modeled minimum wage requirement.
As soon as the production of the micro-task is finished, the producer exits and
may re-enter the system.

Smart Profit System. The crowd-coordinated system is similar to the sim-
ple profit system, except that producers select the micro-tasks that they will
contribute to amongst the recommendations given by the resource scheduling
algorithm presented in Sect. 3.2.

4 Empirical Parameterization

In order to make our simulation realistic, we empirically determined our param-
eters from The Data Hub, a website that features a 4,826 public datasets.1 Data-
sets are added and kept up-to-date by the voluntary contributions of users, with
no financial incentives in place. In order to be concise, we abbreviate The Data
Hub as CKAN, given that it was built using the Comprehensive Knowledge
Archive Network (CKAN). The site has been crowd-sourcing contributions of
structured data-sets since June 2006 and is probably the largest source of open
public structured data-sets on the Internet.2 The website features vastly different
sizes and kinds of data-sets, such as Canada’s Open Government data, biblio-
graphic data, biological data such as BioPortal. Data-sets are given domains in
a “bottom-up” fashion by tagging. The data-sets come in a variety of formats
ranging from XML to RDF to CSV. User contributions and modifications of

1 http://datahub.io/.
2 While Infochimps claims to be larger (approximately 9,000 data-sets) than The

Data Hub, approximately half of its data-sets are APIs rather than structured data
and thus cannot be queried, and no history of users and revisions are available as
Infochimps does not use crowd-sourcing.

http://datahub.io/
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data-sets are recorded and available as metadata for each data-set. Currently,
the Data Hub has 3,700 users, although only 1,654 have actually contributed
to data-sets. On November 18th 2012, we crawled and used the CKAN API to
get statistics for all CKAN data-sets, including their number of tags, creation
date, revisions, and users. We use the data as the basis of the parameterization
of our simulation. The dataset extracted from CKAN covers a timespan of 67
months, and so we set the simulation time equal to 67 simulation units, with
each unit being equivalent to one month, so that we can compare accurately to
an empirical baseline, the CKAN data-set. The rest of the extracted parameters
used to run the simulation are given in Table 1.

The arrival rate of users in CKAN is shown in Fig. 3. Based on this empirical
data, the number of total users in the system grows exponentially with time,
according to the following equation, with α = 34.01, β = 0.05898 and goodness
of fit R2 = 0.9922:

f(t) = α · eβ·t

From the derivative of f(t), we find the user arrival rate λ:
λ = df

dt = α · β · eβ·t

From the above, the inter-arrival time can be found by inverting previous
equation:

λ = 1
α·β·eβ·t

We identify the inter-arrival time of the requested datasets, as given by Fig. 3.
From the CKAN data we have that the total number of requested datasets also
grows exponentially with time, with γ = 139.1, σ = 0.05328 and R2 = 0.9926:

g(t) = γ · esigma·t

Fig. 3. Data-set arrival rate from the data-hub and parameterized simulation
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Fig. 4. User arrival rate from the data-hub and parameterized simulation

To determine the number of thematic categories that may be found in CKAN,
we consider the tags in relation to the number of datasets that each tag appears,
which appear to follow an exponential distribution with semi-long tail. This
distribution is not technically a power-law, but an exponential distribution that
seems to be in process of evolving into a power-law distribution, so there is a
large amount of data-sets with a very low number of tags although these datasets
are too few to be the majority of the distribution. After eliminating the tail of
tags that appear in less than 4% of the total number of CKAN datasets (the
semi-long tail), we find 20 main thematic categories. Based on this, the number
of domains of knowledge is set to 20 (Fig. 4).

To determine the number of micro-tasks that we will model each job to
have, the distribution of datasets in CKAN against the number of revisions that
each dataset has is given in Fig. 5. Similarly to the number of tags, there is an
exponential distribution with the beginning of the development of a long tail.
Again, after removing the long tail (data-sets with revisions of 1), we again the
weighted average of the number of microtasks per dataset is 3.

Finally, we need to determine the user expertise distribution and the dis-
tribution of cost per dataset. These parameters cannot be found through the
data mining performed in CKAN, since the CKAN system does not employ any
method of determining expertise and is a non-profit system. Thus expertise is
modeled as a beta distribution, with shape coefficients equal to α = 0.3, β = 1.
A beta distribution was chosen because it is a double bounded function with the
range of [0,1]. The specific selection of shape parameters gives a user popula-
tion that follows an exponential expertise distribution, with most users having
little or average knowledge on a given thematic category and a small number of
users having high expertise on the subject [2]. Finally since currently there is no
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Fig. 5. Distribution of revisions per dataset

research into the potential cost distribution of high-quality structured data, we
define the value of each dataset in our simulations as a random number from a
uniform distribution in the range [0,3], due to the average number of micro-tasks
being 3.

Table 1. Parameters of model

Name Value

Simulation time 67

Users 1654

Domains 20

Micro-tasks per job 3

Dataset inter-arrival time 1
λ

= 1
g′(t) = 1

γ·σ·eσ·t , with γ = 139.1, σ = 0.05328

User inter-arrival time 1
λ

= 1

f
′(t) = 1

α·β·eβt , with α = 34.01, β = 0.05898

User expertise distribution Normal (x̄ = 0.5, σ = 0.3)

Cost distribution Beta ([1000, 10000])

5 Results

Our simulation was run using the empirically-derived and estimated parameters
given in Table 1, and the results are examined in detail to test our hypotheses,
namely that financial incentives will increase the quality of dataset production
and that a crowd-sourcing co-ordination mechanism (formulated and solved by us
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as a resource-scheduling problem) will increase the quality of dataset production.
The performance of the three algorithms in terms of average dataset quality (the
maximization of which is the objective of the resource scheduling algorithm) is
given in Fig. 6 by a quality histogram of the produced datasets. In this diagram,
the x axis represents the quality in the range [0,10], with 0 representing no
quality at all and 10 the highest possible quality. The figure has two y axes, with
the left corresponding to the datasets produced by the “simple profit” algorithm
and the right axis illustrating the datasets produced by the “non-profit” and the
“smart profit” ones, as the “simple profit” algorithm produces a high amount of
low quality datasets off the scale of the other two algorithms.

As can be observed in Fig. 6, the smart scheduling algorithm achieves much
higher quality compared to both the non-monetary and the simple profit algo-
rithms. This can be attributed to the fact that the algorithm identifies the
domain each user is mostly expert at and “guides” the user’s contribution
towards a micro-task from this domain. It is also straightforward to observe that
the simple profit system performs very poorly in terms of quality, because users
in this system have no incentive to make good contributions and they rather
select the micro-task they will undertake based only on the price it pays. Inter-
estingly enough, perhaps the above rationale can be used to partially explain
the low quality results for which purely-profit based systems such as Amazon
Mechanical Turk have been often criticized for.

Fig. 6. Quality of dataset per crowd-sourcing algorithm

Figure 7 compares the three algorithms in terms of production efficiency,
defined in terms of the ratio of completed and partially completed datasets.
The term “completed” refers to the datasets whose micro-tasks have all been
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allocated and completed by producers and the term “partially completed” refers
to the datasets with one or more completed micro-task that have not been fully
completed. Figure 8 shows the production process of these datasets in relation to
time. The simple profit system produces a similar number of partially completed
datasets as the non-profit system. The smart scheduling algorithm does not
produce many partially complete datasets as it produces mostly completed data-
sets. Strangely enough, the non-profit system produces more completed data-sets
than the simple profit systems. This is likely because in the non-profit system,
the users attempt to self-allocate according to their domain expertise, but do
not do it as efficiently when compared to the smart scheduling algorithm. In
contrast, the simple profit system produces many partially completed results of
low quality as users are optimizing for profit but ignoring their own domain of
expertise. Overall, the contributions of the producers are more focused when the
smart scheduling algorithm is used, and they tend to be more dispersed when
users self-select the tasks that they will undertake (with this dispersion being
higher in the case of the simple profit system due to the over-riding of profit in
comparison to domain knowledge).

Therefore, our first hypothesis is incorrect. Financial incentives by themselves
do not produce higher-quality data-sets, but instead skew the creation of data-sets
towards a lower-quality due to optimization of cost over quality by the contrib-
utors. However, our second hypothesis is correct. The combination of financial
incentives with a smart scheduling algorithm that directs producers of data-sets
to tasks in their domain of expertise produces higher-quality datasets.

Fig. 7. Dataset completion rates
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Fig. 8. Completion of datasets over time

5.1 Price Effect

Next, we examine the effect that the price per micro-task and producer has on
the performance of the proposed algorithm. Figure 9 explores the effect of price
variability on the performance of the two monetary incentive-based algorithms,
the simple and the smart profit ones. The x axis shows the cost per micro-task, in
a range between 0, 1, and 20 monetary units. The left y axis shows the number of
datasets completed for each price level in a scale between 0 and 700 datasets. The
right y axis shows the average quality achieved, in the range of 0 (no quality) to
10 (best quality). The dark grey lines correspond to the simple profit system and
the light grey lines to the smart profit algorithm. Of course, as observed earlier,
the smart scheduling algorithm performs better than the simple alternative at
all price ranges, both in terms of number of completed datasets and in terms of
quality achieved. Yet what is interesting as regards to the number of datasets
completed is that the simple profit system performs very poorly, especially when
the offered micro-task price drops. In fact it takes very high monetary rewards
(approximately 20 monetary units per micro-task) to approach the performance
of the smart profit algorithm. In parallel, when examining the two systems in
terms of quality, the smart profit system manages to achieve and maintain high
quality levels regardless of the offered price, while the simple profit algorithm’s
quality is analogous to the offered price. This result can be attributed to the
fact that the smart scheduling algorithm targets tasks to the expertise of the
producer. Thus, we can conclude that the smart scheduling algorithm allows
consumers of datasets to offer their task at a lower cost and expect the same or
better quality as a simple system based on financial incentives, and increasing
the task price does not produce a large increase in quality if smart scheduling is
used.
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5.2 Producer Arrival Rate Effect

The final parameter to examine is the number of producers arriving in the
data marketplace, which would be considered the “resource supply” in terms
of resource scheduling and allocation algorithms. The present producer arrival
rate, as extracted from the CKAN data, is low in comparison to the number
of dataset requests. As it can be intuitively expected, the growth of the arrival
of producers may increase if the system starts offering monetary incentives. So
understanding the response of the crowdsourcing system under differentiated
conditions of producer arrival is essential if one is to implement a working sys-
tem. To simulate different growth levels of the producer arrival rate, we modify
the shape factor β of the producer arrival rate function with β values in the
range [1,2], i.e. from the CKAN levels (β = 1) to an almost double growth of
the arrival rate (β = 2) in f(t) = α · eβ·t.
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Crowdsourcing High-Quality Structured Data 317

Figure 10 illustrates the response of the three systems in regards to produc-
tion efficiency based on increasing the arrival of the number of producers in terms
of number of completed datasets. As shown, the smart profit algorithm outper-
forms the other two for all of the simulated producer arrival rates, managing
to keep directing the producer contributions and to prioritizing them towards
dataset completion, in the same manner as observed in earlier simulation work. It
is very interesting to observe the surprising behavior of the other two algorithms.
The non-profit system performs better than the simple profit one, for user arrival
rates augmented up to 20% (β = 1.2). After this value, the non-incentive sys-
tem is outperformed by both the two monetary incentive-based systems. Thus,
one can argue that for systems with small amount of producers, a non-profit sys-
tem makes more sense than a profit-driven one unless a crowd-sourcing system is
used. However, our first hypothesis is correct under certain conditions: Assuming
a high arrival rate of new users, a simple crowd-sourcing based system based on
monetary incentives, even without a smart directed crowd-sourcing algorithm,
will outperform a crowd-sourcing system without financial incentives.

6 Conclusions and Future Work

Although the vision of a data marketplace is not without precedence (e.g. see [4]
for an initial vision of the Web as an “Information Marketplace”), much of the
data produced to-date is erroneous and not well maintained [7]. Nevertheless,
the attempts for financially-powered data marketplaces have so far been very
rare, mainly due to the absence of performance guarantees for consumers, and
the fact that research on computational methods for gathering data from people
in a systematic manner and with performance guarantees is still in its infancy
(indicatively see [1,11]). In this paper we argue for a data marketplace system
where various actors can produce and consume datasets for financial contribu-
tions. Our first hypothesis was that financial incentives inside such a marketplace
would lead to the production of greater amounts of high-quality structured data
than systems without such incentives. This hypothesis was shown to be only
partially correct: Only with high arrivals of producers into the system does such
a simple data market-place succeed. However, there is an important caveat: our
second hypothesis, that crowd-sourcing with financial incentives would perform
better in terms of quality if a directed crowd-sourcing algorithm is used (as
given in our example by a smart resource scheduling algorithm) was shown to
be correct.

However, our simulations made a number of simplifying assumptions in order
to test our hypotheses under the strictest possible conditions, and future work
should test these parameters. For instance, we assume that data-sets do not
vary in any way systematically (instead, they vary randomly) over quality and
regarding their knowledge domain. These assumptions are based on the fact that
there are no studies of macro-scale quality effects in structured data. However,
adding a ranking and feedback system (such as “one to five stars”) would allow
us to judge quality. We could then experiment with algorithms that estimated
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both the difficulty of the task and expertise of the producers and then used a
non-beta distribution to model these parameters. Furthermore, we could allow
datasets to belong to more than one domain. Also, it is highly likely that the
decomposition of particular datasets into micro-tasks varies considerably, and
thus we could also examine varying the number of micro-tasks as well. Finally,
much more sophisticated pricing schemes could be used that let the consumers
set minimum and maximum dataset price ranges, allow producers to negotiate
the price for the micro-tasks they undertake, and then the mechanism could
attempt to optimize the crowd-sourcing system for both quality and price.

Finally, in the current research we are forced to model a future incentive-
based system for structured data out of empirical parameters gathered from a
non-profit based system. The goal of this stage of the simulation is to gain a
general understanding of the effect that parameters such as the dataset arrival
rates and producer arrival rates’ have on the quality of structured data. Given our
hypothesis that directed crowd-sourcing with financial incentives outperforms
non-profit based systems, the next step of our research beyond simulation is
to create an implemented data market-place for real humans initially using the
parameters derived from this work. The implementation of such a system will
then no doubt lead to more empirical results that then can be used to optimize
further iterations of a data marketplace design.
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Abstract. Many software systems today make use of large amount of
personal data to make recommendations or decisions that affect our
daily lives. These software systems generally operate without guaran-
tees of non-discriminatory practices, as instead often required to human
decision-makers, and therefore are attracting increasing scrutiny. Our
research is focused on the specific problem of biased software-based deci-
sions caused from biased input data. In this regard, we propose a data
labeling framework based on the identification of measurable data char-
acteristics that could lead to downstream discriminating effects. We test
the proposed framework on a real dataset, which allowed us to detect
risks of discrimination for the case of population groups.

Keywords: Data ethics · Automated decisions · Data quality

1 Introduction

The availability of large-scale data, often regarding human behavior, is pro-
foundly changing the world in which we live. The automated flow and analysis
of this type of data offers an unprecedented opportunity for actors in both public
and private sectors to observe human behaviors for a large variety of purposes:
to provide insights to policy-makers; to build personalized services like auto-
mated recommendations on online purchases; to optimize business value chains;
to automate decisions; etc. However, the way data are collected, tested and ana-
lyzed poses a number of risks and questions related to the context of use [3].
Many researchers, in fact, identified a number of ethical and legal issues where
the application of software automated techniques in decision-making processes
has led to intended and unintended negative consequences, and especially dispro-
portionate adverse outcomes for disadvantaged groups [1,12]. Recent scandals
such as the one involving Cambridge Analytica and Facebook1 or the study
conducted by ProPublica of the COMPAS Recidivism Algorithm2, are two well-
known examples of the relevance of these issues for our societies. Recent research
1 https://bit.ly/2Hoa2q7.
2 See https://bit.ly/1XMKh5R.
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efforts have focused on the data collection and data exploitation issues of soft-
ware systems (e.g., in the field of machine learning [7] or, more in general, in
software-related conferences [11]). We place the problem in the context of soft-
ware engineering practice proposing a data labeling framework, the Ethical and
Socially-Aware Data Labels (EASAL), to identify data input properties that
could lead to downstream potential risks of discrimination towards specific pop-
ulation groups. The beta version of the framework, presented here, relies on three
building blocks, each one supported by previously published evidence drawn from
different disciplines. We describe our data labeling in Sect. 2, and we show and
discuss the results from testing EASAL on a real dataset in Sect. 3. We conclude
by summarizing our contribution and providing indications for future research
work in Sect. 4.

2 Ethically and Socially-Aware Data Labeling (EASAL)

Many software systems today rely on statistical techniques and prediction mod-
els, fed by large amount of available data. Such data is used for training algo-
rithms whose scope is to recognize patterns and find relationships in data. A
problem that characterizes automatic approaches that rely solely on data and
algorithms is that they miss the human capability to perform important tasks,
among which the context-aware interpretation of the results, the elaboration of
explanations and cause-effect relationships, the recognition of biases (and pos-
sibly their correction). Regarding the latter, which is the focus of our work,
we report a statement made by the mathematician Cathy O’Neal in her book
“Weapons of Math Destruction” [13]:

if the admission models to American universities had been trained on the
basis of data from the 1960s, we would probably now have very few women
enrolled, because the models would have been trained to recognize success-
ful white males.

This observation entails an important fact: not only data processes such col-
lection and analysis have ethical consequences, but also input data properties
are connected to important ethical issues. In fact, some characteristics of the
collected data involve ethical issues, and those problems propagate throughout
all subsequent phases of the data life-cycle in software systems, until affecting
the output, i.e. the decisions or recommendations made by the software. Our
hypothesis is that certain data characteristics may lead to discriminatory deci-
sions and therefore it is important to identify them and show the potential risks.

Moved by these motivations, we defined the Ethically And Socially-Aware
Labeling (EASAL) framework, which is a way of labeling datasets using mea-
sures of certain input data characteristics (e.g., uneven distribution in gender
balance, co-linearity of attributes, etc.) that represent a risks of discrimination
if used in decision making (or decision support) systems. We believe that this
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information will be useful to software engineers to be more aware of the risks of
discriminations and to use the dataset in an more ethically and socially-aware
manner. In addition, it could be used by third parties to certify such risks on a
given dataset.

To the best of our knowledge, labelling approaches for ethical purposes are
being investigated in two other ongoing research initiatives. The first one is a
collaboration between the Berkman Klein Center at Harvard University and
the MIT Media Lab, which led to “The Dataset Nutrition Label Project”3.
The project aims to avoid that incomplete, misunderstood or problematic data
have an adverse impact on artificial intelligence algorithms. The second research
is conducted by Gebru et al. [6], who propose “Datasheets for Datasets”: with
respect to our proposal, this approach is towards more discursive technical sheets
to encourage better communication between creators and users of a dataset.
These approaches are not mutually exclusive, instead they can be seen as mutu-
ally reinforcing. Herein we describe the building blocks of EASAL.

2.1 Disproportionate Datasets

Most of today software-automated decisions are based on the analysis of his-
torical data. This is very often done with machine learning models. It has been
proven that problems of fairness and discrimination inevitably arise, mainly due
to disproportionate datasets [13]. Disproportionate datasets lead to dispropor-
tionate results, generating problems of representativity when the data are sam-
pled - thus leading to an underestimation or an overestimation of the groups -
and of imbalance when the dataset used has not been generated using random
probabilistic sampling methods. Many of the datasets used today have not been
generated using these methods, but are rather selected through non probabilistic
methods, which do not provide to each unit of the population the same oppor-
tunity to be part of the sample; this means that some groups or individuals are
more likely to be chosen, others less. For this reason, it is essential to keep this
aspect under control in non-probabilistic samples. In general, solutions relating
to demographic or statistical parity are useful in cases where there is no deliber-
ate and legitimate intention to differentiate a group considered protected, which
would otherwise be penalized [4]. It should therefore be borne in mind that
the solutions vary according to both the nature and use of the data. Take as
an example a type of analysis that includes in its attributes individual income.
If the choice to include in the sample only individuals with a high income is
voluntary, no representativity problems arise, since the choice of a given group
is based on the purposes of the analysis. However, if the probability of being
included in the sample is lower as the income is lower, then the sample income
will on average be higher in the overall income of the population.

3 See https://datanutrition.media.mit.edu.

https://datanutrition.media.mit.edu
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2.2 Correlations and Collinearity

In statistics two variables x1 and x2 are called collinear variables when one is
the linear transformation of the other and therefore there is a high correlation.
In general there are always relationships between variables that involve a certain
degree of linear dependence, but it is essential to keep this aspect under control
to avoid negative effects: in fact, in case of collinearity, small variations in the
data may correspond to significant variations in the estimated values. Since the
analysis of collinearity reveals the presence of redundant connections between
variables, it is useful in those areas more sensitive to the risk of discrimination.
To prevent this effect some researchers adopt a näıve approach that precludes
the use of sensitive attributes such as gender, race, religion and family informa-
tion, but in some cases may not be effective. The use of geographic attributes,
for example, is shown to be unsuitable when the use of protected data is to be
foreclosed, because it easily leads to tracing protected attributes, such as race
[12]. Hardt [7] points out that the condition of non-collinearity requires that
the predictor (Ŷ ) and the protected attribute (A) are independent conditional
on Y: e.g., if income has to be predicted, it must be independent of gender.
Another common error is “mistake correlation with causation” [8]; cause-effect
ratios are often confused with correlations when features are used as proxies to
explain variables to be predicted. For example, the IQ test is a test that measures
logical-cognitive abilities, but if used as a proxy to select the smarter students
for admission to a university course, it would almost certainly reveal itself as
an imperfect proxy, since intelligence is a too broad concept to be measured by
a number only. As a consequence, although there is a correlation between the
test value of the IQ and the predicted variable, it is not sufficient to explain it.
As Friedler et al. [5] remark, “determining which features should be considered
is a part of the determination of how the decision should be made”. In light of
the problems mentioned in the previous paragraphs, we expect EASAL synthet-
ically summarizes the analysis of collinearity and correlation between protected
attributes in order to avoid possible discriminatory results.

2.3 Data Quality

In computer science, “garbage in, garbage out” (GIGO) is a popular sentence to
identify where “flawed, or nonsense input data produces nonsense output”4. The
GIGO principle implies that the quality of the software is affected by the quality
of the underlying data. As a consequence, computer generated recommendations
or decisions are affected by poor input data quality. For these reasons, we include
data quality as third building block of EASAL. The ISO/IEC standard 25012 [9]
defines 15 data quality characteristics, operationalized by 63 metrics defined in
the ISO/IEC 25024 [10]. Recent research efforts (e.g., [2,14,15]) showed that a
measurement approach is effective in revealing data quality problems, especially
for the inherent quality dimensions, that are also more effective for our purposes,

4 See https://en.wikipedia.org/wiki/Garbage in, garbage out.

https://en.wikipedia.org/wiki/Garbage_in,_garbage_out
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because they are not affected by the context of use (e.g., hardware and software
environment, computer-human interface). We propose the ISO/IEC 25012 and
25024 standards models as a reference for quantitatively assessing the quality
of data input and the consequential confidence of the decision made out of that
data. In particular, we refer to the inherent quality dimensions: accuracy, com-
pleteness, consistency, credibility, currentness5.

3 Testing EASAL on Real Datasets

We tested the EASAL on Credit Card Default dataset, that contains information
on default payments, demographic factors, credit data, history of payment, and
bill statements of credit card clients in Taiwan from April 2005 to September
2005 6. The field of creditworthiness often appears in the literature alongside
issues related to ethical decisions. Recently, some studies have shown that access
to credit for black people is modulated by certain attributes such as race, rather
than by information about the payer’s status7. The dataset that we use does not
contain the protected attribute race, but contains other personal information
that can be used in a discriminatory way if applied to assess creditworthiness,
such as gender and level of education.

Disproportion. Figure 1 reports an example of visualization of a disproportion-
ate dataset: the histogram shows that the frequency distribution of the age
attribute is highly skewed, and the group most represented is that of 25 to 40
years. The analysis of the frequencies for the other protected attributes included
in the dataset, shows that: 60% of individuals are women; 46.7% of individuals
have attended university; married and single individuals are equally represented.
Although we do not have information neither on the real frequencies of protected

Fig. 1. Frequency of variable age

5 For the definitions of inherent quality measures see [10].
6 https://www.kaggle.com/uciml/default-of-credit-card-clients-dataset.
7 See https://bit.ly/2NyNVPx.

https://www.kaggle.com/uciml/default-of-credit-card-clients-dataset
https://bit.ly/2NyNVPx
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attributes in the source population nor on the sampling method used (if any), the
results of the analysis of disproportions suggests to use the age variable with cau-
tion: in fact the variable age shows a more considerable disproportion compared
with the other protected attributes, exposing a potential risk of discrimination
(e.g., if the dataset is used to automate decisions or recommendations on the
capability to repay a debt, and attribute age is one of the predictors).

Correlation and Collinearity. We perform the analysis for each protected
attribute in the Credit Card default dataset, in relation to default payment (1 =
yes, 0 = no). We report on Fig. 2 an example of mosaic plot11 for the attribute
education: blue indicates cases in which there are more observations in that cell
than would be expected under the null model of independence between attribute
education and attribute default payment ; red means there are fewer observations
than would have been expected; eventually, grey indicates that observations are
coherent with the assumption of independence. Figure 2 shows that default pay-
ment is highly correlated to the education level, for all its levels. The test has
been performed also on the other protected attributes included in the dataset,
and showed that the correlation between the protected attributes and the default
payment variable is significant for the gender variable (both male and female),
and it is significant for the marital status variable in correspondence with the
default payment group = yes. In addition, Pearson residuals show that the most
correlated categories are: the education variable and the male, both in corre-
spondence with default payment = yes. As a consequence of the analysis, the
identified correlations should be taken into account when using the dataset in
an algorithm that supports or automate decisions.

Fig. 2. Conditional mosaic plot for conditional independence of variable education.
Legend: 0 = na; 1 = graduate school; 2 = university; 3 = high school; 4 = others
(Color figure online)
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Inherent Data Quality. The nature of dataset allows to test only two of the five
inherent quality dimensions, accuracy and completeness; of these, five metrics are
selected from the ISOIEC 25024, namely: Acc-I-4: Risk of data set inaccuracy,
Com-I-1: Record completeness, Com-I-2: Attribute completeness, Com-I-4: Data
values completeness, Com-I-5: Empty records in a data file8. The test provides
the extreme positive value of the index, therefore it is not necessary to report
the values obtained.

4 Conclusions

We presented a theoretical framework for labeling input data used in decision
making software and for identifying risks of discrimination towards specific pop-
ulation groups. The Ethically and Socially Aware Labels (EASAL) are com-
posed of three building blocks: measures for assessing disproportion; measures
for assessing correlation and collinearity involving protected attributes; measures
for assessing data quality. The building blocks have been identified on the base of
literature studies and authors experience. We intend to address our future work
along the following directions: test and specification of the use of correlation and
collinearity metrics for different types of statistical variables; graphical design
of an intuitive label that could help software engineers in quickly understanding
the discriminatory risks of using a dataset; automation of label creation and
source code freely available to allow replication studies and improvements. We
also invite the software engineering community to contribute to this initial work
by improving the building blocks measures, by identifying new building blocks
and by applying EASAL for benchmarking purposes. This would facilitate an
increase of awareness of software practitioners regarding the ethical implications
of the data-driven systems that they design, build, and to which are probably
subject, at least in some scenarios.
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Abstract. In satellite image processing, obscure zones that were
affected by shadows are normally discarded from further processing.
Nevertheless, for specific applications, such as surveillance, it is desir-
able to remove shadows despite the fact that reconstructed zones do
not necessarily have real reflectance values. In that sense, we propose a
shadow removal method in high-resolution satellite images using condi-
tional Generative Adversarial Networks (cGANs). The generator network
is trained to produce shadow-free RGB images with condition on a satel-
lite image patch altered with artificial shadows and concatenated with
its respective binary shadow mask, while the discriminator is adversely
trained to discern if a given shadow-free image comes from the genera-
tor or if it is an original RGB image without artificial alteration. The
method is tested in the proposed dataset achieving an error ratio com-
parable with the state of the art. Finally, we confirm the feasibility of
the proposed network using real shadowed images.

Keywords: Generative Adversarial Networks · Shadow removal ·
Satellite imagery

1 Introduction

Satellite images are normally affected by shadows caused by clouds or elevated
mountains. For some applications it is enough to detect shadowed areas and
avoid any further processing over them due to their reflectance values have been
modified. Nevertheless, for other applications, such as surveillance, in which
it is involved human visual inspection, it is useful to remove the shadow effect
although the reflectance of the new images will not exactly correspond to reality.

Shadow removal in high-resolution satellite images is a challenge, as such
images have limited spectral bands and details should be kept after processing.
Typical approaches relies on multi-temporal analysis for any kind of satellite
images [1–3]. However, it is not always possible to have multiple satellite images
from the same scene; thus, other methods propose shadow removal from single
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images multiplying the affected zones by constants to standardize the scene illu-
mination [4–6] or using gradient based methods [7,8], which do not take into
account the shadow variations inside the umbra region. Besides, other methods
propose the use of color transformations techniques such as histogram matching
and color transfer [5,9,10]. Alternatively, information theory based techniques
is proposed in [11] but this approach either require user assistance or careful
parameter selection. In addition, another method that needs user interaction is
[12], which register the penumbra to a normalised frame which allows to effi-
ciently estimate non-uniform shadow illumination changes. It is worth to men-
tion that, since many of the aforementioned methods are designed to work with
natural images, such as photographs, they can assume that the texture remains
approximately the same across the shadow boundary, which means they will not
necessarily work well with high-resolution satellite images, where it is possible
to find drastic terrain changes inside a shadowed region.

Fig. 1. Proposed methodology scheme.

In recent years, many deep learning techniques have been developed thanks to
the availability of large datasets and computational resources (such as dedicated
GPUs), resulting in a landmark change in the computer vision community. How-
ever, to the best of our knowledge, very few deep learning based techniques have
been proposed to tackle the problem of shadow detection and removal. Owing to
these reasons, we propose a new method to remove shadows in high-resolution
satellite images from PERUSAT-1, a Peruvian satellite managed and supervised
by the Space Agency of Peru (CONIDA), using conditional Generative Adver-
sarial Networks (cGANs). This method consist on training a Generator network
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with condition on a satellite image patch concatenated its respective shadow
mask to produce shadow-free images. Adversarially, a Discriminator network is
trained to distinguish between real shadow-free images and those produced by
the Generator, as shown in Fig. 1. In this way, we train the networks using the
proposed ShadowfreePeru dataset conformed by shadow-free images and images
altered with artificial shadows, thus expecting that the trained network will gen-
eralize well when it comes to remove real shadows in satellite images. We use
fake shadows to train the networks because it is too difficult to capture the
shadow-free and the shadowed satellite image of the completely same scene (e.g.
with no vegetation or water body changes) and with the same light conditions.

2 Proposed Method

2.1 ShadowfreePeru Dataset

A PERUSAT-1 scene has four spectral bands: red (0.63–0.7µm), green (0.53–
0.59µm), blue (0.45–0.50µm) and NIR (0.752–0.885µm). The spatial resolution
of the multispectral bands is 2.8 m per pixel and that of the panchromatic band
is 0.7 m per pixel. We used 20 PERUSAT-1 scenes of variable area and from
different geographies to extract 1000 image patches of 256 × 256 pixels and
create the ShadowfreePeru dataset [13]. Each image patch has a correspondent
image altered with artificial shadows.

Given the fact that shadow removal is mainly used for visual inspection
because the recovered zones do not have trustful reflectance values, we take only
the red, green and blue channels of the images. Thus, the proposed method could
be applicable not only to satellite images, but any RGB image.

The artificial shadows are designed to randomly darken the original images
with different degrees of intensity and noise, so that the proposed network trained
with this dataset would be more robust to different types of alterations and could
perform well with real shadows.

In first place, the random shapes of the synthetic shadows are generated
using a Perlin noise [14] of 256 × 256 pixels with a random seed value between
two and five, which is then binarized as shown in Fig. 2a. The binarized Perlin
noise (P1) is multiplied by a random number according to:

P2 = P1 × k, s.t. k ∼ U(0.4, 0.8), (1)

where k is a random variable with uniform distribution, U(a, b), whose proba-
bility density function u(k) is formally defined as:

u(t) =

{
1, if t ∈ [a, b]
0, otherwise

. (2)

Then, P2 is used to create three masks (P31, P32 and P33) that will indi-
vidually alter the red, green and blue channels of the original images. Hence,
as it is desirable to generate shadows with different intensities, the values of P2
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will be slightly increased or decreased. Besides, the effect of the shadows is not
necessarily the same for the three channels, so a small aleatory variation is added
to each of them, as in Eq.2. Figure 2c shows one generated P3 mask.

P31 = P2/u, s.t. u ∼ U(0.85, 1.15)
P32 = P2/(u + v), s.t. v ∼ U(−0.02, 0.02)
P33 = P2/(u + r), s.t. r ∼ U(−0.02, 0.02).

(3)

Next, we invert the P3 masks and apply a median filter with a 3 × 3 -
pixel kernel in order to reduce noise. After that, we get the P4 masks (Fig. 2d)
applying a mean filter with a disk kernel of diameter d (d ∼ U(1, 8)), so we
have shadows with different types of blurring of their edges (penumbra). Finally,
we get the artificially shadowed image (Fig. 2e) altering its red, green and blue
channels using the element-wise products shown in Eq.3. Figure 3 shows different
shadows generated with this method.

R′ = R ◦ P41,
G′ = G ◦ P42,
B′ = B ◦ P43.

(4)

Fig. 2. Shadow generation. (a) Binarized Perlin noise. (b) P2 mask. (c) P31 mask.
(d) Filtered P41 mask. (e) Original image. (f) Altered image with artificial shadows.
(Color figure online)

Fig. 3. Sample shadowed images from the ShadowfreePeru dataset. (a)(c) Smooth
shadows with blurred edges. (b)(d) Dark shadows without blurred edges.
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In order to avoid overfitting problems when training a model, we use data
augmentation to increase the dataset size. Thus, we rotated each patch 90◦, 180◦

and 270◦ so that we have a total of 4000 patches. We split 90% of the data to
create the training set, 5% to the validation set and 5% to the test set.

2.2 Conditional Generative Adversarial Network

Conditional Generative Adversarial Networks (cGANs) [15] are generative mod-
els that learn a mapping from observed image x and random noise vector z to y,
G : {x, z} → y. In this work, the generator G is trained to produce outputs that
cannot be distinguished from real shadow-free high-resolution satellite images by
an adversarially trained discriminator, D. Therefore, the objective of a cGAN
can be expressed as:

LcGAN (G,D) = Ex,y[log(D(y, x))] + Ex,z[log(1 − D(G(x, z), x))], (5)

G∗ = arg min
G

max
D

LcGAN (G,D), (6)

where the discriminator D maximizes the expected log-likelihood of correctly
distinguishing real samples from fake ones, while the generator G maximizes the
expected error of the discriminator by trying to synthesize better images.

Fig. 4. Generator architectures. (a) cGAN1: U-NET architecture. (b) cGAN3: contin-
uous condition concatenation architecture.
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For the generator, we compared the use of a network with continuous condi-
tion concatenation (Fig. 4a) [17] and a U-NET [18], a network composed by an
encoder and a decoder with skip connections (Fig. 4b). The motivation of adding
skips between separate layers is that structure in the input is aligned with struc-
ture in the output and so it is convenient to share information from low levels
of the network to the higher ones. The encoder-decoder structure of the U-NET
tends to extract global features of the inputs and generate new representations
by this overall information, while the continuous condition concatenation offers
a detailed spatial local guidance through all the layers, which seems to be more
suitable for this local color transformation task.

For the discriminator, a decoder network called PatchGAN [16] that works at
the scale of local images patches of N ×N pixels, trying to classify if each patch
in an image is real or fake. We chose N = 16, which means that each pixel from
the discriminator’s output corresponds to the believability of a 94 × 94 patch of
the input image.

Figures 4 and 5 show in detail the architecture of the generator and discrim-
inator. The layers of Convolution, Deconvolution, Batch Normalization, ReLU,
LeakyReLU and Sigmoid are represented by C, D, B, R, L and S, respectively.
Numbers in parentheses indicate the number, size and stride of the convolution
and deconvolutional filters. Both networks were trained using an Adam optimizer
[19] with a learning rate of 0.00005, a momentum term β1 of 0.9, a momentum
term β2 of 0.999 and a mini-batch size of 32 during 100 epochs due to the limited
computational capability.

Fig. 5. Discriminator architecture.

We compared four different network configurations using 200 images from the
validation dataset to select the optimal architecture of the generator network.
Table 1 shows the comparison of metrics of the four networks considering the
Root Mean Square (RMSE) as a metric; the first two networks (cGAN1 and
cGAN2) have a U-NET architecture but differs in the number of layers inside
the encoder and the decoder, while the last two networks have a continuous
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Table 1. Comparison of metrics between different architectures

Network Layers Root Mean Square Error (RMSE)

Encoder Decoder

cGAN1 2 2 0.5141

cGAN2 3 3 0.5894

cGAN3 4 0.5056

cGAN4 3 0.6248

condition concatenation architecture and differs in the number of convolutional
layers. From this comparison, we choose the cGAN3 network (shown in Fig. 4b)
because it presents the best performance. In addition, Fig. 6 shows the evolution
of the RMSE value computed on both the training and validation sets over
training time.

Fig. 6. Epoch vs. RMSE

3 Results

3.1 Fake Shadows Removal

The proposed algorithm was trained using Python 3.6 on the High Performance
Computational Center of the Peruvian Amazon Research Institute (IIAP), with
an Intel CPU Xeon E5-2680 v4 and a NVIDIA Tesla K80 GPU. We used 200
images from the test set to evaluate the performance of the proposed method
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comparing the shadow removal results with ground truth images using the Shad-
owfreePerudataset.

In order to consider the size of the shadows and the fact that some shad-
ows may be darker than others, we quantitatively compare the shadow removal
results from different methods computing the error ratio Er = En/E0, where
En is the Root Mean Square Errors (RMSE) between the RGB intensities of the
ground truth (original non-shadowed image) and the shadow removal result, and
E0 measures the same type of error between the ground truth and the shadowed
image. The standard deviation of this measure (Sr) is also computed. These met-
rics are shown in Table 2, where the non-stared columns (Er and Sr) indicate
the error score using all pixels in the image, and the stared columns (E∗

r and
S∗
r ) indicate the error within the shadowed areas only. Figure 7 shows a compar-

ison between all this methods. The mean time required to process an image is

Fig. 7. Fake shadow removal in satellite images. (a) Artificially shadowed images. (b)
Original images. (c) Our proposed method. (d) Gong et al. [12]. (e) Zigh et al. [5]. (f)
Deb et al. [6].
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calculated after evaluating each method in a PC with Intel CPU Xeon E5-2690
without GPU. All methods are tested using CPU only in order to compare the
processing times using the same framework.

From Table 2, it seems that the method of [5] has a good performance and
works faster than the others, but as can be seen in Fig. 7, it always presents a
whitish border corresponding to the penumbra area because it multiplies each
channel of the image by constants without taking into account the possible vari-
ations inside the shadowed area, just like [6]. The method of [12] has the best
performance, but requires user interaction and take long time to process each
image, while the proposed method consist on an end-to-end learning approach
that is already trained to work in many geographical contexts. It is worth men-
tioning that, while the other methods alter the shadowed areas exclusively, the
Convolutional Neural Network process the entire image and slightly modifies the
non-shadowed areas too, which increases the overall error ratio, in spite of hav-
ing effectively removed the shadows. Methods of [5,12] are not useful to process
completely shadowed images because they need as input both shadow and non-
shadow references. What is more, it is possible that they will fail when the whole
non-shadowed areas and the shadowed areas correspond to low reflectance soil
and high reflectance soil, respectively; i.e., these methods will attempt to assign
the statistic metrics of the non-shadowed areas, that may be dark because of the
type of soil, to the shadowed areas that correspond to high reflectance soil and,
therefore, are supposed to have high pixel values.

Table 2. Metrics comparison of different shadow detection methods

Method Er Sr E∗
r S∗

r Time per image (sec)

Deb et al. [6] 0.6538 0.5305 0.4817 0.4012 0.054

Zigh et al. [5] 0.3837 0.2220 0.3280 0.2371 0.012

Gong et al. [12] 0.3003 0.1512 0.2891 0.1460 11.260

Proposed method 0.3154 0.1559 0.3804 0.1647 1.369

3.2 Real Shadows Removal

In the previous case, shadows were artificially created so that shadow masks
were known a priori. However, when dealing with real images, it is necessary
to firstly create a shadow mask before the removal step. This is a critical issue
in satellite images due to the fact that shadows can easily be mistaken for low
reflectance soil or water. That is why we use an adversarially trained generator
network with a U-NET architecture, as proposed in [20], to semantically segment
shadows using the four spectral bands of the satellite images. Hence, the block
diagram of the proposed shadow removal method is shown in Fig. 8.
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Fig. 8. Block diagram for remove shadows in real images.

Figure 9 shows a visual comparison of all mentioned methods. We compare
the results visually due to the fact that we do not have the ground truth of the
shadow-free images, like in the previous case, and therefore we cannot compute
such metrics as the RMSE or the error ratio. It can be seen that the methods
of [6] and [5], despite having a good performance removing fake shadows, are
not suitable for this type of task because of the intensity variations inside the
shadowed areas. In addition, the method of [12] shows to be effective removing
real shadows and producing realistic results; nevertheless, it could fail in situa-
tions such as the second, fourth and fifth cases of Fig. 9c because it copies to the
shadowed regions the color and texture of the surroundings areas, which results
inappropriate in the presence of clouds. Our method proves that, although it was
trained to remove fake shadows, which were defined as random localized obscu-
rations of the image, it can generalize well and effectively remove real shadows,
though some shadow borders are still distinguishable like in the second, third
and fourth cases of Fig. 9b. It is worth mentioning that if shadows are incorrectly
segmented, that would cause degeneration of color in non-shadowed areas. Nev-
ertheless, the results reported in [20] show a high value of precision (95.82%),
which means that it does not present too many false positives. In that case, false
positives are mainly caused by leftovers along borders of the detected shadows
and not by incorrectly detected shadows.
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Fig. 9. Real shadow removal in satellite images. (a) Real shadowed images. (b)
Detected shadows. (c) Our proposed method. (d) Gong et al. [12]. (e) Zigh et al.
[5]. (f) Deb et al. [6]. (Color figure online)

4 Conclusions

In this paper, we have presented a novel end-to-end trainable deep neural net-
work for addressing the problem of removing shadows in satellite images. The
proposed model consists of a generator network with continuous condition con-
catenation architecture based on adversarial training. The method shows similar
results to the state of art and improves some aspects, such as the time process-
ing, with respect to that of the most efficient of the compared methods, and
the fact that colors and textures of the reconstructed areas are not exclusively
dependent on the surrounding non-shadowed areas.
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In addition, it has been shown that a network that has been trained using a
dataset of shadow-free and artificially shadowed images, can generalize well when
dealing with real shadows. That means that if the artificial shadows are more
carefully modeled to have a closer behavior to real shadows, the performance of
the neural network can be improved.
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Abstract. Nowadays, information is not limited to textual representation but
takes several other forms such as sketch-based image retrieval, where the user
draws a query, and the system retrieves the most similar images. In this work we
present a mixed approach combining shape context and Spark features, previ-
ously we had applied the Bag-of-Features strategy to select regions of interest,
achieving significant improvement in effectiveness of the retrieval task. Our
method works as a local strategy for key-points detection. Results are very
auspicious, and we show different experiments conducted to demonstrate our
proposed methodology. The highlight of this paper is the step-by-step
description of the methodology to create a framework for sketch-based image
retrieval.

Keywords: SBIR � Bag-of-features � Shape context � Spark feature

1 Introduction

Information has changed, now it is represented not only by textual documents but by
the video and graphics as well [1, 2]. Now it has abstract ways of representation that
cannot be accessed using the old fashion textual method as input. It is necessary to find
ways to retrieve that kind of data and accordingly it is that content based image
retrieval (CBIR) mechanisms arise to meet this increasing demand to help people make
complex searches of videos or images [3]. Those kind of searches are possible but until
now implied having a prior model similar to the one that the user wanted to find [4]. In
many cases, the user does not have that, and yet it is quite illogical searching for an
image that you already have.

The user usually does not have the image so is forced to do complicated text-based
searches or (in the worst case) to make largely manual searches one by one inside a big
set of images [5]. On the other hand, the use of sketches has been present in the history
of humanity since remote times. Our prehistorical ancestors have used it to represent
several kinds of knowledge and what is more, since very early ages [6]. So now, with
this perspective, we propose a new way to communicate to the browser the image we
want to find. Why not use the sketches as an input parameter into the browser’s search
engine? Naturally, lots of difficulties will have to be overcome. Some issues are solved
and new problems raised.
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As you can see, there is a lot of work to do in the field of visual information
retrieval, but the spectrum of opportunities derived from its development is immense
and not only for use with web browsers. There are many applications in several fields
like didactic teaching, video games and technological security [8]. Precisely, it is this
kind of diversity that is the project’s most valuable source of inspiration, to foster the
base for the development of new technologies through the people’s mind language: the
sketch [6]. The present work shows a strategy for the retrieval of images based on the
input of drawings. Some steps were implemented of an algorithm capable of obtaining
useful results.

2 Proposed Methodology

The methodology used in the present project was Bag-of-Features derived from the
widely used Bag-of-Words in the fields of information retrieval and classification. Both
methods are similar in several aspects, but they differ in that Bag-of-Features handles
the processing of images rather than words [9].

With Bag-of-Words, each document is represented according to the frequency of
the words it contains and without consideration of the syntactic representation between
words. On the other hand, the methodology of Bag-of-Features characterizes each
image as a set of regions of interest which describes its appearance but ignores its
structure in the global image [10].

Another tool used in the project is the image descriptor Shape Context [11], which
is used to compare figures based on their shapes. It establishes a set of random points
inside the sketch’s strokes to create vectors that connect each point with the others. The
set of those vectors allows us to have a detailed description of the context of an image.
This descriptor is especially useful when we work with sketches [7]. Figure 1 shows
the visual representation with Shape Context.

Fig. 1. Visual representation of how the descriptor shape context works when are compared two
similar images.
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Finally, the work used another descriptor which performs similarly to Shape
Context, called the Spark feature. It consists in the detection of multiple strokes in the
images by first obtaining some points located in regions free of strokes. After we get
those points, Spark feature generates various straight lines from the mentioned points,
recording those that cross any stroke from the image [7]. Figure 2 shows a visual
representation of the Spark algorithm.

To implement the framework our strategy followed two steps: preprocessing, to
select images, clean noise, and detect edges; and processing of the image, to extract
features and create the key points representation.

3 Image Pre-processing

To transform images into sketches, we first defined the image database which will be
used with the project. We manually selected one by one the best free images we could
use from the ImageNet web. Those images had to be free of visual noise and imper-
fections to later obtain the best results we could. However, there was the possibility that
we could have selected some images with considerable visual distortions, for which we
developed an automatic noise cleaning. We chose a total of 320 images divided into
four categories of 80 images: airplane, alarm clock, angel, and ant. Next, we apply the
Canny algorithm through OpenCV 2.4.1 [12], a computer vision library. To simplify
the complexity of that procedure, we decided to work only with the resultant binary
images, giving the appearance to be working just with sketches and not with colorful
photos from the database. One advantage of the Canny algorithm is that it preprocesses
images to delete any visual noise.

It is important to say that not all the elements from our database were initially
colorful pictures. We wanted to make possible getting sketches through another sketch,
so we purposely added some sketches into the database and also applied them the
preprocessing described with the Canny algorithm. Another important point is the
interface for the user to sketch the image he wanted to retrieve created using several

Fig. 2. Visual representation of how the descriptor spark feature works.
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OpenCV libraries. In that interface, the user inserted their sketch into a black panel,
which would capture and invert the binary sketch’s colors just for esthetic visualization.

4 Image Processing

In this section we describe the main process of the work that start with the feature
extraction, detection of strokes, define the index structure and retrieve of images based
on sketches.

4.1 Extraction of Local Features

With the image database established, we proceeded with the extraction of local char-
acteristics from each image, which consists of the random selection of small regions
with the most critical strokes from an image (in this case, a sketch). Each image was
divided into ten local square regions, with side’s length equal to the 25% of the image’s
diagonal. To get the ten most representative local regions per image, only those with a
minimum of 2% of black pixels over the rest of its pixels were selected. Through this
mechanism, obtaining local regions with none or inadequate quantity of information
were avoided. Figure 3 shows the visual process for patches selection.

Given the significant amount of images and their local regions, the use of a server
Centos 7 GPU Nvidia Grid and an algorithm based on the use of threads was imple-
mented to enhance the computational processing reducing time from 8 to 3 h
approximately. With the local regions of all the images in our database, the next step
generates a vector of features which allow us to differentiate a local area from other.

4.2 Detection of Strokes

Now with the local regions, we have to determine a set of patterns that allows us to
associate each of these with a specific image. Creating a feature vector of coordinates
where there are strokes in the local region for each image will be useful. There are
plenty of feature descriptors, but for this work, we used the Spark feature [7] because it

Fig. 3. Example of the visual patches selection applied to the images database.
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was more practical working with sketches than others like SIFT or specialized his-
tograms. Spark features allow better visualization of the points in the local regions
detected by the descriptor and to save computational cost processing each image. The
more coordinates we get in the local area, the more robust its feature vector will be. The
present work used a total of 500 coordinates per local region. These points were chosen
randomly and put inside an index structure. In Fig. 4 we can see graphically the result,
where the green dots are the coordinates where a stroke was detected.

Once we have the set of 500 coordinates per local region saved into an index
structure (a feature vector), the next step was sorting those points from the lowest to the
highest point to obtain a simulation of displacement into the image, first by the
abscissas and then by the ordinates.

4.3 Index Structure

We implemented a structure to store the location of every image extracted from our
database and the information associated with those like their ten local regions and the
features vectors from each of them. This structure is our codebook, and it consists of
320 elements where each of them corresponds to an image from our database. Each of
these elements contains a list of 10 items to store the local regions from the images
referenced by the codebook, and this will be our list of features vectors lists. We also
said that we would work with 500 coordinates per image, that’s why every element
from the list of features vectors will reference another list of 500 elements; this will be
our list of features vectors (Fig. 5). Finally, each item from the last list mentioned will
have a feature vector of two components for X and Y coordinates. Through this
structure, we can map out all the essential characteristics from our database images.
Similarly to this structure, we will have another one exclusive to the user’s sketch.

4.4 Comparing Image Database vs. Sketch

Now, with all the previous steps done, we can proceed to compare index structures to
find the most similar images in our database to the sketch entered by the user. In

Fig. 4. Visualization of the results obtained using Spark feature. The green dots are the
coordinates where a stroke was detected. (Color figure online)

A Mixed Model Based on Shape Context and Spark for Sketch Based Image Retrieval 345



summary, we can compare their coordinates and try to retrieve the photos with the
significant quantity of equivalences or similarities based on their numerous
characteristics.

We search for the top 10 most similar images to the user’s sketch and we decided to
use the Shape Context descriptor as an additional filter which will help our framework
to reduce the universe of possible candidates and to reduce the computational cost for
processing every image.

The results obtained were promising and made it possible for the project to return
not only the most similar image from the database but also some others with some
similarity to the user’s sketch. The comparison in detail between both structures was
made very simple to avoid misunderstandings with those readers who want to replicate
it.

Two points are similar if their coordinates have as the Euclidean distance value less
than or equal to 50. For the local region comparison, two of them (one for the sketch
and the other for the database image) are similar if their percentage of similar points is
higher than or equal to the 40% of coordinates. Finally, both images are similar if they
have at least one local region considered equivalent on the previously described filters.

In Fig. 6 we can see results of alarm clock query showing the input image and the
top-ten most similar images.

Fig. 5. Index structure used in the work to store information associated with the image database.

Fig. 6. A query sample, for the alarm clock class, showing the top ten most similar images.
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5 Evaluation

The results obtained thanks to the fusion between our comparing algorithm and the
descriptor Shape Context were successful, getting in the majority of cases the most
similar images with the user’s sketch considering the 3-top retrieved images. To show
that, we used a precision-recall metric where we can visually see the results obtained
with 80 samples. Better scores resulted with images belonging to the alarm clock
category, followed by the categories angel, ant, and airplane (Fig. 7).

Based on the experimentation, it is possible to say that the results obtained in each
of the categories are mainly due to the degree of detail captured when we randomly
extracted the most representative local regions in each image. The significant aspect the
captured region has, the higher is the hit rate of the framework, for our experiment,
images of alarm clocks in the database presented the higher score. In this case, the
location of the strokes in the alarm clock sketches are always over the clock hand’s
silhouettes. The rest of the categories were not stroked similar to those, making the
alarm clock category easy to identify, but not the others. For this reason, if we want to
expand the range of correct images returned by the framework at the top of its results, it
would be enough to adapt a better descriptor.

6 Conclusions

If there is the necessity to work with a large number of pictures, it is indispensable to
execute the framework with hardware with high processing capacity, especially for the
generation of the codebook and its previous steps. The present work used a server
Centos 7 with GPU Nvidia Grid.

A high quality set of images is essential to obtain better results in comparing an
image with an input sketch image. The development of a framework for the retrieval of

Fig. 7. Precision-recall curve using 80 samples.

A Mixed Model Based on Shape Context and Spark for Sketch Based Image Retrieval 347



images based on the image information is a useful tool because it allows increasing the
range of complex models that the user wants to find.

There is the possibility to improve the framework’s results through the use of a
more influential figure descriptor. There are multiple ways to generate the codebook. In
the present work, the codebook was made in a way to make it simple and easy to
understand.
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Abstract. Detecting abnormal heartbeats from an electrocardiogram
(ECG) signal is an important problem studied extensively and yet is a
difficult problem that defies a viable working solution, especially on a
mobile platform which requires computationally efficient and yet accu-
rate detection mechanism. In this project, a prototype system has been
built to test the feasibility and efficacy of detecting abnormal ECG seg-
ments from an ECG data stream targeting a mobile device, where data
are arriving continuously and indefinitely and are processed online incre-
mentally and efficiently without being stored in memory. The processing
comprises three steps: (i) segmentation using R peak detection, (ii) fea-
ture extraction using discrete wavelet transform, and (iii) outlier detec-
tion using incremental online microclustering. Experiments conducted
using real ambulatory ECG datasets showed satisfactory accuracy. In
addition, comparing personalized detection (tuned separately for each
patient’s ECG datasets) and non-personalized detection (tuned aggre-
gated over all patients’ datasets) confirms a definite advantage of per-
sonalized detection for ECG.

Keywords: ECG · Anomaly detection · Outlier detection ·
Data stream

1 Introduction

There has been a significantly large body of work on automatically detecting
abnormal segments from electrocardiogram (ECG) signal. Different methods
have been used for different work with different objectives, and in this project
the objective is real-time online incremental detection with a lightweight com-
putational algorithm. Ideally, the computation overhead should be light enough
to run on a mobile platform such as a smartphone. The method chosen with this
objective in mind is online outlier detection based on microclustering. Addition-
ally the following choices have been made to support the objective: (1) only
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one lead ECG is used as opposed to the full 12-lead ECG, and (2) clustering
is performed on features extracted from ECG segments to be computationally
efficient (O(N)) and resilient to errors [14]. Our goal in this paper is to examine
the method in light of the objective.

The project started on Android smartphone platform, but then migrated to
a laptop platform and stayed there until now. Yet, with the real-time processing
expectation in mind, the algorithm chosen worked incrementally over incoming
ECG data stream with instantaneous processing, i.e., without having to store the
data in memory. The processing was done in three steps: (1) segmentation of the
ECG data, (2) feature extraction from the ECG segments, and (3) online outlier
detection from the features. Segmentation relied on R peak detection equipped
with false R peak removal. Feature extraction used Haar discrete wavelet trans-
form. Outlier detection used incremental microclustering [22].

The outcome was evaluated in terms of the detection accuracy using MIT-
BIH arrhythmia ECG datasets. When the parameters for outlier detection were
tuned personalized to individual patients’ datasets, the sensitivity, specificity,
and accuracy on average were 83%, 88%, and 92%, respectively, and when aggre-
gated over all patients’ datasets using the average parameter values, they were
56%, 87%, and 82%, respectively. In addition, the accuracy was higher when
there was a clearer majority between normal or abnormal segments, that is, when
the ECG segments were skewed in their distribution of abnormality. These results
demonstrated the feasibility and efficacy of the detection method employed and
strongly indicated the need for personalized detection.

Main contributions of this paper can be summarized as follows: (i) to the
best of our knowledge, this is the first project using online outlier detection
mechanism to detect abnormal segments from an ECG signal; (ii) comprehensive
evaluations on the accuracy of abnormal segment detection presents a new insight
into the behavior of the online outlier detection mechanism and an empirical
perspective on the merit of personalized anomaly detection as opposed to non-
personalized.

Following this Introduction, Sect. 2 describes the ECG datasets used in the
project, Sect. 3 discusses the steps of anomaly detection process, Sect. 4 reports
the anomaly detection accuracy in the experiment results, Sect. 5 discusses
related work, and Sect. 6 concludes the paper.

2 ECG Datasets

Electrocardiogram (ECG) is an electrical signal manifesting the heartbeat over
time. It is a sequence of segments, one segment per heartbeat. Figure 1a shows
a raw (i.e., unfiltered) ECG signal with noise in it. Figure 1b illustrates the
composition of an ECG segment – each segment consists of a P wave, a QRS
complex, and a T wave.

The ECG datasets used in this project were downloaded from MIT-BIH
Arrhythmia Database, which contains 48 half-hour excerpts of two-channel
ambulatory ECG recordings obtained from 47 subjects (i.e., patients) studied by
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(a) Raw ECG signal. (b) ECG segment.

Fig. 1. ECG signal.

the BIH Arrhythmia Laboratory from 1975 to 1979. All recordings were gathered
using the sampling rate of 360 samples per second per channel. In this project,
we used the ECG signal on the first channel (or lead) in each dataset, namely
MLII, for all patients.

The ECG datasets are annotated with the codes denoting the normality
or abnormality of segments at each R peak location. A complete list of those
annotation codes can be found at the PhysioBank Annotation web site [19].
Table 1 shows the annotation labels used in this project. Database code is the R
peak type annotated in the database, and AHA code is the type categorized by
the American Heart Association (AHA). We used the AHA code in this project,
and, thus, the database codes ‘V’, ‘F’, ‘!’, ‘E’, ‘P’, ‘f’, ‘p’, ‘Q’, ‘/’, and – (empty)
were considered abnormal. (The code ‘!’ is a heart beat code but incorrectly
listed as a non-beat code, and was corrected in this project.)

Table 1. List of ECG annotation codes used in this project.

Database
code

AHA code Description

N Normal Normal beats

L Normal Left bundle branch block beat

R Normal Right bundle branch block beat

A Normal Atrial premature beat

S Normal Supraventricular premature or ectopic beat (atrial or nodal)

! Normal Ventricular flutter wave

V Abnormal Premature ventricular contraction

j Abnormal Nodal (junctional) escape beat

F Abnormal Fusion of ventricular and normal beat

f Abnormal Fusion of paced and normal beat

E Abnormal Ventricular escape beat

Q Abnormal Unclassifiable beat

/ Abnormal Paced beat

– Abnormal No annotation found within this segment
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Fig. 2. Overview of the approach to continuous anomaly detection from ECG signal.

The downloaded ECG datasets have already been filtered through a bandpass
filter to retain only the frequency range 0.1 Hz to 100 Hz and digitized at 360 Hz
using hardware built at the MIT Biomedical Engineering Center and at the
BIH Biomedical Engineering Laboratory [18]. Some ECG datasets still contained
significant noise, which had adverse effect on the resulting accuracy, while most
others were stable enough to be used without such an effect (see Sect. 4.2).

3 Approaches

This section discusses the specific approaches used in this project.

3.1 Overview

Figure 2 shows a high-level overview of the steps for detecting abnormal ECG
segments from an incoming ECG signal. First, the signal is divided into consecu-
tive segments (or heartbeats). Then, in the feature extraction step, each segment
is transformed to a feature vector, which is mapped to a point in a feature vec-
tor space. The outlier detection algorithm then picks out those points farther
than a threshold from other points. These outliers are considered abnormal ECG
segments. In effect, the detection is done as an incremental unsupervised binary
classification of each segment, i.e., either normal or abnormal. Each step is dis-
cussed in more detail in the rest of this section.

3.2 Segmentation

Segmentation comprises three steps: R peak detection, segment extraction, and
false R peak removal.

R Peak Detection. There are different algorithms used to detect R peaks from
raw ECG data. In this project, Chen and Chen’s moving average based filtering
algorithm [6] was used for its good performance and low computation overhead.
This algorithm performs three steps over a moving average of consecutive ECG
samples: (1) linear high-pass filtering, (2) nonlinear low-pass filtering, and (3)
decision making with adaptive threshold.

In the decision-making (step 3), an adaptive threshold T is updated in each
moving window using the formula below

T = αγP + (1 − α)T
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where P is the local maximum newly detected in the waveform, α is the forgetting
factor, and γ is the weighting factor to determine the contribution of peak values
to threshold adjustment.

It is suggested in their algorithm that the moving average window size M
can be 5 or 7 samples, α can be chosen from the range of 0.01 to 0.1, and γ can
be 0.15 or 0.2. In this project, we set M to 5, α to a random number from 0.01
to 0.1 at each run, and γ to 0.17 (as its showed higher R peak location accuracy
than 0.15 or 0.2).

Segment Extraction. After detecting R peaks, the next step is to extract
segments from the ECG data. We adopted the following formula, introduced in
Veeravalli et al.’s work [23]:

Pwindow = QRmax + 0.2 ∗ RRprev + 0.1

Twindow = 1.5 × QTcmax × √
RRprev − QRmax

where QRmax (= 0.08) is half of the maximum of QRS duration and QTcmax (=
0.42) is the maximum value for the QT coefficient in Bazett’s formula [3] shown
below.

QTcB =
QT√
RR

The extracted segment spans the Pwindow and the Twindow.
Figure 3 shows an example ECG segment extracted using the formula. The

yellow dot marks the R peak; on its left is the P window, and on its right is the
T window.

Fig. 3. A sample ECG segment.

False R Peak Removal. While the adopted
R peak detection and segment extraction algo-
rithms worked adequately for most segments,
there were quite a number of segments that
contained two R peaks, where the first one
was a true peak and the second one was a
false peak. We, therefore, added one more step
to remove the false second R peak from the
segment. Specifically, if any extracted segment
has two R peaks and if the second R peak is
within the Twindow, it is detected as a false
R peak, and the end of the segment is cut 15
samples before it. This reduction length of 15 was chosen as a result of manually
checking the results for different reduction lengths ranging from 0 to 25 at the
increment of 5.
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3.3 Feature Extraction

Discrete wavelet transform (DWT) was used to transform each ECG segment to
a feature vector. This step is, in effect, reducing the dimensionality of an ECG
segment of approximately 300 samples to a feature vector of 32 coefficients.
Daubechies wavelets and Haar wavelets were compared, and Haar was chosen
for its better signal restoration ability and faster speed.

Haar wavelet transform takes a pair of consecutive numbers from the input
sequence, calculates their pairwise average and puts the result in the first half,
and calculates their pairwise difference and puts the result in the second half.
Then, by taking the first half, which contains only the pairwise averages, we can
approximate the original signal, and repeating this process, we can reduce the
number of coefficients to half each time. We continued repeating until we had
32 coefficients in the first half, and then extracted the first 32 coefficients as the
feature vector. In this project, it typically took 3 iterations to finish the process.

Symmetric Padding: Given the recursive two-way division performed by Haar
wavelet transform, the input length (i.e., number of data elements) should be a
power of 2. Since an ECG segment length (i.e., number of ECG samples in it) is
not a power of 2 for most segments, a certain number of data elements should
be added to make it a power of 2. There are several different ways to do it [21],
and we chose the symmetric padding, which mirrors the data to increase the
length to the nearest next power of 2. For example, if the segment has n samples
x1x2...xn−1xn, it is mirrored on both sides to ...x2x1|x1x2...xn−1xn|xnxn−1...
symmetrically until the resultant length is a power of 2.

3.4 Outlier Detection

The output from the feature extraction step is a continuous stream of feature
vectors of 32 coefficients. Each feature vector is mapped to a point in a 32-
dimensional feature space. In feature extraction, ECG segments that have similar
shapes are mapped to points at similar coordinates in the feature space. Thus,
normal segments, which have similar shapes, are mapped to similar coordinates
and form a cluster. Abnormal segments, on the other hand, are mapped to
“outliers”, i.e., points far from other points in a cluster. So, outlier detection
is an effective mechanism to identify a point farther off from others, and such
outliers translate to abnormal ECG segments.

We adopted an outlier detection method called “Microcluster-based Contin-
uous Outlier Detection (MCOD)” [8,14]. This method is one of popularly used
distance-based outlier detection algorithms [22], and works well as long as there
is a majority between normal or abnormal segments. The algorithm requires the
following three parameters to detect outliers.

– r: maximum allowed radius from a point
– k: minimum number of points required within the radius
– w: size (i.e., number of points) of a moving window
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Microcluster-Based Continuous Outlier Detection (MCOD). MCOD
is a distance-based outlier detection (DBOD) algorithm over a data stream,
enhanced from Continuous Outlier Detection (COD) [14]. Figure 4 illustrates
the distance-based outlier detection approach. The point a is not an outlier
because there are 3 points b, c, and e within distance r from e. In contrast, the
point e is an outlier because there is only one (i.e., less than 3) point b within
the distance r from a [12,13].

Fig. 4. Distance-based outlier detec-
tion when k = 3 (source: [8]).

COD is computationally efficient in han-
dling two cases – a new point entering the
window and an old point leaving the win-
dow. In the former case, it checks if any
existing outliers should become inliers after
the addition of the new point. In the latter
case, it checks if any existing inliers should
become outliers after the removal of the old
point. To handle these two cases, COD sup-
ports a range query to find points within the
distance r and uses an event-based queue to check if an inlier becomes an outlier
because of a point removed from the window.

Executing a range query can be expensive, especially when the dimension-
ality of points is high. MCOD can greatly reduce the number of range queries
performed, thereby improving the overall performance of the algorithm. A micro-
cluster can be thought of as a small sphere in the data space. The algorithm
requires a microcluster to be of radius r/2 and contain more than k points at all
time. Any point that belongs to a microcluster is never an outlier because there
always exist more than k points within the range r in the same microcluster.
In contrast, any point that does not belong to any microcluster is very likely
to be an outlier. Every time a new point arrives in a stream, if the window is
not full, then no point is removed. Otherwise, the oldest point is removed and,
if it belongs to a microcluster, the number of members in that microcluster is
reduced by one and, if the resulting number drops below k + 1, the microcluster
is removed and for all its members, their lists of nearest microcluster centers
within a distance of 3r/2 is updated.

MCOD may label an ECG segment as an outlier when it enters a window
and then later change it to inlier. In this project, an ECG segment is considered
an outlier only if it is labeled as an outlier throughout from the time it enters
the sliding window till the time it leaves the window.

3.5 Complexity Analysis

The outlier detection algorithm MCOD can tell if an ECG segment is normal or
abnormal only after the feature point mapped from the segment passes through
the window completely. Thus, the complexity can be expressed in terms of the
segment size s and the window size w. The three-step approach – comprising
segmentation, feature extraction, and outlier detection – requires O(s + wk)
memory space, where s is the largest ECG segment size, and takes O(sw) run
time, as discussed below.
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Space Complexity. The segmentation step requires linear processing of the
incoming ECG data samples, and memory buffer large enough to hold the largest
ECG segment suffices to support this processing. So, the space complexity is
O(s). The feature extraction step processes each segment at a time, and for
each segment the run time is proportional to the segment size. Therefore, it
requires only the buffer space to hold the largest segment, hence O(s). The
outlier detection step requires O(wk) space. Readers are referred to the MCOD
paper [14] for a proof of this complexity.

Time Complexity. Since the segmentation step processes ECG data samples
linearly, it takes O(sw) to generate w feature points in the window of the outlier
detection step. The feature extraction step to generate the w feature points
in the window is O(sw) as well because for each segment DWT takes linear
time with the segment size and each segment generates one feature point in
the window. The outlier detection step takes O(l log w) + O(m), where l is the
average number of times feature points are re-labeled as outliers as a result of
an old point removed from the window of size w and m is the average number
of feature points within the maximum allowed radius r (discussed in the MCOD
paper [14]). While the theoretical worst case time complexity of this step could
be O(w log w), in practice it is near O(log w) because both l � w and m � w
hold. Thus, the total run time complexity for all three steps is O(sw)+O(log w),
which asymptotically equals O(sw).

4 Evaluations

This section presents the setup, results, and analysis of the experiments per-
formed to evaluate the accuracy of detecting abnormal segments from an ECG
data stream.

4.1 Experiment Setup

Development Platform: The main development platform was Windows 10 laptop
with 2.6 GHz dual core CPU, 8 GB RAM, and 240 GB SSD. In addition, a vir-
tual Ubuntu Server with 2.2 GHz single core CPU, 1 GB RAM and 25 GB SSD,
running MySQL and PHPMyAdmin on DigitalOcean cloud server was used to
train and test algorithms and store the experiments results.

Datasets: MIT-BIH Arrhythmia datasets described in Sect. 2 were used in the
experiments. (Due to space cosntraint, tables in this section show results from
20 randomly selected datasets. Results from all 48 datasets are available at
https://github.com/yuhang-lin/ECGAD extended result.) Each ECG dataset
was divided into training and testing datasets with 60%–40% split. Table 2 shows
the number and ratio of abnormal segments in training dataset and testing
dataset, respectively, for each dataset. Different patients show different abnor-
mal segment ratios (i.e., ratio of abnormal segments over all segments), and the

https://github.com/yuhang-lin/ECGAD_extended_result
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Table 2. Ratios of abnormal segments in training and testing.

Patient
number

Training dataset Testing dataset

Number of
abnormal
segments

Total
number of
segments

Ratio of
abnormal
segments

Number of
abnormal
segments

Total
number of
segments

Ratio of
abnormal
segments

106 224 1212 18.48% 296 808 36.63%

114 58 1138 5.10% 4 759 0.53%

116 73 1438 5.08% 38 959 3.96%

118 19 1383 1.37% 19 922 2.06%

119 232 1192 19.46% 213 796 26.76%

122 0 1485 0.00% 0 990 0.00%

200 536 1688 31.75% 466 1126 41.39%

201 135 1173 11.51% 65 782 8.31%

202 21 1281 1.64% 2 855 0.23%

205 39 1591 2.45% 41 1061 3.86%

207 307 1444 21.26% 426 963 44.24%

208 927 1760 52.67% 433 1174 36.88%

213 370 1950 18.97% 212 1300 16.31%

217 1125 1324 84.97% 838 883 94.90%

219 39 1291 3.02% 27 862 3.13%

221 281 1452 19.35% 116 969 11.97%

222 3 1500 0.20% 17 1001 1.70%

228 332 1387 23.94% 237 925 25.62%

231 2 942 0.21% 0 628 0.00%

233 497 1841 27.00% 342 1228 27.85%

(Ratios of all 48 datasets are available at https://github.com/yuhang-lin/ECGAD
extended result/blob/master/abnormal segment ratio.md.)

ratio varies widely. Notably, the patent 122 is a healthy patient with no heart-
beat anomaly, and the patients 222 and 231 are in good shape as well, with only
a few abnormal heartbeats. In contrast, the patient 217 is in a very poor shape,
with approximately 90% heartbeats abnormal.

Performance Measures: We used the traditional performance measures – sensi-
tivity, specificity, and accuracy. In light of detecting abnormal segments, (i) true
positive means detecting an abnormal segment as abnormal, (ii) true negative
means detecting a normal segment as normal, (iii) false positive means detect-
ing a normal segment as abnormal, and (iv) false negative means detecting an
abnormal segment as normal.

https://github.com/yuhang-lin/ECGAD_extended_result/blob/master/abnormal_segment_ratio.md
https://github.com/yuhang-lin/ECGAD_extended_result/blob/master/abnormal_segment_ratio.md
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Outlier Detection Parameter Tuning: The set of parameter values that maximizes
the anomaly detection performance was found using a random search iterated 1000
times for each ECG dataset. 1000 iterations is more than enough, and it gives
99.996% probability of achieving near optimum within 1% of the true optimum.
(A random search of n iterations has 1 − (1 − ε)n probability of finding parame-
ter values achieving near-optimum within the error ε from the true optimum [7].)
The ranges of each MCOD parameter used in the experiments are [0.1, 3.0) for the
radius r, [2,80] for k, and [25,100] for window size w. After the training process of
parameter tuning through random search, we picked the set of parameter values
that maximized the accuracy, subject to the constraint that minimum 80% was
required for both sensitivity and specificity. (In case none met the constraint, the
lower bound was lowered progressively until one was found.) When more than one
set of parameter values gave the same accuracy, then the one that had the smaller
window size was picked because a smaller window can output the outlier quicker
and can be more robust when the input data is smaller.

4.2 Experiment Results and Analysis

The results are presented in two different scenarios. One is personalized, where
the parameters are tuned for individual patients as discussed in Sect. 4.1. The
other is aggregated, where the average of the individual optimal parameter values
are used as generic parameter values for all patients.

Personalized Results. Table 3 summarizes the accuracy, sensitivity, and speci-
ficity obtained for each patient’s ECG dataset when the outlier detection param-
eters were optimized for each dataset separately. This case reflects personalizing
the anomaly detection for individual patients.

Overall, the performance using personalized parameters is good. 37 out of
48 datasets achieved accuracy higher than 90%. Note from Table 2 that ECG
datasets of the patients 122 and 231 have no abnormal segments in the testing
data, so the sensitivity for them is not applicable (N/A).

For the ECG datasets of patients 207, 208, 213, and 228, the accuracy was
lower than 90%, as low as 65% for the patient 207. There are a few reasons we
believe can explain these lower accuracies. The first reason is the noise in the
filtered dataset. The ECG datasets are from ambulatory devices, which cause
significant noises such as baseline drifts, motion artifacts, and powerline noise.
Although filtered, some datasets still show significant noise. (Figure 5 illustrates
typical noisy segments from dataset 207.) Further removing noise from pre-
filtered data would require sophisticated signal processing, and was beyond the
scope of the project. The second reason is the change of statistics between train-
ing dataset and testing dataset during the performance evaluation. This in part
can be reflected by the different abnormal segment ratio between training and
testing as shown in Table 2. In this project, the performance tuning is not adap-
tive to such a change (called “concept drift”) and, therefore, the algorithm may
not be able to react to unexpected changes by adjusting the tuned parameter
values.
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Table 3. Best testing performance on each patient using personalized parameters
(sensitivity N/A for zero abnormality ratio).

Patient # Sensitivity Specificity Accuracy Optimal parameter values

Window K Radius

106 0.98 0.97 0.98 97 45 2.19

114 0.67 0.95 0.95 80 14 0.92

116 0.97 0.97 0.97 87 13 3.05

118 0.74 0.94 0.93 65 4 1.65

119 1.00 0.89 0.92 31 21 2.58

122 N/A 1.00 1.00 28 3 2.53

200 0.92 0.94 0.93 74 40 2.10

201 0.94 0.96 0.95 73 36 1.42

202 1.00 0.93 0.93 85 5 0.91

205 1.00 1.00 1.00 98 65 1.33

207 0.28 0.97 0.65 59 25 1.90

208 0.96 0.58 0.72 75 26 1.67

213 0.81 0.87 0.86 80 17 1.73

217 1.00 0.00 0.94 99 80 1.08

219 0.68 0.97 0.97 60 5 3.04

221 0.96 1.00 0.99 44 19 2.12

222 0.06 1.00 0.98 25 4 2.07

228 0.60 0.91 0.83 74 33 2.09

231 N/A 1.00 1.00 25 14 2.87

233 0.97 0.94 0.95 27 10 3.07

Average from 48 datasets: sensitivity 0.83, specificity 0.88, accuracy 0.92.
(Results for all 48 datasets are available at https://github.com/yuhang-lin/
ECGAD extended result/blob/master/personalized result.md.)

Abnormal Segment Ratio and Accuracy Measures: Figure 6 shows the trend of
accuracy, sensitivity, and specificity for datasets sorted by the abnormal segment
ratio in the testing dataset. Note that the distribution of abnormality ratios in
the datasets is skewed to approximately 45% or lower and approximately 90%
or higher. The achieved accuracy is in a fairly consistent range across the two
skewed ranges of abnormality ratio, which indicates robustness of the employed
outlier detection mechanism to the ratio. The sensitivity shows a similar trend,
but it drops very low when the ratio is near zero (<1%). It makes sense because
lower ratio means fewer abnormal segments (i.e., true positives) and, hence,
lower statistical significance. In contrast, the specificity drops very low when the
ratio is near 1 (>90%). It makes sense because higher ratio means fewer normal
segments (i.e., true negatives) and, hence, lower statistical significance.

https://github.com/yuhang-lin/ECGAD_extended_result/blob/master/personalized_result.md
https://github.com/yuhang-lin/ECGAD_extended_result/blob/master/personalized_result.md
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Fig. 5. Example noisy segments from the ECG of the patient 207. (The ECG dataset of
patient 207 in particular shows the lowest accuracy overall among all datasets. Looking
into the dataset in detail, we found that segments in this dataset have several different
types of normal segments, such as 1457 left bundle branch block beats (L), 86 right
bundle branch block beats (R), and 107 atrial premature beats (A), as well as several
different types of abnormal segments such as 105 premature ventricular contractions
(V), 472 Ventricular flutter waves(!) and 105 Ventricular escape beats (E) (see Table 1
for different annotation codes of ECG segments). Indeed, this dataset is mentioned as
“an extremely difficult record” [20] in PhysioBank.)

Fig. 6. Accuracy measures for different abnormal segment ratios.

Aggregate (i.e., Non-personalized) Results. Based on the optimum param-
eter values determined in the personalized anomaly detection experiment (see
Table 3), we calculated their mean values as the generic parameter values used
commonly for all 48 patients, namely, non-personalized. The mean values are 62
for w, 17 for k, and 1.8 for r. Table 4 shows the resulting performances.

The accuracy achieved using the non-personalized approach is lower than that
of the personalized approach for 31 out of 48 datasets, although 24 datasets still
achieved accuracy higher than 90%. Overall there were significant degradation
of accuracy. The datasets for patients 217 and 219 in particular sustained the
biggest degradation – from 94% to 33% for the patient 217 and from 97% to
17% for the patient 219.

4.3 More on Personalized Versus Non-personalized

The histograms in Fig. 7 show the number of ECG datasets in each 10% range of
accuracy when the anomaly detection was personalized and not personalized. It is
visually evident that personalized detection by far outperforms non-personalized
detection. Numerically, the chi-squared distance of the personalized histogram
from the non-personalized is 10.2.
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Table 4. Performance on each patient when not personalized (window w = 62, k = 17,
and radius r = 1.8 for all patients’ datasets; sensitivity N/A for zero abnormality ratio.)

Patient # Sensitivity Specificity Accuracy

106 0.68 0.96 0.86

114 0.33 1.00 0.99

116 1.00 0.81 0.82

118 1.00 0.87 0.88

119 0.30 0.78 0.65

122 N/A 0.98 0.98

200 0.37 0.98 0.72

201 0.03 0.99 0.90

202 0.00 0.94 0.94

205 0.98 1.00 1.00

207 0.21 0.97 0.61

208 0.82 0.75 0.78

213 0.84 0.83 0.83

217 0.34 0.16 0.33

219 1.00 0.14 0.17

221 0.97 0.99 0.99

222 0.18 0.99 0.98

228 0.60 0.91 0.83

231 N/A 1.00 1.00

233 1.00 0.55 0.68

Average from 48 datasets: sensitivity 0.56, speci-
ficity 0.87, accuracy 0.82. (Results for all 48
datasets are available at https://github.com/
yuhang-lin/ECGAD extended result/blob/mas-
ter/nonpersonalized result.md.)

The fairly large difference in the accuracy performance is understood when
the distribution of the optimal sets of outlier detection parameters (i.e., w, k, r)
are examined, as shown in the scatter plot in Fig. 8. It shows the MCOD param-
eters tuned personalized for each patient’s ECG dataset (see Table 3) and also
the aggregated mean values of them (i.e., w = 62, k = 17, r = 1.8) used in
the non-personalized case. The parameter values tuned for different datasets are
widely spread in the parameter space, as indicated by their standard deviations
24, 21, and 0.85 for w, k, and r, respectively. These observations confirm that
ECG varies a lot for individual patients and, therefore, personalized detection is
much desired.

https://github.com/yuhang-lin/ECGAD_extended_result/blob/mas-ter/nonpersonalized_result.md
https://github.com/yuhang-lin/ECGAD_extended_result/blob/mas-ter/nonpersonalized_result.md
https://github.com/yuhang-lin/ECGAD_extended_result/blob/mas-ter/nonpersonalized_result.md
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(a) Personalized detection. (b) Non-personalized detection.

Fig. 7. Number of ECG datasets in different accuracy ranges (bin size = 10%).

Fig. 8. Scatter plot of personalized MCOD parameters.

5 Related Work

There is a large body of work done on anomaly detection from ECG. In this
section, we discuss briefly what we believe are a representative sample reflecting
the state of the art in three aspects of this project: (a) machine learning methods
used for automatic detection of abnormal ECG segments, (b) feature extraction
methods to reduce ECG segments to feature vectors, and (c) distance-based
outlier detection from a data stream.

Machine Learning Methods: Various machine learning methods have been used
for ECG classification, such as decision tree [4], support vector machine [24],
artificial neural network [26], and their ensemble [15]. These methods, however,
are geared for offline classifications and are not necessarily handling individual
ECG segments separately. In contrast, some recent work are far more suitable
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for online real-time classification of ECG segments as done in this project. For
example, Veeravalli et al. [23] used dynamic time warping (DTW) based similar-
ity calculation, personalized to individual patients by obtaining the normal ECG
segment through clustering (K-means). For another example, Chauhanv and Vig
[5] used long short-term memory (LSTM) recurrent neural networks (RNN) as
a predictive model trained with normal ECG segments to detect abnormal seg-
ments. Both methods have the advantage of working well with continuously
arriving ECG segments. To the best of our knowledge, there is no prior work
that examined using outlier detection based on online clustering, which was the
goal in this project.

Feature Extraction Methods: As mentioned in Sect. 3.3, feature extraction in this
project is for dimensionality reduction from an ECG segment to a feature vector.
There have been two different ways the extracted features are used. One way
is as a synopsis of an ECG segment characterizing a certain anomaly [9]. For
example, a P-R interval can be used to detect premature ventricular contraction,
an R-R interval to detect premature atrial heartbeat, and the QRS duration to
detect a ventricular premature complex [17]. Another way is as an input model
of the segment to a subsequent machine learning algorithm. In this project, it
is the discrete wavelet transform (DWT), chosen for its efficiency and resilience
to noise. There are several others, such as principal component analysis (PCA)
[16], rank correlation coefficient (RCC) [11], and B-splines [10]. They all extract
dominant features that represent the ECG signal approximately but differ in the
specific sense of dominance. Specifically, DWT selects the first 2n, where n = 5
in our work, coefficients as the dominant features; PCA selects dominant linear
components that, when linearly combined, approximates the input signal; RCC
selects a subset of ECG data samples whose RCC values are the highest, where
RCC is a measure of the correlation based on the ranks of data values; B-splines
are used as bases that are linearly combined to fit ECG signal “curve” lines, and
the resulting “knots” and parameters of the B-splines are used as the features.

Outlier Detection Methods: In addition to MCOD [8], the distance-based outlier
detection method used in this project, there are other methods that can be used for
outlier detection. For example, MOA supports the following ones that we believe
are in the mainstream of online outlier detection over data streams: ExactSTORM
and ApproxSTORM (STORM stands for “Stream Outlier Miner”) [1], Abstract-
C [25], COD [14] and MCOD, and additionally AnyOut [2]. All of these methods
except AnyOut are distance-based methods developed progressively for improve-
ments. (AnyOut is a method enabling the detection of an outlier “any time” the
time expires, and is orthogonal to the detection mechanism (e.g., distance-based,
density-based)). As shown in the comprehensive experiments conducted by Tran
et al. [22], MCOD performs best among all distance-based methods.
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6 Conclusion

The feasibility and accuracy of detecting abnormal segments from an ECG data
stream using distance-based online outlier detection have been demonstrated
in this project. Combined with features extracted using Haar discrete wavelet
transform, the microcluster-based continuous outlier detection algorithm suc-
cessfully detected abnormal ECG segments with higher than 90% accuracy for
a majority of datasets. The accuracy performance compared between personal-
ized and non-personalized anomaly detection scenarios showed that personalized
showed by far higher accuracies.

There are several issues in the employed algorithms that still warrant further
work. First, the outlier detection mechanism was implemented as a binary clas-
sifier to normal versus abnormal, without distinguishing among different types
of abnormality. It is suggested that the mechanism is extended to a multi-class
classifier that can label the anomaly type of abnormal segments. Second, the R
peak detection algorithm used in this project has a significant room for improve-
ment so it will not result in multiple R peaks in the same segment as happened
in this project. There are more advanced techniques, and one of them should be
adopted for better results. Third, the online outlier detection algorithm used in
this paper works well when the ECG data stream is stationary, and as a result,
the accuracy performance was somewhat inadequate for some ECG datasets. It
would be desired to enhance the algorithm to be adaptive to the change of the
ECG segment statistic, such as abnormal segment ratio, to adjust the outlier
detection parameters according to the change of statistic.

As mentioned in Introduction, the project initially started out on an Android
smartphone platform. The project will continue to migrate the program codes of
all steps into the Android platform. Then, a performance profile (i.e., the elapsed
time of individual steps of the processing algorithm) will be built to assess the
real-time “fitness’ of the method used in this project.
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Abstract. With the growth of internet, social networks has become
primary source for people to present their views on different topics. The
data collected from social media are considered enough as well as reli-
able to be processed and gather insights on the perceptions of people
towards any topic. In this research work, an empirical study of the Twit-
ter data (i.e. around 400,000 tweets) collected for the period of December
1, 2017 to March 31, 2018, pertaining to Indian Cleanliness Campaign
called Swachh Bharat Abhiyan (SBA), which focuses on improving the
cleanliness situation in the country, has been done. Here, a demographic
distribution of the Twitter data has been generated by augmenting par-
tial keyword matching along with Named Entity Recognition for geopars-
ing the tweets. This will help to study the involvement of the people in
different areas of the country. Furthermore, Sentiment Analysis of the
tweets has been performed to gather the perception of people towards
the campaign. Also, to assure the integrity of the campaign, the tweets
have been segregated into public and government generated tweets and
the respective sentiments have been compared to determine the differ-
ence in perception of public and government in different areas of the
country. This work can be considered of interest because there has not
been any research work which focuses on analyzing the awareness and
perception of people on SBA in detail.

Keywords: Indian cleanliness campaign · Swachh Bharat Abhiyan ·
Social media data analysis · Twitter · Sentiment analysis ·
Demographic analysis

1 Introduction

India is the 2nd largest populated country and has been ranked 125th (out of
183) in life expectancy all over the world. There may be many reasons behind
such low ranking which are rather interconnected. For example, records have
shown that a vast number of water-borne, air-borne and food-borne diseases are
caused by poor sanitation, sewage and hygiene conditions of a place as proved
by Snow [12] during Cholera outbreak, London in 1854.
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Current Indian government has been laying out many efforts to improve the
health standards of their citizens. This includes the launch of many government
policies, health programs and services that are related to female health, mother
and child care, infrastructure building, cleanliness and financial support [7] etc. In
October 2014, government launched a national level cleanliness campaign, named
Swachh Bharat Abhiyan (SBA) [11] which aims to clean cities, roads, public places
and transportation services in urban as well as rural areas of the country. One pri-
mary aim of this campaign is to make India free from open defecation and achieve
100% scientific solid waste management by October 2019.

With the inception of SBA, the Indian government has promoted it on a very
large scale. The primary focus of the Indian government has been on proper san-
itation and waste management in the country. Government has been providing
budgets to build toilets, better roads, deploy dustbins in all the public places,
teach public about its importance in urban and rural areas of the country and
take up yearly surveys [13] to measure its performance in different areas of the
country. However, there are not enough statistics provided by the government
which can ensure the level of involvement and belief of citizens in SBA. This
knowledge is important because it can help to classify places based on their
performance such that more attention may be given to the locations which are
lagging behind.

In this research work, web data collected from Twitter has been processed to
first, monitor the involvement of people in SBA by studying the demographic
distribution of the tweets by geoparsing the tweets for Named Entities with
help of Named Entity Recognition (NER) and partial keyword matching and sec-
ond, study the perceptions of common public towards SBA by using off-the-shelf
Sentiment Analysis tool. Further, analysis of the demographic characteristics of
some active and inactive places have been performed to find some pattern. Also,
a manual selection of the twitter handles has been performed by using some key-
words to segregate the twitter data into public generated tweets and government
generated tweets and determine the difference between the overall sentiments of
public and government tweets. Currently, there is no research work done which
focuses on studying the awareness/activeness and perception of common public
and the difference in perception of government and common public towards SBA
using the Twitter data.

The rest of the paper is organized as follows. Section 2 contains related work,
which discusses some of the previous work done in this field. Section 3 contains pro-
posed methodology, which discusses the details on data collection, pre-processing
and its analysis. Section 4 contains results and discussion, highlighting important
findings of our analyses. Finally, the paper ends with conclusion and references.

2 Related Work

The primary process of surveying the effects of any campaign includes gathering
public data using some direct or indirect approaches and then processing it to
uncover some hidden patterns and trends. However, these data collection and
processing measures are very time consuming and laborious and thus researchers
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have moved their focus towards data available online i.e. web data. The most
notable contribution to predict spread of a disease using web data was made
by Google in 2009. Here, Ginsberg et al. introduced Google Flu Trends (GFT)
[6], a web service that helps in early detection of spread of a disease in a given
population. They monitored the daily queries related to Influenza like Illness
(ILI) posed by users on online search engine i.e. Google.

Later, many other online data sources such as Twitter, Yahoo! and Google
were explored to perform the outbreak detection. In 2009, De Quincey and
Kostkova [3] studied the potential of Twitter as an indirect source of data col-
lection for Epidemic Intelligence. They collected tweets related to Swine Flu
Pandemic and affirmed that this data can be used in conjunction with tradi-
tional data sources to predict outbreaks. In 2010, Culotta [2] tried to replicate
the results of GFT using the Twitter data. From his analysis, the author con-
cluded that simple regression techniques are not enough for Twitter data because
of its unstructured nature. Better pre-processing and classification tools can help
in increasing accuracy of the results, while using Twitter data. Later, researchers
applied many different techniques on the Twitter data to improve accuracy of
results for example, regression techniques like least absolute shrinkage and selec-
tion operator (LASSO) [8] and BOLASSO [9], Classifiers like Support Vector
Machine (SVM) [1] etc.

In this paper, we focus on tracking the impact of Swachh Bharat Abhiyan
(SBA) on people using Twitter data. SBA was first launched in 2014 and since
then very less research work has been done related to it. In 2015, Raj and Kajla
[10] collected tweets related to SBA and performed simple sentiment analysis
to find out perception of Indian citizens towards SBA. Later in 2017, Tayal
and Yadav [14] tested their sentiment analysis tool Senti-Meter on Twitter data
related to SBA. They processed 1200 tweets collected for the period of January
2016 to March 2016. They performed manual tagging to calculate the accuracy
of their tool. Both of the works related to SBA worked on very less number of
tweets and did not consider any other demographic details of the places in India.

3 Proposed Work

In this study, we track the involvement in and influence of SBA on common
people in different regions of the country. We also study the difference between
the sentiments of public and government generated tweets. To perform this study,
we used the data available from Twitter for the period of December 1, 2017 to
March 31, 2018. Details related to dataset is given further in the section.

3.1 Dataset Description

We use Twitter as the source of social media data because of the word limit of
150 words. Further, availability of Twitter Streaming API facilitates the data
collection process as depicted in retrieval module of Fig. 1. The API helped us to
collect around 400 thousand tweets for the period of December 1, 2017 to March
31, 2018. A sample description of the keywords and tweets is given in Table 1.
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Table 1. Description of Twitter data collected using keywords related to SBA for the
duration of Dec 2017 to Mar 2018

Description Hashtags examples Tweet example Number of

tweets

General #SwachhBharat

Abiyan #

MyCleanIndia

@marineravin: @tavleen singh anything you wanna

more to add abt swachh Bharat Abhiyan ...

@sanjayuvacha @amitmehra

322,287

Toilet related #Open Defecation

#MyCity-MyPride

@paramiyer : Congratulations to Team

@swachhbharat. Tirunelveli district in Tamil Nadu

has been declared # OpenDefecationFree

26,846

Cities related #SwachhUP

#SwachhJhar

RT @lezlietripathy: Participated in Cleaning

#Vesave Beach Today. An initiative by

@AfrozShah1 Supported by @Dev Fadnavis

@AUThackeray Today. #SwachhBharat

#Swachhmaharashtra #swachhversova

24,736

Rural area

related

#ZSBP

#SbmZSBP

@kishanganjzsbp: Morning follow up and pit

digging in Gachpada Panchayat #ZSBP

#SwachhBharat #SwachhBihar #SBMGramin

@SwachhBihar @LSBA Bihar @swachhbharat

86,868

To determine the demographic distribution of the tweets in different regions
of the country, we applied partial keyword matching along with the NER tool
for geoparsing. To perform the partial keyword matching, we used a set of names
of different locations in India. However, India is a vast country of around 4000

Fig. 1. Steps of data retrieval and preprocessing
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Table 2. Sample list of cities chosen for analysis

Zones Tier 1 Tier 2 Tier 3

Central India - Raipur, Bhopal Mungeli, Ujjain

Eastern India Kolkata Patna, Asansol Kishangarh, Brahmapur

Northern India Delhi Chandigarh, Faridabad Solan, Leh

North-Eastern India - Guwahati Silchar, Pasighat

Southern India Bangalore, Hyderabad Warangal, Mangalore Tirupati, Kavaratti

Western India Ahmedabad, Mumbai Surat, Nagpur Silvassa, Diu

Fig. 2. Steps of data analysis process

cities and towns. So, to simplify our experimentation, we use representative
cities from different zones1 by applying the standard HRA classification [15]
where cities are classified into three Tiers (Tier 1 being the highest) on the
basis of their population. A sample description is given in Table 2. We have also
classified urban and rural areas on the basis of this HRA classification, where
cities belonging to Tier 1 and upper Tier 2 are regarded as urban areas and rest
of the cities and towns as little backward areas of the country.

Data Preprocessing. Thousands of tweets related to SBA are published daily
on Twitter. For our study, we are primarily concerned with the tweet text date
and time of tweet post and user ID, but it is surrounded by other informa-
tion such as hyperlinks, images and videos etc. Also, the text is subjected to
many impurities due to the use of informal language by the users. To overcome
1 https://en.wikipedia.org/wiki/Administrative divisions of India.

https://en.wikipedia.org/wiki/Administrative_divisions_of_India
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these issues and improve the quality of results, the tweets are first cleaned as
illustrated in pre-processing module of Fig. 1. The data cleaning process includes
tokenization, stemming, removing stop words and other useless information such
as hyperlinks and videos and images etc. The resultant cleaned tweets are then
parsed and analyzed to determine the names of cities and states from the tweet
texts. Details on further analysis are given in the following section.

3.2 Proposed Methodology

Demographic Distribution. The formal method of getting information about
any place is geocoding a tweet by either through geo-locations or user’s profile
information. In case of geo-locations only around 1% of tweets contain geo-
locations and this data cannot be considered enough to provide accurate results.
In case of using users profile information, it cannot be confirmed that one’s tweet
is about the same place as given in one’s profile. For example, for tweets such
as “RT @Swacchbegusarai: Door to door visit and triggering to increase uses
of toilets in Fatehpur Panchayat @swachhbharat @LSBA Bihar # ZSBP ht . . .”
posted by the Twitter handle “CleanupTN”, geocoding gave us the name of place
“TamilNadu” whereas the tweet actually talks about district “Begusarai” and
village “Fatehpur” which belongs to state “Bihar”.

Fig. 3. Normalized number of tweets collected by using geocoding and geoparsing for
all states and Union Territories in India

Thus, in our study we geoparsed [5] the tweets to find the number of tweets
for different towns, cities, UTs and states as shown in Fig. 2. Here, we geocode
the named entities recognized by using NER and partial keyword matching.
To perform NER, we used off-the-shelf Python NLTK libraries and to perform
partial keyword matching, we calculate the partial match between the tweet text
token and the city or state name and then geocode only those entities for which
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the partial match comes out to be greater than 95%. To perform geocoding we
used the off-the-shelf geopy Python Library. By using this technique, we were able
to collect results even for very small cities and towns which were not mentioned
in user’s profile or geo-locations. The number of tweets collected per city and
state by using geoparsing were also found to be higher than by using geocoding
the tweets. We found a correlation coefficient of 0.7408 between the number of
tweets collected by using the two techniques. To provide a pictorial depiction,
we normalized the number of tweets collected by geocoding and geoparsing by
using z-score normalization. Figure 3 gives a line plot for the number of tweets
for different states on the sample data for the time period of March 1 to March
15, 2018.

Table 3. Twitter handles and keywords used for segregating the government and public
tweets

Sr. no. Keywords Handles example

1 Swachh @swachhbharat,@swachhfaridabad

2 Gov @CEOMyGovIndia

3 Clean @CleanupTN, @CleanIndia

4 BJP @BJP4India, @bjpsamvad

5 MoHUA India @MoHUA India

6 SBM @sbmodfindia

7 MC @AiMCHaryana

8 CMO @CMO Odisha, @cmohry

Following paragraph gives the mathematical formulations of the steps
involved. Let S be the set of name of states and union territories in India.
So, S = {S1, S2, . . . Sn}, where n is the number of states and union-territories.
Let C be the set of name of cities and towns in India. So, C = {C1, C2, . . . Cm},
where m is the number of cities and towns in India. We used around 1500 of the
city names for our analysis. A dictionary CS consists of the names of cities and
their corresponding state name. So, CS = {Ci : Sj}, 1 ≤ i ≤ n, 1 ≤ j ≤ m such
that CS [Ci] = [Si].

Let Ti be the twitter corpus and frequency score of a city F (Ci) is calculated
by using the formula given in (1). A tweet tj in the corpus is given a score 1 if
name of city Ci is present in that tweet and 0 otherwise as given in (2). We took
care of the partial matching of names in the tweets as well as given in (3).

F (Ci) = ΣΣF (Ci, tj) ,∀i∀j (1)

where, F (Ci, tj) = 1 if Ci ∈ tj ,Otherwise 0 (2)

PartialMatch =
(

2M ∗ 100
T

)
(3)
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where, M is the number of matches and T is the total number of elements in
the string. Similarly, the frequency score of a state is calculated by the using
the frequency score of the state and its corresponding cities. More formally,
frequency score of a state Sj is equal to the sum of frequency score of the state
Sj and sum of frequency scores of all the cities Ci for which CS [Ci] = Sj ∀i as
given in (4) and (5).

F (Si) = ΣΣF (Si, tj) + ΣF (Ck) ,∀i∀j∀k and SC [Ck] = Si (4)

where, F (Si, tj) = 1 if Si ∈ tj , Otherwise 0 (5)

A city may consist of some people who are highly active on twitter and some
who hardly use it. Twitter corpus when analysed using the absolute number
of tweets only give cumulative results for a particular place. Also, more the
population of place, more is the number of tweets collected. However, when the
number of tweets is normalized by the factor of population of the place, this
gives us the intensity of tweets per person in a given city Ci. We normalize the
score value of a place by dividing it with the population of the place (i.e. per
capita score) as given in (6).

N (Ci) =
F (Ci)
P (Ci)

(6)

where, P (Ci) is the population of city Ci

Sentiment Analysis. Sentiment analysis is a supervised classification process
to predict the opinion of a person through the text which is related to some
topic. We used sentiment analysis on our Twitter corpus to capture the opinions
and sentiments of people towards SBA. Each tweet has been classified into three
opinions: positive, negative and neutral by using Word Sense Disambiguation,
Senti Word Net and word occurrence statistics using movie review corpus [4].
We used the dedicated sentiment classification library of python for our study.
If sentiment score value comes out to be greater than 0 then the sentiment is
classified as positive, if it comes out to be less than 0 then the sentiment is
classified as negative and otherwise neutral.

Public-Government Tweet Segregation. SBA is a national level campaign
and government is making many efforts to promote it. Hence, there are many
dedicated twitter accounts specific to some states or cities which promote SBA
in their local communities. So, we categorize the twitter corpus into two classes
on the basis of the Twitter handles, such that one class consists of all the tweets
posted by using government handles and second class consists of tweets posted by
common public as shown in Fig. 2. We selected the government handles manually
by using some set of keywords as illustrated in Table 3. Rest of the tweets were
considered to be made by common public.

A simple measure named Public Post (PP) percentage, which gives the per-
centage of tweets made by common public out of the total tweets posted for a
location, is used to determine the actual activity of public in the location.
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Fig. 4. Heatmap of India generated by processing tweets to study their demographic
distribution.

4 Results and Discussions

In this section we have highlighted some of the important results of our experi-
mentation. All the analyses have been done using Python 2.7.

Table 4. Description of the states which are most active on Twitter

Rank State Zone Tweet (%) PP (%) POP (%) LR (%) F LR (%)

1. Madhya Pradesh Central India 11.71 62.73 6.00 69.32 59.24

2. Uttar Pradesh North India 11.44 54.62 16.50 67.68 57.18

3. Maharashtra Western India 11.30 70.66 9.28 82.34 75.87

4. Bihar North India 10.66 53.57 8.60 61.80 51.50

5. Delhi (Capital) North India 9.69 80.56 1.39 86.21 80.76

The Twitter corpus was first processed to determine the demographic distri-
bution of the tweets in different regions of the country with the help of geoparsing
the named entities. Figure 4 provides the state-wise hotspot distribution over the
country where red stands for maximum number of tweets and green stands for
lowest number of tweets. Further the state-wise sentiment analysis of the tweets
show that most of the tweets are generally neutral as shown in Fig. 5. Figure 5
shows a stacked bar graph representation of the percentage tweets per sentiment
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Fig. 5. Stacked bar graph representing respective sentiments for all the states and UTs
in India

for all the states (abbreviated2)and UTs, where states are arranged in ascend-
ing order of total number of tweets. This tells us that people are accepting the
campaign very peacefully. In our study, a high number of tweets correspond to
high awareness and activeness of the location and vice-versa.

Table 5. Description of the states which are least active on Twitter

Rank State Zone Tweet (%) PP (%) POP (%) LR (%) F LR (%)

1. Andaman & Nicobar Islands South-East India 0.0057 0 0.03 86.63 82.43

2. Lakshadweep South-West India 0.0057 90 0.01 91.85 87.95

3. Mizoram North-East India 0.028 87.09 0.09 91.33 89.27

4. Sikkim North-East India 0.039 83.52 0.05 81.42 75.61

5. Dadra & Nagar Haveli Western India 0.074 60 0.03 76.24 64.32

We further compare the demographic characteristics of the most active/aware
and least active/aware states from the country. For this study, we first analyze
the five top-most and five bottom-most states in terms of number of tweets.
Tables 4 and 5 gives the names of top five states and bottom five states respec-
tively, along with some of their demographic characteristics3. We would like to
exempt the case of Delhi from our analysis as it is the capital of India. The
analysis of these demographic characteristics show that states on top have high
population and low average and female literacy rates as compared to the states in
bottom. This shows that population density of a place has a very high impact on
number of tweets generated as well as retweeted from that location. Through the
tables, we also see that public post percentage (PP) of top five states lie between

2 http://slusi.dacnet.nic.in/watershedatlas/list of state abbreviation.htm.
3 POP: Population, LR: Avergae Literacy Rate, F LR: Female Literacy Rate, PP:

Public Posts percentage, PS: Public Sentiments, GS: Government Sentiments.

http://slusi.dacnet.nic.in/watershedatlas/list_of_state_abbreviation.htm


Do Public and Government Think 377

Table 6. Sentiment analysis of top and bottom most states for public generated tweets
and government generated tweets

Public Government

State PS GS State PS GS

Top UP 1.020 0.591 UP 1.020 0.591

MH 0.543 0.595 MH 0.543 0.595

TN 0.0435 0.692 MP 0.311 0.134

BR 0.411 0.299 BR 0.411 0.299

Bottom KA 0.3014 0.767 TN 0.043 0.692

AS 0.3040 0.324 HR 0.128 0.209

TR 0.6309 0.761 GA 0.0862 0.554

PY 0.676 0.872 HP 1.152 0.068

50–70% (exempting the case of Delhi), which shows that people of these places
are equally active as the government. In case of bottom most five states, the
public post percentage (PP) have very extreme values such as 0 or 90% because
there are very few number of tweets for these places.

Table 6 gives the names of top-most and bottom-most states in terms of num-
ber of government and public tweets along with their average public and gov-
ernment sentiment values. As illustrated from the table, Uttar Pradesh (UP),
Madhya Pradesh (MP), Maharashtra (MH) and Bihar (BR) have been on top
according to government tweets as well as public tweets. The sentiment analysis
of all states in bottom show that the sentiments of government tweets are gener-
ally more positive as compared to public tweets. This states that government is
making efforts to promote SBA in these places as well. This analysis leads to a
result that people may be talking about a campaign in the different locations but
they generally lack the emotions while talking about it. This means that people
are just retweeting the facts and figures and tend to show very less personal expe-
riences about SBA on Twitter. However, this also indicates that government is
also making ample efforts in promoting SBA and gradually making people active
to talk about the same.

Table 7. Description of lower Tier 2 and Tier 3 cities active on Twitter

Sr. no. City State Tier POP (%) LR (%) PP (%) PS GS

1 Dibrugarh Assam 3 1.54 76.22 19 0.068 0.045

2 Durg Chhatisgarh 2 2.68 79.06 55.2 −0.66 −0.0041

3 Kishanganj Bihar 3 16.9 57.04 34.36 0.0077 0.015

4 Jalna Maharashtra 3 2.86 71.52 27.74 0.039 0.079

5 Kota Rajasthan 2 10 76.56 81.57 0.12 0.050
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Table 8. Description of Tier 2 and Tier 3 cities active in terms of normalized number
of tweets

Sr. no. City State Tier POP (%) LR (%) PP (%) US GS

1 Silvassa Dadra &

Nagar

Haveli

3 0.98 91.01 60.4 −0.039 −0.038

2 Dibrugarh Assam 3 1.54 76.22 19 0.068 0.045

3 Kishanganj Bihar 3 16.9 57.04 34.36 0.0077 0.015

4 Kota Rajasthan 2 10 76.56 81.57 0.084 0.048

Similarly, we extended our study to the cities. The analysis showed that
the cities with highest number of tweets are mostly well developed and highly
populated metro cities or capitals (i.e. belonging to Tier 1 and upper Tier 2
cities) e.g., Delhi, Mumbai, Hyderabad, Indore and Bhopal etc. So, we narrow
down our analysis to lower Tier 2 and Tier 3 cities. Table 7 gives the names of
some active Tier 2 and Tier 3 cities with other demographic details. From this
table, we see that these cities have very low population and good literacy rates
except for Kishanganj (Bihar). Table 7 shows that though there are high number
of tweets for Dibrugarh, Kishanganj and Jalna, most of these are made by using
government handles. This shows that government is making efforts in promoting
the campaign in lower Tier cities as well. The public and government tweet
sentiment analysis shows that government tweets are more neutral as compared
to public tweets. This means that people are also taking active part in tweeting
about SBA. The overall sentiment, however, has remained the same for public
and government tweets. This indicates that government handles have not been
making any false statements on Twitter.

To find the intensity of tweets in a place, we normalized the number of tweets
by the factor of population of each place. It can be argued that the low population
of a city accounts for a high normalized tweet score. This is also visible in the
results as shown in Table 8. Table 8 gives the details of some of cities which are
very active in terms of number of normalized tweets but are not so well known.
Here, all the cities with low populations such as Silvassa and Dibrugarh have
high number of normalized tweets. Also, Silvassa has a very high value of public
post percentage, which tells that people are highly active there. These cities have
some similarities for instance, they have good literacy rates and they belong to
Tier 2 and Tier 3. So, it can be said that high literacy rate of a place leads to
high number of tweets while considering normalized number of tweets.

We further analyze the corpus to identify the most active hashtags being used
and the most active Twitter handles. Figure 6 gives the word cloud for the set
of most active keywords, where we see that CleanIndia, NarendraModi (Prime
Minister of India) and SwachhBharat are the most active Hashtags being used.
Table 9 gives the names of most popular user handles. This table shows that most
of the twitter handles that come on top are actually government handles, which
indicates that government handles are the primary source of tweet generation
and their spread.
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Fig. 6. Word cloud depiction of most commonly used keywords and hashtags for SBA

Table 9. Description of most active Twitter handles related to SBA

Rank Frequent user IDs Description Government/Personal handle

1 WeMeanToClean Delhi-based volunteer
group

Organization

2 SwachhHYD Hyderabad, Telangana
India

Government

3 Env cleanindia Indian open public
handle

Government

4 CleanupTN Dedicated to make
Tamil Nadu a clean city

Government

5 Nitesh1901 Lead Infra Solution
Architect-IBM

Personal

5 Conclusion

In this study, we used the Twitter data to capture the level of awareness and
the sentiments of different towns, cities, union territories and states in India
towards Indian Cleanliness Campaign, Swachh Bharat Abhiyan (SBA). Through
our study, we realized that population and area of a place (i.e. population den-
sity) has a very high impact on generation of high number of tweets from any
given location. However, high literacy rate has a direct impact on number of
normalized number of tweets (i.e. tweets per capita). The sentiment analysis
of the tweets show that most of the tweets generated are mostly neutral. This
shows that most of the tweets are mostly informative and people tend to show
very less emotions for SBA on Twitter. The public post percentage analysis of
tweets show that in case of Tier 2 and 3 cities, which are active on Twitter,
most of these tweets are made by using government handles. This indicates that
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government has been making efforts to promote SBA in not so developed cities
as well. The public and government tweet segregation and sentiment analysis of
top most and bottom most states show that people may be talking about the
different events related to SBA in form of sharing some facts and figures but they
lack in presenting any emotional content towards SBA. Overall, the government
has been very active in spreading awareness about SBA in different places in the
country. For further study, we can focus on comparing more demographic char-
acteristics of the different locations and perform manual tagging to determine
the accuracy of the sentiment analysis tool used.
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