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Foreword

This volume contains the proceedings of the workshops held on September 10, 2018, in
conjunction with the 16th International Conference on Business Process Management
(BPM 2018), which took place in Sydney, Australia. The proceedings are so-called
post-workshop proceedings, as the authors were allowed to revise and improve their
papers after the actual workshops to take into account the feedback obtained from the
audience during their presentations.

Due to its interdisciplinary nature that naturally involves researchers and practi-
tioners alike, the BPM conference has traditionally been perceived as a premium event
for co-locating workshops with. The 2018 edition of the conference was no exception:
Its call for workshop proposals attracted a good number of workshop proposals with
topics ranging from traditional BPM concerns like requirements engineering and
business process mining to emerging topics like data science and artificial intelligence.
The following eight workshops were selected for co-location with BPM 2018:

– 14th International Workshop on Business Process Intelligence (BPI) – organized by
Boudewijn van Dongen, Jan Claes, Jochen De Weerdt, Andrea Burattin.
This year’s BPI Workshop focused particularly on process mining in the context of
big data. The workshop has a long tradition at the BPM conference and, as before,
featured: the presentation of interesting research papers in the BPI domain; the BPI
Challenge 2018, with data provided by the German company Data Experts; the
IEEE Task Force meeting; and the Process Mining Reception.

– 11th Workshop on Social and Human Aspects of Business Process Management
(BPMS2) – organized by Rainer Schmidt, Selmin Nurcan.
BPMS 2018 explored how social software interacts with business process man-
agement, how business process management has to change to comply with weak
ties, social production, egalitarianism and mutual service, and how business pro-
cesses may profit from these principles. Furthermore, the workshop investigated
human aspects of business process management such as new user interfaces, e.g.,
augmented reality and voice bots.

– First International Workshop on Process-Oriented Data Science for Health Care
(PODS4H) – organized by Jorge Munoz-Gama, Carlos Fernandez-Llatas, Niels
Martin, Owen Johnson.
PODS4H 2018 aimed at providing a high-quality forum for interdisciplinary
researchers and practitioners (both data/process analysts and medical audience) to
exchange research findings and ideas on health-care process analysis techniques and
practices. PODS4H research includes a wide range of topics from process mining
techniques adapted for health-care processes, to practical issues on implementing
PODS methodologies in health-care centers’ analysis units.

– First International Workshop on Artificial Intelligence for Business Process Man-
agement (AI4BPM) – organized by Richard Hull, Riccardo De Masellis, Krzysztof
Kluza, Fabrizio Maria Maggi, Chiara Di Francescomarino.



The goal of AI4BPM was to establish a forum for researchers and professionals
interested in understanding, envisioning, and discussing the challenges and
opportunities of moving from current, largely programmatic approaches for BPM,
to emerging forms of AI-enabled BPM. The workshop represents the union of two
workshops held at BPM 2017, namely, Business Process Innovation with Artificial
Intelligence (BPAI) and Cognitive Business Process Management (CBPM).

– First International Workshop on Emerging Computing Paradigms and Context in
Business Process Management (CCBPM) – organized by Jianmin Wang, Michael
Sheng, Shiping Chen, Xiao Liu, James Xi Zheng.
The goal of CCBPM 2018 was to promote the role of emerging computing para-
digms such as mobile-cloud computing, edge/fog computing, and context in busi-
ness process management (BPM) by discussing what opportunities and challenges
the emerging computing paradigms and context-aware technologies can bring to
BPM, and what are the novel use cases and state-of-the-art solutions.

– Joint Business Processes Meet the Internet-of-Things/Process Querying Workshop
(BP-Meet-IoT/PQ) – organized by Agnes Koschmider, Massimo Mecella, Estefanía
Serral, Victoria Torres, Artem Polyvyanyy, Arthur ter Hofstede, Claudio Di Ciccio.
This joint BP-Meet-IoT/PQ Workshop brought together practitioners and
researchers interested in IoT-based business processes (state of ongoing research,
industry needs, future trends, and practical experiences) and process querying
(automated methods for the inquiry, manipulation, and update of models and data of
observed and envisioned processes).

– First Declarative/Decision/Hybrid Mining and Modeling for Business Processes
(DeHMiMoP) – organized by Claudio Di Ciccio, Jan Vanthienen, Tijs Slaats,
Dennis Schunselaar, Sóren Debois.
DeHMiMoP aimed at providing a platform for the discussion, introduction, and
integration of ideas related to the decision and rule perspectives on process mod-
eling and mining. The objectives were to extend the reach of the BPM audience
toward the decisions and rules community, and increase the integration between
imperative, declarative, and hybrid modeling perspectives.

– Joint Requirements Engineering and Business Process Management
Workshop/Education Forum (REBPM/EdForum) – organized by Banu Aysolmaz,
Rüdiger Weißbach, Onur Demirörs, Fethi Rabhi, Wasana Bandara, Helen Paik,
Cesare Pautasso.
This joint workshop brought together practitioners and researchers interested in
requirements engineering and education in BPM. The focus of the workshop was on
the interrelations between RE and BPM domains with a focus on agile and flexible
BPM, and on effective education and training methods for developing BPM
professionals.

The selected workshops formed an extraordinary and balanced program of
high-quality events. We are confident the reader will enjoy this volume as much as we
enjoyed organizing this outstanding program and assembling its proceedings.

VI Foreword



Of course, we did not organize everything on our own. Many people from the BPM
2018 Organizing Committee contributed to the success of the workshop program. We
would particularly like to thank the general chairs of BPM 2018, Boualem Benatallah
and Jian Yang, for involving us in this unique event, the local organizers for the smooth
management of all on-site issues, the workshop organizers for managing their work-
shops and diligently answering the numerous of e-mails we sent around, and, finally,
the authors for presenting their work and actually making all this possible.

November 2018 Florian Daniel
Hamid Motahari
Michael Sheng
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14th International Workshop
on Business Process Intelligence (BPI)



14th International Workshop on Business
Process Intelligence (BPI)

Business process intelligence (BPI) is a growing area both in industry and academia.
BPI refers to the application of data- and process-mining techniques to the field of
business process management. In practice, BPI is embodied in tools for managing
process execution by offering several features such as analysis, prediction, monitoring,
control, and optimization.

The main goal of this workshop is to promote the use and development of new
techniques to support the analysis of business processes based on run-time data about
the past executions of such processes. We aim at bringing together practitioners and
researchers from different communities, e.g., business process management, informa-
tion systems, database systems, business administration, software engineering, artificial
intelligence, and data mining, who share an interest in the analysis and optimization of
business processes and process-aware information systems. The workshop aims at
discussing the current state of research and sharing practical experiences, exchanging
ideas, and setting up future research directions that better respond to real needs. In a
nutshell, it serves as a forum for shaping the BPI area.

The 14th edition of this workshop attracted eight international submissions. Each
paper was reviewed by at least three members of the Program Committee. From these
submissions, the top five were accepted as full papers for presentation at the work-
shop. The papers presented at the workshop provide a mix of novel research ideas,
evaluations of existing process mining techniques, as well as new tool support.

Rehse and Fettke propose a four-step approach for vertically clustering event logs
in order to discover reference model components from complex event logs. Their
approach is based on proximity scoring of activities as an input for the hierarchical
subprocess construction. Van Eck, Sidorova, and van der Aalst focus on process dis-
covery in complex systems with multiple artifacts and corresponding lifecycles. The
paper presents a mutli-instance mining technique to discover lifecycle models and their
interactions with many-to-many relations between artifact types. The technique is
implemented as the Multi-Instance Miner plugin in ProM. Lee, Munoz-Gama, Ver-
beek, van der Aalst, and Sepúlveda address the recomposition step when applying
decomposition for alignment-based conformance checking by proposing several
strategies to improve the performance of such an iterative alignment approach. Their
technique is shown to improve on existing techniques based on both synthetic as well
as real-life data. Van Dongen also focusses on the efficient computation of alignments
by presenting an algorithm and memory structures of the extended marking equation
approach. Both the time complexity of the algorithm as well as the properties of the
different data structures are scrutinized. Deeva and De Weerdt look at a more practical



application of process mining techniques by investigating the use of local process
mining techniques to the context of learning processes and the potential of under-
standing feedback in these processes based on the analysis of event data.

As with previous editions of the workshop, we hope that the reader will find this
selection of papers useful to keep track of the latest advances in the BPI area. We look
forward to keep bringing new advances in future editions of the BPI workshop.

November 2018 Boudewijn van Dongen
Jochen De Weerdt

Andrea Burattin
Jan Claes
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Clustering Business Process Activities
for Identifying Reference Model

Components

Jana-Rebecca Rehse(B) and Peter Fettke

Institute for Information Systems (IWi), German Research Center for Artificial
Intelligence (DFKI GmbH) and Saarland University,

Campus D3.2, Saarbrücken, Germany
{Jana-Rebecca.Rehse,Peter.Fettke}@iwi.dfki.de

Abstract. Reference models are special conceptual models that are
reused for the design of other conceptual models. They confront stake-
holders with the dilemma of balancing the size of a model against its
reuse frequency. The larger a reference model is, the better it applies
to a specific situation, but the less often these situations occur. This is
particularly important when mining a reference model from large pro-
cess logs, as this often produces complex and unstructured models. To
address this dilemma, we present a new approach for mining reference
model components by vertically dividing complex process traces and hier-
archically clustering activities based on their proximity in the log. We
construct a hierarchy of subprocesses, where the lower a component is
placed the smaller and the more structured it is. The approach is imple-
mented as a proof-of-concept and evaluated using the data from the 2017
BPI challenge.

Keywords: Reference model mining · Activity clustering ·
Reference components · Reference modeling · Process mining

1 Introduction

Reference models can be considered as special conceptual models that serve to
be reused for the design of other conceptual models. By providing a generic
template for the design of new process models in a certain industry, reference
process models allow organizations to adapt and implement the respective pro-
cesses in a resource-efficient way [3]. The introduction of a common terminology
and the subsequent simplification of communications along with the industry-
specific experience contained in a reference model yield higher-quality processes
and process models, while also reducing the required time, cost, and personnel
resources required for business process management [8].

When developing a model for the purpose of reuse, model designers are faced
with the dilemma of balancing the scope of a model, i.e. its size, specificity,
and degree of coverage against its reuse potential, i.e. the number of situations
where it can be applied. The larger and the more specific a model is, the less
c© Springer Nature Switzerland AG 2019
F. Daniel et al. (Eds.): BPM 2018 Workshops, LNBIP 342, pp. 5–17, 2019.
https://doi.org/10.1007/978-3-030-11641-5_1
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adaptations it needs to be applied in a certain model context, but the less often
these situations occur. On the contrary, smaller reference models for subpro-
cesses, named reference components, can be directly applied to many different
situations, but do not suffice to cover the entire modeling domain.

We consider reference components as frequently appearing process model
building blocks, i.e. temporally and logically isolated activity sets within a pro-
cess [16]. For process designers, such building blocks strike a balance between the
necessity to find a reference model for their exact use case and the disadvantages
that come with modeling a process from scratch. Due to only a limited number
of predefined interaction points with other process parts, they are frequently
reusable and highly flexible to be combined into new process models [16]. By
using pre-defined domain-specific collections of process building blocks, such as
the PICTURE method for public administration modeling, process designers are
able to leverage the multiple benefits of reference modeling and simultaneously
address the specific challenges of their own process domain [4].

However, constructively using reference model components for all stakehold-
ers’ advantage first requires finding the right degree of specificity versus reusabil-
ity. As this decision depends on the intended domain and purpose, it cannot be
universally determined, but needs to be decided individually for each use case.
In order to provide process designers with useful and reliable data to support the
decision-making process, this contribution presents a novel approach for mining
reference model components from instance-level data. A given input log is verti-
cally divided and the activities are hierarchically clustered based on their spatial
proximity in the log, determining the groups of activities that form a reference
component. The components are mined for each cluster individually, resulting
in a subprocess hierarchy, where the lower a component is placed, the smaller
but the more structured and frequent it is.

This article is based on ideas for subprocess identification sketched in a report
submitted to the 2017 BPI challenge [6]. We describe the conceptual design in
Sect. 2. The realization in the RefMod-Miner research prototype is treated in
Sect. 3, along with an experimental evaluation. We report on related work in
Sect. 4, before concluding the article with a discussion in Sect. 5.

2 Conceptual Design of the Approach

2.1 Illustrating Example and Outline

The objective of this paper is to provide a data-based solution to determining
the appropriate degree of specificity versus reusability when designing reference
model components, i.e. to overcome the dilemma that the larger and more spe-
cific a reference model is, the less situations it applies to. Figure 1 illustrates our
solution by means of an exemplary company-specific invoice handling process,
executed e.g. by an accounting clerk. Once an invoice is received and processed,
it is checked. If no further action is required (e.g. for a pro-forma-invoice), the
invoice is archived directly. If the payment amount exceeds a certain limit, the
invoice gets forwarded to the superior, as the clerk is not authorized for payment.
If the limit is not exceeded, the clerk pays and archives the invoice.
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Component 9: Company-specific 
invoice handling process

Component 1: Receive 
and process incoming 

document (e.g. invoice)

Component 2: Check 
document property (e.g. 

invoice amount)

X
O
R

Component 3: Forward 
document to other unit 

(e.g. superior)

Component 4: Authorize 
and document payment

V V

Component 5: Archive 
document (e.g. invoice)

V V

Component 7: Pay 
and archive invoice

X
O
R

Component 6: Check 
invoice amount and 
forward to superior, 
if above certain limit

Component 8: Check 
invoice amount and 
either forward, pay 

or archive invoice

X
O
R V V X

O
R

X
O
R V V X

O
R

Fig. 1. Illustrating example for mining reference components

While the complete process model can be used for the design of other models,
its application scope is limited to invoice handling. If, however, we divide it into
its subprocesses, we see that they can be generalized to apply in other contexts.
This is illustrated by the cluster structure in Fig. 1, which gradually divides the
specific process into smaller parts. The smaller the parts get, the more generic
they are. For example, Component 1, where the invoice is received and processed,
could be part of any other invoice handling process, but could also be slightly
abstracted to serve as a generic document handling subprocess.

Our approach consists of four major steps, described in the following sub-
sections. Individual activities are identified from the provided event log and
clustered hierarchically based on spatial proximity, resulting in a tree structure,
where the higher a cluster is located, the more and less interrelated activities it
contains. For each cluster, a reference component is mined, constructing a model
hierarchy in analogy to the cluster structure. The higher a reference component
is located, the more activities it contains and thus, the more specific it is.

2.2 Identifying Activities from Event Logs

Definition 1 (Activities, Traces, Event Logs [1]). For a set S, let B(S)
be the set of all multisets over S. Let A be the activity universe and A ⊆ A a
set of activities. A trace t = 〈t1, . . . , tn〉 ∈ A∗ is a finite sequence of activities,
with ti denoting the activity at the ith position. A log L ∈ B(A∗) is a multiset
of traces. A(L) =

⋃
t∈L

⋃|t|
i=1 ti is the set of activities in L. For A ⊆ A(L),

TA = {t ∈ L |∀a ∈ A : a ∈ t} is the set of traces that contain all activities in A.
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Since the objective is to cluster activities into reference model components,
the first step is to extract higher-level activities from the lower-level event log.
This is non-trivial, because the log often does not correspond to process model
activities, which is necessary to analyze it from a business perspective. The
problem is recognized and described in literature, with proposed solutions either
making use of data mining and machine learning techniques [10,11] or leverag-
ing predefined process knowledge in a supervised abstraction approach [14] to
identify event patterns and automatically label the corresponding activities. As
all of these approaches offer promising results, we base our approach on their
capabilities to extract a meaningful set of activities from the provided event
log, should that be required. Stakeholders involved in the reference component
design process can provide the necessary domain knowledge.

2.3 Activity Clustering Based on Spatial Proximity

For clustering the activities into a hierarchical structure, we measure their spatial
proximity, assuming that activities which often appear close to each other form
a logical and structured unit. To measure activity proximity, we select the set
of traces containing both activities at least once. We count the number of steps
between the two activities, divide it by the length of the trace to get a normalized
value, and deduct the result from 1. If the activities appear multiply within one
trace, the minimum distance is calculated.

Definition 2 (Trace-based Spatial Proximity). Let L be a log, A(L) its
activity set, a, b ∈ A(L) two activities, and Tab ⊆ L the set of traces that contain
both a and b. For a trace t ∈ Tab, let It = {i ∈ N|ti = a} and Jt = {j ∈ N|tj = b}
be the event index sets for activities a and b. The trace-based spatial proximity
p : A × A → [0, 1] between two activities is defined as

p(a, b) =

⎧
⎪⎪⎨

⎪⎪⎩

∑
t∈Tab

(1 − min({|i − j| | i ∈ It, j ∈ Jt})
|t| )

|Tab| if |Tab| ≥ 1,

0 otherwise.

The pairwise spatial proximity in form of a similarity matrix is used as input
for clustering. A hierarchical-agglomerative clustering approach allows us to
inspect activity clusters on different size and specificity levels [7]. The result
is a strict cluster hierarchy, with the singular activities as leaves and the com-
plete activity set as root cluster. Each internal node cluster contains the union
of activities that are contained in its two child clusters. To get a precise cluster
result, we do not parametrize the expected number of clusters, which increases
the runtime complexity. Compared to e.g. trace clustering, where a few thousand
clustering objects are still computationally feasible [15], activity clustering typ-
ically contains not more than a hundred objects, so computation times should
not become a problem. The result of a clustering is an activity hierarchy.
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Definition 3 (Activity Hierarchy). Let L be a log, A(L) its set of activities.
An activity hierarchy HA(L) is a connected, directed, acyclic graph H = (C,D)
(i.e. a tree), where 2A(L) ⊃ C = {A1, . . . , An} is a set of subsets of A(L) and
D ⊂ C × C is a set of edges connecting them, such that:

– A(L) ∈ C is the cluster root, ∀a ∈ A(L) : {a} ∈ C are the cluster leaves.
– ∀Ai : |{(Ai, x) ∈ D}| = 0 ∧ |{(Ai, x) ∈ D}| = 2, i.e. an internal cluster has

exactly two children.
– (Ai, Aj) ∈ D ⇒ Aj ⊂ Ai, i.e. a set is fully contained in its parent set,
– ∀i :

⋃
(Ai,Ak)∈D Ak = Ai, i.e. a set is equal to the unification of its children.

– (Ai, Aj) ∈ D ∧ (Ai, Ak) ∈ D ⇒ Ai ∩ Ak = ∅, i.e. sibling sets are disjoint.

2.4 Mining Reference Model Components

After obtaining the cluster hierarchy, we mine a reference model component for
each identified activity set. Therefore, we use our RMM-2 approach for refer-
ence model mining based on execution semantics, adapted to work with process
traces instead of process models [15]. It analyzes the represented process seman-
tics in terms of behavioral profiles and computes a reference model subsuming
the specified behavior. To apply the adapted RMM-2 for successfully mining ref-
erence components, the input data has to be modified, such that the reference
components contain the same activities as the associated cluster.

Definition 4 (Log Projection [1]). Let L be a log, A(L) its set of activities,
A ⊆ A(L) a set of activities, and TA ⊆ L the set of traces that contain all
activities in A. The log projection LA = {t�A|t ∈ L} contains only the activities
in A. For a trace t ∈ TA, the trace projection function t�A is defined recursively:
(1)〈〉�A = 〈〉 and (2) for t1 ∈ A(L), t′ ∈ A(L)∗:

(〈t1〉 ◦ t′)�A =

{
〈t1〉 ◦ (t′�A) if t1 ∈ A,

t′�A if t1 /∈ A.

For an activity set A and its projected log LA, the reference component is
mined as follows:

1. Compute Behavioral Profiles: For each unique trace in LA, a separate behav-
ioral profile is computed using the trace-based activity relations.

2. Integrate Behavioral Profiles: The set of individual profiles is merged into
an integrated behavioral profile, choosing the most frequent relation above a
certain confidence level, such that it representing typical behavior. The noise
level parameter specifies the minimum threshold for a relation to be included
in the integrated profile. Conflicts are manually resolved.

3. Derive Reference Component: Finally, the semantics represented in the behav-
ioral profile are conveyed into a process model in form of an event-driven
process chain (EPC).
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Formally, mining the reference components assigns a reference component in
form of a process model (in this case, an EPC) to each activity set contained
in the activity hierarchy. In the following, we define an process model as a tuple
P = (N,E, type), according to the definition by [19, p. 92].

Definition 5 (Reference Model Hierarchy). Let L be a log, A(L) its set of
activities, and HA(L) = (C,D) an activity hierarchy. The corresponding refer-
ence model hierarchy RMHA(L) is a function that assigns each activity set Ai ∈ C
to a reference model RMi in form of an process model Pi = (Ai, Ei, typei).

2.5 Evaluating Reference Model Components

Finally, we need to provide stakeholders with concise data to find an optimal
solution for the dilemma of reusability for their use case. Reference components
are supposed to contain frequently appearing model parts, so that they can be
reused and applied in different contexts. They are also supposed to be internally
coherent, i.e. the contained activities should exhibit some kind of correlation
with one another. Applying this to our reference component hierarchy, we need
to find those cluster integration steps, where combining two clusters into one
does not produce a viable reference component, because the activity set is either
not sufficiently frequent or not sufficiently interconnected anymore. While the
former can be assessed by measuring the difference in relative frequency of the
activity sets in the log, the latter can be assessed by comparing the size of the
integrated reference component with the sum of the individual component sizes.
Therefore, we define the following measures.

Definition 6 (Diffusion Rate and Inflation Rate). Let L be a log, A(L) its
set of activities, HA(L) = (C,D) an activity hierarchy, and RMHA(L) a reference
model hierarchy. Let Ai ∈ C be a an activity set, Aj , Ak ∈ C its children, and
RMi, RMj , RMk the corresponding reference models.

The diffusion rate DAi
defines the ratio between the number of traces that

contain Ai, TAi
= TAj

∩TAk
and the number of traces that contain its respective

children, TAj
∪ TAk

.

DAi
=

|TAi
|

|TAj
∪ TAk

|
The inflation rate IAi

defines the ratio between the size of RMi, |RMi| = |Ai|
and the added sizes of RMj , RMk.

IAi
=

|RMi|
|RMk| + |RMj |

By measuring these two relations for each reference component, we deter-
mine those points where an integration is not useful anymore, because the two
components to be merged are so different from one another. They either con-
jointly appear in very few traces, such that the intersection of the two trace sets
is much smaller than the union, resulting in low a diffusion rate, or the size of
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the merged component is much larger than the sum of the child components,
meaning that many connector nodes are required to merge them, resulting in
an inflation rate considerably higher than 1. One could argue that if many con-
nector nodes are required for merging two components, there is a high degree of
interconnection between them, requiring many interfaces. We don’t want to com-
pletely rule out such a scenario, but the question arises why the two components
were not clustered together in the first place, if they are so closely connected.
The components’ eligibility as reference components would be limited in such
a case, due to their complicated structure. In general, these are only structural
metrics for assessing the degree of interrelation between process model activities
and may not replace the final decision by the reference model designer.

3 Proof-of-Concept and Experimental Evaluation

In order to demonstrate the capabilities of the suggested approach, it was proto-
typically implemented as a proof-of-concept in the RefMod-Miner research pro-
totype, a Java-based software tool for process model analysis developed in our
research group (https://refmod-miner.dfki.de). This implementation was used
for an evaluation using the “application event log” from the 2017 BPI Chal-
lenge [17], describing a loan application process from a Dutch financial insti-
tute. We distinguish A-type events (subprocess of application handling), O-type
events (offer creation), and W-type events (workflow activities). The log contains
561,671 events from 31,509 individual loan application cases.

The first step is to identify the activities. As we see from inspecting the log,
the events are recorded on a lower level, but are clearly associated with a higher
level activity (“concept:name”). The event itself is specified by the attribute
“lifecycle:transition” and the separate ID. Table 1 lists the extracted activities.

Table 1. Identified activities from the BPI 2017 log

A Accepted A Submitted O Returned W Handle leads

A Cancelled A Validating O Sent (mail and online) W Personal Loan collection

A Complete O Accepted O Sent (online only) W Shortened completion

A Concept O Cancelled W Assess potential fraud W Validate application

A Denied O Create Offer W Call after offers A Create Application

A Incomplete O Created W Call incomplete files

A Pending O Refused W Complete application

The spatial proximity measure is used to compute a matrix between all pairs
of activities, which serves as input for the clustering, using the readily avail-
able implementation hclust in the statistical computing language R. We did not
specify a maximum size or height of the clusters and determined the distance
between two clusters by means of complete linkage. The details of the cluster
assignments and merging steps are shown by the dendrogram in Fig. 2.

https://refmod-miner.dfki.de
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Fig. 2. Dendrogram for activity clustering (Color figure online)

Next, we mine a reference component for each cluster by applying the trace-
based RMM-2 approach. We apply the standard parametrization (noise level 0.2,
minimum frequency 0.1) to ensure a sufficient frequency. Finally, diffusion and
inflation rates are computed for each reference component. In Fig. 2, each clus-
ter is annotated with its diffusion rate (top) and inflation rate (bottom). Ideally,
both numbers should be close to 1. Lower diffusion and higher inflation rates
indicate that merging two child components might not make sense. We see infla-
tion rates smaller than 1, indicating that the merged component is smaller than
the combined sizes of its children. This can be explained by control flow struc-
tures. For example, a self-loop with three nodes (one activity, two connectors)
might be frequent in a larger log, but the connectors might not be contained in
a merged component, e.g. a two-activity sequence.

The diffusion rates seem comparably low across all clusters. This can be
attributed to the large log, where trace structures differ in frequency and variabil-
ity. For example, the component where a loan is denied (“A Denied, O Refused”)
has low diffusion rates (rounded down to 0.0) from the lowest level on upwards,
which suggests that it is not contained in a lot of traces. On the other hand, the
component which describes the completion and submission of the application
has fairly high diffusion rates. Based on the evaluation data, we selected eight
reference components, marked by red borders in Fig. 2 and shown in Fig. 3.

Each selected reference component is a subprocess of the loan application
process, with six small and two larger components. The latter are coherent
subprocesses, namely the application creation (top) and application acceptance
(bottom). The application creation appears straightforward. Offer creation and
acceptance is kept separate, increasing its reusability, as it removes the strict
association between applications and offers. The same applies to calling incom-
plete files; incomplete applications may be automatically denied. On the other
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hand, the subprocess is potentially incomplete and not directly usable. The sec-
ond subprocess, application acceptance, is more specific to the individual pro-
cess and therefore directly applicable, but less reusable. It describes the rela-
tion between offer and application, with the offer creation directly following the
application acceptance. Counterintuitively, the offer creation is not part of this
process, but this is not be supported by the clustering data.

Most small components describe the activities in a very specific situation, i.e.
when an application is denied or canceled, if it is incomplete, or if the offer is
accepted. These four components are applicable, but also fairly reusable due to
their small size. They all associate offers with applications, which may impact
their reusability. The remaining two components are the offer creation, which
should be part of the application acceptance, and the application validation,
which can be regarded as a subprocess in itself. The components’ usability is
impeded by back-loops, which often appear unnecessary (e.g. “O Cancelled”)
and should be removed for a more generic component. Also, the lack of operators
except XOR is apparent, as the components lack clear semantics.

O_Accepted

A_Pending

A_Incom-
plete

XOR

W_Call 
incomplete 

files

XOR

A_Valida ng

O_Returned

XOR

W_Validate 
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XOR
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O_Refused

XOR
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(online only)
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XOR
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e applica on

XOR A_Concept XOR

A_Complete A_AcceptedXOR
W_Shorte-
ned com-
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XOR
W_Call a er 

offers
XOR

Fig. 3. Components mined for clusters 1–6 (top) and clusters 7 and 8 (bottom)

4 Related Work

In this contribution, we mine reusable reference model components from instance-
level event logs. Comparable approaches mine complete reference models, such
as the approach by Gottschalk et al., which is set out to mine configurable refer-
ence models and according configurations from log files of well-running IT systems
[9]. Instead of ensuring better reusability by mining smaller model components,
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the authors construct configurable reference models, which contain all potential
process variants. This might work well, but a configurable model could become
quite large, when covering rather diverse process behavior. Our own work on min-
ing reference process models from large instance data works in a similar way, apply-
ing a clustering approach onto the traces of an execution log. The objective of this
approach is to determine reference models depicting the whole process execution,
but with differing degrees of generality or domain specificity [15], as opposed to
reference components depicting process fragments. For this purpose, the event log
is divided and clustered horizontally along the trace similarity instead of vertically
according to activity proximity, as we do here.

All other automated approaches towards inductive reference modeling rely
on type-level process models instead of instance-level events logs as input data.
A contribution by Li et al. presents two approaches [13]. The first one uses a
heuristic search algorithm and an approximation of the graph-edit distance for
evolving an existing reference model such that it better fits a set of its derived
variants. The second one uses an iterative clustering technique with a process-
semantic proximity measure to construct a reference model from a predetermined
activity set. This is also closely related to our work here, however the goal is to
combine all activities into a single reference model, solely based on their process-
semantic order relations, while we are explicitly set out to mine smaller reference
model components, based on an arbitrary proximity measure.

In this article, we rely on several others BPM areas. For example, our spa-
tial proximity can be considered as a similarity measure. The more similar two
activities are, the closer they should be associated within a cluster. Whereas we
limit ourselves to spatial proximity, approaches to process model matching com-
bine as many similarity measures as possible to determine the most appropriate
correspondences between two process models [2]. These correspondences (called
matches) are then used to determine the similarity between process models [5].

Clustering techniques are often used in BPM, for example for identifying
high-level activities from low-level event logs (see Sect. 2.2). Günther et al.
describe a technique that clusters events into recognizable patterns based on
temporal and data-object-related proximity [11] as well as a new and improved
technique, clustering event classes by means of trace segmentation [10]. This
approach is very similar to ours in terms that it builds an event hierarchy solely
based on a spatial proximity measure, but it operates on a much lower level of
detail and is not directed towards the reusability of model components. Similarly,
the POD-Discovery tool by Weber et al. also uses a hierarchical clustering app-
roach to enable the application of process mining tools on low-level operational
process logs [18] and Verbeek et al. present an approach that uses clustering for
decomposed and therefore more efficient process mining.

5 Discussion and Conclusion

The contribution at hand has the objective to provide an automated and data-
centered approach for supporting stakeholder in designing reference components.
It is set out to address the dilemma of reusability, where the better a reference
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model applies to a situation, the fewer those situations are. We define reference
components on spatial proximity, following the idea that semantically related
activities are typically executed in close proximity to one another. This assump-
tion can be questioned, as some empirical work suggests otherwise [12]. Measuring
proximity also complicates the detection of choice constructs, as those activities
never appear jointly in a trace. Moreover, results may be adulterated by rare or
noisy activities, or similar activities placed differently by different organizations.
So, for more dependable results, other activity similarity measures, such as tem-
poral proximity, and filtering approaches could be taken into account.

Generally, the reference component’s domain and characterization are deter-
mined by the input data, which, in turn, depends on the intended usage of
the reference components. If considering data from one company and one pro-
cess only, the components will be process-specific, i.e. focus on patterns within
this process. Considering the same process across multiple companies discovers
cross-organizational similarities or patterns, i.e. industry-specific components.
Organization-specific components describe similarities across multiple processes,
i.e. common process patterns in one company. Finally, when analyzing data
from multiple processes and multiple companies, we obtain generic, domain-
independent components. All of these scenarios have meaningful applications,
but this choice should be considered prior to determining the components, as it
will influence the appropriate values for diffusion and inflation rate.

One could also argue that the input data needs to be carefully chosen with
regard to the represented process. The main motivation of this article is the
dilemma of reusability, i.e. the difficulties that appear when reusing models or
model parts in the design of a new conceptual model. There is no point in
designing reference components for a domain in which no subprocess is suffi-
ciently frequent or relevant such that there is a general interest in reusing it.
This means, that repetitive processes, like the loan application process in our
case study, are particularly suitable for such an analysis. This is also evident,
as those processes are most likely supported by information systems, such that
process logs exist.

While it is also possible to mine reference components from type-level model
data, we have decided to base our approach on instance-level execution data,
which offers a more realistic perspective on the process than type-level data.
By computing the activity proximity based on factually executed process traces
associated with timestamps, resources, or related data objects, we are able to
provide a realistic view on the process that is actually executed, increasing the
probability for component reuse. However, this means that our result is a set of
descriptive reference components instead of normative ones. They depict as-is
process behavior instead of to-be recommendations. Both have realistic applica-
tion scenarios. Companies typically strive to standardize support processes, such
that more resources are available to focus on their core processes as a competi-
tive advantage. Hence, the former, which are often automated and IT-supported,
can be designed by reusing a descriptive reference model.
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As reference model design always depends on the intended model (re-)use and
purpose, our objective is not to design a completely automated approach, but
rather a helpful tool for decision-making support. Full automation is mainly diffi-
cult, because constructing completely generic components requires some abstrac-
tion of either activities or the entire process model (e.g. by changing the label to
describe a more generic task like “check document” instead of “check invoice”).
Those abstractions are context-dependent and hard to find by algorithmic means,
but fairly easy for a human process designer to make.
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Köllen Druck+Verlag GmbH, Bonn, September 2015

3. Becker, J., Meise, V.: Strategy and organizational frame. In: Becker, J., Kugeler,
M., Rosemann, M. (eds.) Process Management. A Guide for the Design of Business
Processes, pp. 91–132. Springer, Heidelberg (2011). https://doi.org/10.1007/978-
3-642-15190-3 4
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Abstract. In complex systems one can often identify various entities or
artifacts. The lifecycles of these artifacts and the loosely coupled inter-
actions between them define the system behavior. The analysis of such
artifact system behavior with traditional process discovery techniques is
often problematic due to the existence of many-to-many relationships
between artifacts, resulting in models that are difficult to understand
and statistics that are inaccurate. The aim of this work is to address
these issues and enable the calculation of statistics regarding the syn-
chronisation of behaviour between artifact instances. By using a Petri
net formalisation with step sequence execution semantics to support true
concurrency, we create state-based artifact lifecycle models that sup-
port many-to-many relations between artifacts. The approach has been
implemented as an interactive visualisation in ProM and evaluated using
real-life public data.

1 Introduction

Process discovery is the automated creation of process models that explain the
behaviour captured in event data [1]. Over the years, various algorithms and
tools have been developed that support process discovery. However, traditional
process discovery techniques are not always suitable for every type of process.

In processes where we can identify artifacts, key entities whose lifecycles and
interactions define the overall process [6], traditional process discovery techniques
often fail [4,7,8,11,12]. Such artifact-centric processes form naturally in business
environments supported by information systems based on Entity-Relationship
models anddatabases [3], e.g. a procurement processwith sales orders, invoices and
deliveries. They can also occur in complex environments, e.g. a medical procedure
with surgeons, nurses and medical systems. Additionally, software is often devel-
oped according to object-oriented programming paradigms, so processes describ-
ing the behaviour of such software systems can also be decomposed into artifacts
representing the software objects and components.

This research was performed in the context of the IMPULS collaboration project of
Eindhoven University of Technology and Philips: “Mine your own body”.
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The existence of many-to-many relationships [3,13] between process artifacts
is an important reason why traditional process discovery approaches have diffi-
culties with artifact-centric processes [7,8]. These relationships make it difficult
to identify a unique process instance notion to group related events. Enforc-
ing a flat grouping leads to data convergence and divergence problems when
calculating statistics related to event occurrences and causal relations between
events [8,13].

Recently, artifact-centric process discovery approaches have been developed
that aim to discover models that are not affected by data convergence and diver-
gence issues [7,8]. However, these approaches have difficulties identifying syn-
chronisation points and flexible interactions between loosely coupled artifacts.
Examples of synchronisation points in artifact lifecycles are milestone patterns,
e.g. the payment of all invoices before a delivery, and collaborative efforts, e.g.
several people meeting to create a project plan.

Fig. 1. Partial lifecycle models showing the possible states and transitions between
states of three types of artifacts involved in a hospital process: doctors, nurses and
patients.

Consider the example of a simplified artifact-centric hospital process involv-
ing doctors, nurses and patients, all modelled as artifacts with their lifecycles
shown in Fig. 1. This example process has several possible synchronisation points
where people interact: while preparing patients two nurses are needed to lift the
patient onto the operating table, and the patient can only start recovering if
the surgeon has finished performing surgery. However, the interaction is flexible:
the nurses preparing a patient are not necessarily the same as those discharging
the patient, a doctor can be supervising multiple surgeries in a single day while
doing other things in between, and not every surgery has an additional doctor
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supervising. Such loosely coupled interactions are difficult to analyse using exist-
ing process discovery techniques, e.g. because statistics and relations from the
viewpoint of individual doctors are not the same as from the viewpoint of indi-
vidual patients. Therefore, we have developed an approach to provide accurate
statistics and insights in complex artifact-centric processes.

In this paper we describe a process discovery approach suitable for the anal-
ysis of synchronous artifact behaviour. This approach builds on ideas presented
in [4] for the discovery of state-based models for artifact-centric processes. The
state machine formalisation in that work supports the analysis of synchronous
artifact behaviour, but only for relations between pairs of artifact instances. We
show that by using a Petri net formalisation with step sequence execution seman-
tics to support true concurrency, we can create state-based models that support
many-to-many relations between artifacts. This approach has been implemented
as a plug-in for the ProM process mining framework and we have evaluated it
using the public datasets of the BPI Challenge of 2017.

2 Artifact System Modelling

Our goal is to analyse situations where the process of interest involves a number
of artifacts interacting. In such an artifact system context we distinguish between
artifact types, e.g. doctors or sales orders, and artifact instances, e.g. a specific
person working as a doctor. For a given artifact type there is a set of type states,
i.e. the possible states that artifacts of this type can have. An artifact lifecycle
model is a graphical representation of an artifact type, its states and the possible
transitions between states. The conceptual representation of artifact systems is
shown as a class diagram in Fig. 2a.

There exist various modelling languages to describe operational processes [1].
In this work we aim to explicitly analyse the states of artifacts and their interac-
tions. Therefore, we model artifact lifecycles as state machines, building on ideas
from [4]. State machines are a subclass of Petri nets with the property that each
transition has exactly one incoming and one outgoing edge, enabling choice but
not concurrency [9]. In a state machine artifact lifecycle model the places rep-
resent the type states and a token represents the current state of an artifact
instance. To model the beginning and finishing of a lifecycle, we use interface
transitions [10] that represent connections to the environment. For simplicity,
we represent transitions in lifecycle models using only edges, as in Fig. 1.

Definition 1. A state machine artifact lifecycle model A is a Petri net tuple
(T c, T b, T f , P,E), where T c is a set of transitions to change states, T b is a set
of input interface transitions, T f is a set of output interface transitions, P is a
finite set of places, E ⊆ ((T c∪T b)×P )∪(P ×(T c∪T f )) is a set of directed edges
between transitions and places, with ∀t ∈ (T c ∪ T b) :

∣
∣{p ∈ P |(t, p) ∈ E}∣

∣ = 1,
and ∀t ∈ (T c ∪ T f ) :

∣
∣{p ∈ P |(p, t) ∈ E}∣

∣ = 1.
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(a) (b) (c)

Fig. 2. (a) Class diagram providing a conceptual representation of an artifact system.
(b) A list of state instances from execution data of the artifact-centric example process.
(c) A mapping of artifact instances to types

We discover artifact lifecycle models based on process execution data con-
taining state instances, i.e. moments in time where a specific artifact instance
obtains a certain state. In Fig. 2b each row is a state instance updating the state
of a specific instance of an artifact in the example hospital process. A mapping
of instances to artifact types for this execution data is given in Fig. 2c.

Definition 2. A log of process execution data L is a tuple (S, I,A, S,T, itype),
where S is a set of state instances, I is a set of artifact instances, A is a set of
artifact types, S is a set of type states, T is a time domain, and itype : I → A

is a mapping from instances to types.
Each state instance ς ∈ S is a tuple (ι, s, τ, I), where ι ∈ I is the primary

artifact instance that obtains state s ∈ S at time τ ∈ T, and I ⊂ I is the set
of secondary artifact instances for which it is relevant. The end time of ς is an
attribute derived by ordering all state instances for ι by their timestamp. We
assume that ∀ι′ ∈ I, τ ′ ∈ T :

∣
∣{(ι, s, τ, I) ∈ S|ι = ι′ ∧ τ = τ ′}∣

∣ ≤ 1.

Each state instance can be relevant for a number of secondary artifact
instances, which means it can be used to determine synchronisation points or
calculate interaction statistics from the perspective of the secondary artifact life-
cycles. As shown in Fig. 2, performing surgery involves a patient and nurses, so
this state instance can be used to determine per nurse what doctors they work
with and for how long. On the other hand, writing reports only concerns one
doctor, so it is not relevant from the perspective of other artifact instances. Note
that this relation is not necessarily symmetric, e.g. the patient S. Hall is wait-
ing while doctor D. Jones is planning the surgery, but the waiting time is not
considered relevant for the doctor’s artifact lifecycle.

By modelling artifact lifecycles as state machines there can be no concurrency
in the state of a single artifact instance. However, in the context of an artifact
system there are multiple interacting artifact instances that each concurrently
have a certain state. Therefore, we define a Composite State Machine (CSM)
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Petri net modelling the behaviour of an artifact system as the composition of the
lifecycle models of a number of artifact types. Tokens in this Petri net represent
artifact instance states, so the combined state of the artifact system is the total
marking of the Petri net. The sets of transitions, places, and edges of the CSM
are the union of the respective sets of the individual artifact type state machines.

Definition 3. A Composite State Machine M is a Petri net representing the
product of a set of n state machines A1, . . . ,An. M = (T c

M, T b
M, T f

M, PM, EM),
where T c

M =
⋃

i∈{1,...,n} T c
i is the set of transitions representing possible state

changes, T b
M =

⋃

i∈{1,...,n} T b
i is the set of transitions where lifecycles begin,

T f
M =

⋃

i∈{1,...,n} T f
i is the set of transitions where lifecycles finish, PM =

⋃

i∈{1,...,n} Pi is the set of places, EM =
⋃

i∈{1,...,n} Ei is the set of edges,

There is no explicit modelling of synchronisation points in the CSM definition
above. Therefore, we model synchronous behaviour by adopting step execution
semantics [2,10] instead of the common atomic firing of transitions. Intuitively, a
finite multiset of transitions, a step, may fire if the artifact instances represented
by Petri net tokens can change their state at the same moment in time.

Definition 4. Given a Petri net with transitions T , places P , edges E and a
current state s (or marking) as a multiset of tokens s ∈ N

P , then a step F ∈ N
T

is fireable iff ∀p ∈ P :
∑

{t∈T |(p,t)∈E} F(t) ≤ s(p), i.e. all input places contain
enough tokens. Firing the multiset of transitions in step F results in the state s′

where ∀p ∈ P : s′(p) = s(p) − ∑

{t∈T |(p,t)∈E} F(t) +
∑

{t∈T |(t,p)∈E} F(t).

The use of step execution semantics results in Petri net behaviour with true
concurrency, instead of interleaving of transitions [2]. This means that artifact
instances can change states independently from each other, but simultaneous
state changes can also be analysed to find synchronisation points.

3 Multi-instance Mining Approach

An overview of the process discovery approach to enable the multi-instance min-
ing of Composite State Machines (CSMs) is shown in Fig. 3.

3.1 State Instance Creation

The executions of many processes are recorded in the form of event logs [1].
To use these logs in our approach they need to be transformed into the for-
mat described in Definition 2. This involves choosing a state representation and
determining the set of artifact instances for which a state instance is relevant.

For a given log of process event traces, every position in a trace corresponds
to a state of the process [1]. A state representation is a function that, given a
sequence of events and a number, produces the process state after the specified
number of events in the sequence have occurred. Examples of state representation
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Fig. 3. The overall approach for multi-instance mining of CSMs.

functions are e.g. the last event executed, the set of events executed, or the
full ordered list of events executed. We assume that similar artifact type state
representations have been chosen as a preprocessing step, to transform sequences
of artifact instance lifecycle events into sequences of state instances.

By linking related artifact instances it is possible to determine the set of
relevant secondary artifact instances for a state instance. Such information,
relating e.g. doctors to patients or sales orders to deliveries, can be found in
relational databases in enterprise settings [3], in ERP systems [8] or in the event
log itself [11]. Using domain knowledge, some state instances may get a different
set of relevant instances, e.g. they only affect the primary artifact instance.

3.2 Composite State Machine Creation

Given process execution data, we create a time-ordered sequence per artifact
instance of all state instances where this artifact is the primary artifact instance.
This sequence represents the lifecycle of the given artifact instance.

Individual state machine lifecycle models can be discovered per artifact type
by grouping all sequences from instances of the same type and applying the
discovery approach described in [4]. The creation of the CSM describing the
system is the union of these models, as described in Definition 3.

3.3 Multi-instance Mining Statistics

We use the notion of a primary instance to group related state instances and
calculate accurate sojourn time and co-occurrence statistics in the presence of
many-to-many relations. For each artifact instance, we create a time-ordered
sequence of state instances where the artifact is either the primary or a secondary
instance. That is, given execution data L = (S, I,A, S,T, itype) and instance
ι′ ∈ I we create a sequence from {(ι, s, τ, I) ∈ S|ι′ = ι ∨ ι′ ∈ I}. State instances
with the same timestamp τ represent co-occurring transitions, i.e. they are part
of a step in the execution of the mined CSM. For example, given the data
in Fig. 2b, for artifact instance S. Hall there is a transition to In surgery co-
occurring with a transition from D. Jones to Performing surgery. This enables
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us to calculate conditional co-occurrence statistics similar to those presented in
[5], which we map to states and transitions in the lifecycle model of the primary
artifact instance.

When the primary instance transitions to a new state, the related instances
have a certain state depending on their last known state instance relevant for
the primary instance. Together with the related transitions occurring in the
same step, this forms a partial view of the system state that we consider as the
changing marking of the CSM co-occurring with the primary transition. From
this, we calculate probability estimates conditional on the primary transition:
the probability of observing a specific marking or multiset of transitions given
the execution of the primary transition, and the probability of having a specific
number of instances in a given state when the primary transition is executed.

Similarly, during a system step of related instances not including the primary
artifact instance there is a changing partial system marking. From this, we calcu-
late probability estimates for the time spent in certain states co-occurring with
the current state of the primary artifact. For example, if the surgery in Fig. 2b
had one nurse present for the entire procedure and one nurse present only for
the first half hour then based on this the estimated conditional probability for
other patients In surgery would be that 25% of the time is spent with two nurses
in the state Assisting surgeon and 75% with one nurse. If the second nurse was
e.g. preparing another patient during the later part of the surgery then this is
not relevant from the point of view of the current primary patient instance. In
this way, the presence of many-to-many relations does not affect the calculation
of the conditional co-occurrence statistics.

4 Implementation and Evaluation

In this section we discuss the implementation and evaluation of the Multi-
Instance Miner, a plug-in1 in the open-source process mining framework ProM.

4.1 Multi-instance Miner

A screenshot of the interactive visualisation of the Multi-Instance Miner is shown
in Fig. 4. For each artifact type, a lifecycle model is shown with its type states
and transitions. The user can click on states and transitions, which cause the
tool to highlight the other states and transitions that can co-occur with the
selected element. Moving the mouse to one of the highlighted elements creates
a pop-up window that shows how often or for what duration the co-occurrence
was observed. Below the main visualisation is a table that provides a detailed
list of the statistics mentioned in Sect. 3.3. The user can select what type of
co-occurrence relation they want to investigate and filter the results.

1 Contained in the MIMiner package of the ProM 6 nightly build, available at http://
www.promtools.org/.

http://www.promtools.org/
http://www.promtools.org/
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Fig. 4. The interactive visualisation of a discovered CSM. The selected state is circled
in red and its co-occurring states and transitions are marked in orange. (Color figure
online)

4.2 Case Study

The Multi-Instance Miner has been used to analyse the BPI Challenge 2017 data
set [14]. This real-life event log concerns a loan application process at a Dutch
financial institute.

The event log contains information on the status and the activities performed
for all loan applications filed in a single year at the institute. There are 31509
applications, with between 1 and 10 offers related to each application for a
total of 42995 offers in the dataset. We filtered out 98 ongoing applications that
did not have a final application status and their related offers and workflow
activities. There are 26 distinct activity types, divided into three categories:
application state changes (A), offer state changes (O), and workflow activities
(W). We consider each category as an artifact type, with application and offer
IDs referring to specific instances.

The three lifecycle models are shown in Fig. 4. The application lifecycle
includes its creation, complete delivery of the required information, a valida-
tion and one of three final results: accepted and pending payment, denied by the
institute or cancelled by the customer. The offer lifecycle involves their creation,
the sending to and return from the customer, and equivalent final results as for
the application. The workflow lifecycle concerns the manual activities performed,
so it represents the state of the employee currently working on the application.
These activities are changes made to the applications and offers and calls made
to contact the customer e.g. regarding missing files. The application and offer
models are simple, with the application model containing only a single cycle and
the offer model being acyclic. The workflow model is more complex, as workflow
activities can be suspended and resumed multiple times before completion.
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Explorative analysis revealed that there are many synchronisation points
between the different artifacts in this process, which is observable by looking at
transitions that are executed in step at the same point in time. For example,
Fig. 5 shows the transitions that can co-occur with a transition to the O Accepted
state in an offer instance. As expected, if the customer accepts the offer then
the application has a simultaneous transition to the A Pending state from either
the A Incomplete (28.7%) or the A Validating (71.3%) state. However, there are
also 5797 transitions from related offers that are cancelled at the same time. Fur-
ther study showed this corresponds to the situation where the customer asked
for more than one offer. A logical follow-up analysis would be to check if there
are offer characteristics that lead customers to accept one offer over another,
in order to potentially make the process more efficient. This shows that explo-
rative analysis can lead to new research questions and possibly ideas for process
improvement.

Fig. 5. The transitions that co-occur with a transition to O Accepted.

During the challenge, the company was also asking analysts to answer several
different business-relevant questions. Two questions we can answer with our
tool that they asked were: (1) What are the throughput times per part of the
process? and (2) How many customers ask more than one offer, either in a single
conversation or subsequently, and how does this affect conversion?

Splitting the log into sequences of state instances for different artifact types
separates the events related to employee activities from events related to input
by the applicant. As a result, we can determine throughput times that show
the difference between the time spent in the company’s systems waiting for
processing by an employee and the time spent waiting on the applicant. For
example, in Fig. 6a there are on average 15 days between the point where an offer
is first sent to the customer and the return of a response. By contrast, in Fig. 6b
there is on average 1 day and 3 h between a suspension of the validation due to
incomplete files and the first subsequent action e.g. to contact the customer.

Customers can ask for more than one offer, sometimes in the same conver-
sation and sometimes as a result of follow-up calls by the institute. A count of
the number of O Created state instances per application is shown in Table 1.
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(a) (b)

Fig. 6. (a) Sojourn time of applications in state A Complete. (b) Sojourn time of the
workflow in state W Validate application+suspend

To determine whether customers ask multiple offers in one conversation or
sequentially, we can look at the state marking for all related artifact instances at
the time of an offer creation. This view is given in Fig. 7, showing e.g. that there
are 11464 offer creations while the related application is in state A Accepted and
the related workflow is in state W Complete application+start. From this, we
can calculate that given a total of 31411 applications there are at most 3602
applications (31411 − 11464 − 9244 − 5441 − 1660) where the customer initially
asked for more than one offer. This information can also be used to determine
the conditions under which a subsequent offer is created, e.g. 690 offers were
created after the initial offer was returned with insufficient information and 641
offers were created after two initial offers and a follow-up call.

Table 1. A count of applications by the number of related offers.

Offers 1 2 3 4 5 6 7 8 9 10

Count 22900 6549 1337 438 125 29 16 12 3 2

Fig. 7. A partial view of the state markings that co-occur with a transition to
O Created, showing that applications had multiple offers created simultaneously.
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Using the same view it is possible to calculate how the presence of multiple
offers and their current state affect the conversion of the application. However,
it is difficult to differentiate between offers made simultaneously and those that
are created sequentially at later points in the process, as this requires a state
abstraction that takes creation history into account. Alternatively, the informa-
tion on the simultaneous co-occurrences of the offer creation transitions may be
used to split the log into applications with simultaneous and applications with
sequential offer creations.

5 Related Work

As mentioned in the introduction, several discovery approaches have been devel-
oped that can be applied in the context of artifact-centric processes.

Initially, work focussed on enabling the discovery of lifecycles of individual
artifact types [12]. These techniques provided lifecycle models and information on
which specific artifact instances are related. They did not discover interaction or
synchronisation between artifact instances, which is needed to determine how the
lifecycle progression of one instance influences the lifecycle of another instance.

In [11] work was presented to discover synchronisation conditions between
artifacts. These synchronisation conditions specify the number of instances of
a given type that need to be in a specific state to enable a transition to a
specific state for a related instance of another type. As such, the synchronisation
points are only discovered for pairs of artifact types, the technique produces no
lifecycle models, and the synchronisation conditions do not cover simultaneous
state changes in different artifact types.

In [8] an approach was presented to discover causal relations between events
for artifact instances related through many-to-many relations from e.g. ERP
tables. The resulting lifecylce models show clear causal relations between events
from different artifact types, but in settings with loosely coupled artifacts this can
result in graphical models with a large number of arcs between the models. This
approach does not identify the synchronous execution of activities in different
artifacts and unfortunately there is no publicly available implementation.

In [4] we presented a state-based approach for the discovery of artifact interac-
tions. However, the artifact interactions were limited to pairs of artifact instances
and only suitable for processes with one-to-one relations between artifact types
instead of one-to-many or many-to-many relationships.

In [7] a technique is presented to discover Declare-like constraints with cardi-
nalities on the number of artifact instances involved. This approach supports the
calculation of statistics unaffected by convergence or divergence problems and
shows many-to-many relations between instances. However, for real-life processes
the number of constraints discovered is large and not easy to explore.
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6 Conclusion

This paper presented a multi-instance mining approach to discover lifecycle mod-
els and their interactions in the context of artifact-centric processes with many-
to-many relations between artifact types. In this approach state machine Petri
net lifecycle models are discovered from process execution data and combined
into a Composite State Machine with true concurrency support through step
sequence execution semantics. For the calculation of co-occurrence statistics that
identify synchronisation points we used the notion of a primary artifact instance
to map state instances onto the lifecycle models.

The developed Multi-Instance Miner supports interactive exploration that
allows the user to point at a lifecycle state or transition and see what can hap-
pen with a certain estimated probability while an artifact instance is in the
selected state or executing the specified transition. It also provides a list of all
co-occurrence statistics for more detailed analysis. During the evaluation on the
public BPI Challenge 2017 data we were able to answer business-relevant anal-
ysis questions and provide starting points for more detailed investigations.

The correlation based statistics are more suitable for loosely coupled artifacts
than strict interaction rules, but the list of correlations can grow large. Therefore,
a major challenge remains with visualising the co-occurrence results, e.g. by
highlighting the most important results in the models. We also aim to use the
approach to analyse the artifact-centric BPI Challenge 2018 data.
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Abstract. Efficient conformance checking is a hot topic in the field of
process mining. Much of the recent work focused on improving the scal-
ability of alignment-based approaches to support the larger and more
complex processes. This is needed because process mining is increasingly
applied in areas where models and logs are “big”. Decomposition tech-
niques are able to achieve significant performance gains by breaking down
a conformance problem into smaller ones. Moreover, recent work showed
that the alignment problem can be resolved in an iterative manner by
alternating between aligning a set of decomposed sub-components before
merging the computed sub-alignments and recomposing sub-components
to fix merging issues. Despite experimental results showing the gain of
applying recomposition in large scenarios, there is still a need for improv-
ing the merging step, where log traces can take numerous recomposition
steps before reaching the required merging condition. This paper con-
tributes by defining and structuring the recomposition step, and proposes
strategies with significant performance improvement on synthetic and
real-life datasets over both the state-of-the-art decomposed and mono-
lithic approaches.

Keywords: Recomposition · Conformance checking · Process mining

1 Introduction

In today’s organizations, it is important to ensure that process executions follow
the protocols prescribed by process stakeholders so that compliance is main-
tained. Conformance checking in process mining compares event data with the
corresponding process model to identify commonalities and discrepancies [2].
Detailed diagnostics provide novel insights into the magnitude and effect of
deviations. The state-of-the-art in conformance checking are alignment-based
techniques that provide detailed explanations of the observed behavior in terms
of modeled behavior [4].
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However, one of the limitations of alignment-based approaches is the explo-
sion of state-space during the alignment computation. For example, the classic
cost-based alignment approach [4] in the worst case is exponential with respect
to the model size [5].

One research line focuses on decomposition techniques which break down a
conformance problem into smaller sub-problems [1]. Experimental results have
shown that decomposed approaches can be several times faster than their mono-
lithic counterparts and can compute alignments for datasets that were previ-
ously infeasible. But until recently, decomposition techniques have been limited
to resolving the decision problem of deciding if a log trace is perfectly fitting
with the model. As a result, reliable diagnostics are missing. However, recent
work has shown that overall alignment results can be computed under decom-
posed conformance checking by using the so-called recomposition approach. A
framework that computes overall alignment results in a decomposed manner was
presented in [10,11].

A key result of the work is in defining and proving the border agreement con-
dition which permits the merging of sub-alignment results as an overall result. If
the condition is not met, the decomposed sub-components are “recomposed” to
encourage the merging condition in the next alignment iteration. Experimental
results have shown significant performance gains using recomposition, but they
have also shown that the merging aspect of the framework can become a per-
formance bottleneck where log traces may require numerous recompositions to
reach the merging condition. Under this context, this paper is a step towards
that direction by defining and structuring the recomposition step, proposing dif-
ferent recomposition strategies, and evaluating their impact to the overall com-
putation time. The experimental results show that by applying the presented
recomposition strategies, exact alignment results can be computed on synthetic
and real-life datasets much faster.

The remainder of the paper is structured as follows: Sect. 2 introduces the
required notations and concepts. In particular, Sect. 2.2 presents the recompo-
sition approach as the focus of the paper. Section 3 defines and structures the
recomposition step and sheds light on the limitations of the existing recomposi-
tion strategies. Section 4 presents four recomposition strategies that can be used
in the recomposition step. Section 5 details the experimental setup for the eval-
uation of the proposed strategies, and Sect. 6 analyzes the experimental results.
Section 7 presents the related work. Finally, Sect. 8 presents some conclusions
and future work.

2 Preliminaries

This section introduces basic concepts related to process models, event logs, and
alignment-based conformance checking techniques.

Let X be a set. B(X) denotes the set of all possible multisets over set X,
and X∗ denotes the set of all possible sequences over set X. 〈〉 denotes the
empty sequence. Concatenation of sequences σ1 ∈ X∗ and σ2 ∈ X∗ is denoted
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Fig. 1. System net S that models a loan application process (adapted from [6])

as σ1 · σ2. Given a tuple x = (x1, x2, . . . , xn) ∈ X1 × X2 × . . . × Xn, πi(x) = xi

denotes the projection operator for all i ∈ {1, . . . , n}. This operator is extended
to sequences so that given a sequence σ ∈ (X1 × X2 × . . . × Xn)∗ of length
m with σ = 〈(x11 , x21 , . . . , xn1), (x12 , x22 , . . . , xn2), . . . , (x1m , x2m , . . . , xnm

)〉,
πi(σ) = 〈xi1 , xi2 , . . . , xim〉 for all i ∈ 1, . . . , n. Projection is also defined over
sets and functions recursively. Given Y ⊆ X and a sequence σ ∈ X∗, 〈〉�Y = 〈〉,
and (〈x〉 · σ)�Y = 〈x〉 · σ �Y if x ∈ Y , and (〈x〉 · σ)�Y = σ �Y if x /∈ Y . Simi-
larly, given a function f : X → Y and a sequence σ = 〈x1, x2, . . . , xn〉 ∈ X∗,
f(σ) = 〈f(x1), f(x2), . . . , f(xn)〉.

2.1 Preliminaries on Petri Net, Event Log, and Net Decomposition

In this paper, Petri nets are used to represent process models.

Definition 1 (Labeled Petri net). Let P denote a set of places, T denote
a set of transitions, and F ⊆ (P × T ) ∪ (T × P ) denote the flow relation. A
labeled Petri net N = (P, T, F, l) is a Petri net (P, T, F ) with labeling function
l ∈ T � UA where UA is some universe of activity labels.

In a process setting, there is typically a well-defined start and end to an
instance of the process. This can be denoted with the initial and final marking
of a system net.

Definition 2 (System net). A system net is a triplet S = (N, I,O) where
N = (P, T, F, l) is a labeled Petri net, I ∈ B(P ) is the initial state and O ∈ B(P )
is the final state. φf (S) is the set of transition sequences that reach the final state
when started in the initial state. If σ is a transition sequence, then l(σ�dom(l)) is
an activity sequence.

Tv(S) = dom(l) is the set of visible transitions in S. Tu
v (S) = {t ∈ Tv(S) |

∀t′∈Tv(S)l(t) = l(t′) ⇒ t = t′} is the set of unique visible transitions in S.

Figure 1 presents a system net S that models a loan application process
(ignore the grey boxes in the background for now). [i] is the initial marking
and [o] is the final marking. An example activity sequence is 〈a, b, c, d, f, g, h, i, k〉
which corresponds to the occurred events of a successful loan application. The
process executions in real-life are recorded as event data and can be expressed
as an event log.
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Fig. 2. Running example: event log L

Definition 3 (Trace, Event log). Let A ⊆ UA be a set of activities. A trace
σ ∈ A∗ is a sequence of activities. An event log L ∈ B(A∗) is a multiset of traces.

Figure 2 presents an event log L corresponding to the system net in Fig. 1.
Log L has 20 cases in total with 5 cases following trace σ1, 10 cases following
trace σ2, and 5 cases following trace σ3. In cost-based alignment conformance
checking, a trace is aligned with the corresponding system net to produce an
alignment.

Definition 4 (Alignment [4]). Let L ∈ B(A∗) be an event log with A ⊆ UA,
let σL ∈ L be a log trace and σM ∈ φf (S) a complete transition sequence of
system net S. An alignment of σL and σM is a sequence of pairs γ ∈ ((A ∪ {

}) × (T ∪ {
}))∗ where π1(γ)�A= σL, π2(γ)�T = σM , ∀(a,t)∈γ a �=
 ∨ t �=
,
and ∀(a,t)∈γ a �=
 ∧ (t =
 ∨ a = l(t)).

Each pair in an alignment is a legal move. There are four types of legal
moves: a synchronous move (a, t) means that the activity matches the activity
of the transition, i.e., a = l(t), a log move (a, 
) means that there is a step in
the log that is not matched by a corresponding step in the model, a model move
(
, t) where t ∈ dom(l) means that there is a step in the model that is not
matched by a corresponding step in the log, and an invisible move (
, t) where
t ∈ T \ dom(l) means that the step in the model corresponds to an invisible
transition that is not observable in the log.

Definition 5 (Valid decomposition [1] and Border activities [11]). Let
S = (N, I,O) with N = (P, T, F, l) be a system net. D = {S1, S2, . . . , Sn} is a
valid decomposition if and only if the following properties are fulfilled:

– Si = (Ni, Ii, Oi) is a system net with Ni = (Pi, Ti, Fi, li) for all 1 ≤ i ≤ n.
– li = l�Ti

for all 1 ≤ i ≤ n.
– Pi ∩ Pj = ∅ and Ti ∩ Tj ⊆ Tu

v (S) for all 1 ≤ i < j ≤ n.
– P =

⋃
1≤i≤n Pi, T =

⋃
1≤i≤n Ti, and F =

⋃
1≤i≤n Fi.

D(S) is the set of all valid decompositions of S.
Ab(D) = {l(t) | ∃1≤i<j≤n t ∈ Ti ∩ Tj} is the set of border activities of the

valid decomposition D. To retrieve the sub-nets that share the same border activ-
ity, for an activity a ∈ rng(l), Sb(a,D) = {Si ∈ D | a ∈ rng(li)} is the set of
sub-nets that contain a as an observable activity.

Figure 1 presents a valid decomposition D of net S where sub-nets are marked
by the grey boxes. For example, sub-net S1 consists of the transitions t1, t2, t3, t4,
t5, and t6. Border activities can be identified as the activities of the transitions
that are shared between two sub-nets. They are t4, t5, t6, t8, t11, and t12. Under
the recomposition approach framework, overall alignments can be computed in
a decomposed manner.
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Fig. 3. Recomposing conformance checking framework with the recomposition step
highlighted in dark blue (Color figure online)

2.2 Recomposing Conformance Checking

Figure 3 presents an overview of the recomposing conformance checking frame-
work [10,11] which consists of the following five steps: (1) The net and log are
decomposed using a decomposition strategy, e.g., maximal decomposition [1]. (2)
Alignment-based conformance checking is performed per sub-net and sub-log to
produce a set of sub-alignments for each log trace. (3) Since sub-components
overlap on border activities, the set of sub-alignments for each log trace also
overlap on moves involving border activities. In [11], it was shown that if the
sub-alignments synchronize on these moves, then they can be merged as an
overall optimal alignment using the merging algorithm presented in [18]. This
condition was formalized as the total border agreement condition. Log traces that
do not meet the requirement are either rejected or left for the next iteration. As
such, only border activities can cause merge conflicts. (4) User-configured ter-
mination conditions are checked at the end of each iteration. If the framework
is terminated before computing the overall optimal alignments for all log traces,
then an approximate overall result is given. The results of the framework consist
of a fitness value and a set of alignments corresponding to the log traces. In the
case of an approximate result, the fitness value would be an interval bounding
the exact fitness value and the set of alignments would have pseudo alignments.
(5) If there are remaining log traces to be aligned and the termination condi-
tions are not reached, then a recomposition step is taken to produce a new net
decomposition and a corresponding set of sub-logs. The next iteration of the
framework then starts from Step (2).

While experimental results have shown significant performance gains from
the recomposition approach over its monolithic counterpart, large scale experi-
mentation has shown that recomposition is a potential bottleneck. In particular,
the strategies used at the recomposition step can have a significant impact. The
following section takes a more detailed look at the recomposition step and dis-
cusses the limitations of the current recomposition strategies.
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3 Recomposition Step

The recomposition step refers to Step (5) of the framework overview presented
in Fig. 3 and is highlighted in dark blue. We formalize the step in two parts: the
production of a new net decomposition and a corresponding set of sub-logs.

Definition 6 (Recomposition step). Let D ∈ D(S) be a valid decompo-
sition of system net S and let L = B(A∗) be an event log. For 1 ≤ i ≤ n,
where n = |D|, let Mi = (Ai ∪ {
}) × (Ti ∪ {
}) be the possible alignment
moves for a sub-component so that ΓD = [(γi1 , . . . , γin) ∈ M∗

1 × . . . × M∗
n |

∃σi∈L∀j∈{1,...,n}π1(γij ) �Aj
= σi �Aj

] contains the latest sub-alignments for all
log traces. Given the valid decomposition, and the latest sub-alignments, RS :
D(S)×B(M∗

1 × . . .×M∗
n) → D(S) creates a new valid decomposition D′ ∈ D(S)

where m = |D′| < |D|. Then, given the new and current net decompositions,
the event log, and the latest sub-alignments, RL : D(S) × D(S) × B(A∗) ×
B(M∗

1 × . . . × M∗
n) � B(A′

1
∗) × . . . × B(A′

m
∗) creates a set of sub-logs to align

in the following iteration of the recomposition approach. Overall, the recomposi-
tion step R creates a new net decomposition and a corresponding set of sub-logs,
R : D(S) × B(A∗) × B(M∗

1 × . . . × M∗
n) � D(S) × B(A′

1
∗) × . . . × B(A′

m
∗).

The current recomposition strategy involves recomposing on the most fre-
quent conflicting activities (MFC) and constructing sub-logs that contains to-
be-aligned traces which carry conflicting activities that have been recomposed
upon (IC).

Most frequent conflict (MFC) recomposes the current net decomposition on
the activity set Ar = {a ∈ Ab(D) | a ∈ arg maxa′∈Ab(D)

∑
γi ∈Supp(ΓD) C(γi)(a′)}

where ΓD ∈ B(M∗
1 × . . . × M∗

n) are the latest sub-alignments and C : M∗
1 × . . . ×

M∗
n → B(A) is a function that gives the multiset of conflicting activities of sub-

alignments. Hence, Ar contains the border activities with the most conflicts.

Inclusion by conflict (IC) then creates a log Lr = [σi ∈ L |
∃a∈Ab(D) C(γi)(a) > 0 ∧ a ∈ Ar] where γi ∈ ΓD are the sub-alignments of
trace σi ∈ L and net decomposition D ∈ D(S). As such, log Lr includes to-be-
aligned log traces which have conflicts on at least one of the border activities
that have been recomposed upon. Later, log Lr is then projected onto the new
net decomposition to create the corresponding sub-logs.

3.1 Limitations to the Current Recomposition Strategies

To explain the limitations, we refer to the set of optimal sub-alignments in Fig. 4
from aligning net decomposition D in Fig. 1 and log L in Fig. 2. We first note that
for the conflicting activities which are highlighted in grey:

∑
γ∈ΓD

C(γ)(c) = 2,∑
γ∈ΓD

C(γ)(i) = 1, and
∑

γ∈ΓD
C(γ)(j) = 1, where ΓD = {γ1,γ2,γ3}. With

activity c being the most frequent conflicting activity, MFC recomposes the
current net decomposition on Ar = {c} and IC creates the corresponding sub-
logs containing Lr = {σ2, σ3} since both traces have activity c as a conflicting
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Fig. 4. Sub-alignments γ1 = (γ11 , γ12 , γ13 , γ14), γ2 = (γ21 , γ22 , γ23 , γ24), and γ3 =
(γ31 , γ32 , γ33 , γ34) of log L1 and net decomposition D1 with merge conflicts highlighted
in grey

activity. The new net decomposition will contain three sub-nets rather than four
where sub-net S1 and sub-net S2 are recomposed upon activity c as a single
sub-net. The corresponding sub-log set is created by projecting log Lr onto the
new net decomposition.

While one merge conflict is resolved by recomposing on activity c, the merge
conflicts at activity i and j will remain in the following iteration. In fact, under
the current recomposition strategy, trace σ2 and σ3 have to be aligned three
times each to reach the required merging condition to yield overall alignments.
This shows the limitation of MFC in only partially resolving merge conflicts
on the trace level and IC in leniently including to-be-aligned log traces whose
subsequent sub-alignments are unlikely to reach the necessary merging condition.

As such, the key to improving the existing recomposition strategies is in
lifting conflict resolution from the individual activity level to the trace level so
that the net recomposition strategy resolves merge conflicts of traces rather than
activities and the log recomposition strategy selects log traces whose merge con-
flicts are likely to be fully resolved with the latest net recomposition. In the
following section, three net recomposition strategies and one log recomposition
strategy are presented. These strategies improve on the existing ones by look-
ing at merge conflict sets, identifying co-occurring conflicting activities, and
minimizing the average size of the resulting recomposed sub-nets. The later
experimental results show that the strategies lead to significant performance
improvements in both synthetic and real-life datasets.

4 Recomposition Strategies

In this section, three net recomposition strategies and one log recomposition
strategy are presented.

4.1 Net Recomposition Strategies

As previously shown, resolving individual conflicting activities may only partially
resolve the merge conflicts of traces. This key observation motivates the following
net recomposition strategies which target conflicts at the trace level.
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Top k most frequent conflict set (MFCS-k) constructs a multiset of conflict
sets Acs = [Supp(C(γ)) ⊆ Ab(D) | γ ∈ ΓD ∧ |C(γ)| > 0]. Then the top k
most frequent conflict set Acs,k ⊆ {acs ⊆ Ab(D)|Acs(acs) > 0} is selected. If
|Acs| < k, then all conflict sets are taken. Afterwards, the recomposing activity
set Ar = ∪(Acs,k) ⊆ Ab(D) is created. We note that in the case where two
conflict sets have the same occurrence frequency, a random one is chosen. This
secondary criterion avoids bias, and gives better performances empirically than
any other straightforward criteria.

Merge conflict graph (MCG) recomposes on conflicting activities that co-
occur on the trace level by constructing a weighted undirected graph G = (V,E)
where E = {{a1, a2} | ∃γ∈ΓD

a1 ∈ C(γ) ∧ a2 ∈ C(γ) ∧ a1 �= a2} with a weight
function w : E → N

+ such that w((a1, a2)) = |{γ ∈ ΓD | C(γ)(a1) > 0 ∧
C(γ)(a2) > 0}| and V = {a ∈ Ab(D) | ∃(a1,a2)∈E a = a1 ∨ a = a2}. Then, with
a threshold t ∈ [0, 1], edges are filtered so that Ef = {e ∈ E | w(e) ≥ t × wmax}
where wmax is the maximum edge weight in E. The corresponding vertex set and
filtered graph can be created as Vf = {a ∈ Ab(D) | ∃(a1,a2)∈Ef

a = a1 ∨ a = a2}
and Gf = (Vf , Ef ). Finally, the current net decomposition is recomposed on
activity set Ar = Vf .

Balanced. This recomposition strategy extends the MFCS-k strategy but also
tries to minimize the average size of the sub-nets resulting from the recom-
position. For a border activity a ∈ Ab(D), |(a,D)| = | ∪Si∈Sb(a,D) Av(Si)|
approximates the size of the recomposed sub-net on activity a. The average
size of the recomposed sub-nets for a particular conflict set can then be approx-
imated by |(Ac,D)| =

∑
a∈Ac

|(a,D)|
|Ac| . The score of the conflict set can be com-

puted as a weighted combination β(Ac,D) = w0 × m(Ac)
maxA′

c∈Acs
m(A′

c)
+ w1 × (1 −

|(Ac,D)|
maxA′

c∈Acs
|(A′

c,D)| ) where higher scores are assigned to frequent conflict sets that
do not recompose to create large sub-nets. The activities of the conflict sets
with the highest score, Ar = {a ∈ Ac | Ac ∈ arg max A′

c∈Acs
β(A′

c,D)}, are then
recomposed upon to create a net decomposition.

4.2 Log Recomposition Strategy

Similar to the net recomposition strategies, the existing IC strategy can be too
lenient in including log traces which have conflicting activities that are unlikely
to be resolved in the following decomposed replay iteration.

Strict include by conflict (SIC) increases the requirement for a to-be-aligned
log trace to be selected for the next iteration. This addresses the limitation of IC
which can include log traces whose merge conflicts are only partially covered by
the net recomposition. Given the recomposed activity set Ar, SIC includes log
traces as Lr = [σi ∈ L | ∀a∈C(γi) a ∈ Ar] with merge conflict if the correspond-
ing conflict set is a subset of set Ar. However, this log strategy only works in
conjunction with the net strategies that are based on conflict sets, i.e., MFCS-k
and Balanced, so that at least one to-be-aligned log trace is included.
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5 Experiment Setup

Both synthetic and real-life datasets are used to evaluate the proposed recom-
position strategies. Dataset generation is performed using the PTandLogGen-
erator [8] and information from the empirical study [9]; it is reproducible as
a RapidProM workflow [3]. The BPIC 2018 dataset is used [16] as the real-
life dataset. Moreover, two baseline net recomposition strategies are used: All
recomposes on all conflicting activities, and Random recomposes on a random
number of conflicting activities. Similarly, a baseline log recomposition All which
includes all to-be-aligned log traces is used. For the sake of space, the full exper-
imental setup and datasets are available at the GitHub repository1 so that the
experimental results can be reproduced.

6 Results

The results shed light on two key insights: First, the selection of the recompo-
sition approach may lead to very different performances. Second, good perfor-
mance requires both selecting appropriate conflicting activities and well-grouped
to-be-aligned log traces.

Figure 5 presents the experimental results for both synthetic and real-life
datasets. For each of the synthetic models, there are three event logs of different
noise profiles described as netX -noise probability-dispersion over trace where
X ∈ {1, 2, 3}. For the sake of readability, we only show the results of three out
of five synthetic datasets, but the results are consistent across all five synthetic
datasets). Readers interested in more details are referred to the GitHub link for a
detailed explanation on noise generation and the rest of the experimental results.
For the MFCS-k and Balanced strategies, only configurations using the SIC log
strategy are shown; results showed that the SIC log strategy provides a better
performance. For the others where SIC is not applicable, only configurations
using the IC log strategy are shown as results indicated better performances.
Overall, the results show that for both the monolithic and recomposition app-
roach, it is more difficult to compute alignment results for less fitting datasets.

Different Approaches Give Different Performances. Comparing the
monolithic and recomposition approach, it is clear that the recomposition app-
roach provides a better performance than the monolithic counterpart under at
least one recomposition strategy configuration. Furthermore, performance can
vary significantly across different recomposition approaches. For example, the
existing MFC strategy is the worst performing strategy where it is not able to
give exact results for the real-life dataset and both the netX -10-60 and netX -60-
10 noise scenarios of the synthetic datasets. The MFCS-k and Balanced strategies
are shown to be the best performing strategies. While for high fitness scenarios,
i.e., netX -10-10, MFCS-k give better performances with a high k = 10. This is
because when there is little noise, it becomes simply a “race” to aligning traces

1 See https://github.com/wailamjonathanlee/Characterizing-recomposing-replay.

https://github.com/wailamjonathanlee/Characterizing-recomposing-replay
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Fig. 5. Bar chart showing fitness and overall time per net recomposition strategy
(including the monolithic approach). The time limit is shown as a dashed red line
and indicates infeasible replays. Best performing approaches and their time gains from
the second fastest times are specified by black arrows. (Color figure online)

with similar merge conflicts. Conversely, for low fitness scenarios, because merge
conflicts are potentially much more difficult to resolve, the Balanced strategy
avoids quickly creating large sub-components that take longer to replay. In these
cases, the time differences between the different feasible strategies can go up to
three minutes. For all the experiments, the proposed recomposition strategies
outperform the baseline strategies. Lastly, for the real-life dataset BPIC18, only
the MFCS-1, Balanced, and MCG recomposition strategies are able to compute
exact alignment results and the Balanced strategy outperforms MFCS-1 by more
than three minutes.

Both Net and Log Recomposition Strategies Matter. Figure 6 presents
the number of aligned traces and percentage of valid alignments per iterations
under All, IC, and SIC log strategies with net strategy fixed as Balanced on
BPIC18. We first note that only the SIC log strategy resulted with exact align-
ment results. While all strategies start with aligning all traces in the first iter-
ation, there are significant differences in the number of aligned traces across
iterations. Similar to the All strategy, the existing IC strategy includes a high
number of traces to align throughout all iterations; the number of aligned traces
only tapered off in the later iterations as half of the traces have resulted as valid
alignments. This confirms the hypothesis that the existing IC strategy can be too
lenient with the inclusion of traces to align. Furthermore, up until iteration 13,
none of the aligned traces reaches the necessary merging condition to result as
a valid alignment; this means that both the All and IC strategies are “wasting”
resources aligning many traces. Conversely, the SIC strategy keeps the number
of traces to align per iteration comparatively lower. Moreover, at the peak of the
number of traces to align at iteration 21, almost 80% of the ∼300 aligned traces
resulted as valid alignments. These are likely to explain why only the SIC log
strategy is able to compute an exact result.
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Fig. 6. Comparing log strategies by showcasing the number of aligned traces (left) and
percentage of valid alignments (right) per iteration on the real-life dataset BPIC18.

7 Related Work

Performance problems related to alignment-based conformance checking form a
well-known problem. A large number of conformance checking techniques have
been proposed to tackle this issue. Approximate alignments have been pro-
posed to reduce the problem complexity by abstracting sequential information
from segments of log traces [14]. The notion of indication relations has been
used to reduce the model and log prior to conformance checking [15]. Several
approaches have been proposed along the research line of decomposition tech-
niques. This include different decomposition strategies, e.g., maximal [1], and
SESE-based [12]. Moreover, different decomposed replay approaches such as the
hide-and-reduce replay [17] and the recomposition approach [11] have also been
investigated. Compared to the existing work, this paper investigates different
strategies for the recomposition approach in order to improve the overall perfor-
mance in computation time.

Other than the alignment-based approach, there are also other conformance
checking approaches. This includes the classical token replay [13], behavioral pro-
file approaches [19] and more recently approaches based on event structures [7].

8 Conclusions and Future Work

This paper investigated the recomposition aspect of the recomposing confor-
mance checking approach which can become a bottleneck to the overall perfor-
mance. By defining the recomposition problem, the paper identifies limitations
of the current recomposition strategy in not fully resolving merge conflicts on
the trace level and also being too lenient in the inclusion of log traces for the
subsequent decomposed replay iteration. Based on the observations, three net
recomposition strategies and one log recomposition strategy have been presented.
The strategies were then evaluated on both synthetic and real-life datasets with
two baseline approaches. The results show that different recomposition strate-
gies can significantly impact the overall performance in computing alignments.
Moreover, they show that the presented approaches provide a better performance
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than baseline approaches, and both the existing recomposition and monolithic
approaches. While simpler strategies tend to provide a better performance for
synthetic datasets, a more sophisticated strategy can perform better for a real-
life dataset. However, the results show that both the selection of activities to
recompose on and log traces to include are important to achieve superior per-
formances.

Future Work. The results have shown that the recomposition strategy has
a significant impact on performance. We plan to extend the evaluation of the
presented approaches to a larger variety of models, noise scenarios, initial decom-
position strategies, and other real-life datasets. For the current and presented
approaches, new net decompositions are created by recomposing the initial
decomposition on selected activities. Entirely different net decompositions can
be created using the merge conflict information from the previous iteration;
however, our preliminary results showed that this may be difficult. Lastly, in the
current framework, the same strategies (both decomposition and recomposition)
are used in all iterations; higher level meta-strategies might be useful. For exam-
ple, it might be good to switch to the monolithic approach for a small number
of log traces that cannot be aligned following many iterations.
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Abstract. Conformance checking is considered to be anything where
observed behaviour needs to be related to already modelled behaviour.
Fundamental to conformance checking are alignments which provide a
precise relation between a sequence of activities observed in an event log
and a execution sequence of a model. However, computing alignments
is a complex task, both in time and memory, especially when models
contain large amounts of parallelism.

In this tool paper we present the actual algorithm and memory struc-
tures used for the experiments of [15]. We discuss the time complexity
of the algorithm, as well as the space and time complexity of the main
data structures. We further present the integration in ProM and a basic
code snippet in Java for computing alignments from within any tool.

Keywords: Alignments · Conformance checking · Process mining

1 Introduction

Conformance checking is considered to be anything where observed behaviour
needs to be related to already modelled behaviour. Conformance checking is
embedded in the larger contexts of Business Process Management and Process
Mining, where conformance checking is typically used to compute metrics such
as fitness, precision and generalization to quantify the relation between a log and
a model. Fundamental to conformance checking are alignments [2]. Alignments
provide a precise relation between a sequence of activities observed in an event
log and a execution sequence of a model. For each trace, this precise relation is
expressed as a sequence of “moves”. Such a move is either a “synchronous move”
referring to the fact that the observed event in the trace corresponds directly to
the execution of a transition in the model, a “log move” referring to the fact that
the observed event has no corresponding transition in the model, or a “model
move” referring to the fact that a transition occurred which was not observed in
the trace. Computing alignments is a complex task, both in time and memory.

In [15] a technique is presented to efficiently compute alignments for Petri
nets, using the extended marking equation. In this paper, we present the
algorithm in pseudocode and the datastructures used. We discuss the time and
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Fig. 1. Example synchronous product. Fig. 2. Example search space.

memory complexity for the algorithm and we provide a code snippet for actually
using the code which is publicly available. We assume the reader to be familiar
with some basic notions of Petri nets.

The problem of finding alignments can be expressed the following way: Given
a synchronous product Petri net and a cost function, provide the cheapest firing
sequence from the initial marking to the final marking. Consider the example
in Fig. 1. Here, a synchronous product for a sequential Petri net with three
transitions, labelled A, τ and C and a trace containing two events A and B
is depicted. The reachability graph of this model is shown in Fig. 2 and for an
alignment, we look for the shortest path from the top-left marking mi = [p0, p1]
to the bottom-right marking mf = [p5, p6]. The distances at each edge are
determined by a cost function which associates costs to firing transitions in the
synchronous product. For a complete formal specification of this question, we
refer to [15], however the following key elements are important for alignments:

– The synchronous product is a Petri net with both an initial and final marking.
The final marking is assumed to be reachable from the initial marking through
at least one firing sequence,

– Each transition in the synchronous product corresponds to a so-called move
in the alignment. These moves are “model-moves”, “log-moves”, “synchro-
nous-moves” or “τ -moves”,

– Synchronous and τ moves typically have cost 0, while model and log moves
have cost >0,

– The cost to reach the final marking can be underestimated using the (extended)
marking equation. This requires solving a (integer) linear program.

– The size of the reachability graph of the synchronous product equals the size
of the reachability graph of the model times the length of the trace that is
being aligned.

The remainder of this paper is structured as follows. In Sect. 2, we discuss
some related work. Then in Sect. 3, we discuss the algorithm in detail and in
Sect. 4 the data structures needed. In Sect. 5 we discuss the inclusion in ProM
and we conclude the paper in Sect. 6.
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2 Related Work

In [12], Rozinat et. al. laid the foundation for conformance checking. They
approached the problem by firing transitions in the model, regardless of available
tokens and they kept track of missing and remaining tokens after completion of
an observed trace. However, these techniques could not handle duplicate labels
(identically labelled transition occurring at different locations in the model) or
“invisible” transitions, i.e. τ -labelled transitions in the model purely for routing
purposes.

As an improvement to token replay, alignments were introduced in [3]. The
work proposes to transform a given Petri net and a trace from an event log into
a synchronous product net, and solve the shortest path problem using A� [8]
on the its reachability graph. This graph may be considerable in size as it is
worst-case exponential in the size of the synchronous product, in some cases,
the proposed algorithm has to investigate the entire graph despite of tweaks
identified in [16].

In [15], an incremental technique is presented to compute alignments
more efficiently using so-called splitpoints and the extended marking equation.
However, no pseudo code is presented, nor a discussion on the main algorithm
and data structures.

Several techniques exist to compute alignments. Planner-based techniques [6]
are available for safe Petri nets. For safe, acyclic models, constraint satisfac-
tion [9] can be used. When not using a model, but its reachability graph as
input, automata matching [11] can be applied. Other conformance checking work
includes decomposition-based approaches [1,10] and approximation schemes [13].

3 Algorithm

The core algorithm for alignments is an A� search technique, which is shown in
Algorithm 1. In lines 2 to 10, the algorithm is initialized. Then the mean search
loop between 11 and 47 iteratively expands the search space. In every iteration,
a marking is selected for expansion (line 12). This marking m is chosen such that
it minimizes the cost to reach that marking from the initial marking g(m) plus
the estimated remaining cost h(m). The algorithm stops if the final marking mf

is reached.
As explained in [15], estimating the remaining distance is done in two stages.

First, an underestimate is “guessed” (line 40) and second, it is computed exactly
(line 21). Lines 16 through 27 handle the case in which the selected marking m
has a “guessed” estimate in which cast it is part of the set Y . The incremental
nature of the work presented in [15] is shown in lines 17 through 20. In this part,
a splitpoint is added to the set K after which the algorithm is restarted from
scratch. The value added to the set K is s which represents the index of the
last event explained by the closed markings in set A. This can be implemented
without any recursion, so there is no memory overhead here.
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Lines 28 through 46 make up the regular A� algorithm. The selected marking
m is expanded by iterating over all enabled transitions and firing them to obtain
new markings m′. If a marking m′ was already closed, we continue with the
next marking. If it was not closed, then it is added the open set (if it wasn’t
already in there) in line 33 and a temporary value for g is computed in line 34.
Each marking m′ is then assigned a value for g(m′) and h(m′), where the latter
depends on whether it can be derived from h(m) (line 38) or whether it has to
be “guessed” (lines 40–41). Furthermore, the predecessor relation p is updated
in line 43.

In this algorithm, the set of splitpoints K is automatically updated whenever
the algorithm reaches a marking which does not have an exact heuristic, but only
a guessed value and s is currently not in the set of splitpoints. This incremental
way of computing alignments has proven to be the most efficient way to date [15].
However, removing lines 17 through 20 from the algorithm and ignoring the set
K would yield the alignment algorithm as presented in [2,3].

3.1 Time Complexity

A� relies on a heuristic function to underestimate the remaining cost. In tradi-
tional alignments, this underestimation function is an (integer) linear program
with the number of rows equal to the number of places in the synchronous prod-
uct and the number of columns equal to the number of transitions. For many
markings reached in the search for an optimal alignment such a linear program
is solved. This leads to the fact that for the experiments in [15], 99% of the time
of the classic A� is spent on solving such linear programs using LPSolve [5].

In the incremental A� technique of [15], an incremental heuristic function is
proposed that uses the extended marking equation with a number of splitpoints.
The heuristic function is a linear program of which the number of rows and
columns scale linearly in the size of K. Solving a linear equation system is poly-
nomial in the rank of its matrix (hence in the number of rows and columns). The
algorithm proposed in [15] and detailed in Algorithm 1 maximizes reuse of pre-
viously computed solutions to these linear programs. while the linear programs
are more complex than for classical A�, far fewer have to be solved. The total
fraction of the time spent in the LP Solver for the experiments in [15] was 77%
for the incremental A�. The remaining 23% of the time is spent on the internal
computations within Algorithm 1, therefore it is important to choose the right
data structures for use with this algorithm.

As the algorithm computes an alignment for a single trace, it is rather
straightforward to parallelize it when aligning an entire log. By simply distribut-
ing traces over multiple cores of a CPU, walltime can be gained. However, as
usual with multi-threading on a single CPU, this comes at a cost of synchroniza-
tion. For the experiments presented in [15], going from 1 thread to 4 on a CPU
with 4 physical cores and 4 hypercores, causes the wallclock time to reduce to
27%. The sum over the CPU times per trace increases by 35% in that case.
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In the algorithm, there are several core data structures each with a specific
set of requirements. In the next section, we discuss each data structure indepen-
dently.

Procedure 1. A� Algorithm for Alignments with estimated heuristics
Let SN = ((P, T, F, λ), mi, mf ) be a synchronous product and let c : T → N be a cost function
and h : RS → N be a heuristic underestimating the cost of getting from any marking to the final
marking.

1: function Astar(SN, O, c, K )
2: A ← ∅ � Initialise closed set
3: X ← {mi} � Initialise open set as a priority queue favouring markings for which the exact

heuristic is known.
4: Y ← ∅ � Initialise estimated heuristics
5: s ← 0 � Initialise the number of events explained
6: p(mi) = (τ, τ) � Initialise predecessor function
7: ∀m∈RS(SN) d(m) = ∞ � Initialise cost so far function d

8: g(mi) = 0
9: ∀m∈RS(SN) f(m) = ∞ � Initialise estimated total cost function f

10: f(mi) = h(mi, K) � Compute estimate for initial marking with the splitpoints in K
11: while X 	= ∅ do � While not all states visited
12: m ← m ∈ X minimizing f(m) � Get the most promising marking m
13: if m = mf then � final marking reached
14: break while
15: end if
16: if m ∈ Y then � Heuristic of m is not exact
17: if s 	∈ K then � Check if s is not already a splitpoint in K
18: K ← K ∪ {s} � Add the maximum events explained to k
19: return Astar(SN, O, c, K ) � Restart with a longer list of splitpoints.
20: end if
21: x ← h(m) � Compute the true estimate
22: Y ← Y \ {m} � Remove estimated heuristic

23: if x > ĥ(m) then � Heuristic increased
24: f(m) ← g(m) + h(m) � Update estimated total cost function
25: continue while � Note: m may not be minimizing f any more
26: end if � If heuristic did not chance, continue with m
27: end if
28: A ← A ∪ {m} � Add m to the closed set
29: X ← X \ {m} � Remove m from the open set
30: s ← max(s, events explained by m) � keep track of the maximum number of events

explained
31: for all t ∈ T ′ with m[t〉m′ do � For each relevant transition enabled in m
32: if m′ 	∈ A then � Reaching a marking not yet visited, or found shorter path
33: X ← X ∪ {m′} � Add m′ to the open set
34: a ← g(m) + c(t) � Compute the cost so far of reaching m′ via m
35: if a < g(m′) then � If this current cost is better than known cost so far
36: g(m′) ← a � Update cost so far function
37: if h(m′, K) can be derived from h(m, K) then
38: f(m′) ← g(m′) + h(m′, K) � Update estimated total cost function
39: else
40: Y ← Y ∪ {m′} � Add m′ to the estimated heuristics set
41: f(m′) ← g(m′) + h(m, K) − c(t) � Update estimated total cost function
42: end if
43: p(m′) ← (t, m) � Update predecessor function
44: end if
45: end if
46: end for
47: end while
48: γ ← 〈t0, . . . , tn〉 such that tn = #1(p(mf )), tn−1 = #1(p(#2(p(mf )))) etc. until the initial

marking is reached recursively.
49: return f(mf ), γ � Return distance and alignment
50: end function
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4 Data Structures

The alignment algorithm contains a number of core data structures on which it
operates. In this section, we discuss each data structure and we provide insights
into the operations performed on these structures as well as the memory require-
ments for them. We start with the most prominent concept in the algorithm,
namely the marking.

4.1 Marking m

A marking is represented by a 31 bit number (the Java type of signed integer).
Apart from the initial and final marking, which are represented as arrays, no
marking is ever represented explicitly in memory. Instead, whenever marking
m is used in the code, it is constructed by following the p relation back to the
origin of the search graph. Markings are simply numbered from 0 upwards. This
implies that there is a bit of computational overhead in line 12 of the algorithm
when marking m is retrieved from the open set. Here, the integer id of marking
m is returned after which the marking itself is constructed into an array with a
byte value for each place (we assume no more than 128 tokens in a place at any
point in time).

For each marking, we store the value of the g function, the value of the h
function and the predecessor relation p in a total of 128 bits in an array indexed
by the marking id (of which 2 bits are still unused). These values only have to be
retrieved or written for a given marking hence using an array with the marking
id as index makes these operations O(1).

4.2 Predecessor Relation p

The predecessor relation p stores the transition t in the synchronous product that
was fired to reach a marking as well as the marking in which t was fired. We
use this predecessor relation in two parts. First, we use it to compute the actual
alignment (line 48). Furthermore, we use it throughout the code to construct a
marking explicitly as we only store marking ids, not explicit markings. We store
the predecessor transition in 31 bits unsigned (where one value is reserved for
indicating a non-existing predecessor). The predecessor marking is also stored
using its 31 bit id.

4.3 Cost-so-far Function g

The cost through which a marking is reached is stored as a 31 bit unsigned value.
This implies that the cost to reach a marking can be at most 2,147,483,647. This
is important when selecting a cost function for non-synchronous moves. Selecting
too high cost values for certain moves will lead to internal overflow (which is
detected and reported as such by the Java code).
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4.4 Heuristic Function h

Like the g function, we also store the h function in 31 unsigned bits. In addition,
we store a flag of 1 bit to indicate if the heuristic is exact (line 24 and line 42)
or if the heuristic is estimated (line 45).

Together, p, g and h make up 125 bits. We use one more bit to store a
flag indicating if the marking is in the closed set or not. The closed set is not
represented in another way and in line 33 of the algorithm, this flag is checked
to check if m′ is in the closed set.

To store these functions we allocate 16 kByte arrays initially. Whenever 1,024
markings have been visited, we allocate an additional block of 16 kByte.

4.5 Open Set X

Perhaps the most interesting data structure is the open set X. This set should
allow for efficient removal of the element minimizing f and favouring exact
heuristics over estimated ones (line 12), efficient checking of inclusion (line 33)
and efficient insertion (line 34). Furthermore, because of the estimated heuris-
tics, it should allow for updating the locations of markings in the set whenever
their estimated heuristic function is overwritten by an exact heuristic (line 24).

This set is implemented as a hashtable-backed, balanced binary heap using
a sorting procedure which uses the f score as a first order sorting criterion. The
second order sorting criterion is the availability of an exact estimate of a marking
and the third order sorting is based on the g score (favouring markings with a
higher g score). The heap itself is an array of markings (array of integers). The
hash-table is needed to efficiently check at what location a marking is in the
queue.

The memory use of this heap is limited to the array of markings (4 bytes per
marking in the queue) and the hashtable. The latter uses an implementation from
an external package which consumes 13 bytes per element for which the table
has capacity. With the default load factor of 50%, this implies approximately 26
bytes per marking in the queue.

Checking if a marking exists in the queue as well as inspecting the head ele-
ment are O(1) operations. All others (insertion, removal, updating) are O(log(n))
operations. However, the performance of this set depends on the hash function
used. We experimented with a large collection of hash functions for arrays of
bytes (recall markings are arrays of bytes with one byte per place). The default
Java function performed equally well as others, both in terms of minimal hash
collisions and time.

As markings are not represented explicitly, computing hash codes for a spe-
cific marking is a more complex task than usual. Each marking for which the
hashcode needs to be computed needs to be instantiated fully first by following
the predecessor function p. This implies that the open set should aim to mini-
mize the hash collisions so that, for any insertion, only one hash code has to be
computed, i.e. the hashcode of the marking to be inserted.
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Table 1. Time and collision test for hashcode on 1,048,576 semi-random arrays, expect-
ing 128 hash collisions.

Reference hashCode name CPU time (s) Collisions

[4] AdHASH 0.506 115

[7] FNV1 0.519 137

[7] FNV1a 0.532 119

https://tanjent.livejournal.com/755617.html MurMur3 0.270 135

http://www.burtleburtle.net/bob/c/lookup3.c Jenkings 0.309 125

http://www.cse.yorku.ca/∼oz/hash.html Bernstein 0.315 113

Default Java JAVA31 0.311 126

4.6 Hashing Markings

To maximize the speed of the algorithm, we tested a large collection of hashcodes.
The results are shown in Table 1. For a total of 1,048,576 semi-random arrays,
we expect 128 hash collisions, i.e. for 128 arrays, we expect that they have the
same hashcode as another array, whilst not being equal. As shown, the tested
hashcodes perform equally well in terms of collisions. The CPU time shows that
the default Java implementation for hashing an array is in the lower range, so
we decided to use this. Murmur3 is slightly faster, but with more collisions. Note
that the speed of the Java default may have to do with the fact that there is a
bytecode translation available in Java which is optimized for speed.

4.7 Closed Set A

The closed set A contains all markings which have been visited before. In the
code, each marking carries a flag to indicate if it was closed or not. The set A
is therefore not directly represented. Instead, the code uses a hashset to store
the union of A and X, i.e. the set of all visited markings. The two operations on
this set are insertion (line 28) and checking the presence of an element (line 32).
The memory use is limited to 4 bytes per element for which the set has capacity,
which, with a default load factor of 50%, implies 8 bytes per element. Insertion
is a O(log(n)) operation, whereas checking presence of an element is amortized
O(1). As for the open set, hash collisions should be avoided as much as possible
as computing hash codes for stored markings is relatively expensive.

4.8 Solution Vector Cache for Function h

As indicated in [15], the solution vectors for the linear programs can be reused
to obtain new solutions. This requires us to store the solution vectors for the
linear programs in memory. We do so in a hashmap, mapping markings to these
vectors. Each vector is represented by a minimal number of bits. For each solution
vector, we need as many bits per transition as the maximum number in the vector
requires (i.e. if the vector contains a value 4, then we need 3 bits per transition

https://tanjent.livejournal.com/755617.html
http://www.burtleburtle.net/bob/c/lookup3.c
http://www.cse.yorku.ca/~oz/hash.html
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to store this vector). We limit the number of firings to 255, so the maximum
number of bits we need per element of the vector is 8. A header is used to store a
flag of 1 bit indicating if the solution was computed (line 10, line 21) or derived
(line 38) and we use 3 bits to store the number of bits per element of the vector,
i.e. we have a 4 bit header per vector. The vectors are stored in a hashmap
mapping markings to the arrays.

4.9 Set of Estimated Heuristics Y

The set of estimated heuristics Y does not need explicit representation. Instead,
a 1-bit flag is stored in the function h to indicate if an estimate is exact or
estimated.

4.10 Memory Use of the LP Solver

LPSolve [5] is used as an LP solver to obtain values for the heuristic function.
LPSolve stores the linear programs in memory. This linear program is essentially
a large, but very sparse, matrix of double values. We estimate that, for each non-
zero element 16 bytes are used, 4 to store the row, 4 to store the column and
8 for the actual value. Then some internal arrays are needed to perform the
calculations, but is limited.

Fig. 3. User interface of ProM showing the algorithm of this paper selected.
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Table 2. Java code for standalone execution of the Replayer.

public static void doReplay(XLog log, Petrinet net, Marking initialMarking,
Marking finalMarking, XEventClasses classes, TransEvClassMapping mapping) {

// Setup default parameters with 2 threads
ReplayerParameters parameters = new ReplayerParameters.Default(2, Debug.NONE);
// Setup the replayer
Replayer replayer = new Replayer(parameters, net, initialMarking, finalMarking, classes,

mapping, false);
// Set a timeout per trace in milliseconds
int toms = 10 * 1000;
// preprocessing time to be added to the statistics if necessary
long preProcessTimeNanoseconds = 0;
// Setup a threadpool for the multithreaded execution
ExecutorService service = Executors.newFixedThreadPool(parameters.nThreads);
// Setup an array to store the results
Future<TraceReplayTask>[] futures = new Future[log.size()];
for (int i = 0; i < log.size(); i++) {

// Setup the trace replay task
TraceReplayTask task = new TraceReplayTask(replayer, parameters, log.get(i), i, toms,

parameters.maximumNumberOfStates, preProcessTimeNanoseconds);
// submit for execution
futures[i] = service.submit(task);

}
// initiate shutdown and wait for termination of all submitted tasks and obtain results.
service.shutdown();
for (int i = 0; i < log.size(); i++) {

TraceReplayTask result;
result = futures[i].get();

}
switch (result.getResult()) {

case DUPLICATE :
assert false; // cannot happen in this setting
throw new Exception("Result cannot be a duplicate in per-trace computations.");

case FAILED :
// internal error in the construction of synchronous product or other error.
throw new RuntimeException("Error in alignment computations");

case SUCCESS :
// process succcesful execution of the replayer
SyncReplayResult replayResult = result.getSuccesfulResult();
// obtain the exit code of the replay algorithm
int ec = replayResult.getInfo().get(Replayer.TRACEEXITCODE).intValue();
if ((ec & Utils.OPTIMALALIGNMENT) == Utils.OPTIMALALIGNMENT) {

// Optimal alignment found.
// Handle further processing here.

} else if ((ec & Utils.FAILEDALIGNMENT) == Utils.FAILEDALIGNMENT) {
// failure in the alignment. Error code shows more details.
// Handle further processing here.

}
// Additional exitcode information for failed alignments:
if ((ec & Utils.ENABLINGBLOCKEDBYOUTPUT) == Utils.ENABLINGBLOCKEDBYOUTPUT) {}

// in some marking, there were too many tokens in a place.
if ((ec & Utils.COSTFUNCTIONOVERFLOW) == Utils.COSTFUNCTIONOVERFLOW) {}

// in some marking, the cost function went through the upper limit of 2^24
if ((ec & Utils.HEURISTICFUNCTIONOVERFLOW) == Utils.HEURISTICFUNCTIONOVERFLOW) {}

// in some marking, the heuristic function went through the upper limit of 2^24
if ((ec & Utils.TIMEOUTREACHED) == Utils.TIMEOUTREACHED) {}

// alignment failed with a timeout
if ((ec & Utils.STATELIMITREACHED) == Utils.STATELIMITREACHED) {}

// alignment failed due to reacing too many states.}
if ((ec & Utils.COSTLIMITREACHED) == Utils.COSTLIMITREACHED) {}

// no optimal alignment found with cost less or equal to the given limit.
if ((exitCode & Utils.CANCELED) == Utils.CANCELED) {}

// user-cancelled.
break;

} }
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Overall, the memory overhead of the algorithm is very low. For all exper-
iments conducted in [15], the actual memory used internally in the algorithm
presented as Algorithm 1 was 8 Megabytes, not counting the overhead of storing
the Petri net or the event log in Java memory.

5 Implementation

The algorithm presented as Algorithm 1 has been implemented in ProM [14] as
part of the “Alignment” package. It is one of the algorithms available for the
plugin entitled “Replay a log on Petri net for Conformance Analysis” and it is
selected by default if it is installed. Figure 3 shows a screenshot of ProM with
the plugin highlighted.

The use of this plugin is not different from the traditional alignment plu-
gin presented in [2,3]. Both the input and the output are the same and the
implementation seamlessly integrates with ProM.

The algorithm can also be used in a stand-alone fashion from the command
line. The code snippet depicted in Table 2 shows how to do this in Java code.

6 Conclusions and Future Work

This paper presents, in detailed pseudo-code, the efficient alignment algorithm
presented in [15]. Computing an alignment for a given process model and trace
is, in general, a complex and time consuming task. In part, this complexity stems
from the fact that the search space of the A� algorithm is worst case the size
of the reachability graph of the model times the length of the trace. A second
contributing factor to the complexity is the heuristic function used, but also the
choice of data structures in the core algorithm.

We discuss the time complexity of the algorithm as well as the properties the
various data structures have. As far as we know, this is the first time the actual
algorithm and the properties of these data structures have been presented.
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Abstract. Process mining, and in particular process discovery, provides
useful tools for extracting process models from event-based data. Nev-
ertheless, certain types of processes are too complex and unstructured
to be able to be represented with a start-to-end process model. For such
cases, instead of extracting a model from a complete event log, it is
interesting to zoom in on some parts of the data and explore behavioral
patterns on a local level. Recently, local process model mining has been
introduced, which is a technique in-between sequential pattern mining
and process discovery. Other process mining methods can also used for
mining local patterns, if combined with certain data preprocessing. In
this paper, we explore discovery of local patterns in the data represent-
ing learning processes. We exploit real-life event logs from JMermaid,
a Smart Learning Environment for teaching Information System model-
ing with built-in feedback functionality. We focus on a specific instance
of feedback provided in JMermaid, which is a reminder to simulate the
model, and locally explore how students react to this feedback. Addi-
tionally, we discuss how to tailor local process model mining to a certain
case, in order to avoid the computationally expensive task of discovering
all available patterns, by combining it with other techniques for dealing
with unstructured data, such as trace clustering and window-based data
preprocessing.

Keywords: Process discovery · Local process models ·
Automated feedback · Trace clustering

1 Introduction

Nowadays, most educational institutions use a variety of information systems
to support educational processes. In most cases, these information systems have
a logging functionality that allows for monitoring and analyzing the process it
supports. These data can be analyzed from a variety of different perspectives,
showing different aspects of learning. Traditional data mining techniques have
been used to build predictive models, acquire better understanding of learning
c© Springer Nature Switzerland AG 2019
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processes, or give recommendations to students and educators. However, the
majority of traditional data mining techniques do not have an objective to ana-
lyze, discover and visually represent a complete educational process. Process
mining does have this objective, as it aims to extract process-related knowledge
from event logs stored by information systems [1].

Process mining provides useful tools for extracting knowledge from event-
based data [2]. One of the most insightful tasks of process mining is process
discovery, i.e. extracting a process model that represents the event log from
start to end. However, while providing useful results in many cases, process
discovery is not always able to represent complex and unstructured processes.
In learning analytics, the data oftentimes contains a large number of activity
types, making it hard to be represented by a single process model and resulting
in so-called spaghetti models or flower models. An example of this can be found
in our previous study [3], in which we discussed that discovering a process model
from behavioral data in a Massive Open Online Course (MOOC) in a global way
is a rather challenging task, while methods that work on a more local level, such
as sequence mining, yield more insightful results.

Recently introduced in [4], Local Process Model (LPM) mining can be posi-
tioned in-between of process and sequence mining. As such, LPM mining can
cope with unstructured processes on a local level, avoiding the difficulty of rep-
resenting the process as a whole. In addition, LPM mining is also capable to
grasp concepts that are hard to represent with most sequential pattern mining
approaches, such as concurrency, choice, loop and sequential composition [4].
The goal of local process model discovery is to find patterns that occur in the
event log on a local level. Such local models can be very insightful, especially if
the task of describing the behavior in the complete event log is too complex, but
also in cases when it is interesting to focus on the local behavior. Another advan-
tage of LPM discovery is that it is capable to grasp relations between more than
3 items, which is often not possible with most of sequence mining techniques.

In this work, we explore discovery of local patterns from event-based data
from JMermaid1, a Smart Learning Environment for teaching Information Sys-
tem (conceptual) modeling, enriched with a feedback mechanism that provides
students with real-time automated feedback. Our goal is to employ LPM min-
ing and other techniques in order to study the behavior of students after they
receive feedback. We focus on a certain instance of feedback, which is a reminder
to simulate the created conceptual model, and then locally explore the patterns
that follow this feedback on real-life datasets from JMermaid.

As discussed in [5], it is a computationally difficult task to discover local
patterns in the event log with too many activity types. Due to that, in this paper
we discuss and compare possible ways of discovering LPM that are tailored to
a specific problem, as to reduce the computational complexity of discovering
all available local models. We explore combinations of different techniques for
dealing with unstructured data, such as trace clustering and window-based data
preprocessing.

1 http://merode.econ.kuleuven.ac.be/mermaid.aspx.

http://merode.econ.kuleuven.ac.be/mermaid.aspx
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The paper is structured as follows. In Sect. 2, recent studies on process min-
ing in an educational context and LPM mining are reviewed. Next, the JMermaid
learning environment, research questions and scenarios for mining local patterns
in the context of a smart learning environment (SLE) with automated feedback are
discussed in Sect. 3. Subsequently, the data preparation and results are presented
in Sect. 4. Finally, Sect. 5 outlines our findings and gives directions for future work.

2 Related Work

2.1 Process Mining in an Educational Context

There has been a variety of studies that applied process mining within the field
of education, in which cases it has been frequently addressed as Educational
Process Mining (EPM). EPM aims to build complete educational process models
that are able to reproduce the observed behavior, check if the modeled behavior
matches the behavior observed, manage extracted information to make the tacit
knowledge explicit and to facilitate a better understanding of the processes [1].

Recently, there has been an increasing number of studies that applied EPM
to real-life cases. The objectives of such applications vary widely. For example,
Weerapong, Porouhan and Premchaiswadi [6] analyzed the control flow perspec-
tive of student registration at the university, with the goal to solve issues that
might occur during this process. Vahdat et al. [7] used Fuzzy Miner and a com-
plexity metric to estimate the understandability of process models of engineering
laboratory sessions. Trcka and Pechenizkiy [1] explored online-assessment data
to investigate how students navigate between multiple choice questions, and
whether this process can be improved with automated feedback. More recently,
Juhaňák, Zounek and Rohĺıková [8] analyzed students’ quiz-taking behavior pat-
terns in a learning management system Moodle.

A few studies aimed to explore process mining in a more global setting of
Massive Open Online Courses (MOOCs). For example, Mukala et al. [9] applied
the dotted chart, process discovery and conformance checking techniques to a
Coursera MOOC dataset. In another study, Deeva et al. [3] investigated the
applicability of process discovery techniques for dropout prediction with a case
study on a MOOC from the EdX platform. Additionally, Maldonado-Mahauad
et al. [10] used process mining for exploring frequent interaction sequences in
three Coursera MOOCs.

A common goal in EPM research is to find behavioral patterns typical for
certain groups of learners, or to compare the behavior of student clusters. For
example, Schoor and Bannert [11] aimed to find discriminative process patterns
for high and low performing groups in a collaborative learning task, showing
that successful students perform regulatory activities with a higher frequency
and in a different order than less successful students. Another comparison of
different student groups was performed by van der Aalst, Guo and Gorissen
[12], where records of watching video lectures are analyzed with comparative
process mining using process cubes, which allowed to discriminate between the
learning behavior of student subgroups, such as successful vs. unsuccessful, male
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and female, local and foreign, as well as the behavior within different chapters of
the course. Moreover, Papamitsiou and Economides [13] exploited comprehensive
process models with concurrency patterns in order to detect and model guessing
behavior in computer-based testing, revealing common patterns for students with
different goal-orientation levels.

Previous research involving the JMermaid learning environment can be found
in [14] and [15], where process mining was used for revealing modeling behavior
patterns that can be related to certain learning outcomes. We expect that more
insightful patterns can be observed in event logs from JMermaid by mining local
models instead of complete process models due to the complexity of underlying
processes. Thus, it is anticipated that more sophisticated methods for mining
local patterns can facilitate deeper understanding of these data.

More information regarding EPM can be found in the most recent survey of
this topic by Bogaŕın, Cerezo and Romero [16].

2.2 Local Process Model Mining

Local process model mining can be positioned in-between process discovery and
episode/sequential pattern mining. The concept and the procedure of LPM dis-
covery was introduced by Tax et al. [4], where it was also compared with other
techniques for mining local patterns in unstructured event logs, such as pro-
cess mining algorithms Declare miner, Fuzzy miner and Episode Miner, and the
sequential pattern mining algorithm PrefixSpan. The authors showed that LPM
discovery is capable of deriving insightful patterns that in some cases cannot be
discovered with aforementioned techniques. Additionally, they proposed metrics
for assessing the quality of local process models.

The same authors in [5] expanded their findings by introducing heuristic
approaches for coping with computational difficulties of discovering LPMs. These
approaches are Markov clustering, log entropy and the relative information gain
heuristics, which are used to create projections of event logs. The example event
log from this study contained 1734 activity types, which is too difficult to deal with
a straightforward approach described in [4], since the computational complexity
grows significantly for such substantial amount of variety in the logs. To solve this
problem, Tax et al. exploited the idea of discovering local models from the projec-
tions of event logs, containing only activities of interest for a particular LPM.

Dalmas, Tax and Norre [21] introduced the heuristics for high-utility LPM
discovery. The authors aimed to reduce computational complexity of the LPM
mining task by specifying a utility function based on business insights. It was
concluded, however, that the search space of LPMs cannot be reduced without
loss. Similarly, Tax et al. [22] presented goal-driven discovery of LPMs based on
utility functions and constraints for addressing particular business questions.

For fine-granular event logs it is useful to combine events to a higher level
of abstraction, which is typically done with clustering techniques. In the study
by Mannhardt and Tax [23], local process models are used for automated event
abstractions, resulting in overall process models with more balanced precision
and fitness scores.
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3 Mining Local Patterns in a Smart Learning
Environment

3.1 Automated Feedback in JMermaid

In this work, we analyze event-based data from the JMermaid learning environ-
ment, developed in our Management Informatics Research Group at the Faculty
of Business and Economics, KU Leuven for teaching Information Systems mod-
eling. It is based on MERODE, a method for Enterprise Systems development
[24], and used in the Architecture and Modeling of Management Information
Systems (AMMIS) course2.

JMermaid is enriched with a feedback mechanism that provides personalized
immediate feedback in an automated way. Based on the findings of a previous
study of JMermaid [15], which indicated that frequent simulation of a conceptual
model is strictly correlated with the successful learning outcome of a student,
we implemented a learning dialog that reminds students to simulate their model
after a certain number of actions is conducted in the tool (Fig. 1).

Fig. 1. Reminder to simulate the model provided as feedback to students in the JMer-
maid tool

We analyze local patterns that involve this instance of feedback, which is
addressed below as the simulation reminder (SR). The study aims to tackle the
following research questions:

(1) How to discover typical patterns of student reactions to automated feed-
back in a smart learning environment?

(2) What are the optimal ways to discover those patterns, which are both
insightful and computationally efficient?

(3) How to grasp differences in reaction to feedback between low and high-
performing students? Is there any correlation between students’ reactions to
feedback and their final scores?

3.2 Window-Based Preprocessing for Detecting Automated
Feedback

To see the immediate student reactions to automated feedback, we focus on
events that directly follow SR. We choose 10 following events; however, this
2 http://onderwijsaanbod.kuleuven.be/syllabi/e/D0I71AE.htm.

http://onderwijsaanbod.kuleuven.be/syllabi/e/D0I71AE.htm


Understanding Automated Feedback by Mining Local Patterns 61

number is not restrictive and can be adjusted in the future analyses. Next,
we disregard a few outlier traces that contain less than 10 events after SR,
since it most likely means that a student stopped working in the tool instead
of reacting on feedback. Thus, SR is always acting as a start event in a set
of traces containing 11 events (SR and 10 following events). Subsequently, an
artificial end event is added to each trace. As a result of such window-based
preprocessing, the obtained data consists of traces with 12 events, which are
<SR, a, b, c, d, e, f, g, h, i, j, End>. The data in this format is further addressed
as the filtered data.

3.3 Scenarios for Detecting Automated Feedback

Five scenarios for extracting local patters containing SR are discussed.

(1) LPM Mining Applied to the Complete Event Logs. The first app-
roach is to apply the LPM mining algorithm to the complete event logs without
window-based preprocessing, as to extract all possible LPMs, and subsequently
filter them focusing on the models with the simulation reminder. As discussed
above, this brute-force approach is expected to be computationally expensive,
and might benefit from further optimization. Nevertheless, it is also possible that
reducing the search space will cause an information loss [21].

(2) LPM Mining Applied to the Filtered Data. The second scenario is to
apply LPM discovery to the filtered event logs to investigate if data preprocessing
can reduce computational complexity and facilitate LPM discovery.

(3) LPM Mining Combined with Trace Clustering and the Filtered
Data. Similarly to LPM mining, trace clustering techniques aim to resolve the
issue of overly unstructured process models that are discovered from event logs
with, e.g., a large number of activity types [26,27]. In trace clustering, similar
traces are grouped together so as to focus on similar behavioral scenarios within
an event log. Trace clustering techniques could potentially work well on the
data representing learning processes, in which different groups of students might
follow several distinct learning paths. Nevertheless, not all event data can be
potentially clustered.

The third approach is to apply a trace clustering technique k-gram [28], avail-
able in Guide Tree Miner plugin in ProM, to the filtered data, and subsequently
apply LPM mining, to investigate whether trace clustering can facilitate data
exploration in the context of unstructured learning processes.

(4) Process Discovery Applied to the Filtered Data. The fourth approach
is to apply process discovery techniques Inductive Miner and Alpha miner on
the filtered data. We want to investigate whether plain process discovery is more
or at least equally capable of extracting meaningful local patterns than LPM
mining, if being combined with intelligent subsetting of the data.
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(5) Process Discovery Combined with Trace Clustering and the Fil-
tered Data. Similarly to (3), the last approach is to cluster the traces and
subsequently apply process discovery.

4 Experimental Evaluation

4.1 Data Description and Preparation

We analyze event logs of the students performing 23 distinct modeling tasks
during in-class exercise sessions. An overview of the data is given in Table 1.
To compare the behavioral patterns of low and high-performing students, the
students are divided into two groups according to their performance. For this we
apply k-means clustering with their final scores for the course and the grades for
two intermediate assignments (which are not part of the final score) as features,
and obtain two clusters of 43 and 21 students. Dataset 1 (D1) and Dataset 2 (D2)
are the complete event logs for low-performing (Group 1) and high-performing
(Group 2) students, respectively. Filtered Dataset 1 (FD1) and Filtered Dataset2
(FD2) are the event logs preprocessed as described in Sect. 3.2. Note that in
case of D1 and D2 we use User id as a case id, thus analyzing data from the
student perspective, and in case of FD1 and FD2 we use each trace with the
simulation reminder as a separate case, thus analyzing each particular reaction
to this feedback.

Table 1. An overview of the datasets used in the experimental evaluation

Dataset Performance # of
students

# of activity
types (L)

# of activity
types (H)

# of
events

# of SR

D1 Low 43 63 16 24296 276

FD1 Low 40 52 16 3076 276

D2 High 21 64 16 21789 232

FD2 High 21 49 16 2684 232

An example of an event log from JMermaid is shown in Fig. 2. ActivityL rep-
resents activities on a more fine-granular level, i.e. at the low level of abstraction,
which has around 60 (for D1 and D2) or 50 (for FD1 and FD2) activity types. The
JMermaid tool also logs some aspects of the modeling process, such as “view”
and “category” (structural (S) or behavioral (B)), as well as a type of performed
action (Feedback, Create, Delete, Edit, Customize, Error, Check, Save). A com-
bination of the “type” of action with structural or behavioral aspect gives 16
variations, including the simulation reminder. This less fine-granular view, i.e.
high level of activity abstraction, is referred in the logs as ActivityH.
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Fig. 2. An example of an event log from JMermaid

4.2 Results

The scenarios described in Sect. 3.3 are applied to the data with low (L) and
high (H) levels of activity abstraction for Group 1 and Group 2. The results are
summarized in Table 2.

Table 2. A summary of the results of the five scenarios

# Group 1 (L) Group 2 (L) Group 1 (H) Group 2 (H)

1 The algorithm
returned no results

The algorithm
returned no results

The algorithm
returned no results

The algorithm
returned no results

2 The algorithm
returned no results

The algorithm
returned no results

LPMs are obtained
in a very long time
(more than 1 h)

The algorithm
returned no results

3 The algorithm
returned no results

The algorithm
returned no results

LPMs are obtained
very fast (less than
1 min)

LPMs are obtained
very fast (less than
1min)

4 The obtained
models are too
unstructured and
flower-like

The obtained
models are too
unstructured and
flower-like

The models
provide insightful
patterns

The models
provide insightful
patterns

5 The models
provide insightful
patterns

The models
provide insightful
patterns

The models
provide insightful
patterns

The models
provide insightful
patterns

(1) LPM Mining. For the first scenario, LPM mining applied to a complete
event log was not able to discover local patterns for any level of event abstraction.
This result is expected and can be explained by very high levels of computational
complexity. For low level of abstraction, LPM mining was still not able to discover
local models even if combined with data filtering or trace clustering. Since the
amount of activity types in this case is close to 50, this result is also explained
by a high variety of activity combinations. As discussed in [5], more than 17
activity types might already be too many for the plain LPM mining to handle,
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requiring further data optimization. Therefore high level of activity abstraction
with 16 activity types was expected to be easier to analyze. Nevertheless, in the
second scenario, LPM mining was able to discover LPMs for Group 1, but not for
Group 2. As also seen from the results of the other techniques, the event logs for
Group 2 might contain more distinct activity combinations, for which it is more
challenging to discover local patterns. Finally, LPM mining combined with trace
clustering discovered LPMs very fast, which indicated that trace clustering is
capable of combining traces of learning behavior to meaningful clusters, making
it easier to a discovery technique to deal with such data.

Examples of discovered LPMs are provided in Fig. 3. First of all, the local
patterns discovered for both Group 1 and 2 are similar, which, given the large
amount of the patterns containing SR, can be difficult to interpret in terms of
addressing our goal of distinguishing between two groups of students. Second,
most of the LPMs contain a choice between SR and other activities, which is
not useful for analyzing pattern that follow SR. To conclude, LPM mining is
capable to provide interesting patterns in learning processes if combined with
other data optimization techniques, but it is not optimal for the purpose of
analyzing feedback.

Fig. 3. LPMs discovered in the second (left) and third (right) scenarios

Fig. 4. Process models discovered by Inductive Miner for low (left) and high (right)
levels of abstraction in the event logs
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(2) Process Discovery. For experimental evaluation, we apply both Induc-
tive Miner and Alpha++ miner available in ProM process mining toolkit. Since
the results are similar, we provide the examples of models discovered by Induc-
tive Miner (Fig. 4). The process models discovered from the data with the larger
number of activity types are too unstructured and flower-like, even with data pre-
processing. On the other hand, the models derived from the logs with higher level
of activity abstraction are more structured and can generally provide insights
into student reactions to feedback.

(3) Trace Clustering Techniques. The models discovered by Inductive Miner
after applying k-gram trace clustering are capable of giving useful insights in case
of both high and low levels of activity abstractions (Fig. 5).

Fig. 5. Process models discovered in the fifth scenario for the low (top) and high
(bottom) levels of abstraction in the event logs

5 Conclusion and Future Work

In this paper, the possible ways to discover students reactions to automated
feedback in a Smart Learning Environment (SLE) are investigated. We explored
Local Process Mining (LPM) discovery and its combinations with other tech-
niques for working with unstructured data, as well as window-based prepro-
cessing of the data. The discussion contained five scenarios for discovering local
patterns tailored to a specific case, which included (1) LPM mining on complete
event logs, (2) LPM mining on filtered data, (3) LPM mining combined with
trace clustering and filtered data, (4) process discovery on filtered data, and (5)
trace clustering on filtered data. These scenarios are evaluated on two datasets
with log data of high and low-performing students, with the purpose of finding
behavioral patterns typical for certain student groups. Two setups with different
levels of activity granularity are investigated; one containing 50 activity types
and the other with 16 aggregated activity types.
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The results reveal that plain LPM discovery is hardly capable to deal with
processes with low levels of activity abstraction (50 activity types in our case).
In case of less variety in the logs (16 activity types), LPM discovery still requires
some adequate data preparation to be able to discover local models. Similarly,
process discovery on filtered data is able to achieve meaningful results only in
case of less variety in the logs. However, the models discovered with process
discovery are more suitable for addressing our research questions, since they give
more insights into patterns that follow the feedback. Finally, trace clustering
combined with filtered data is capable to achieve meaningful results in case
of high as well as low levels of activity granularity. The models discovered on
clusters of traces are the most insightful for our task.

This study provides initial steps for exploring reactions to automated feed-
back in SLEs. Given the limited scope of the paper, we do not focus on a detailed
interpretation of the discovered patterns, but rather show possible ways of their
discovering. In future work, it will be worthwhile to focus on interpretation of
the discovered patterns. Furthermore, other tasks are possible in the context of
SLE’s data, for which LPM mining might provide more useful results.
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Social software1,2 is a new paradigm that is spreading quickly in society, organizations,
and economics. It enables social business that has created a multitude of success
stories. More and more enterprises use social software to improve their business pro-
cesses and create new business models. Social software is used both in internal and
external business processes. Using social software, the communication with the cus-
tomer is increasingly bi-directional. For example, companies integrate customers into
product development to capture ideas for new products and features. Social software
also creates new possibilities to enhance internal business processes by improving the
exchange of knowledge and information, to speed up decisions, etc. Social software is
based on four principles: weak ties, social production, egalitarianism, and mutual
service provisioning.

To date, the interaction of social and human aspects with business processes has not
been investigated in depth. Therefore, the objective of the workshop is to explore how
social software interacts with business process management, how business process
management has to change to comply with weak ties, social production, egalitarianism,
and mutual service, and how business processes may profit from these principles.

The workshop discussed the following three topics:

1. Social business process management (SBPM), i.e., the use of social software to
support one or multiple phases of the business process lifecycle

2. Social business: Social software supporting business processes
3. Human aspects of business process management

Based on the successful BPMS2 series of workshops since 2008, the goal of the
11th BPMS2 workshop was to promote the integration of business process manage-
ment with social software and to enlarge the community pursuing the theme.

The workshop started with a keynote from Selmin Nurcan and Rainer Schmidt.
They gave a retrospective view of 10 years of BPMS2 at the BPM conference. During
the workshop, six teams presented the results of their research.

Paul Mathiesen, Jason Watson, and Wasana Bandara use a technology affordance
perspective to identify and conceptualize affordances of enterprise social technology
within the context of process improvement activities.

1 Schmidt, R., Nurcan, S.: BPM and Social Software. In: Ardagna, D., Me-cella, M., Yang, J., Aalst,
W., Mylopoulos, J., Rosemann, M., Shaw, M.J., and Szyperski, C. (eds.) Business Process
Management Workshops. pp. 649–658. Springer Berlin Heidelberg (2009).

2 Bruno, G., Dengler, F., Jennings, B., Khalaf, R., Nurcan, S., Prilla, M., Sarini, M., Schmidt, R.,
Silva, R.: Key challenges for enabling agile BPM with social software. Journal of Software
Maintenance and Evolution: Research and Practice. 23, 297–326 (2011).



In their paper, Shamsul Duha and Mohammad E. Rangiha propose critical success
factors (CSF) for a social BPM implementation that allows businesses to adapt and be
flexible to ever-changing demands.

Michael Möhring, Rainer Schmidt, Barbara Keller, Jennifer Hamm, Sophie
Scherzinger, and Ann-Kristin Vorndran describe the possibilities of business processes
integrating in location-based services in the tourism sector.

“The Evaluation of WfMC Awards for Case Management” is presented by
Johannes Tenschert and Richard Lenz with a literature review and an analysis of case
studies in regard to targeted knowledge workers, advertised features, and type of
system.

Jeroen Bolle and Jan Claes investigate the trade-off between the effectiveness and
efficiency of process modeling. By analyzing modeling sessions a provisional expla-
nation for the difference in syntactic quality of process models is given.

“The Repercussions of Business Process Modeling Notations on Mental Load and
Mental Effort” is investigated in the paper from Michael Zimoch, Rüdiger Pryss,
Thomas Probst, Winfried Schlee, and Manfred Reichert.

We wish to thank all the people who submitted papers to BPMS2 2018 for having
shared their work with us, the many participants for creating fruitful discussion, as well
as the members of the BPMS2 2018 Program Committee, who made a remarkable
effort in reviewing the submissions. We also thank the organizers of BPM 2018 for
their help with the organization of the event.
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Abstract. Organisations across diverse industries have started to embed
Enterprise Social Technology (EST) to create collaborative, human-centric
environments in their day-to-day operations. With this growing trend, the use of
EST within process improvement initiatives is gaining popularity. While the
potential that EST brings (in particular with better connecting and influencing
people’s participation) to process improvements is widely acknowledged,
research providing insights into how this actually takes place and specifically
contributes towards process improvement efforts is very limited. This study
adopts a ‘technology affordance’ perspective to identify and conceptualise
affordances of EST within the context of process improvement activities. Based
on forming theory on this topic, a process improvement effort that applied EST
was investigated through a series of interviews. The interviews were rigorously
designed, and carefully executed and analyzed via a tool-supported data coding
and analysis approach. The study outcomes resulted with a refined and partially
validated ‘EST affordances for process improvements’ model with 9 EST
affordances and 3 ‘contingency variables’.

Keywords: Business process improvement �
Enterprise Social Technology � Qualitative research �
Affordance � NVivo

1 Introduction and Background

Enterprise Social Technology (EST) can be positioned as “software that supports the
interaction of human beings and production of artefacts by combining the input from
independent contributors” (Schmidt and Nurcan 2009, p. 633). EST can be applied
throughout a process improvement lifecycle (Becker et al. 2001; Mathiesen et al.
2011), mainly to support process stakeholder collaboration (Magdaleno et al. 2008).
Increasingly, organizational approaches to process improvement is being enhanced by
a range of social technology (Mathiesen et al. 2011). These approaches to crowd-
sourcing and solving process improvement opportunities have been discussed by
numerous researchers (Dollmann et al. 2009; Rossi and Vitali 2009; Silva et al. 2010)
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in support of collaborative process design (Erol et al. 2010) to support a more human –

centric approach (Mathiesen et al. 2011).
It is recognised that social technology has the potential to “extend the reach and

impact of process improvement efforts” (Gottanka and Meyer 2012, p. 94). This
opportunity is best realized by conceptualizing how social technology and people can
be “woven together” (Zammuto et al. 2007, p. 753). On this basis, a ‘technology
affordance’ perspective has been applied in this study to uncover the affordances of
Enterprise Social Technology within the context of process improvement activities.
This research adopts the perspective of Volkoff and Strong (2013, p. 823) who describe
affordances as “the potential for behaviours associated with achieving an immediate
concrete outcome and arising from the relation between an object (e.g., an IT artefact)
and a goal-oriented actor or actors.” As stated by Riemer (2010), there is some
appreciation for the benefits of digital collaboration tools, but little understanding of
this potential within an organization. Furthermore, academia lacks the theory, models
and frameworks which describe this relationship (Niehaves and Plattfaut 2011; Walsh
and Deery 2006). This study contributes towards addressing this knowledge gap and is
driven by the research question: “what is the role of Enterprise Social Technology
affordances in a business process improvement context?”

The paper first introduces relevant literature (which informs the motivation for this
research, and provides the theoretical foundations), next presents the research method
followed by the findings, and concludes with a presentation of an empirically supported
model of EST affordances in the context of business process improvement.

2 Literature Review and Theoretical Foundations

2.1 Social Technology for Process Improvements

Process management literature recognizes the importance of interactions between the
various stakeholders involved in a process both within and outside of the organisation,
and this remains a key challenge (Abbate and Coppolino 2010; Balzert et al. 2012;
Martinho and Rito-Silva 2011; Niehaves and Henser 2011). There are numerous
studies discussing the benefits of social technology to Business Process Management
e.g. (Brambilla et al. 2011; Dengler et al. 2011; Erol et al. 2010). Early research was
primarily focused on several distinct topics such as user collaboration (Schmidt and
Nurcan 2009); model-reality divide (Schmidt and Nurcan 2009); trust (Koschmider
et al. 2009); and bottom-up modelling (Neumann and Erol 2009; Schmidt and Nurcan
2009; Silva et al. 2010). Literature from the broader domain of Information Systems
(e.g. Akkermans and van Helden 2002; Fiedler et al. 1995; Gasson 2006; Newman and
Zhao 2008; Niehaves and Plattfaut 2011; Tarafdar and Gordon 2007) present how
social technology can be used as an enabler for organizational transformations, espe-
cially addressing the opportunities that social technologies could bring to process
improvement efforts (Mathiesen et al. 2013).

Social technology can support process improvement initiatives with its collabora-
tion and communication benefits (Gottanka and Meyer 2012), and offer improved and
adaptable business process design (Erol et al. 2010). A typical process improvement
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lifecycle consists of process identification, discovery, analysis, re-design, implemen-
tation and continuous evaluation and control (Dumas et al. 2013). Social technology
can be of use for process identification - to collect and collate insights on areas of issues
and opportunities; in the discovery and analysis phases - to obtain input about the
current as-is processes from multiple stakeholders; in the redesign phase - to obtain
innovative ideas from multiple stakeholders; in the implementation phase - to com-
municate process changes, and for continuous evaluation and control - to receive input
on the process’s ongoing performance and ideas for continuous improvement.

2.2 The Affordance Concept

Gibson (1977) was the first scholar to present the concept of an ‘affordance’, and
positioned affordances as relating to “perceptual cues of an environment or object that
indicate possibilities for action” (Lübbe 2011, p. 2). This initial definition was adapted
by McLoughlin and Lee (2007) in a social technology context who posit affordances as
a ‘can do’ statement that does not pertain to specific functionality or platform. In recent
years there has been robust discussion on using the affordance theory to develop
theories pertaining to technology related organizational change (Volkoff and Strong
2013). Given that most technology implementations results in process changes and
many process improvements deploy technology/automation for process enhancements
and efficiency, the body of literature on technology affordances is also arguably rele-
vant for the context of process improvement studies like this. Researchers purport that
taking an affordance perspective enables one to build better theories on the effects of
introducing new systems (and processes) into organizations (following Volkoff and
Strong 2013).

2.3 The Selected Theoretical Base

A thorough literature review was conducted in search of theories or frameworks that
described the role of EST for process improvement. There have been very limited
attempts to conceptualize social technology for BPI. Many attempts investigate specific
social technologies in the wider context of business process management and are not
reusable or independent from those technologies. Recently a reusable meta-model for
executing processes in a collaborative way was proposed by Ariouat et al. (2017) but
this is not specific to BPI and focused on assisting rule-based-reasoning (computation).
This study selects an EST affordance perspective that has potential to assist strategic
alignment of BPI activities with organisational goals.

This review resulted in the adoption of the (literature derived) a-priori model of
Mathiesen et al. (2013) as our a priori theoretical base. This is a thorough synthesis of
reported EST affordances across the Information Systems domain and already posi-
tioned within a business process improvement context, and the most relevant work on
this topic to date. They present the seven affordances of; (i) Participation, (ii) Collective
Effort (iii) Transparency, (iv) Independence, (v) Persistence, (vi) Emergence, and
(vii) Connectivity, and describe these with evidence from prior literature, but do not
provide precise definitions nor progress any further in the conceptualization of these.
Revisiting the cited literature by Mathiesen et al. (2013) and complimenting this with
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new literature found; this study formed our own initial definitions (see in Table 1) for
each affordance in order to derive a stronger a priori base for the planned empirical
work (see Sects. 3 and 4).

3 Method

A single process improvement case context, the ‘Debtor-Finance customer on-
boarding’ initiative at the Bank of Queensland (BOQ), an Australian Financial Insti-
tution, was investigated to achieve the goals of the study. An Enterprise Social
Technology; Microsoft Yammer1, was used by geographically distributed business
process professionals and key stakeholders to communicate and collaborate on this
process improvement initiative. Overall 35 BOQ staff were involved, out of which 5
were selected for semi-structured interviews (namely; the Senior Manager - Business
Excellence (P1), Business Excellence Analyst (P2), Client Manager (P3), Senior Client
Manager (P4), and Senior Risk Manager (P5)). These 5 interview participants were
chosen due to accessibility, availability and interest in the study. The team was

Table 1. A priori EST affordances for process improvements (adopted from Mathiesen et al.
2013)

Affordances Definition derived and used in this study

Participation Participation increases the understanding and adoption of a process by the
wider stakeholder community (Brambilla et al. 2012b)

Collective
effort

“Collaboration activities in a shared context” (Abbate and Coppolino 2010,
p. 5). This concept of “collective creativity” as put forward by Helms et al.
(2012, p. 2), refers to the crowd-sourcing of solutions to specific problems or
issues and capturing the collective intelligence (Lee and McLoughlin 2008)
of the organisation (Erol et al. 2010)

Transparency Brambilla et al. (2012a, p. 223) state the goal of transparency is to make the
“decision procedures internal to the process more visible to the affected
stakeholders”

Independence The notion of egalitarian contributions so that participants can contribute
without the coordination of other participants and regardless of physical
location (Bradley 2009) or organisational boundaries (Lee and McLoughlin
2008)

Persistence The capacity for social technology to retain, share and augment
contextualised information is an affordance that BPI will benefit from as all
historical process model changes are retained (Erol et al. 2010; Gottanka and
Meyer 2012)

Emergence Previously unidentified expertise, informal organisational structures or work
processes (Bradley 2009)

Connectivity This notion of connectivity may also “supplement existing relationships, and
help build a greater sense of community” (Treem and Leonardi 2012, p. 31)

1 See www.yammer.com for further details.
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dispersed nationally and most unable to meet face to face. The semi-structured inter-
views were conducted in person, audio recorded (for transcription), supplemented by
Researcher notes (to capture insights) and were on average 45 min in length. Only staff
who used Yammer on a regular basis were included in this study.

The interview questions were partly based on the a-priori model adopted from
Mathiesen et al. (2013) but also prompted participants to openly discuss their experi-
ences and perspectives of using EST during the process improvement initiative. Process
documentation and actual participant conversations maintained in Yammer (the
Enterprise Social Technology) were used as other “sources of evidence” for triangu-
lation purposes. Additional observations were recorded in field notes.

This study applied a hybrid approach to thematic analysis (mixing both deductive
and inductive coding), similar to Fereday and Muir-Cochrane (2008). This approach
allowed the validation of the a-priori model and refinement and extension through
inductive reasoning. A guiding protocol [including a coding rule book following
Saldaña (2012)] was derived, tested and used; and NVivo was applied throughout the
analysis as a support tool to maintain rigor and transparency.

4 Findings

All 7 of the priori model constructs (See Table 1) were instantiated by the coding
process through the identification of supportive themes. Four new constructs emerged
inductively from the data. Initial themes were captured, first as ‘free nodes’ using the
in-vivo2 coding technique. These were then grouped to form coding families and then
into higher level nodes forming the new constructs.

Coder notes in the form of annotations and memos were used at all times to assist
with maintaining the trail-of-evidence. Inter-coder-comparison-queries were run and
corroboration sessions [where approaches such as “think out loud coding demonstra-
tions” (Saldaña 2012)] were undertaken to understand potential differences in inter-
pretation and to sharpen and refine the constructs. Overlaps between the data constructs
were analyzed and removed both through manual observations and through the support
of a series of NVivo matrix intersection3 ‘AND’ searches and several detailed cor-
roboration sessions between the two coders. Removal or merger of constructs was
achieved by following agreed protocols between the two coders. This resulted in two
previously identified constructs, Participation and Independence (from the original a-
priori model), being removed from the final list of constructs. This action was taken as
the ‘in-vivo’ driven data codes were reallocated across other constructs, which
demonstrated a better definitional alignment. A final inter-coder check of the coded
data resulted in strong outcomes, with kappa scores between 0.75 and 0.994. By the

2 In-vivo coding: the coding technique of “assigning a label to a section of data, such as an interview
transcript, using a word or short phrase taken from that section of the data” (King 2008, p. 3).

3 A two dimensional Boolean search.
4 It is generally considered (Fleiss et al. 1981; Seigel et al. 1992) that a Kappa score between 0.4 and
0.6 is accepted as ‘fair’, a score in the range of 0.6 and 0.8 is deemed ‘good’ and above 0.8 as
excellent.
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completion of the analysis, the 5 a-priori constructs were confirmed, 4 new affordances
discovered and 3 contingency variables (variables that might have an influence on how
the EST affordances behaved) discovered. These are presented with summary
descriptions and their sub constructs in Table 2.

Table 2. The final model constructs and sub-constructs

Model constructs Sub-constructs (total # of interviews,
total # of citations)

Confirmed EST affordances
Collective effort
Enables collaboration and knowledge exchange
(group think)

Knowledge sharing (2, 2)
Request for input (2, 2)
Breaking down (communication)
silos (1, 1)

Transparency
Enables the ability to see more about the process

Understand the current process (1, 1)
Gives deeper insight of the
stakeholder role in the process (1, 1)
Understand the potential future state
(1, 3)

Persistence
Enables the potential to retain and reuse the digital
artefact

Forms an evidence base (1, 1)
Supports recollection (2, 3)
Traceability of discussions (1, 1)

Emergence
Enables new ideas to surface

Unique new ideas (3, 3)
Feel more open with sharing ideas (1,
1)
Volume of ideas (2, 3)
Mature an idea (3, 3)

Connectivity
Enables better use of current relationships

Build new relationships (3, 3)
Better use of current relationships (2,
2)

Discovered EST affordances
Agility
Enables the ability to contribute beyond traditional
means (regardless of time zones, cycle time, physical
locations etc.)

Less dependency on face-2-face
workshops (3, 4)
Reduced cycle time by not having to
wait (3, 4)
Reduces impact on business due to
virtual environment (3, 3)
Removes geographic boundaries (2,
2)

Empowerment
Provides a voice to the people who would not normally
contribute

People having the chance to have a
say (4, 7)
Gives a new channel-mode to have a
say (3, 4)
Sense of belonging (4, 4)
Enabling people who would normally
not contribute (4, 9)

(continued)
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5 The Revised Model and Discussion

This study builds on prior research (Mathiesen et al. 2013) and through a carefully
designed and implemented case study approach; (1) re-specifies already discovered
EST affordances to improve their conceptualization; (2) identifies new EST affordances
and clearly defines these; and (3) identifies and conceptualizes contingency variables
that influence the way EST affordances manifest in practice. The resulting conceptual
model with nine (9) identified EST affordances, four (4) of which are new, and three
(3) contingency variables, (observed to have a moderating or mediating impact) is
presented in Fig. 1.

Future exploration of the potential relationships between the contingency variables
and the affordances (and also between the different affordances) is planned as future
research. The preliminary observations points to interesting interaction effects. For
example, the contingency variable ‘Stakeholder Authority’, appears to have an impact
upon the affordances of ‘Agility’, ‘Collective Effort’, and ‘Visibility’. Also the data
indicated that when stakeholders in a position of authority made a visible contribution,
it appeared to hinder the collective effort of other participants; ‘blocking’ others from
freely commenting and editing content. We acknowledge that the different EST
affordances can have diverse implications within different organizational, process and
process improvement contexts. For example, large, geographically dispersed organi-
sations are likely to benefit most from the incorporation of ESTs. And ESTs are likely
to be more useful where the process participants have some experience with ESTs, and
there is more of a ‘technology driven’ and ‘engagement friendly’ culture (as observed
within the case context of this study). An investigation of external environmental and
contingency factors that can further impact the application of EST within process
improvements initiatives is planned as future research.

Table 2. (continued)

Model constructs Sub-constructs (total # of interviews,
total # of citations)

Ownership
Provides the ability to own contributions, Ideas and
Change

Ownership of ideas (2, 2)
Recognition (2, 2)

Visibility
Enables staff to see the contribution of others

See WHAT the varying
contributions-perspectives (3, 9)

Discovered Contingency Variables (and # of citations)
Stakeholder Authority (3)
The perceived authority of process stakeholders

Their own status
Reluctant to challenge
Who they were and their status

Trust (3)
The status of relationships between process
stakeholders

Difficult relations between groups
Safe environment
Not a lot trust between teams

Voluntary Contribution (2)
The ability to contribute without coercion

Choice to participate
Contribute if they want to
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As discussed by Barki (2008, p. 9), researchers can make significant contributions
to research and practice, by “introducing new constructs” and “by better conceptual-
ising existing constructs”. They position construct conceptualization as a very impor-
tant contribution in theory development. Correctly conceptualized constructs are a
prerequisite for ‘good’ theory building (Wacker 2004). Wacker (2004) explains how;
conceptual definitions are needed for all theory-building empirical research and are
necessary for content, criterion, convergent and discriminant validity and vehemently
argue for construct definitions to take place ‘before’ any statistical tests are performed,
as any statistical tests are meaningless until the concepts are formally defined.

This study did not only look at the construct definitions of EST affordances, but
also looked at construct definitions of related contingency variables that could have a
moderating/mediating effect on the EST affordances. (Frazier et al. 2004) strongly
encourages the identification of such variables very early on, as the theories built in
their absence can lead to weak results diminishing the impact of the specific research
and impeding the progression of the research field as a whole.

Given stakeholders’ engagement is key to the ultimate success of any BPM initiative
(Hailemariam and vom Brocke 2011), a deeper understanding on how ESTs can assist to
overcome this, is valuable to practitioners leading process changes. Study outcomes
depicted how ESTs could involve diverse stakeholders (especially if geographically
dispersed) through ‘conversations’, which supports the perceived degree of inclusion
and participation; which are known key challenges with process improvement efforts.
Conversations within ESTs can complement traditional workshops, as extended dis-
cussions post-workshops or as preparatory (or ‘warm-up’) work for upcoming workshop
activities. They create a more social and casual environment which can enhance
stakeholder responsiveness and openness to emergent ideas and contributions that
surfaces through the EST communications. These conversations are also useful to
discover the ‘hidden networks’ of individuals. Further, knowledge of the three con-
tingency variables (Stakeholder Authority, Trust and Voluntary Contribution), can
inform overarching management aspects. For instance, removing the impact (real or
perceived) of any ‘Stakeholder Authority’ amongst workshop participants will allow

Fig. 1. Perceived EST affordances in the context of business process improvement
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improved outcomes and remove possible restrictions on participation; establishing
‘Trust’ amongst process improvement participants will also foster better outcomes; and
it is important to establish that the stakeholders had a choice (‘Voluntary Contribution’).

6 Conclusion

Organizations are increasingly adopting EST as an approach to crowd-source inno-
vative solutions to organisational improvement opportunities. Additionally, process
improvement practice is also leveraging these technologies to “extend the reach and
impact of process improvement efforts” (Gottanka and Meyer 2012, p. 94). Recog-
nizing that Academia (and industry) lack an understanding of the theory, models and
frameworks (Niehaves and Plattfaut 2011; Walsh and Deery 2006), that explains the
applicability of Enterprise Social Technology, especially in the context of process
improvements, this study embarked to contribute towards addressing this gap. Apply-
ing the literature-based model of Mathiesen et al. (2013), this study investigates how
EST affordances can contribute to process improvement initiatives. Through empirical
data collected from well designed and executed interviews within a single case setting
this study presents a further revised, empirically supported EST affordances model for
process improvement contexts. Amongst the academic contributions of this study are
the establishment of literature-based and empirically derived EST affordance constructs
(both identification and operationalisation) that contribute towards building BPM
capabilities. From an applied (practical) perspective, this study provides substantial
contributions for both BPM practitioners (and other process stakeholders) and the
software vendors who design and create ESTs.

The findings presented here is a preliminary step towards further empirical work in
this direction. It was based on five interviews across one organization, and though the
interviews were in-depth and well planned, and other supporting documentation was
reviewed, the analysis was primarily based on interviews of five selected stakeholders.
Other potential limitations of the study such as researcher bias in data collection and
analysis have been mitigated with the coding procedures applied (i.e. coding guidelines
and two coders working towards strong inter-coder reliability). Though we acknowl-
edge these may impact the completeness and generalizability of the findings presented
in this paper, this is a first empirical step towards identifying the affordances of EST for
process improvements. Future research will be conducted to investigate the potential
relationships between these identified EST affordances and contingency variables and
expand the operationalization that this work provides a basis for.
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Abstract. Social BPM allows for businesses to adapt and be flexible to ever
changing demands. This flexibility is created by the participation and collabo-
ration between users. These interactions are achieved through the successful
implementation of Social BPM. This paper will propose critical success factors
(CSF) which lead to a successful Social BPM implementation such that these
benefits are realised. This is a progress paper which is part of a broader method
which will validate against the literature, expert opinions and case studies in
order to produce a definitive set of CSFs for Social BPM.
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1 Introduction

Businesses produce goods and services using business process management (BPM).
BPM is a management discipline which improves organisational performance through
the structuring of business processes [22]. These business processes are becoming ever
more complex and needing to adapt to highly dynamic environments. However, BPM
is rigid as it involves “processes right from the outset of their initiation until the end”
[14]. This creates a set of pre-defined steps which are aligned to structured business
processes. This rigidity is at odds with the frequent customisation of goods and services
and does not support the case for when “exceptions become the rule” [7].

With this in mind, Social Business Process Management was formed. Social BPM
is defined by Brambilla as the fusing of “business process management practices with
social networking applications, with the aim of enhancing the enterprise performance
by means of a controlled participation of external stakeholders to process design and
enactment” [1]. This is in contrast to traditional BPM which provides a “platform for
the management, measurement and improvement of business processes” [12]. The
latter faces limitations such as “lack of information fusion, model reality divide,
information pass-on threshold and lost innovation, strict access-controls, lack of con-
text” [12].

Social BPM on the other hand, has been designed to address these limitations such
as the ‘reality-model divide’ to ensure that those designing the process and those
executing the process are in synchronization. This is particularly important for sce-
narios where flexibility is required as “substantial contribution to these processes comes
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from human knowledge, while knowledge related to the processes is perishable and
quickly outdated” [22]. Another benefit of using Social BPM is that businesses do not
lose innovation as executors of the processes can engage in a feedback loop to achieve
continuous improvement. This contrasts with BPM whereby a process executor may
never have communication with the process designer therefore any improvements are
limited to tacit knowledge by the process executor and not shared for the collective
benefit.

By adopting Social BPM, organisations can significantly improve their processes to
be more collaborative and increase participation of stakeholders, however there is a
lack of clarity and consensus as to what exactly is required for the successful imple-
mentation of Social BPM.

To fill this gap in the literature, we will be proposing CSFs for Social BPM to
maximise the chances of successful implementation. This will allow for a greater breath
of implementation experience within different sectors and highlight challenges in the
real world which may not feature in the literature at present.

The proposed CSFs will be developed using three methods, which will be as
follows;

1. Literature method
2. Academic method
3. Practitioner method

Firstly, the literature method will be the focus of this working paper, secondly the
academic method will consist of surveying experts and finally the practitioner method,
will examine case studies of Social BPM implementation. To ensure that the CSFs are
comprehensive, three methods have been selected and will allow for the exploration of
the intersection, in order to produce a multi-faceted set of CSFs for Social BPM.

This paper will achieve its aim by conducting a literature review in Sect. 2, produce
a preliminary set of CSFs for Social BPM in Sect. 3, ensure the validity of them in
Sect. 4 and finally conclude with the CSFs that have been discovered for Social BPM
and further work to be conducted.

2 Literature Review

To begin the literature review, we will look at BPM CSFs. BPM CSFs have been
selected above other types of CSFs as they tie closely with Social BPM. Social BPM
allows for “software that supports the interaction of human beings and production of
artifacts by combining the input from independent contributors without predetermining
the way to do this” [17]. Both BPM and Social BPM focus heavily on business
improvement however BPM focuses on experts designing these improvement pro-
cesses [18] whereas Social BPM embeds a collaborative and egalitarian approach to
business improvement.

This review of BPM CSFs will also provide us with a solid understanding of how
BPM has been successfully implemented [2]. This is important as it will provide us
with a list of CSFs which have been demonstrated to work within businesses, [10] these
can then be used as a benchmark for CSFs for Social BPM.
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Research into Business Process Management began in the late 1980s and was
triggered by the seminal work published by Davenport & Short and Hammer & Champy
[11]. Much of the work that has been carried out within the literature can be synthesized
into six categories. These are people, culture, information technology, methods, gov-
ernance and strategic alignment. These six categories are based on the principles of
BPM. Each CSF listed below is needed to ensure the success of BPM [16]:

Governance: BPM governance ensures that roles and responsibilities are clearly
defined based on the BPM level being implemented whether that is from portfolio all
the way to operational level. In addition, the process of decision making, and reward
process is focused upon.

Methods: BPM methods are the tools and techniques that support the BPM imple-
mentation across the lifecycle such as process modelling or process improvement
techniques.

Information Technology: The system which allows for BPM to work i.e. process
aware information systems (PAIS) These are integral to BPM as the software is needs
to be process aware to understand the processes that require execution.

People: People are individuals and groups of users who improve and apply their
process and process management expertise, so they can better business performance.
This is the knowledge base of the business and as such is the human capital.

Culture: BPM culture means that there is a shared belief in a process driven organi-
sation and for continual improvement. This is by far, the hardest CSF to change
however to not have the right culture prior to implementation could lead to failure.
Therefore, preparing the organisation for BPM and making sure that the environment is
conducive has a clear impact on the successful BPM implementation.

Strategic Alignment: The need for BPM to be linked to strategy within the organisa-
tion. The synchronization of strategic priorities to the action of improving of business
processes to improve business performance.

To understand the CSFs for BPM further, Fig. 1 shows the high-level categories and
the link with the capability areas underneath each category. Take for example the
category of People, this BPM CSF includes five sub categories which include sub
categories such as the expertise of the stakeholders against the specific requirements of a
process. This is incredibility important as the lack of expertise or a subject matter expert
could mean the failure of implementation. This category also discusses process col-
laboration and communication, for example how groups work together and how process
knowledge is “discovered, explored and disseminated” [16]. This shares commonality
with Social BPM and Social BPM is designed to very much facilitate for this.

Within this section, we reviewed the history of BPM and identified six CSFs;
strategic alignment, governance, methods, information technology, people and culture
from the literature. These six show the complex nature of a successful implementation
of BPM. We will use the CSFs found in this section as the baseline for our proposed
Social CSFs in the next section.
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3 Proposed CSFs for Social BPM

Having established six CSFs within BPM in Sect. 2, we will now determine if there is
homogeneity between CSFs of BPM and CSFs of Social BPM within this section.

To do this we will first conduct a professional search, the following databases will
be used: Emerald, JSTOR, ProQuest, Wiley Online Library, ScienceDirect and Web of
Science. The methodology of the search will use an advanced search, utilizing oper-
ators to help improve the accuracy of the search results. The construction of the search
query will be as follows:

‘Critical Success Factors’ AND ‘Social BPM’
Upon conducting the search, 1 relevant paper was found from the search query ‘Social
BPM’ AND ‘Critical Success Factors’. This meant that a broadening of search queries
was conducted. Figure 2 displays the process flow and the two ways in which the
search was broadened.

The first way in which the search was broadened was by searching for ‘Social
BPM’ and searching across the six databases whether there was literature which
identified factors which are required for Social BPM without explicitly identifying
them as CSFs. This proved useful as the literature identifies specific areas of concern
when implementing Social BPM however these were often in isolation and very few of
the journals looked at Social BPM in as broad prospective as the framework set out by
Brocke and Rosemann [16]. The second search query was replacing ‘Social BPM’ with
‘BPM’ to identify the body of work that has already been researched. This proved vast
and helped to compare against the research conducted in the first two queries. It became
quite apparent that there is much overlap between the CSFs for Social BPM and BPM.

Fig. 1. The six core elements of BPM [16]
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The table below shows ten papers which feature Social CSFs such as the impor-
tance of a collaborative environment, the need for a reward mechanism or the
requirement of the technology which underpins Social BPM (Fig. 3).

Fig. 2. Search strategy

Proposed Social BPM CSFs 
Literature People Information Methods Governance Culture Strategic

technology Alignment

P1 [22] x x x x x
P2 [6] x x x
P3 [15] x x
P4 [7] x x x x
P5 [8] x x x
P6 [3] x x
P7 [13] x x x x
P8 [9] x x x
P9 [20] x x x x x x
P10 [21] x x x x x

Fig. 3. Social BPM CSFs mentioned by paper i.e. People as a CSF mentioned in ten papers
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People – The dominant factor within the critical success factors outlined by Brocke
and Rosemann is people [16]. People within a BPM context are important as they
reflect the human capital of an organisation. Within traditional BPM, subject matter
experts are trusted to create processes and communication of the design is controlled by
a limited few. To this effect the CSF of people is even greater within Social BPM given
that “trust and reputation play crucial roles in social software. Changes are not initiated
or authorized by hierarchic structures, but granted to (nearly) everybody, based on the
assumption that nobody wants to damage their own reputation” [7]. This requires a
different approach in which people are not tasked with creating processes but rather
motivated to contribute to them.

Culture – Culture within the literature has been highlighted frequently and the
importance of embracing changes within the organisation. This is because without it, it
is likely that BPM or Social BPM initiatives will fail. Culture is one of the most
difficult facets of an organisation to change and is deeply rooted. Therefore, the idea
that implementing an open, transparent and egalitarian system within an organisation
that is not aligned to these values is likely to fail. Vukšić and Vugec appreciate the
importance of culture within their case study and identify that clan organizational is a
“very good base for successful social BPM implementation and usage” [22]. Within
their case study participants were already using enterprise 2.0 tools to create process
content and context therefore the commitment to collaboration and knowledge sharing
was already present prior to the implementation of Social BPM. This is important as
Social BPM should not be seen as a drastic leap but rather an extension of what is
already in place. Culture as a CSF is relevant to Social BPM just as it has been to BPM
however the criticality of it in context to the others is difficult to evaluate given that
there are very few successful Social BPM case studies within the literature.

Information Technology – The transformation of BPMS to support Social BPM is
critical in the implementation of Social BPM. The need for systems to be able to
facilitate for customisation “when unknown solutions to problems must be found or
when the precise ordering of activities cannot be established beforehand” [7] is needed.
One particular implementation that is suggested within the literature is that of wiki-
enabled workflows [7]. Rather than having a highly modelled workflow which is unfit
for rapid changes, it would be advantageous to expose to a community a wiki-based
framework which would be adaptive and “workflow changes will be reached and
exceptions can be detected and repaired in a collaborative manner” [7]. This need for
BPMS to go further demonstrates that the system still underpins the ability for
Social BPM to succeed.

Methods – One of the more comprehensive works of methods which could be used
would be Gokaldas and Rangiha whereby they employ a three-level framework to
improve the engagement of users of Social BPM. [8] The first level is organisational
whereby the onus is on the managers to drive the engagement, the second level is that
of social software whereby attention to usability is particularly important and finally the
tasks should provide a value add. This framework supports the nature of web 2.0
whereby users are empowered to make contributions and methods need to change to
facilitate for this. Another suggestion is to use honour points for rewards. In most
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processes, “users carry out their activities because they are instructed to do so by their
superiors. In most social software, on the other hand, participation is voluntary” [8]
therefore a form of gamification could be used as a method to support the usage of
Social BPM. This CSF is valid for Social BPM however the nature of the method has
differed from its BPM roots.

Governance – The way in which governance is conducted has changed with the advent
of Social BPM. With BPM the structure of decision-making was much more controlled
as it was understood who would make the decision however this might have come at
the cost of the speed of the decision-making process and the ability to respond. With
Social BPM, decisions can be made quickly however this is put down to the wisdom of
the crowd. This poses a problem as the wisdom of the crowd might not be sufficient for
the outcome required or the contextual information provided within a social software
may only provide a one-dimensional outlook. Erol suggests “building difficult checking
processes cannot be the answer as effects of speed, feedback, authenticity and direct-
ness are ignored and hence one motivation of active usage is destroyed. New kinds of
risk management and governance rules are needed with different levels of inference and
strictness” [7]. The issue of governance as a CSF is debatable as it could be argued that
Social BPM is self-governing and the participants of the platform ultimately decide.

Strategic Alignment – To bring about competitive advantage it is important to have
BPM/Social BPM aligned to the strategic goals of an organisation. This CSF is
applicable to Social BPM and ensures that process improvement initiatives are going to
meet strategically prioritised goals. Strategic alignment for Social BPM is difficult for
two reasons. Firstly, Social BPM for users who are encountering it for the first time,
will have a steep learning curve. This learning curve needs to be accepted by the
organisation as a time when productive will drop however if strategies are thought of in
the context of business quarters and take a short-term horizon then Social BPM will fail
before it has had a chance to make an impact. Secondly the strategic alignment of
Social BPM is difficult to evaluate as the benefits of collaboration, transparency and
distributed decision making are difficult to put into ROI terms. Erol identifies that it is
difficult even to demonstrate it “adds value and is attractive to the members” [7] of it.
Despite the drawbacks, the need for alignment to strategy for Social BPM is needed to
ensure that social software is used to support the business and not as an end to itself.

In summary, this section has used the CSFs identified for BPM in Sect. 2 to
evaluate whether they have a place within the preliminary framework for CSFs for
Social BPM. It has been argued that the BPM framework is still broad enough that it
covers the scope of Social BPM. This is not to say that with further methods such as
feedback from experts or case studies, that new CSFs will not be found or debated. The
very human elements of people and culture have come up frequently within the papers
analysed as a primary concern when adopting Social BPM. Furthermore, the area
which is of most discussion is around the CSF of governance and whether it is a valid
CSF for Social BPM. It has been argued in this paper that it is still relevant however
when employing other methods, this may become an area of further discussion. In the
next section we will look at the validity of the method used and the three methods that
will be used.

Social Business Process Management (SBPM) 91



4 Validation

Social BPM is a recent development in the field of Business Process Management and
is fragmented within the literature. We aim to address the issue of validity by trian-
gulating the results from the three methods highlighted earlier. This is useful as it
shows us the convergence of results as well as the contradictions when searching for
CSFs for Social BPM [4, 19].

To ensure that all CSFs for Social BPM are captured, we will tackle the question
through the methods below:

1. Literature method

• Propose CSFs for Social BPM from the literature review

2. Academic method

• Survey academic experts through qualitative and quantitative questions to find
out their views on the CSFs for Social BPM

3. Practitioner method

• Use case studies and industry reports to identify CSFs for Social BPM from
practitioners

Once we have the results from each method, we will collate them and identify
commonalities as well as see whether there are new CSFs in one method which are
missing in another. We will then start a discussion as to why they may be missing and
finally rank them by frequency across the three methods.

Within this paper, we have conducted a literature review in Sect. 2 to inform us of
CSFs within BPM, we then used these CSFs in Sect. 3 whereby we introduced our
proposed CSFs for Social BPM and conducted a professional search. The search for
relevant literature was then evaluated against the proposed CSFs for Social BPM. We
also identified from the professional search the most common CSFs across ten papers in
order to understand the homogeneity of the CSFs. This allows us to see the most
mentioned to the least mentioned CSF, in order to understand what the literature
reflects as the most important CSF.

This section has firstly explained the purpose of using three methods and how they
will be triangulated to maintain the validity of the research. Secondly it has provided
the steps taken to produce valid results.

5 Conclusion

Within this paper, we have identified what Social BPM is, why it is desirable, con-
ducted a literature review and proposed CSFs from BPM. In Sect. 3, we proposed
CSFs for Social BPM and ten papers were analysed to see which CSFs were made
mention of within the literature. We then used Sect. 4 to explain our validation process.
This would see the results of this working paper triangulated with other methods of
expert opinions from academics and case studies to establish CSFs for Social BPM.
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Social BPM has many features which make it desirable for a changing world. The
ability to implement it successfully is still an area of research which is in its infancy. In
the absence of CSFs for Social BPM, we have taken a wider view of and used BPM as
a benchmark to start to understand whether these CSFs hold true for Social BPM as
they do for BPM. We have identified that some CSFs such as process collaboration,
leadership‘s attention to process and process management social networks do hold
value and can be defined as CSFs for Social BPM.

The broad category of People is the most frequently cited within the literature. The
change in behaviour of people to becoming more open, transparent and collaborative is
difficult to achieve overnight however the research suggests that this a determining
factor for implementation of BPM and Social BPM alike. Therefore, with a change that
will see not only a group of experts build business processes but rather anyone in the
organisation, this would be even more of a CSF for Social BPM. The ability for users to
participate doesn‘t mean they will and the nature of social means that a network effect
is desirable. A network effect “occur when the probability that an actor will adopt a
practice is an increasing function of the number or proportion of persons in the actor’s
social network who already have adopted that” [5]. It is therefore important that each
user contributes in order to add value to the entire platform.

Although similarities have been found with the CSF of people, on the other hand,
not all CSFs are as aligned to Social BPM as they are to BPM. Social BPM elicits
opinions from all participants which contribute to decision making therefore it is meant
to be self-governing. However, having process roles clearly defined goes against the
egalitarian principle of Social BPM. In addition, it is clear that process management
decision making is a critical challenge for BPM, which Social BPM aims to resolve as
participants have ultimate control over what decisions are made. This could be at odds
with the organisation. Therefore, some capability areas are ill fitting and some are at
odds with Social BPM completely.

However, this is one method and we shall be getting the opinions of experts as well
as case studies to find out which CSFs are applicable to Social BPM and possibly new
ones that are not featured in the literature.

In conclusion, some CSFs that have been identified within BPM are highly suitable
as Social BPM CSFs however there are many that are not. Therefore, further methods
need to be employed to produce a definitive set of CSFs for Social BPM.

The CSFs identified within this paper are but one method that is drawn from the
existing literature. This paper is designed to be the starting point of a three method
approach to establishing what are the CSFs for Social BPM implementation. To that
end, there needs to be further primary research conducted in the form of asking experts
from academia their opinions through surveys and evaluating industry reports in order
to learn about additional CSFs which have not been identified by the literature as well
as validate those which are found within the literature. This will help practitioners of
Social BPM build far more collaborative business processes that take into account the
collection intelligence of the organisation.
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Abstract. For a long time, geographical distances restricted competition,
nowadays competition is global. Thus, companies must build up strategies to
cope with this situation. Individualized products could help enterprises to retain
customers and their market position due to a differentiated supply. In this
research paper we discuss 3D-printing processes as enabler for Co-Creation in
product design processes. It enables enterprises to react quickly to customer
preferences and changing trends e.g., in design. Furthermore, 3D-Printing
enables the integration of customers into product innovation processes. This
ends up in Co-Creation and the emergence of related advantages (e.g., customer-
centric products or production processes). However, operational processes when
using 3D-printing processes for co-creation were not investigated in depth so
far. But nevertheless, the improvement of manufacturing processes is important
in BPM practice and research as well. Therefore, we address this gap in our
paper.

Keywords: BPM � Production processes � 3D printing � Co-creation �
Customer integration

1 Introduction

For a long time, geographical distances restricted competition, nowadays competition
is global [1]. Thus many enterprises face increasing challenges to compete with
competitors having substantial cost advantages e.g. by producing in Asia [1]. For many
products nearly equivalent alternatives from different suppliers around the globe are
available [2]. A possibility to face cope with these challenges is the upcoming trend of
individual and customized products [3]. Customer requirements are becoming more
specialized especially in terms of individualized products [4]. Companies react to these
changes by individualizing products and related business processes according to
individual preferences and thus improving their own supply and retaining a competitive
position [4]. A second strategy to cope with competitors from low-wage companies is
quick response to the customer [5]. Companies such as Trigema [6] show that being
able to quickly produce parts and adjust related processes according to customer
specifications near to the target market is a viable strategy.
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In manufacturing, 3D-printing [7] is a key technology for implementing strategies
aiming at responsiveness and individualization. They enable manufacturers producing
economically even small quantities down to lot-size 1 [8]. Therefore, it does not
surprise that according to Gartner Research 3D-printing [9] will change many pro-
duction business models and related business processes [10].

One of the main advantages of the 3D-printing is, that a multitude of parts can be
produced from the same base material, thus warehousing and logistics are simplified
[11]. This is a huge difference to traditional manufacturing techniques like milling or
carving, where a supply of different raw material must be maintained in order to react
quickly to customer requirements [11]. Another advantage of additive manufacturing
processes is for instance, that 3D-printing have the possibility to quickly produce parts
according to customer specifications and to adapt changes in the design quickly.

The combination of quick response and individualization is the key to Co-Creation,
the integration of the customer into product innovation processes [12], especially open
innovation [13]. By quickly providing prototypes to the customers, collecting feedback
and using it for redesign an improvement cycle can be initiated that is not possible with
traditional manufacturing technologies due to their high latency [12].

Existing research on the 3D-printing focused either on technical aspects of
development or high-level. strategic (management) questions (e.g., [14, 15]). However,
there is a gap between these two research areas. The operational processes when using
3D-printing processes for co-creation were not investigated in depth so far. But nev-
ertheless, the improvement of manufacturing processes are important in BPM practice
and research as well [16–18]. We address this gap in our paper investigating “The
benefits and influencing factors gained by enabling customer integration into product
design by using 3D-printing processes.” as part of an ongoing research project.

Our paper is structured as follows: Sect. 2 after introducing the subject a back-
ground of 3D-printing processes and co-creation aspects is given, Sect. 3 the research
model as well as the pre-study design is defined, Sect. 4 Research methods and data
collection are described, followed by Sect. 5 were results are shown and Sect. 6
a conclusion is given.

2 Background

Product design processes and product lifecycle management are an important area of
research on business process management [16–19]. Now, changes of the consumer’s
role in product design and design relevant technologies such as 3D-printing increas-
ingly impact the product design processes. To demonstrate these impacts 3D-printing
will be investigated. Afterwards the influence of co-creation on product design process
will be analyzed.

2.1 3D-Printing

3D-printing is an additive manufacturing approach [7]. Contrary to subtractive processes
such asmilling or drilling 3D-printing is depositingmaterial to create parts. Its potential to
revolutionize processes and manufacturing even has been referenced in the State of the
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Union address [20]. In 2018 the spending on 3D-printing is estimated at 12 Billion $ [20].
By 2022 the market will increase to 20 Billion $ [20]. 3D-printing is primarily applied to
manufacturing tasks that have a high degree of complexity and/or customization [7]. Due
to its additive approach, 3D-printing is able to produce complex parts at the same price
than complex parts. It is even possible to easily cope with complexities making con-
ventional manufacturing difficult or impossible. In [21] typical complexities are identi-
fied: features, geometries, parts consolidation and fabric step consolidation.

2.2 Co-creation with 3D-Printing

For a long time, product design and development were driven by a serial approach [22],
e.g. waterfall like model. Starting from a collection of requirements, more and more
concrete specifications are developed [22]. They are basis for the design of the product.
Finally, production starts and is transported to the customer.

This classical design approach [22] is expert-driven, top-down-oriented and uses a
strict separation between the role of the product designer and the product user. In this
approach, the core-competency for product design is assumed nearly completely at
certain experts, that build up their knowledge through own studies and experience. They
create a plan how to match the assumed or collected user requirements by a certain
design and implementation of the product. Typical for this approach is the strict sepa-
ration of designer and consumer roles. The consumer is involved only at clearly defined
points of developments e.g. he was interviewed or asked to fill out questionnaires.

Nowadays, however, the advantages to integrate the customer more intensively are
broadly accepted [23]. First concepts such as open innovation [13] recognized the value
provided by inputs of external stakeholders such as the consumer. Co-creation is the
active involvement of the consumer into the design, creation and distribution of
products [14, 24]. Both terms overlap partially. However there is co-creation outside
open innovation if the input of the consumer does not end in a commercialized product
[14]. At the same time open innovation may happen with other stakeholders than the
consumer, thus not being considered a co-creation [14].

3D-printing is an enabler for co-creation by facilitating to capture ideas, sugges-
tions and feedback of the consumer. Through 3D-printing the customer can be better
integrated into the production process. The spectrum ranges from influencing the
design of mass products to the individual design of products [14]. By using a co-
creation approach design processes can be improved in terms of quality, time and costs
[25]. Also the relationship and related business processes with customer can be
strengthened [26].

The integrating of customers into business processes is always a challenge in
research and practice [27–30] for various different reasons. In example, mostly it is
quite difficult for customers to participate in the processes. Besides complicated user
interfaces, there is also a lack of knowledge due to the actual structuration of the
process and the possible opportunities to improve it. Furthermore, finding a place
where customers are able to contribute to a certain process is still quite hard. Customers
normally want a comfortable solution. That means in fact, that they want to contribute
at a time, place and way determined by themselves and not the supplier. Any restriction
like an enhanced booting time of the computer could have a negative impact.
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3 Pre-study Design: Benefits from Using 3D-Printing

Unfortunately, there is a lack of research about the benefits from 3D-printing processes
based on a structured literature review in leading databases like SpringerLink, AISeL,
IEEEXplore recommend by the literature [31]. Nevertheless, production processes are
an important area for BPM projects [16–18]. The integration of 3D-printing can
improve related business processes and integrate the customer into the production
process. Therefore, we designed and implemented an empirical pre-study to discover
the benefits from 3D-printing processes. This step is important to prepare future studies
as well as ensure that it gain relevant and significant results. The study design,
implementation and results are described in the following and is summarized in the
following Fig. 1.

The improvement of processes is a very important factor in BPM research and
practice (e.g., [25, 32, 33]). The improvement of processes is related with a huge effort
and integrates concepts of co-creation as well as is knowledge intensive [32]. To
improve co-creation and integrate the individual preferences of a customer, the use of
3D-printing can be useful [12]. Therefore, we suppose that the improvement of pro-
duction processes via 3D Printing creates benefits by more co-created products and a
more flexible production:

H1: A production process improvement through the use of 3D-printing influences
positively the benefits from using 3D-printing

Cost aspect of process and related information systems as well as production
systems should be not neglected (e.g., [34–36]). For instance, 3D-printing processes
could reduce the costs of the design and production of a product by increasing co-
creation with the customer and to be more flexible in the e.g. selection of the pro-
duction place and related shipping costs. Furthermore, the customer’s preferences can

Fig. 1. Research model
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be captured more easily and correctly by using a co-creation approach. the necessity of
additional queries and adaptions due to wrong interpretations or analysis is reduced.
This leads us to:

H2: Cost aspects of 3D-printing processes are influencing benefits from using 3D-
printing

Environmental aspects are getting more and more important in BPM research and
practice as well [36]. Customers, (governmental) institutions, the organization itself and
many more stakeholders want to optimize their environmental impact and related
business processes [36, 37]. Production processes using 3D-printing and capturing the
customer needs more exactly by co-creation can be more environmental-friendly. In
natural resources can be saved in the production process as well as the waste of e.g.
unused products can be avoided. Therefore, we assume a positive influence of the
environmental aspects of 3D-printing processes to the benefits from using 3D-printing:

H3: Environmental aspects of 3D-printing processes influence positively the benefits
from using 3D-printing

In the following, we describe our research methods and the data collection to
discover our research model.

4 Research Methods and Data Collection

For the investigation of our research model, we used a quantitative research method
conducted via an online-based survey like recommended in the literature [38, 39].

Our study was implemented through the open source survey tool Limesurvey [40]
and pre-tested in the fourth quarter of the year 2017. After improving the questionnaire
based on the pre-test results, we implemented our survey also in the fourth quarter of
the year 2017. At the beginning of our questionnaire, we implemented check questions
to ensure that we only get answers of 3D-printing experts with related process
knowledge. We contacted the experts formally and informally via email, professional
social networks (like XING, LinkedIn), Blogs, telephone etc. According to the research
model, the main questions of the survey were ranked on a five-point Likert scale [41].
The relevant questions can be found in the appendix section of the paper. Other
questions like the years of working experience were collected using an open question
format. After cleaning our data because of e.g. missing values or expert level/correct
check questions, we got a final sample of n = 111 experts. On average, the participants
had 13.3 years of working experience in the relevant field. Most of our experts in the
sample currently using 3D-printing (77.27%). The other experts are planning to use,
consult or have worked with 3D-printing as well as have the related knowledge. The
experts worked for leading enterprises in Germany, Austria and Switzerland. In gen-
eral, our experts assign high benefits to using 3D-printing processes according to our
study.
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For analysing our research model with our collected empirical data, we used a
structural equation modelling approach (SEM) [42, 43]. The approach connects our
causal model (research model) to the empirical data via the use of partial least square
regression [42, 43]. Significances were analysed via the recommended bootstrapping
algorithms [42, 43]. We used Smart PLS version 3.2 [44] to develop the SEM. This
research approach is often used in research (e.g., [44–47]).

The quality metrics of our data are satisfying, therefore we assume that our results
are valid and reliable. According to Chin [48] the coefficient of the determination (R2)
is in a good range (0.475 > 0.19). Furthermore, Cronbach’s Alpha (>0.70), and the
composite reliability (>0.70) are satisfied. All quality metrics of our model are listed in
Table 1.

The results are more precisely described in the next section.

5 Results

Regarding the research model and our collected data, we got the following results of
our SEM analysis (Fig. 2 as well as Table 1):

Hypothesis 1 (A production process improvement through the use of 3D-printing
influences positively the benefits from using 3D-printing.) must be rejected, because of
a missing significance (p = 0.113 > 0.05). This might be explained by deeply divided
opinions of our experts in this issue. Maybe there are some business case specifics (e.g.,
current level of production process automation), we have not covered in our survey.
Future research should there investigate this aspect more detailed.

Regarding our analysis, we can confirm hypothesis 2 (Cost aspects of 3D-printing
processes are influencing benefits from using 3D-printing). We discovered a significant
positive influence (+0.294) cost aspects have on the perceived benefits of using

Fig. 2. Results of the SEM
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3D-printing. Our experts see great potentials in reducing the cost of a business process
with related 3D-printing technology in the production environment. For instance, as
explained before the cost for stocking raw materials sink strongly, because now the
customer himself has to take care for supplying necessary materials. Furthermore, cost
related to the execution of the process (e.g., energy, manpower) were transferred to the
customer as well.

Finally, our data support the supposition given in hypothesis 3 (Environmental
aspects of 3D-printing processes influence positively the benefits from using 3D-
printing). A significant, positive path coefficient (+0.500) indicates, that the improved
environmental aspects of the business process lead to a higher benefit. Our experts see
high potential of 3D-printing processes by improving environmental aspects. Inte-
grating 3D-printing in related business processes can improve environmental aspects
and also the benefits of using 3D-printing. This is in line with current general research
about environmental aspects of BPM (e.g., [37]).

In summary, the important details of the SEM are described below:

In the following section we want to conclude based on our results.

6 Conclusion

The use of 3D-printing generates promising potential both for research and practice.
We addressed some gaps in the existing research about the benefits of 3D-printing
processes. We developed and implemented a first pre-study to get empirical insights.
We found that cost as well as environmental aspects of 3D-printing processes are
positively influencing the perceived benefits from using 3D-printing.

We contribute to the current literature in different ways. We extend previous work
on the use of co-creation in business processes and show the relation to 3D-printing.
Furthermore, we add knowledge on the environmental aspects of manufacturing related
business processes based on 3D-printing processes. Managers can use our knowledge
e.g. for decision support and evaluation of 3D-printing business cases. Regarding their
business model, they can reduce costs and can implement more environmental
processes.

Table 1. Quality metrics of the SEM

Path
coefficient

Significance
(p-values)

Cronbach’s
Alpha

Composite
reliability

Production process
improvement

–0.199 0.113 1 (1 item) 1 (1 item)

Cost aspects +0.294 0.00 0.709 0.811
Environmental aspects +0.500 0.00 0.766 0.894
Benefits from using 3D
printing

– – 0.798 0.845
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Limitations can be found in the research method and asked experts. It was not
possible to address all possible experts. However, regarding the current literature (e.g.,
[34, 50]) we collected a satisfying sample. Capturing the arguments given while dis-
cussion hypothesis’s 1 result, also the composition of the questionnaire might be able to
improve in terms of different business case specifics.

Future research projects should start at this point and extend the sample e.g. to other
countries like US, Australia, BRIC states and compare as well as extend our results.
The use of research methods like Case study research for the evaluation of 3D-printing
processes could be a good starting point for future research. Furthermore, a deeper look
into the factors influencing 3D-printing benefits, new ways of designing the collabo-
ration network of 3D-printing process partners (e.g., through smart contracts [52]) and
a broader case-individual discussion of e.g. environmental aspects should be done.
Also implications on information system design [51], enterprise architecture [49] are
important to discover.

Appendix

The excerpt of the main pre-study items (Table 2):
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Abstract. In recent years, many production case management (PCM)
and adaptive case management (ACM) systems have been introduced
into the daily workflow of knowledge workers. In many research papers
and case studies, the claims about the nature and requirements of knowl-
edge work in general seem to vary. While choosing or creating a case man-
agement (CM) solution, typically one has the target knowledge workers
and their domain-specific requirements in mind. But knowledge work
shows a huge variety of modes of operation, complexity, and collabora-
tion. We want to increase transparency on which features are covered
by well-known and award-winning systems for different types of knowl-
edge workers and different classes of systems. This may not unveil gaps
between requirements and offered solutions, but it can uncover differences
in solutions for varying user bases. We performed a literature review of 48
winners of the WfMC Awards for Excellence in Case Management from
2011 to 2016 and analyzed case studies in regard to targeted knowl-
edge workers, advertised features, and type of system. Different types of
knowledge workers showed a different bias on certain system types and
features in regard to collaboration and variability of processes.

Keywords: Adaptive case management ·
Production case management · Knowledge-intensive business process ·
Knowledge work

1 Introduction

In recent years, many PCM and ACM systems have been introduced with the
goal of improving the efficiency and quality of knowledge work. Typically, one
may find sentences like “Most knowledge workers spend their time in business
applications like Salesforce.” [1], “Due to [...] and the high degree of interactivity
between knowledge workers [...]” [2], “If knowledge workers can rely on [...] they
can provide simplified automated process fragments without worrying about all
possible exceptions” [3]. Each of these articles may be right with their assump-
tions for target users. But is this really true for knowledge work in general?
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According to Davenport [4], knowledge work can be classified into four groups
by complexity and level of interdependence (i.e. required collaboration). He dis-
tinguishes the transaction, integration, expert, and collaboration model [4, p. 27].
The transaction model (↓collaboration, ↓complexity) covers work reliant on for-
mal procedures and training, i.e. routine work. The expert model (↓collab.,
↑compl.) is judgment-oriented and highly reliant on individual expertise and
experience. The integration model (↑collab., ↓compl.) covers repeatable work
reliant on formal processes but also dependent on integration across functional
boundaries. The collaboration model (↑collab., ↑compl.) covers complex impro-
visational work and relies on deep expertise across functions. This already sug-
gests that different types of knowledge workers may have different requirements
in regard to collaboration, variability in processes, and management of case data.

There are many ways to classify CM systems, e.g. by area of operations:
CRM, ERP, ECM, issue tracker. We apply a condensed categorization of [5] that
introduces seven categories ranging from predictable, repeatable to variable and
unique processes. We distinguish BPM, PCM and ACM. BPM systems cover
predictable and repeatable work. PCM systems are more flexible and tailored to
a particular domain. ACM systems support unexpected workflows and unstruc-
tured data, and they are useful not only in one domain. We reviewed winners of
the WfMC Awards for Excellence in Case Management that were published as
case studies in regard to their classes of targeted knowledge workers, advertised
features, and type of system. This analysis is intended to increase transparency
on which features are covered by well-known and award-winning systems. It is
not intended to unveil gaps between requirements and offered solutions.

In the following sections, we briefly introduce related work outlining features
and requirements in CM, and the methods for our analysis. In Sect. 4, we intro-
duce the extracted features, and Sect. 5 presents our findings with a complete
matrix and resulting analyses. Afterwards, we discuss our approach and results,
and in Sect. 7 we conclude the paper.

2 Related Work

Palmer et al. [6] compared characteristics of ACM, ECM, CRM, and BPM based
on typical requirements in ACM and hint which type of system to use based
on business problems addressed and expected workflow. However, they do not
directly address PCM systems and do not cover the interdependence of different
types of knowledge workers. Matthias [7] outlines requirements of ACM, e.g. in
regard to decisions, database organization, variability, and access control. Our
literature review focuses on the features available in award-winning CM systems
to approximate different requirements of different types of knowledge workers.

Motahari-Nezhad and Swenson [8] outline the state of the art in CM with six
groups for systems and examples. We also compare classes of systems, although
on a more granular level, to find similarities and differences of systems tailored to
different types of knowledge workers. Hauder et al. [9] derive ten requirements for
ACM based on a literature review. But in the original sources, these requirements
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were probably formulated with a specific knowledge worker in mind. Hauder et
al. did not find one reference implementation fulfilling all extracted requirements,
which suggests that requirements of knowledge workers also differ within ACM.

3 Methods

We analyzed 48 winners of the WfMC Awards for Excellence in Case Manage-
ment from 2011 to 2016 [10–15]. There were 51 award winners, but the case
studies Kirtland AFB (2014), Remfry and Sagar (2015), and Texas Office of the
Attorney (2015) have not been published and were therefore omitted.

We performed this analysis by evaluating each case study and extracting fea-
tures elaborated in the text and figures. For each case study, we compiled a list of
features with a reference to their source in the text or figure. The case studies did
not always show a consistent vocabulary for the names of features and many were
similar. Hence, we used more general terms for similar features, e.g. “reporting”
and “dashboard” yielded “BI (analytics/reporting)”. The approach was itera-
tive. Obviously, this method yields only features that are elaborated and deemed
important by the authors, and actual systems may have a different focus. They
ranged from support for (semi-)structured processes, (un-)structured artifacts,
and collaboration support to non-functional features like “system of record”.
Due to space constraints, some features that were not characteristic for system
types and type of knowledge work are omitted. For the categorization of a case
study to ACM, PCM, and BPM, we apply a condensed categorization derived
from Swenson [5]. There were no clear differentiators, so many systems fall in
more than one category. This also impacts aggregated statistics: Percentages are
provided for all systems of a group.

The categorization of knowledge work is based on Davenport’s classification
of knowledge-intensive processes [4]. Knowledge work is divided into four groups
by complexity of work and level of interdependence (collaboration). Systems can
target multiple stakeholders with a varying degree of complexity and interdepen-
dence. These dimensions were classified based on available user descriptions and
if necessary on assumptions (e.g. work of lawyers and physicians typically yields
the expert model). For each case study, the extracted knowledge workers, fea-
tures, and type(s) of system were inserted into Table 1. We used RapidMiner1 to
find correlations between types of system and types of knowledge work, between
types of knowledge work and features, between system types and features, and
conditional probabilities between all attributes (knowledge work, systems, fea-
tures). Due to space constraints, some analyses had to be omitted here.

4 Extracted Features

We extracted the following features by evaluating all case studies, i.e. their text
and figures, for descriptions, portrayals, and occurrences of features. Structured

1 https://rapidminer.com.

https://rapidminer.com
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(aspect, complete) and semi-structured (tasks, stages) processes originated from
“(semi-)structured processes” that were detected in nearly every case study.

Ad-hoc Activities. Tasks or goals that were not predefined in a process model
or (task) repository and are nonetheless captured in the system as part of a case.
Ad-hoc activities should cover tasks that were not anticipated at design-time.

Artifact Templates. The system supports templates for artifacts that are not
only generated at case initiation. Tasks and documents are excluded from this
definition. Instead, they are covered in the features document generation and
task templates.

Automatic Notifications. The system provides automated messages, e.g. for
warnings, alerts, or reminders.

BI (Analytics/Reporting). The system provides some dashboard or reporting
for KPIs of the case. Subsumed in one feature due to similarity and intention.

Business Rules. The system enables either predefined business rules, e.g. cre-
ating a case if a specific event is detected, or user-defined rules.

Case Conversations. The system provides threaded or flat discussions for
cases.

Case History. The system provides a visible activity stream of a case.

Case State. Different states of a case are emphasized and more sophisticated
than open and closed. Varying from three predefined states to completely user-
defined states assigned in an ad-hoc fashion.

Case Tags. The system allows to annotate cases with keywords to facilitate
search.

Case Templates. In the system, cases and their contents are initiated with a
template containing predefined artifacts or relations. A template may be initi-
ated using some existing artifact, e.g. an event for a new customer or incident.
Examples for predefined artifacts are a set of related tasks for a certain type of
case, and a copy of an existing case with generated case-specific contents.

Checklists. The system provides a list of tasks that are typically performed
or a list of attributes to typically ensure. The lists may be part of a case tem-
plate/type or specific to a certain state of a case.

Collaboration within a Case. The case study emphasizes case-specific collab-
oration, e.g. collaborative access, collaborative workflow, chat. May differ from
notes on artifacts in emphasizing on the collaboration aspect. A user-to-user
chat that is only visible to the chatting participants can be collaboration within
a case, but does not qualify as case conversations visible to all stakeholders with
access rights (e.g. [16]).

Configurability. The case study emphasizes that the solution is easily config-
urable to end users or domains.



112 J. Tenschert and R. Lenz

Deadlines. The system displays for each case pending calendar entries or dead-
lines for tasks or milestones.

Declarative Process Modeling. The system enables modeling (parts of) pro-
cesses by stating the dependencies between tasks.

Document Generation. The system provides automatic generation of letters
(e.g. MS Word, email) based on templates. This feature covers correspondence
between stakeholders of a case, but not system messages indicating certain events
or reminders.

Documents. The system covers document management, i.e. documents are
stored and related to a case.

Domain-specific Information. The system is tailored to a specific domain,
e.g. by considering certain attributes and providing a domain-specific user
interface.

Guard Rails. The system prevents users from or actively reminds them to
performing certain actions based on regulatory and organizational rules.

Integration with External Services. The system provides integration with
existing systems in order to streamline processes and reduce redundant data
entry.

Interactions of a Case. The system provides an overview of case-specific
correspondence.

Meetings of a Case. The system tracks case-specific meetings and may cover
meeting minutes as well.

Table 2. System type by supported knowledge worker

Given ↓ / Then → ACM PCM BPM Other Σ

Collaboration model 100.0% 25.0% 0.0% 0.0% 4

Expert model 36.8% 84.2% 21.1% 10.5% 19

Integration model 52.9% 70.6% 5.9% 0.0% 17

Transaction model 18.2% 93.9% 27.3% 0.0% 33

Table 3. Supported knowledge workers by type of system

Then →
Given ↓

Collaboration model Expert model Integration model Transaction model Σ

ACM 28.6% 50.0% 64.3% 42.9% 14

PCM 2.5% 40.0% 30.0% 77.5% 40

BPM 0.0% 36.4% 9.1% 81.8% 11

Other 0.0% 100.0% 0.0% 0.0% 2
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Mobile Devices. The system provides a mobile-enabled website or an “App”
for a mobile platform that connects to the system.

Notes on Artifacts. The system enables users to annotate cases or artifacts.

Queries/Buckets of Cases. The system provides predefined queries or views
to display a selection of cases based on status, type, tags, assigned users or teams,
stakeholders, or resource constraints.

Queries/Worklists Across Cases. The system provides predefined queries or
views to display a selection of tasks based on status, assigned users or teams,
priority and deadlines, or skill-based. These views are provided across cases.

Relations Between Cases. The system enables to link related cases either
with or without a parent-child-relationship.

Relations Between Interactions. The system relates interactions of a case
to other interactions, e.g. linking two requests. One occurence in [2].

Resource Allocation. The system provides (automated) resource allocation,
resource planning, or documentation of resource allocation.

Roles. The system allows to assign roles. If roles are case-specific, this feature
overlaps with stakeholders of a case.

Search. The system provides some sort of search to find cases or artifacts.

Semi-structured Process (Predefined Tasks). The system provides a task
repository covering typical process instances. Users may decide in which order
and what tasks of this repository are performed.

Semi-structured Process (Stages). Depending on the case state (stage), the
system suggests potential activities.

Stakeholders of a Case. In the system, stakeholders (e.g. clients, assigned
personnel) are captured for each case. For example, specific stakeholders are
assigned to tasks and artifacts, or cases contain a list of (annotated) stakeholders.

Structured Process (Aspect). The system enables completely structured and
optionally automated subprocesses, e.g. predefined and related forms and tasks
in a BPMN model of one aspect of the case. One aspect does not cover the whole
process, i.e. it is a subgoal of the case.

Structured Process (Complete). In the system, the workflow of the case is
modeled a priori and performed as a standardized process. The system might
allow certain deviations from the expected workflow, but typically cases adhere
to the model.

Suggestions of Activities. There are multiple courses of action to proceed in a
case. The system actively suggests certain activities, interactions, or escalations,
but ultimately the knowledge worker decides whether to apply the suggestion.
The displayed options may be based on prioritized outcomes or restrictions.



114 J. Tenschert and R. Lenz

System of Record. The article emphasizes a system of record, i.e. the system
is used as and users are aware it is the authoritative data source for cases and
information.

Tasks. The systems monitors case-related tasks that are either predefined or
ad hoc.

Task State. The system enables different states of a task that are more sophis-
ticated than open or closed.

Task Templates. The system provides a task library with entries that are either
plain or adaptable to the context, or reuse of previous tasks as a template for
the task at hand. This differs from semi-structured process (predefined tasks) in
not modeling the tasks of the process. Obviously there is some overlap between
these features and many award winners provide both.

Typed Interactions. The system distinguishes different types of requests, clas-
sifies correspondence by intention (e.g. comment, complaint, proposal) or pro-
vides typed response options to correspondence (e.g. agree, decline, counter-
offer).

User Access Control. The system provides access control to cases or certain
artifacts, e.g. role-based or by sharing.

Views for Multiple Stakeholders/Roles. The system offers differing views
to users depending on their role in the system or case.

5 Findings

Table 1 shows for each case study which system types, types of knowledge work,
and features were extracted. We generated Tables 2, 3, 4 and 5 based on this
matrix. First, the evaluation confirms that different types of knowledge workers
use different system classes (Table 2), and that a certain type of system may
indicate the type of knowledge work (Table 3). Since there are overlaps in the user
base and systems often cannot be completely attributed to one category, rows in
all tables do not add to 100%. The most dominant system class is PCM. There
was a high overlap between PCM and BPM systems: Only one system classified
as BPMS was not also classified as PCMS. Seven ACMSs were categorized as
ACMS only, the other seven also overlap with PCMS. Two case studies (Other)
could not be categorized into ACMS, BPMS, or PCMS at all [17,18], but they
overlap with PCMS. Obviously, these overlaps have influence on Table 4.

Knowledge workers of the collaboration model are only covered in four case
studies, so their results should be taken with a grain of salt. Nonetheless, the
low number indicates that they may have been largely ignored, even though they
need exactly what ACM aims to offer: Great flexibility and collaboration in one
system of record. One environment is usually shared by different types of users
with different requirements, but 25 of 48 of the case studies seem to be tailored to
only one type of knowledge worker. The transaction model alone is represented
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by 16 case studies, and 10 systems are classified for users of both the transaction
and the integration model. Due to these overlaps, Table 5 cannot completely
discern the features different types of knowledge workers seem to require.

The analyzed case studies in the collaboration model all provided document
management (documents), case conversations, a case state, an activity stream of
a case (case history), and three out of four provided support for mobile devices.
However, due to the low number of case studies categorized in the collaboration
model, those could be outliers. Documents seem to be important in every type
of knowledge work. Unsurprisingly, case conversations are rare in the expert and
transaction model. Both case history and case state appear in half of the case
studies classified as expert or integration model. Unlike the feature case state,
no case study allowed user-defined task states. In the integration model, there is
a high emphasis on case templates and collaboration within a case. The expert
model shows the highest share of systems that integrate with external services.

Most case studies provide some support for predefined structured or semi-
structured processes with a complete process model, a process model of aspects of
a process, predefined tasks, or task support based on the current stage of a case.
All systems classified as BPMS either model the complete process or aspects of
it. Obviously, ACMSs focus less on structure. Of those systems, 35.7% provide
predefined tasks, and 28.6% model aspects of a process. PCMSs also model
aspects of a process (47.5%) and offer predefined tasks (32.5%). For case studies
classified as ACMS only, no instance had support for structured aspects.

In ACMSs, the most prevalent features seem to be documents, tasks, collab-
oration within a case, and surprisingly roles. Table 4 suggests that BI (analyt-
ics/reporting), would be important for ACMSs as well. However, for the seven
case studies classified as ACM-only, only two seem to provide this feature. The
high share of ACMSs with reporting capabilities stems from ACM/PCM hybrids.
Moreover, providing a case history, case state, case templates, notes on cer-
tain artifacts, access control, and ad-hoc activities seems to be characteristic for
ACMSs. All system types have a high emphasis on being a system of record.

Ad-hoc activities are available both in ACMS (50%) and PCMS (31%).
Unsurprisingly, support for document and task management seems to be impor-
tant across all types of system and knowledge work. Many systems offer different
views for different stakeholders (around 30% per type), but usually every stake-
holder has the same view. Support for mobile devices is aligned with the type
of the system: 36% of ACMSs, 18% of PCMSs and 9% of BPMSs have some
support for mobile devices. Moreover, the support is highest in the collabora-
tion model (75%) and integration model (35%), i.e. the types of knowledge work
emphasizing on collaboration. For the collaboration features case conversations,
stakeholders of a case, notes on artifacts, and collaboration within a case, 71% of
all ACMSs had support for at least two of these features. For PCMSs, only 33%
had at least two of these features. All collaboration features have the highest
probability of being present in an ACMS rather than in other system types, but
due to the distribution of system types, they usually imply PCMS. Unsurpris-
ingly, they are usually present in the integration and collaboration model.
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Table 4. System types and features

Finally, a large share (65%) of the analyzed case studies describes some sort of
templating: case templates, document generation, task templates, and artifact tem-
plates. The feature artifact templates appears only once [19] as a generic way for
content templates in a wiki. All systems providing document generation are clas-
sified as PCMS. For document generation, the case studies show a clear emphasis
on the transaction and expert model. Except for the systems in [16,20], all doc-
ument templates seem to be predefined. In the future, this could be improved by
introducing it for user-specific correspondence as well. Case templates are charac-
teristic for ACMSs (57%), but they are provided in PCMSs as well.
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Table 5. Knowledge workers and features

6 Discussion

Since the classifications we applied for knowledge work and system types lack
clear differentiators, they obviously are subjective to a certain degree. Moreover,
the features extracted depend on the authors of that text to actually write
about a particular feature or to provide a comprehensive screenshot. Hence,
some features of systems that are not described or displayed will be missing.
Nonetheless, our analysis shows significant differences between features present
in types of knowledge work and types of system. Moreover, knowledge workers of
different type focus on different types of systems, i.e. ACMSs seem to be tailored
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to or required by the collaboration model. These differences are sufficiently clear
to not just stem from erroneous or subjective detection.

The features detected in our analysis can stem from users asking for certain
features and the provider assuming requirements as well. Hence, they can only
pose as an approximation to the requirements of certain types of knowledge
worker. However, the results at least suggest, that a requirements analysis for
new or existing ACMS and PCMS cannot be limited to a literature review on
typical requirements of knowledge workers, but has to consider peculiarities of
the target users at least on the granularity of Davenport’s classification.

The feature typed interactions covers suggested responses like agree, decline,
counter-offer or comment in negotiations [2], as well as approve and deny of doc-
ument templates for change management [21]. Even though the authors did not
comment on speech act theory [22,23] and probably are not aware of supporting
their processes by emphasizing on the pragmatic intention of the user’s interac-
tions, they are providing such a support. Finally, the feature system of record
was not extracted from all case studies. Nonetheless, if the investments are made
to support knowledge workers with a CM system, one main motivation might
have been to provide such a system. Hence, providers of these systems could put
more emphasis on creating a system of record in order to make this goal visible.

7 Conclusion

In this analysis, we evaluated 48 winners of the WfMC Awards for Excellence
in Case Management in regard to their classes of targeted knowledge workers,
features, and type of system. We confirmed that different types of knowledge
workers use different system classes and that the type of system also indicates
the type of knowledge work supported. Different types of knowledge work showed
a different emphasis in the provided features. Knowledge workers in the col-
laboration model seem to be underrepresented, i.e. either in the awards or in
the target users of CM systems. A large share of award-winning case studies
was classified as PCMS. ACMSs focus on semi-structured processes and ad-hoc
activities. Unsurprisingly, ACM systems have a higher emphasis on collabora-
tion than PCMSs and BPMSs. Support for document management seems to be
important for CM regardless of system type or type of knowledge work.

Of course, this analysis only covers features of award-winning case studies,
not requirements of the systems and knowledge workers. Nonetheless, these fea-
tures were elaborated by the authors of the case studies and most likely deemed
important by them. They can hint at what sort of features is most likely asked
for by certain users. In order to gain the actual requirements of different types
of knowledge workers, interviews and further analyses are still necessary.
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Abstract. Despite recent efforts to improve the quality of process models, we
still observe a significant dissimilarity in quality between models. This paper
focuses on the syntactic condition of process models, and how it is achieved. To
this end, a dataset of 121 modeling sessions was investigated. By going through
each of these sessions step by step, a separate ‘revision’ phase was identified for
81 of them. Next, by cutting the modeling process off at the start of the revision
phase, a partial process model was exported for these modeling sessions.
Finally, each partial model was compared with its corresponding final model, in
terms of time, effort, and the number of syntactic errors made or solved, in
search for a possible trade-off between the effectiveness and efficiency of pro-
cess modeling. Based on the findings, we give a provisional explanation for the
difference in syntactic quality of process models.

Keywords: Conceptual modeling � Process modeling � Syntactic quality �
Revision phase � Business process management

1 Introduction

Because of the ever-increasing complexity of business processes, the demand for
process models of high quality is rising. In order to be competitive, businesses need to
be as productive as possible, while using their resources economically. When processes
are designed, this implies that the supporting process models should be constructed in
an efficient way, without wasting unnecessary time or effort. Unfortunately, the process
of creating process models is often not effective and/or not efficient. Therefore, this
paper investigates whether the time and effort used for constructing a process model
influence the quality of the resulting model.

This research goal was triggered by two observations. First, previous research
concluded that different process modeling strategies exist, and that the efficiency of
modeling can be influenced by applying a strategy that optimally aligns with the cog-
nitive properties of the modeler. The effectiveness of process modeling, on the other
hand, appeared to be harder to influence [1]. Second, by comparing several process
models that represent the same process, but that were made by different modelers, a high
dissimilarity in the pragmatic, semantic and syntactic quality was noticed. To explain
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this difference, the construction processes of these models were investigated with
PPMCharts. A PPMChart is a convenient visualization tool that represents the various
steps used to create a process model as dots on a grid, using different colors for each type
of operation and different shapes for each type of element on which the operation is
performed [2]. During the inspection of these charts, it was noticed that near the end of
the modeling session two things happened fairly often: the modeler executed ‘create’
operations in a much slower fashion than at the start, and the modeler looped back
through the model and made changes to parts created earlier. This raised our suspicion
that some people revised their process model before handing in the result, most likely in
search for mistakes.

In this light, the question can be asked whether the conceived process model
benefits from such a revision phase. In other words, do these people use the changes of
the revision phase to actually improve the model, or do they waste time and effort? Do
they mainly correct errors or are they working on improving secondary aspects of the
model? Is it possible that they introduce more errors than they solve?

In this exploratory paper, we formulate a provisional answer to the questions
mentioned above. An existing dataset was used, containing the operational details of
121 modeling sessions. For each session we tried to determine whether there was a
revision phase and if so, the process of process modeling was cut into two separate
phases: a first phase that was mostly used for building the model, and a second phase
during which the modeler predominantly revised the model created throughout the first
part. For each of the 81 instances for which two phases could be distinguished, a
process model was exported at two points in time: the model created during the first
phase only, called the partial model, as opposed to the final model, which is the result
of the modeling session as a whole, including the second phase. The properties of both
phases and both models were then compared in order to collect insights related to the
above questions.

The research is limited in scope in two ways. First, it focuses on one specific type of
conceptual models: sequence flow process models. Moreover, the models in the dataset
were restricted to use only 6 constructs. Second, because we prioritized depth of the
research over breadth, this study was narrowed to only one quality level, i.e. syntactic
quality. Methodologically, it makes sense to first investigate syntactic quality, because
in comparison to semantic and pragmatic quality, it can be measured more accurately.
On the other hand, syntactic quality may be the least relevant of the three because many
tools help to avoid syntactic mistakes completely. Nevertheless, we believe that the
insights from the syntax dimension may also shed light on the other two quality
dimensions, because the source of cognitive mistakes is probably the same (i.e., cog-
nitive overload due to the complexity of modeling).

This paper is structured as follows. Section 2 presents related research. In Sect. 3,
the variables that were selected are presented and discussed. Section 4 explains the
applied method to determine the partial models. Section 5 provides the results. Sec-
tion 6 concludes the paper with a summary of the findings and a brief discussion.
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2 Related Work

For the past three decades, business process modeling has been one of the important
domains within the information systems research field [3]. The recent developments in
research about process models can be classified into three distinct research streams. The
first stream focuses on the application of process models (i.e., why are process models
created). Davies et al. [4] performed this type of study in the broader research domain
of conceptual modeling. The second category studies the quality of process models
(i.e., what makes a process model of a high standard). In the absence of a unanimously
agreed quality framework for process models [3, 5, 6], multiple publications have
proposed their own version [7, 8].

Recently, a third stream originated within the process modeling research field. This
sub-branch investigates the process of process modeling instead of the result of this
process, the final model (i.e., how is a qualitative process model constructed). The
underlying idea is that the quality of the final model is largely based on the quality of
the preceding modeling process. This paper is associated with the last stream.

During the last decades, a lot of interesting publications that studied the process of
process modeling have been introduced. Hoppenbrouwers et al. [9] laid an important
groundwork for future research by presenting fundamental insights into the process of
creating conceptual models. Mendling [10] studied the effects of process model
complexity on the probability of making errors during the process of process modeling.
Pinggera et al. [11] investigated if the structuring of domain knowledge could improve
the modeling process of casual modelers. Haisjackl et al. [12] provide valuable insights
into the modeler’s behavior towards model lay-out and its implications on pragmatic
quality of process models.

While some publications propose modeling techniques and tips to boost the effec-
tiveness of process modeling [13], others suggest an approach that would improve the
efficiency of the modeling process [14]. Yet other publications present modeling
methods that enhance both the effectiveness and efficiency of process modeling [15, 16].
The aforementioned publications resulted in general guidelines and techniques for
process modeling, intended for all conceptual/process modelers. As opposed to these
works, recent studies began acknowledging the existence of different modeling styles
for creating business process models [17]. Finally, Claes et al. [1] developed a differ-
entiating modeling technique that matches the modeling strategy to the modeler’s
cognitive profile, in order to enhance the modeler’s ability to create process models in an
efficient way. Furthermore, a series of different tools for visualizing modeling processes
were created, which have contributed significantly to the investigation of the process of
process modeling [2, 18]. One of these tools – the PPMChart – was used extensively
during our research, for the purpose of identifying the two modeling phases (cf. supra).

3 Measurements

In 2015, 146 students of the Business Engineering master program at Ghent University
took part in an experiment, in the context of a Business Process Management course.
The experiment consisted of three consecutive tasks: a series of cognitive tests,
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a benchmarking modeling task and an experimental modeling task. In between the
second and third task, a subset of the participants received a treatment, with the
intention of giving them an advantage over the other students when performing the
third task. In this last task, all students were asked to create a process model about a
mortgage request case, based on a written description of the process. A more detailed
discussion of the experiment is provided by Claes et al. [1].

This experiment generated a dataset [19], containing the operational details of the
146 modeling sessions for the experimental modeling task. For 25 of these sessions, not
all variables of interest could be measured adequately, rendering them useless for the
research. Hence, 121 modeling sessions were left to analyze.

Due to the lack of a consensus on the definition of high-quality process modeling
[3, 5, 6], it was first decided which elements to consider for characterizing a modeling
process of high quality. Because of the ever-increasing need for productivity that exists
today, we believe that evaluating the modeling session solely by the quality of the
result does not suffice, which is why the whole process of process modeling (PPM) was
studied for this paper. In order to assess the PPM quality, three quality indicators are
proposed, based on the Devil’s Triangle of Project Management [20]:

• First, time is defined as the number of seconds it takes to reach a certain point of the
modeling process.

• Second, the effort is determined by the number of operations on elements (create,
delete, move, …) that are performed in the modeling tool during the process. These
actions are divided into mutually exclusive subgroups, as shown in Table 1.

• Third, the syntactic quality of the resulting model consists of two measures: the
number of errors made, and the number of errors solved by the modeler. The
construction of a list of potential syntax errors and the subsequent detection of these
violations was performed by De Bock and Claes [21], who delivered an overview of
when errors are made and corrected throughout the modeling process.

Table 1. Classification of modeling actions

Subtype Definition Operations

Create All operations that add new
elements to the model

Create Activity, Create AND Gate, Create
Edge, Create End Event, Create Start
Event, Create XOR Gate

Fix All (non-create) operations that
can correct mistakes

Delete Activity, Delete AND Gate, Delete
Edge, Delete End Event, Delete Start
Event, Delete XOR Gate, Reconnect Edge,
Name Activity, Name Edge, Rename
Activity, Rename Edge

Adjust All operations that alter the model
without changing the syntactic
quality

Create Edge Bend Point, Delete Edge Bend
Point, Move Activity, Move AND Gate,
Move Edge, Move Edge Bend Point, Move
End Event, Move Start Event, Move XOR
Gate
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All three quality indicators are of continuous nature, meaning they can be deter-
mined for every moment in the modeling process. Time and effort combined express
the efficiency of the process, while the correctness is an indicator of the effectiveness of
process modeling.

4 The Partial Model

During an initial scan of the dataset, it was noticed that near the end of a modeling
process, some subjects exhibited behavior that suggested they were inspecting the
model they created thus far, potentially in search for mistakes. It was theorized that, in
some cases, a modeling session could be split into two distinct phases: a model
building phase, during which the biggest part of the model was created (i.e., the
“partial model”), and a revision phase, mainly used for tracking down errors and
trying to correct them (i.e., resulting in the “final model”). From here on out, we will
refer to the moment that separates the two phases as PT or Partial Time, a name
derived from the partial model that is exported at that instant. As a result of this
definition of the modeling phases, we used the following guidelines to determine PT in
all modeling sessions in a consistent way:

• The biggest part of the model should be produced before PT. Additional ‘create’
operations past this moment are allowed but should mainly be used to replace
deleted chunks of elements or add a finishing touch to the model (e.g., to close gaps
between activities or to create an end event).

• The revision phase should be primarily composed of operations that imply that the
subject is inspecting the process model: moving elements around, deleting or
renaming elements, extensive scrolling, etc.

The identification of PT was performed by the first author, who was inexperienced
in this stream of process modeling research at the time of the identification. This was a
deliberate choice, with the intention of avoiding that the decision-making process
would be biased in favor of the expected results. In order to determine PT as objec-
tively and as consistently as possible, 5 types were identified:

• Type A: Near the end of the modeling process, the subject clearly tries to correct
mistakes using operations from the ‘fix’ category (cf. Table 1). PT is fixed at the last
‘create’ operation before these correction attempts take place.

• Type B: This type is similar to type A, but the second modeling phase is now
identified by a notable time span between the last ‘create’ operation and the end of
the modeling process. The biggest part of this time span is used to perform ‘adjust’
actions and scrolls, operations that suggest the subject is reviewing his model in
search for errors. PT is fixed at the last ‘create’ operation before this time gap.

• Type C: The subject deletes unused elements from the model. These are elements
that were created somewhere during the modeling process but that were never
connected to the rest of the model. PT is fixed at the last ‘create’ operation before
these loose elements are erased.

Investigating the Trade-off Between the Effectiveness and Efficiency 125



• Type D: A specific type for subjects who use an aspect-oriented approach. This
means that the subject postpones the creation of edges until the (majority of) the
nodes of the model are created. Often, the subject first creates all nodes, then
connects them with arrows, and typically proceeds with moving elements around to
improve the readability of the model, after which they try to identify and solve
errors. PT is fixed at the first of this series of ‘adjust’ actions.

• Type E: Type E includes all models that don’t fit one of the previous descriptions.
Typically, these subjects don’t seem to have a separate revision phase. Instead, they
either make corrections throughout the whole process of modeling, or they don’t
adjust the model at all. As a result, no partial model was exported for these
observations. They were left out for part of the analysis (cf. infra).

Two tools were used for the identification of PT. First, we created two PPMCharts
for every observation in the dataset: one version including the ‘move’ actions, the other
excluding them. Per model, we jointly analyzed its two charts and visually identified
provisional time points to be considered for the choice of PT. Next, the Cheetah
Experimental Platform [22] was used to inspect the modeling processes, by reviewing a
step-by-step replay of each session. Combining insights offered by both tools, we were
able to determine a partial model for 81 of the 121 models originally considered. The
other 40 were assumed to lack a separate revision phase (i.e., type E).

Figure 1 depicts two examples of PPMCharts [2]. On the left is a clear example of a
type A model, where the arrow indicates the first ‘delete’ action (red) of a sequence,
with only a few ‘create’ actions (green) in between. The chart on the right is an
example of a type D model, where the subject first created the nodes (squares) and then
the edges (triangles). The arrow indicates the first (very light) blue ‘move’ action of a
series.

Fig. 1. Example of a type A model (left) and a type D model (right) (Color figure online)
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5 Investigation of the Theorized Trade-off

5.1 Analysis of the Total Modeling Process

For this part of the analysis, all 121 models from the dataset are considered. During an
initial data inspection, a disparity in the size of the models that were created was
noticed: the number of elements varied between 61 and 120. In order to avoid biased
results - the bigger a process model, the more opportunities for the subject to make
mistakes - the data were normalized by expressing the number of errors as a percentage
of the number of elements in the final model.

Figure 2 shows the relationship between the total time it took a subject to create the
process model, and the relative number of errors (s)he made/solved during that time. It
also displays the relative number of errors remaining at the end of the process, simply
defined as ‘errors made’ minus ‘errors solved’. The following correlation coefficients
confirm relations that can also be inferred from Fig. 2:

• ‘Total time’ and ‘errors solved’: 0,253* (p = 0,050)
• ‘Total time’ and ‘errors made’: −0,200 (p = 0,820)
• ‘Total time’ and ‘errors remaining’: −0,183* (p = 0,044)

Very similar results are obtained when time is replaced with effort, the number of
operations performed by the subject during the process. The coefficients are:

• ‘Total effort’ and ‘errors solved’: 0,349** (p = 0,000)
• ‘Total effort’ and ‘errors made’: −0,003 (p = 0,970)
• ‘Total effort’ and ‘errors remaining’ −0,229* (p = 0,012)

Fig. 2. Total modeling time and the relative number of syntactic errors solved, made and
remaining: plots and linear trend lines
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This similarity is not really surprising, since time and effort are positively correlated
with a coefficient of 0,457** (p = 0,000). Subjects that perform more actions, generally
take more time.

Our interpretation of these results is as follows. Making mistakes does not per se
take a lot of time, hence the absence of a significant relationship between ‘total time’
and ‘errors made’. Solving errors on the other hand is more time consuming and
requires extra effort. Therefore, people who use more time and operations to finish a
model typically solve more problems, which is why their final model generally contains
less syntactic errors. These observations suggest a certain trade-off between efficiency
and effectiveness of process modeling.

5.2 Comparison Between the Model Building and the Revision Phase

From this point on, we look at the modeling process as the combination of two phases:
a model building phase, during which the subject creates most of the model, followed
by a revision phase, where the subject takes time to go over the model in search for
mistakes. Dropping the 40 cases for which we weren’t able to identify two separate
phases (i.e., type E), leaves us with 81 models for this part of the analysis.

Figure 3 contains boxplots that compare the distribution of the total modeling time
of people for which a revision phase was identified with the total modeling time of the
remaining subjects. Notwithstanding some outliers, people with a separate revision
phase generally exhibit a longer total modeling time. This accentuates once more that
detecting and trying to correct errors requires additional time (and effort).

As a result of our definition of both phases, the first phase is characterized by a
prevalence of ‘create’ actions, while the second phase mostly contains ‘adjust’ and ‘fix’
operations. In the next part of the analysis, it is investigated if most errors are in fact
made in phase 1 and corrected in phase 2. After all, creating elements in the model
building phase does not necessarily introduce mistakes, and deleting elements in the
revision phase does not necessarily solve mistakes. Moreover, most people also made
adjustments during the model building phase.

Fig. 3. Total modeling time for modeling sessions with and without revision phase
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This time, the number of errors is normalized according to the size of the model at
the end of the corresponding phase, as well as to the duration of that phase, since the
revision phase is significantly shorter than the model building phase in most cases. The
result is a variable representing the number of errors made/solved per hour, divided by
the number of elements the model contains (i.e., ‘errors made’ and ‘errors solved’).
The graphs in Fig. 4 depict the difference in relative number of errors made/solved
between both phases (i.e., ‘errors made/solvedphase2’ - ‘errors made/solvedphase1’).
A positive value reflects a higher proportion in the revision phase than in the model
building phase, a negative value indicates the opposite.

The graph shows that people have a tendency to make more mistakes in the first
phase – this is the case for 67 of the 81 subjects in this study. The resolution of errors,
on the other hand, is spread more evenly across both phases: 40 subjects solved
relatively more in the second phase and 38 in the first phase (the remaining 3 didn’t fix
any issues at all). Errors seem to be resolved in a more efficient way in the second
phase, however, since the positive values generally diverge further from zero.

Two considerations are in order here:

• To be able to solve errors, they obviously have to exist in the first place. As a result,
the proportion of errors solved will by default be situated more towards the ending
of the modeling process than the proportion of errors made.

• Because of the way the emergence of syntactic errors was determined, a counter-
acting effect could also take place for the ‘errors made’. Since it is sometimes
unclear in a partial model whether or not a certain syntactic violation is deliberate,
or a consequence of the model not being finished yet, syntactic errors were
sometimes detected (too) late in the modeling process. As a result, the proportion of
‘errors made’ may have shifted towards the end of the process.

The question can also be asked what would happen with the process models in
terms of syntactic quality if the revision phase was to be ignored. In other words: which
models generally contain less syntactic errors, the partial or the final models? For this
purpose, it was examined how the number of errors evolved during the revision phase
of each model. The result is shown below in Fig. 5.

Fig. 4. Difference between the revision phase and the model building phase in terms of relative
number of errors made (left) and errors solved (right), arranged in increasing order

Investigating the Trade-off Between the Effectiveness and Efficiency 129



For 33 subjects, the revision phase did not change the number of errors included in
the model, often because they neither made nor solved errors at all. In 31 cases,
syntactic quality was improved during the second phase. In more than half of these
cases three or more errors were solved. The remaining 17 subjects – a noteworthy 20%
of the data - created additional errors during this phase.

Unfortunately, inspecting PPMCharts and analyzing replays of modeling sessions
with a disadvantageous revision phase did not reveal any significant causes for this
deterioration of syntactic quality. Therefore, the 31 subjects with a beneficial revision
phase were compared with the 17 subjects who made additional errors. For most
variables, no substantial contrast between both groups was found. However, the
number of ‘create’ operations reflected the most notable difference between the groups,
as shown in Fig. 6.

People who created additional errors during the revision phase generally performed
significantly more ‘create’ operations throughout the total modeling process. As a
result, they typically also used more effort in general and created a larger process
model. A possible explanation is that these subjects created unnecessary elements and
thus more complex process models, which caused them to make more errors. More
extensive research is required to formulate a substantiated explanation.

Fig. 5. Net result of the revision phase on the number of errors (left) and the number of errors
made/solved during this phase (right), arranged by increasing net result

Fig. 6. Number of create operations during the total modeling process in case of a beneficial
and a deteriorating revision phase
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6 Conclusion

Using an existing dataset containing data about modeling sessions performed by stu-
dents, a distinction was made between people who end their modeling process with a
separate revision phase and people who don’t. Investigating these sessions resulted in
findings that – although they are provisional – we believe lay the foundation for
interesting future research. First, it was demonstrated that subjects who take more time
to create a process model generally produce a model of higher syntactic quality, mostly
because extra time was used to detect and correct mistakes. Second, it was shown that
subjects tend to make more errors in the first part of the modeling process than near the
end, while the opposite is true for the correction of mistakes. For this dataset, 38% of the
subjects made good use of their revision phase, 41% had an unimpactful revision phase
and 21% created additional errors. No particular general reason was found as to why the
last group made the syntactic quality deteriorate at the end of the modeling process.

Being an exploratory study, one should be careful to generalize these findings and
take the next three limitations into consideration. First, the use of an arbitrary dataset
containing data generated by students may not be representative for all conceptual
modelers. Second, the research is limited by the specific choice of process model
quality indicators, thus ignoring the semantic and pragmatic aspect of model correct-
ness. Finally, although considerable effort was spent to avoid biases, the subjective
nature of the identification of the revision phases may have had an influence on the
results. This research can be extended in multiple ways. Alternative ways to identify a
revision phase could be used to verify the results. The definition of model quality can
be widened to include semantic and pragmatic quality. Finally, future work should
include an extension towards a more complete specification of the BPMN language or
towards other conceptual modeling languages.
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Abstract. Over the last decade, plenty business process modeling nota-
tions emerged for the documentation of business processes in enterprises.
During the learning of a modeling notation, an individual is confronted
with a cognitive load that has an impact on the comprehension of a nota-
tion with its underlying formalisms and concepts. To address the cognitive
load, this paper presents the results from an exploratory study, in which a
sample of 94 participants, divided into novices, intermediates, and experts,
needed to assess process models expressed in terms of eight different pro-
cess modeling notations, i.e., BPMN 2.0, Declarative Process Modeling,
eGantt Charts, EPCs, Flow Charts, IDEF3, Petri Nets, and UML Activ-
ity Diagrams. The study focus was set on the subjective comprehensibility
and accessibility of process models reflecting participant’s cognitive load
(i.e., mental load and mental effort). Based on the cognitive load, a fac-
tor reflecting the mental difficulty for comprehending process models in
different modeling notations was derived. The results indicate that estab-
lished modeling notations from industry (e.g., BPMN) should be the first
choice for enterprises when striving for process management. Moreover,
study insights may be used to determine which modeling notations should
be taught for an introduction in process modeling or which notation is use-
ful to teach and train process modelers or analysts.

Keywords: Business process modeling notations · Cognitive load ·
Mental load · Mental effort · Human-centered design

1 Introduction

Business process models specify in terms of textual or graphical artifacts the
business processes in an enterprise [1]. In this context, insights on the compre-
hension of process models demonstrate that process model comprehension plays
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an important role when analyzing and optimizing processes [2,3]. As a result,
enterprises are confronted with an influx of process modeling notations (e.g.,
Business Process Model and Notation (BPMN) 2.0 [4], Event-driven Process
Chains (EPCs) [5], or Flow Charts [6]) for the documentation of their business
processes within process models. However, for an effective use of process mod-
els, the latter must ensure that the processes of an enterprise are comprehended
correctly by all involved stakeholders.

In prior research, we investigated process model comprehension in order to
reveal factors fostering or thwarting respective comprehension [7,8]. Further-
more, focusing on cognitive neuroscience and psychology, we proposed valuable
lessons learned on how to optimize empirical studies for a deeper investigation
on process model comprehension [9].

To enhance our previous work on process model comprehension, this work
presents the results obtained from an exploratory process model comprehension
study. In detail, a sample consisting of n = 38 novices, n = 21 intermediates, and
n = 35 experts in the domain of process modeling are confronted with process
models expressed in terms of eight different process modeling notations. The
objective of the study was to evaluate the perceived cognitive load (i.e., effort
being used in the working memory) of participants caused when comprehending
respective modeling notations. Based on the results we obtained, we derived for
each process modeling notation a mental difficulty level.

This work contributes to the field of process model comprehension in two
ways. First, in research, we want to learn more about the cognitive load and
adverse effects when comprehending process models in terms of different model-
ing notations [10]. The obtained insights can foster related empirical investiga-
tions in this context. Second, in practice, enterprises can be supported in making
decision about the adoption of a particular process modeling notation or which
modeling tool should be used when adopting process-oriented thinking.

The remainder of the paper is structured as follows: Sect. 2 introduces the-
oretical backgrounds. Study setting and operation are explained in Sect. 3. In
Sect. 4, the obtained results are described empirically and discussed. Finally,
Sect. 5 discusses related work, while Sect. 6 summarizes the paper and gives an
outlook on future work.

2 Theoretical Background

The cognitive load can be defined as a multidimensional construct representing
an individuals cognitive capacity used to work on or to solve a task as well as to
address a problem [11]. Thereby, cognitive load has a causal dimension reflecting
the interaction between task- (e.g., inherent difficulty of the task) and subject-
specific characteristics (e.g., knowledge about a topic). Particularly, cognitive
load is comprised of the assessment dimensions describing the measurable aspects
mental load and mental effort [12,13]. The mental load relates to a task, which
indicates the cognitive capacity needed to cope with the complexity of a task.
Juxtaposing mental load, the mental effort is subject-specific and refers to the
invested cognitive capacity of an individual while working on a task [14].
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In many fields (e.g., psychology, education), the observation as well as mea-
surement of the cognitive load has become crucial. Reasons for this are that a
reduced cognitive load has a positive impact on the working memory, thus pro-
moting information processing and assuring a greater success in learning pro-
cesses [15]. In turn, a high cognitive load (i.e., overloading the working memory)
inhibits information processing leading to confusion and a higher risk of making
mistakes. As a consequence, cognitive load should be kept at an appropriate level
[16]. Therefore, an appropriate level of cognitive load can be ensured from the
ideal interplay of mental load and mental effort. Particularly, by designing tasks
and presenting information in such way that an individual is not confronted with
challenges, demanding more capacity in the working memory [17].

3 Study Setting

Any process modeling notation has its own strengths and weaknesses regarding,
for example, model conformance checking or expressibility [23]. Considering this
fact, enterprises are confronted with the important decision about which process
modeling notation fulfills their requirements and covers all their needs. Some
of the process modeling notations are offering an extensive syntax to express
business processes in a fine-grained level. On the other, some notations provide
only a limited set, which is, however, sufficient for correctness verification of
process models [24]. For an effective use of process modeling notations, their
formalisms and methodologies must be comprehended correctly. Thereby, the
acquisition of knowledge about a process modeling notation represents a cognitive
task. In this context, several aspects of a modeling notation are learned more
easily and quickly, while, on the other, some aspects are difficult to learn, having
different impact on the cognitive load of an individual. However, this effect cannot
be generalized and, hence, is completely different between individuals. Especially
novices without any knowledge in process modeling are often confronted with
difficulties how to properly comprehend process modeling notations. To address
this issue, we conduct an exploratory comprehension study in which novices,
intermediates, and experts from the domain Thereby, we want to investigate
the impact of modeling notations on the cognitive load (i.e., mental load and
mental effort) of individuals. In detail, we agree on using the following notations
as described in Table 1. Aside well-known modeling notations (e.g., BPMN ),
we chose notations that are rarely seen in the process repositories of enterprises
(e.g., IDEF3 ). Table 1 contains an additional column specific (i.e., Spec.), stating
whether the use of a modeling notation is more focused on particular aspects.

3.1 Study Planning

Participants. All participants have an academic background. In detail, students
and research associates as well as professionals, who take a distance e-learning
course, are invited for the study at Ulm University. There are no prerequisites
for participating in the study and all participants are recruited on a voluntary
basis. Further, all participants have given their consent.
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Table 1. Process modeling notations used in the study

Notation Brief Description Spec.

BPMN 2.0 [4] BPMN is a graphical notation for documenting business

processes based on flowcharting techniques. Nowadays, BPMN is

an established standard for process modeling

Declarative [18] Declarative Process Modeling is an approach specifying in an

implicit manner through the use of constrains the order of

execution for a process model

eGantt [19] eGantt Chart is an extension of the Gantt Chart with an

emphasis to capture time characteristics of a process in a

process model

EPC [5] EPC is a flow chart type mainly used for the implementation

and configuration of enterprise resource planning

Flow [6] Flow Chart is a diagram for the graphical modeling of

processes. Flow Charts are widely used and enable the creation

of easy-to-understand process models

IDEF3 [20] IDEF3 is a method used for modeling of processes with a focus

on the process flow as well as the state of objects and respective

conditions

Petri Net [21] Petri Net is a notation mainly used for the description of

distributed systems and the only notation with an exact

mathematical theory

UML Act. [22] UML Activity Diagram documents activities as well as the

control flow in a flowchart manner and are often used for

process modeling

Object. Participants need to assess eight different process models (cf. Table 1)
regarding their subjective comprehensibility and accessibility. With this assess-
ment, we want to draw conclusions about the perceived mental load and mental
effort of the participants. Thereby, the process models reflect three different lev-
els of complexity (i.e., easy, medium, and hard). To be more precise, the easy
process model contains only basic modeling elements. With rising level of com-
plexity, the total number of elements is increased and new elements, previously
not contained in the process model, are added. For each level of complexity, pro-
cess models are created using the mentioned eight process modeling notations
respectively (cf. Table 1). As the semantic description of the process models is
not relevant in this context, we use abstract labels (i.e., alphabetic letters) for
the single modeling elements.1 Furthermore, it is ensured that all process mod-
els are comparable within a specific level of complexity. Therefore, experts and
novices in the domain of process modeling, who were not participating in the
study, ranked and compared the used process models.

1 Material: https://www.dropbox.com/sh/4shyxdy2p4xsf71/AAAfY1EMfwrluYA2B
Q-g4z18a?dl=0.

https://www.dropbox.com/sh/4shyxdy2p4xsf71/AAAfY1EMfwrluYA2BQ-g4z18a?dl=0
https://www.dropbox.com/sh/4shyxdy2p4xsf71/AAAfY1EMfwrluYA2BQ-g4z18a?dl=0
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Instrumentation. There are three different questionnaires in the study. First,
a pre-study questionnaire is used gathering demographic data (e.g., age, gender)
and asking about prior knowledge on process modeling notations. In addition,
participants were asked about their familiarity with specific modeling notations.

Second, a mid-study questionnaire is used providing four items regarding the
mental load (i.e., comprehensibility and accessibility of the process models): the
1© process model is comprehensible, the 2© process model is accessible, the 3©
used modeling constructs (e.g., split and join) are comprehensible, and the 4©
the process flow is understood properly. All items are rated on a 7-point Likert
scale, ranging from 0 (i.e., strongly disagree) to 6 (i.e., strongly agree).

Third, a post-study questionnaire is used with four items capturing the mental
effort of participants: the 1© mental demand for performing the task is high, the
2© task is complex, the 3© overall performance during the task, and the 4©
effort level for performing the task. All items are rated on a 7-point Likert scale,
ranging from 0 (i.e., strongly disagree) to 6 (i.e., strongly agree).

In addition, in the post-questionnaire participants need to categorize the
assessed process models according their subjective preferences regarding the
comprehensibility as well as accessibility, beginning from the simplest to the
most difficult process model. Finally, participants are able to leave qualitative
feedback.

3.2 Study Design and Procedure

The design and procedure of the study is based on the guidelines set out by
[25] on how to systematically plan, conduct, and evaluate studies. Precedent, a
pilot study with four students and four research associates was conducted for
the improvement of the process models and to ensure their comparability with
each other. Moreover, the pilot study was used to eliminate potential ambiguities
as well as misunderstandings. Further, the chosen language in the study is Ger-
man. Within a period of two weeks, several sessions for conducting the study are
offered to the participants. Each session took about 20 min and ran as follows:
An introduction is given to the participants, in which the procedure of the study
is explained and the study materials (i.e., process models, questionnaires) are
handed out. Afterwards, the participants need to answer the pre-study question-
naire. Following this, they are asked to read and assess eight randomly selected
process models. Thereby, it is ensured that participants need to assess each mod-
eling notation in a study run. For each assessed process model, the participants
have to answer statements regarding subjective comprehensibility and accessi-
bility (i.e., mental load). After completing this step, participants answer the
post-study questionnaire, providing information about perceived mental effort
and they need to categorize assessed process models in a ranking system. The
study procedure is illustrated in Fig. 1.
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Introduction Pre-Study
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#1

Process Model
#1

Process Model
#8
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Post-Study
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procedure of the study Gather mental effort

Categorize process 
models regarding 
comprehensibility and 
accessibility

Measure mental load

Fig. 1. Study design

4 Data Analysis and Interpretation

In total, data from 94 participants were collected. A median split is performed to
categorize the participants into samples of novices, intermediates, and experts.
Therefore, we determine the median for the number of process models a partici-
pant has analyzed and created during the last 12 months. Consequently, n = 38
novices, n = 21 intermediates, and n = 35 experts participate in the study. Each
participant assesses eight randomly selected process models regarding subjec-
tive comprehensibility and accessibility (i.e., mental load), resulting in n = 752
assessed process models. Table 2 summarizes the detailed distribution of the
assessed process modeling notations for each level of complexity.

Table 2. Number of assessed process models

Process modeling notations

BPMN Declarative eGantt EPC Flow IDEF3 Petri UML Act.

Level Easy 30 31 33 31 36 28 34 35

Medium 29 32 33 36 28 35 33 31

Hard 36 31 28 27 30 31 27 27

4.1 Descriptive Statistics

The obtained data regarding the perceived mental load for each process modeling
notations are presented in Table 3 as means for the entire sample size as well as
each sample respectively (i.e., novices, intermediates, and experts). Higher values
indicate less mental load. As described in Sect. 3.1, mental load is determined
with four aggregated items. As a prerequisite, all response variables must show
a high reliability [26]. For this purpose, Cronbach’s α (i.e., several items are an
accurate estimate of an accumulated item) is calculated.2 For mental load, a
Cronbach with α = 0.79 was calculated.
2 According to [26], α > 0.6 acceptable reliability; 0.7 < α < 0.9 good reliability.
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Table 3. Mental load

BPMN Declarative eGantt EPC Flow IDEF3 Petri UML Act.

All Easy 5.77 4.70 5.34 5.60 5.61 4.62 5.66 5.54

Medium 4.61 3.61 3.70 5.13 4.86 4.34 4.51 4.68

Hard 3.60 3.27 3.01 4.99 3.99 3.64 3.90 4.46

Nov. Easy 5.76 5.12 5.03 5.18 5.43 4.47 5.87 5.60

Medium 4.47 3.45 3.28 4.54 5.14 3.67 4.83 4.69

Hard 3.22 3.20 2.98 4.63 2.72 2.42 4.10 4.35

Int. Easy 5.84 4.21 5.43 5.78 5.63 4.88 5.33 5.70

Medium 4.66 3.66 4.13 5.32 5.17 4.78 4.88 4.50

Hard 4.53 3.47 3.45 5.55 5.29 4.80 3.95 4.92

Exp. Easy 5.70 4.77 5.56 5.84 5.78 4.50 5.79 5.33

Medium 4.71 3.71 3.68 5.54 4.26 4.56 3.81 4.84

Hard 3.05 3.00 2.58 4.79 3.97 3.69 3.66 4.11

Figures 2, 3 and 4 depict the two-dimensional data (i.e., process modeling
notations, level of complexity) regarding the mental load for the entire sample
and each sample respectively (i.e., novices, intermediates, and experts) as radar
charts. Thereby, higher values stand for less mental load on the used scale.

Fig. 2. Mental load - All Fig. 3. Mental load - Novices

Regarding the easy level of complexity (cf. Figs. 2, 3 and 4), several process
modeling notations (e.g., BPMN, Petri Nets, and UML Activity Diagrams) are
close to the maximum of the scale (i.e., 6 - reflecting less mental effort). How-
ever, comparing the values obtained from each sample, there is an indication
that easy process models expressed in Declarative or IDEF3 appear to be more
challenging to comprehend and, consequently, demand a higher mental load from
the participants. In general, with rising level of complexity, an erratic decrease
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Fig. 4. Mental load - Intermediates Fig. 5. Mental load - Experts

in the mental load is observable (cf. Table 2). In detail, instead of an uniform
decrease of the values for the mental load, for several modeling notations, an
abrupt decline can be seen in the samples. For example, there is a significant
drop in the mental load between the easy and medium BPMN process models in
each sample. For novices and intermediates, there is only a little decline in the
mental load between the medium and hard BPMN model. However, experts show
again a significant drop in the mental load for BPMN process models. Another
example concerns the process models expressed in terms of EPCs. There are only
slight decreases in the mental load, which indicates that the comprehension of
EPC process models appears to be feasible throughout the levels of complexity.

Table 4 shows the mental effort (ME) for the entire sample as well as each
sample respectively (i.e., novices, intermediates, and experts). Mental effort is
determined by four aggravated items (cf. Sect. 3.1), here, Cronbach resulted in
α = 0.83. Higher values stand for less mental effort. The study task demands
a moderate mental effort from all samples. Further, there are only minimal
differences in the mental effort between novices, intermediates, and experts.

Table 4. Mental effort

All Novices Inter. Experts

ME 2.84 2.76 2.89 2.94

4.2 Discussion

It is obvious that with rising level of complexity the mental load regarding the
process modeling notations is decreasing (cf. Fig. 2). Despite the comparability
of the process models, however, it is interesting to see how the mental load is
decreasing in a different manner between novices, intermediates, and experts.
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For example, the mental load from intermediates regarding the medium and
hard process model is about the same. In turn, for novices and experts, the
differences between these two levels of complexity are clearly discernible. The
same can be observed regarding the IDEF3 process models. Further, the results
provide a good indication about the mental load when comprehending process
models in particular modeling notations. More complex process models expressed
in Declarative, IDEF3, or eGantt appear to be more challenging to comprehend.
Reason might be that these notations are not as widespread in practice as other
notations. Often, amongst others, tertiary educational institutions are teaching
more common notations widely used in practice such as BPMN and EPCs.

While there are different characteristics for the mental load, however, the
mental effort needed for process model comprehension is approximately the
same between novices, intermediates, and experts. Although the mental effort
for comprehending a process model is on a moderate level, however, process
model comprehension is a complex matter that needs to be taken into account.

Based on the study results, Fig. 6 presents the derived mental difficulty for
each process modeling notation and respective level of complexity. Therefore, for
each process model, the percentage proportion is calculated based on the catego-
rization the participants indicated in the post-study questionnaire (cf. Sect. 3.1).
Therefore, we considered respective position of each process model as well as
their level of complexity. The calculated percentage proportion serves as a factor
used for multiplying the aggravated constructs mental load and mental effort to
derive the mental difficulty [27].

Fig. 6. Mental difficulty

As shown in Fig. 6, regarding an easy level of complexity, almost all values,
except for Declarative and IDEF3, are still in the green range. This means that
the comprehension of such process models should not be a challenge. With rising
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level of complexity, the values for the comprehension of process models tend
towards the orange or red range respectively. However, none of the values is
located completely in the red range and, consequently, it seems to be that process
models can be comprehended independently of the modeling notation and level
of complexity. In addition, the results confirm the further use of the widespread
and established modeling notations such as BPMN and EPCs.

4.3 Threats to Validity

Study results can only be accurately interpreted when limitations are also dis-
cussed. First, the comparison of the different process modeling notations can also
be seen as a comparison like the idiom apples and oranges. Particular modeling
notations are usually not used for the direct modeling of business processes, but
for other purposes (e.g., Petri Nets are mainly used for the verification of process
models) and, hence, a direct comparison is difficult. Second, the classification of
participants into the samples of novices, intermediates, and experts solely based
on a median split by considering the number of process models a participant has
analyzed and created during the last 12 months may be oversimplified. Hence,
results might differ significantly with experts in process modeling with several
years of experience. Third, the size of the process models might not be repre-
sentative. In general, real world process models are usually much larger than
the models we used in the study. Fourth, in addition, to ensure comparability
between the process models, the latter are modeled only with basic modeling
elements because some modeling notations don’t have the expressiveness for the
documentation of complex processes. Fifth, the respective level of complexity
reflected by the process models constitutes another threat. The models might
be considerably unbalanced between the level of complexity and, hence, work-
ing memory capacity of participants, especially for novices, may be exceeded.
Seventh, specific process modeling notations (e.g., BPMN ) may be considered
as easy to comprehend since these notations are more familiar than others (e.g.,
IDEF3 ), thus resulting in a positive impact on mental load and mental effort.

5 Related Work

A review of existing business process modeling notations in literature is presented
in [23]. Further, the authors present a framework for the classification of model-
ing notations according their purpose. [28] discusses an evaluation of modeling
notations and proposes a meta-model to capture the concepts of the evaluated
notations. In turn, [29] compares and discusses different process modeling meth-
ods based on aspects like process model representation and tool support.

Concerning research on process model comprehension, [30] gives insights into
subject-specific characteristics (e.g., theoretical knowledge) influencing process
model comprehension. In turn, [31] evaluates different process modeling notations
with respect to their comprehensibility. A discussion about factors having an
influence on the comprehension of process models is presented in [32].



Repercussions of Modeling Notations on Mental Load and Effort 143

Regarding cognitive aspects, a measure to determine the cognitive complex-
ity for process models is proposed in [33]. Further, [34] shows an approach to
reduce the cognitive load when comprehending process models by applying pat-
terns for improving the model comprehensibility. The empirical assessment of
participants’ mental effort, while creating or comprehending process models,
is demonstrated in [35]. The mental effort needed between inexperienced and
experienced modelers to create process models is investigated in [36].

Altogether, there are several works regarding the comparison of process mod-
eling notations. However, to the best of our knowledge, none of the discussed
works deal with such a comparison of process modeling notations, while tak-
ing the cognitive load (i.e., mental load and mental effort) of participants into
account.

6 Summary and Outlook

This paper presented the impact of different process modeling notations on the
cognitive load (i.e., mental load and mental effort) of n = 38 novices, n = 21
intermediates, and n = 35 experts in the domain of process modeling. Therefore,
study participants needed to comprehend and assess process models of different
levels of complexity (i.e., easy, medium, hard) in terms of eight different mod-
eling notations, i.e., BPMN 2.0, Declarative Process Modeling, eGantt Charts,
EPCs, Flow Charts, IDEF3, Petri Nets, and UML Activity Diagrams. We gath-
ered information related to the mental effort and mental load (i.e., cognitive
load) of participants while performing the study task. Based on the cognitive
load, we derived a factor representing the mental difficulty for each process mod-
eling notation. The high availability of process modeling notations resulted in a
strong demand from enterprises to compare and evaluate these notations in order
to find an appropriate one covering the needs of an enterprise. The presented
mental difficulty may support enterprises in making this decision considering
the perceived cognitive load of an individual, while comprehending process mod-
els expressed in terms of different modeling notations. In addition, the results
from this paper may help in answering questions about which modeling nota-
tions should be supported with a greater emphasis in modeling tools. Further,
the results show that the use of established modeling notations (e.g., BPMN ) is
recommendable for enterprises and future process modelers as well as analysts.

Future research is needed in order to determine more precise indications
about an individuals cognitive load while comprehending process models. Besides
an in-depth statistical analysis of the results, for example, instead of using
abstract labels the process model elements could be described with concrete
labels. Further, participants should be confronted with process models from real
projects expressed in terms of the assessed modeling notations. Finally, cognitive
load is only one factor having an effect on the comprehension of process models
expressed in different modeling notations and, therefore, the consideration of
additional factors (e.g., expressiveness, level of automation) will be subject of
future studies.
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The world’s most valuable resource is no longer oil, but data. The ultimate goal of data
science techniques is not to collect more data, but to extract knowledge and insights
from existing data in various forms. For analyzing and improving processes, event data
is the main source of information. In recent years, a new discipline has emerged
combining traditional process analysis and data-centric analysis: process-oriented data
science (PODS). The interdisciplinary nature of this new research area has resulted in
its application for analyzing processes in different domains such as education, finance,
and especially health care.

The International Workshop on Process-Oriented Data Science for Health Care
2018 (PODS4H 2018) aimed at providing a high-quality forum for interdisciplinary
researchers and practitioners (both data/process analysts and a medical audience) to
exchange research findings and ideas on health-care process analysis techniques and
practices. PODS4H research includes a wide range of topics from process mining
techniques adapted for health-care processes, to practical issues on implementing
PODS methodologies in health-care centers’ analysis units. For more information, visit
pods4h.com

The first edition of the workshop attracted a remarkable number of high-quality
submissions, from which nine regular papers and four success cases were selected for
presentation. The papers included a wide range of topics: process-oriented dashboards
for operation room analysis, process mining for medical training, conformance
checking for melanoma surveillance, drug use patterns, trauma patients transport,
interactive analysis of emergency processes, event log improvement based on indoor
location system data, care pathway simulation, and emergency room episode analysis.
The success cases include a framework for managing data quality issues when per-
forming process mining on health records, the combination of real-time location sys-
tems with process analysis, a methodology for applying process mining in the
emergency room, and the NETIMIS care pathway simulation tool. The workshop also
hosted a panel where several topics were discussed, including new projects and ini-
tiatives in the area.

This edition of the workshop included two awards to the best regular paper and the
best success case. The PODS4H 2018 Best Paper Award was given to the “Tailored
Process Feedback Through Process Mining for Surgical Procedures in Medical
Training” by Ricardo Lira, Juan Salas-Morales, Rene de La Fuente, Ricardo Fuentes,
Marcos Sepúlveda, Michael Arias, Valeria Herskovic, and Jorge Munoz-Gama. The
PODS4H 2018 Best Success Case Award was given to “Applying Value-Based Health
Care in Hospital Management with Process Mining and Real Time Location Systems”
by Carlos Fernandez-Llatas, Vicente Traver, Salvador Vera, Eduardo Monton, and
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Jordi Rovira. The prize included a voucher for a professional Data Scientist Training,
provided by the Celonis Academic Alliance.

The workshop was an initiative of the Process-Oriented Data Science for Health-
care Alliance. The goal of this international alliance is to promote the research,
development, education, and understanding of process-oriented data science in health
care. For more information about the activities and its members, visit pods4h.com/
alliance
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Abstract. The wide-spread adoption of real-time location system is
boosting the development of software applications to track persons and
assets on real-time and perform analytics. Among the vast amount of
data analysis techniques, process mining allows to conform work-flows
with heterogeneous multivariate data, enhancing the model understand-
ability and usefulness in clinical environments. However, such applica-
tions still find entrance barriers in the clinical context. In this paper we
have identified the preferred features of a process mining based dash-
board deployed in the operating rooms of a hospital equipped with a
real-time location system. Work-flows are inferred and enhanced using
process discovery on location data of patients undergoing an intervention,
drawing nodes (states in the process) and transitions across the entire
process. Analytic Hierarchy Process has been applied to quantify the
prioritization of the features contained in the process mining dashboard
(filtering data, enhancement, node selection, statistics, etc..), distinguish-
ing on the priorities that each of the different roles in the operating room
service assigned to each feature. The staff in the operating rooms (N=10)
was classified into three groups: Technical, Clinical and Managerial staff
according to their responsibilities. Results show different weights for the
features in the process mining dashboard for each group, suggesting that
a flexible process mining dashboard is needed to boost its potential in
the management of clinical interventions in operating rooms.

1 Introduction

Operating Rooms (ORs) is an essential and central element in modern hospitals
[1]. Cost estimations of ORs are around 16% and 20% of total hospital bud-
get, due to the amount of human resources mobilized, use of high technology,
c© Springer Nature Switzerland AG 2019
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the heterogeneity of roles involved the importance it plays in the image of the
institution [2,3]. Efficiency in the management and interventions in ORs aims
to reduce the non-occupation time of the surgical blocks and the way to orga-
nize the different types of interventions to optimize medical teams (surgeons and
nurses). To achieve a good efficiency rates in OR it is crucial to have a protocol
and a high skilled staff to take over daily-basis decision making for scheduled
and unscheduled interventions [3].

Recent reviews conclude that managerial surgeons make decisions to increase
the clinical work per time-unit in individual ORs and that command displays
may be an effective way to gain efficiency [4]. This behavior is well-known as reac-
tive scheduling, which involves schedule definition and posterior assessment [5].
The schedule definition entails to foresee starting, duration and ending times
for the regular operations sequences (preparation, anesthesia induction, inter-
vention, wake-up and turnover) in terms of time and resources. The posterior
assessment monitors the schedule execution and adapts the planned scheduled to
deal with unexpected events [6]. Reactive scheduling process occurs when unex-
pected events or disruptions occur along the process [7]. Nevertheless, the main
disadvantage in the ORs planning and management is that processes are often
recorded manually by nurses. This issue has been already identified as a bottle-
neck in the performance assessment of ORs [8]. Moreover, manual notes can also
lead to bias: unnecessary delays, under-use of the operation rooms, unnecessary
transfers, etc. In addition it could cause an increase in the probability of the
adverse effects in the surgical process which, according to [9] stand for the 40%
of all the adverse effects in hospitals.

Information and Communications Technology (ICT) can provide tools and
systems to support both programming and assessment of operations. To per-
form this tracking process a pragmatic task Gonzalez et altres proposed a
semi-automatic information collector [10]. Nowadays, some hospitals are equip-
ping them with Real-Time Location System (RTLS) to manage the location
of patients and assets that could help to optimize the management of ORs by
applying process mining (PM) techniques.

An example of the use of the extracted data from the RTL Systems to manage
the patient locations is introduced by Fernandez-Llatas et altres [11], in which
PM is applied to perform an analysis of operation sequences and locations in the
ORs showing the most common paths and insights of the entire process in ORs
based on RTLS data. In this study, researchers developed a front-end application
to analyze ORs process providing a complete suite of tools to discover, compare
and enhance surgical processes.

Technologies should be presented in a meaningful way to the ORs staff to
ensure a successful deployment. The application of computer decision systems
in an interactive way will not only increase their effectiveness and efficacy [12],
but also involve the staff of ORs in the process of knowledge extraction, avoiding
frustrations using technology for managing complex processes [13].
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Process mining has multiple unknowns when landing to real applications
when the intended user is the clinical staff. In this paper we report a study
based on the Analytic Hierarchy Process (AHP) to identify which are the pre-
ferred features of a web-based process mining dashboard. This front-end has been
presented in [11]. To distinguish the preferences of each role, we have grouped
the users in three groups: manager, hospital staff and technical staff of the ORs.
We have obtained feature prioritization of 10 subjects including the three roles.
The AHP is particularly effective for quantifying experts’ opinions that are based
on personal experience and knowledge to design a consistent framework for the
application of process mining in ORs.

2 Related Work

Real-Time Location Systems (RTLS) monitor with the position of a moving
element with a given sampling frequency. In a hospital, moving elements are
equipped with an active or passive element (tag) which identifies it when is
nearby a beacon. In our study patients are the moving elements who bear a
wristband with the tag before entering the operating room service.

Lean principles present a condensed primer of RTLS in health care environ-
ment [14]. Throughput is a key performance indicator for a patient pathway
across a facility, which linked to RTLS could provide valuable information such
as waiting times and resources utilization [15].

RTLS systems in 23 hospitals in the US have been analyzed from a qualitative
perspective in [16]. In this work, researchers observed the systems in use and
conducted 80 semi-structured interviews with hospital personnel and vendors.
Authors find asset tracking as the best feature and identify several obstacles
related to the technical set-up and organizational context.

Specifically, the operating room service (Fig. 1) consist of several spaces, each
of them equipped with a beacon to identify a patient whenever he/she goes to
that specific area.

The application of process mining techniques in combination with RTLS
systems provided an easy to use and unobtrusive way to achieve a view of the
deployed process. In this paper we analyze the web-based dashboard to perform
process mining discovery and enhancement analytics presented by Fernandez-
Llatas et altres [11] (Fig. 2).

Analyzing RTLS data from a discovery perspective and enhancing these work
flows with information related to the average time and overload it is possible to
create pre-programmed contingency plans for the management and allocation of
resources of the operating rooms. But, why this promising applications are still
not widely used in the clinical context? Instead of using a semistructured inter-
view we have used the Analytic Hierarchy Process [17] to quantify the features
of a dashboard for discovering and enhancing processes based on RTLS data in
a ORs service.
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Fig. 1. Composition of the operating room service

Fig. 2. Example of the inferred and enhanced work flows of patients across the oper-
ating room service [11].

3 Materials and Method

3.1 Analyzing ORs Processes with PALIA

PALIA consists on a web-based dashboard which allows to perform process min-
ing analysis on a given dataset. The software (Fig. 3) is composed of three major
areas: Filters, for the selection of the data; Mining, for the configuration of the
visualization of work flows and Information, to show the information about the
operation tool and the selected tracks. These three major areas are divided into
five functional areas:

1. Filters (1–2), for the selection of the input data in each analysis. There are
several types of filters depending of the type of data and the required infor-
mation: dates, times, durations, type of intervention, etc. This component
shows the percentages of the samples meeting the filtering characteristics, so
the user can have an idea on the extension of the selected subgroup of data.
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Fig. 3. Areas of the analyzed PM Tool

2. Miner (3–4), for the configuration of the work flow visualization. Graphical
representations of the inferred processes are depicted in the central part of
the web-tool(4) by means of ORs states (nodes) and transitions (arrows). The
visualization component allows adding meta-information to the work flow, for
instance, rendering heats maps to discover frequencies or occupation in the
ORs. There is also a list with all the samples selected with the filters (1–2)

3. Information (5), which shows details about how the process mining algo-
rithm was applied and also features of the selected samples: Information on
the number of merged branches, a log on how the process mining algorithm
analyzed the events and infers work-flows, errors on data selection and statis-
tics on the transitions and states in the work-flow.

PALIA works in the following way: First a Comma-separated Value file con-
taining the RTLS data is loaded using a default file dialog window. Then, the
user is able to filter the data and apply a discovery topological algorithm. The
inferred work-flow appears in the screen with nodes and arrows, which repre-
sent the track followed by the patients across the surgical process (Preparation -
Surgery - Recovery - Intensive Care Unit - Locker room - Adaptation).

3.2 Analytic Hierarchy Process to Determine Priorities

AHP is a methodology for decision-making which aims at solving complex prob-
lems. It allows quantifying opinions and transforming them into a coherent deci-
sion model. The process is derived from a pairwise comparison using a numerical
scale. AHP has found its widest applications in multi-factors decision-making,
planning, and resource allocation and in conflict resolution [18]. The AHP is a
method which incorporates benefits and risks, explicitly by combining the impor-
tance of differences in probabilities of outcomes related to alternatives and the
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weighting of the importance of those outcomes [19]. Instead other method for
feature selection as the Conjoint Analysis [20], AHP has a special concern on the
consistency of choices, their measurement and dependencies between the groups
of elements [21]. Some key and basic steps of AHP were introduced by Pecchia
et altres [17]:

– Define the problem.
– Broaden the objectives of the problem or consider all actors, objectives, and

its outcome.
– Identify the criteria that influence the behavior.
– Structure the problem in a hierarchy of different levels constituting goal,

criteria, sub-criteria and alternatives.

Our aim was to develop a hierarchy of elements grouped into categories to
describe the functionalities of the PM tool used to manage ORs processes. These
categories were ranked using questionnaires to extract the relative importance
of each need per category (local weights, LW), the relative importance of each
category (category weights, CW), and the importance of each need compared to
all the others (Global weights, GW) [22].

3.3 Applying AHP to PALIA

The AHP was applied to this study, mainly because of its inherent capability of
handling qualitative and quantitative criteria used in reclamation method selec-
tion problems. Six factors for applying AHP [18] were considered and fulfilled
in this study. The hospital was motivated to adopt PALIA to support ORs pro-
cesses management and was committed to implement the decision and involved
staff from the ORs department. Stakeholders were active participants in the
entire decision process from development to implementation. In order to iden-
tify the elements and the categories of the hierarchy we have used the different
functionalities of PALIA. The hierarchy is composed of four levels which have a
1:n relationship with on the three functional areas described in Subsect. 3.1. The
first hierarchy level is generic and only describes the functional area (Filters,
Miner and Log). The second hierarchy level describes the main features of the
functional area (for Filters it contains Dates, Times, Duration, Type of Interven-
tion, Type of OR, etc...). The third hierarchy level contains details of the main
features within the functional area (in Filters, for the Type of Intervention it
contains details of the medical service, the type of program, the surgical process,
the surgeon in chief, etc..). The fourth and final hierarchy level contains low
granularity details. For creating the hierarchy tree and collecting the answers
we have used the application web BPMSG AHP Online System (https://bpmsg.
com/academic/ahp.php). In this study we focus on two hierarchy priority Levels:

1. Hierarchy Level 1, Functional Area: Filter, Miner and Information
2. Hierarchy Level 2, Features of the functional level:

– Filter: Dates, Time, Duration, Level, Node Name, Features, Stretch, Dis-
gregation, Statistics

https://bpmsg.com/academic/ahp.php
https://bpmsg.com/academic/ahp.php
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– Miner: Frequency, Occupation, Transitions, List of samples
– Information: Sample cleaning, Wrong Selection, Evolution of process,

Error messages and extra information.

3.4 Participants

Table 1 shows the profiles of the involved participants and their specific role
into the ORs service. Only one of the initial 11 participants (complete ORs
Staff) was unable to fill the AHP questionnaire successfully and was discarded
for the analysis. Responders, who signed the informed consent of this study,
were employers of the Hospital General de Valencia, one of the four hospitals
of reference at the city covering a population of 350,000 inhabitants. It has 27
operating rooms and in the 2014 it registered 26,497 surgeries [23]. We organized
a meeting in the Hospital General with all the participants which lasted 2 h. The
session consisted of an introduction to the dashboard (Fig. 3) and a walk through
with real data to showcase examples.

Table 1. Profiles of the participants in the AHP study

Variable Type Distribution

Role Manager 20%

Hospital staff 60%

Technical 20%

Age 46.2 ± 10.3

Gender Male 40%

Female 60%

Years of expertise 21.2 ± 10.7

Computer literacy Low 0%

Medium 70%

High 30%

4 Results

A total of 10 questionnaires were collected after the session held in the University
General Hospital of Valencia with professionals working in the ORs service. For
the analysis of the responses, participants were grouped into three categories
depending of their roles within the ORs service.

The AHP questionnaire allows to assign priorities for each of the features
contained in the defined hierarchy levels, each of which correspond to a particular
functional area of the PALIA web-tool.
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The overall analysis of priorities shows a 57% level of consensus (relative
homogeneity β = 77%), in which the Miner component achieves the higher pri-
ority rates for the features of Visualization (heat maps) and views selection
(maximum occupation and current occupation). Collecting the relative priori-
ties within each of the three main categories, we could extract the importance
that each group of users assign to each of the PALIA functional areas.

Fig. 4. Assigned priorities for the functional areas

Figure 4 depicts the relative weights (%) assigned to each of the modules.
Manager and Clinical user groups show a similar consensus on the prioritization
of functional areas, whereas the group composed by the Technical staff provides
more priority to the Mining component. The stack in the right part of Fig. 4 is a
weighted mean of the relative priority assigned by participants, in which we can
see that the Mining component is still the most important, and the two other
components (Filters and Information) share a lower similar importance.

Figures 5–7 shows the spider-web diagram containing the assigned priorities
within the Hierarchy Level 2 for each of the features, splitting responses by user
groups.

Regarding the Filters (Fig. 5) we can see a similar consensus between the
Managers and the Clinicians, whereas the Technical staff is weighting two fea-
tures which were not that relevant for the former groups: Date and Level selec-
tion. The answers for the Filter component achieved a 65.7% group consensus.

Regarding the Miner (Fig. 6), which was the most weighted component over-
all, we can see that Clinicians are more interested on knowing the Occupation
of the rooms flow, but with respect to the Frequency, there are similar priorities
with the Manager’s choice. This figure shows also that only the Technical staff
is interested on having the list of samples which composed the work-flow. The
answers for the Miner component achieved a 78.5% group consensus.

Regarding the Information (Fig. 7), we can see that the priorities assigned
by the Clinicians are the same for each feature, which could indicate a strong
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Fig. 5. Priorities for filter functional module features

Fig. 6. Priorities for miner functional module features

Fig. 7. Priorities for information functional module features
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consensus or that the features are not relevant to this group. For the other two
groups there are two different features which received a significant different pri-
oritization. Managers are more likely to have information about how the process
evolved during time, and Technical Staff is more prone to have information about
the sample cleaning (which moreover has a similar weight to other related fea-
tures such as the wrong selection of samples and extra information). The answers
for the Information component achieved a 80.8% group consensus.

5 Conclusions

AHP questionnaires allowed us to extract valuable and quantifiable information
about the use of a dashboard for the exploitation of Process Mining on Real-
Time Location System samples in the Operating Rooms of a Hospital. The
sample size of the questionnaire could be considered small (n=10) to provide
significant findings. Nevertheless, this population contains all professional staff
working in the operating room services and our results should be considered as
a starting point to perform large scale evaluations.

The assessment of PALIA features allow to enhance the communication with
the clinical environment to create a powerful and usable tool for the application
of process discovery on RTLS data. The distinction between the different groups
according to their roles allowed us to analyze how assign priorities to each of the
stages of the application of process discovery.

The group of Clinicians shows always a high variability, which can be
explained because has less management tasks and their opinions vary more
depending of the specific work they do. Another relevant finding is how the
group of Managers give a high priority to the feature of comparing the process
evolution during time. Technical staff assigns prioritization to the management
of timestamps (Date Filters and Occupation Frequency) and information of the
data cleaning process.

Moreover, knowing the priorities each role assigned to the dashboard features
we are capable of improving the application to provide end-users with specific
tools to perform the type of analytics they can benefit the most on daily basis.
New features (not assessed with AHP questionnaire) should be also assessed in
a semi-structured discussion with experts to evaluate the possibility of creating
a specific application to perform specific tasks (data filtering, process discovery,
process enhancement, etc...).

Future work will focus on using the dashboard to perform advanced tasks, for
instance how errors and high noise problems (e.g. patient safety and medication
issues) can be resolved using process mining as one possible application in an
operating room environment.
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Abstract. In healthcare, developing high procedural skill levels through
training is a key factor for obtaining good clinical results on surgical pro-
cedures. Providing feedback to each student tailored to how the student
has performed the procedure each time, improves the effectiveness of
the training. Current state-of-the-art feedback relies on Checklists and
Global Rating Scales to indicate whether all process steps have been
performed and the quality of each execution step. However, there is a
process perspective not successfully captured by those instruments, e.g.,
steps performed but in an undesired order, part of the process repeated
an unnecessary number of times, or excessive transition time between
steps. In this work, we propose a novel use of process mining techniques
to effectively identify desired and undesired process patterns regarding
rework, order, and performance, in order to complement the tailored feed-
back of surgical procedures using a process perspective. The approach
has been effectively applied to analyze a real Central Venous Catheter
installation training case. In the future, it is necessary to measure the
actual impact of feedback on learning.

Keywords: Process mining · Healthcare · Feedback ·
Medical training · Surgical procedures

1 Introduction

The development of procedural skills is critical for physicians of any specialty.
Better technical skills are associated with better clinical outcomes [8] and the
c© Springer Nature Switzerland AG 2019
F. Daniel et al. (Eds.): BPM 2018 Workshops, LNBIP 342, pp. 163–174, 2019.
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absence of them is the most important factor in errors derived from the operator
in healthcare [13]. Historically, procedural skills have been taught in daily clinical
work, in a master-apprentice model, assuming sufficient exposure time to obtain
them. However, there are a number of complexities that increasingly make this
model more difficult: health system efficiency considerations, time constraints on
clinical training activities, and patient safety [19]. In particular, [19] mentions
some examples of efficiency issues: resident work hour restrictions have reduced
the exposure of residents to their surgical mentors; and changes in reimburse-
ment and insurance and legal issues have introduced productivity constraints on
the surgical procedures. Therefore, training in simulation environments prior to
contact with patients has extended as an effective practice to achieve positive
effects on the learning process [5]. However, this teaching methodology has a
high cost [20] and presents aspects that are not fully resolved, including how to
give effective feedback to the students.

Feedback in clinical education of procedural skills is defined as the delivery
of specific information on the comparison between the student’s performance
and a standard [15]; it ensures that certain standards are met, and promotes
learning [4]. Feedback is effective when it is used to promote a positive and
desirable development [2]. In the case of procedural skills taught in a simulation
environment, feedback can be delivered by an instructor, partner or computer,
either during or after the simulation activity. However, standard oral feedback
has some drawbacks, since it depends on the availability of a person who is
trained in the procedure, which is usually a difficult to obtain and expensive
resource. In addition, it is an essentially subjective opinion of the evaluator.

To establish when an apprentice has reached an acceptable level of compe-
tence that guarantees patient safety, various tools have been developed. The
two most commonly used are Checklists and Global Rating Scales (GRS) [11].
Checklists break down the procedure into a series of steps, and check whether
the student has performed each step. Meanwhile, GRS consider the evaluation
of the student’s performance in different areas. In both cases, at the end of
each training session, they allow to provide feedback to the student about which
steps/areas deserve a greater attention. Checklists have the limitation of giving
similar weights to different errors in the execution of a procedure, even though
some of these have greater implications for the clinical outcome and patient
safety [14]. On the other hand, GRS provide a more qualitative evaluation, but
have the limitation that their reliability is dependent on the characteristics and
training of the evaluators [3].

The performance of a surgical procedure can be seen as a process [16], i.e., a
set of activities (procedure steps) and events that are executed in a specific order
so as to achieve a certain goal. A process-oriented feedback seeks to emphasize
the relevance of following this orderly sequence of activities, identifying devia-
tions such as: rework, execution of activities in a different order than desired,
slow execution of activities, or slow transition times between activities. Pro-
cess Mining [1] is an emerging discipline that allows analyzing the execution of
a process based on the knowledge extracted from event logs created from the
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data stored in information systems. The event logs record the execution of the
different activities in which a process can be broken down.

In this article, we propose the novel use of process mining in order to com-
plement the tailored feedback of surgical procedures using a process perspective.
In particular, we believe it is possible to identify when the student repeats some
activities (rework), when the student performs some activities in an incorrect
order, or when it takes too long to perform an activity or a transition between
two consecutive activities. To the best of our knowledge, this is the first appli-
cation of process mining in medical procedures training.

The proposed method has been validated by applying it to a course, taught
by the simulation center of the Pontificia Universidad Católica de Chile, where
students learn the procedure for installing the Central Venous Catheter with
ultrasonography. In this course, the traditional method of feedback delivery is
immediate oral feedback by the instructor, along with an evaluation based on
Global Rating Scales and Checklists.

2 Objectives and Context

This article has two main contributions. First, we propose a novel method for
applying process mining techniques to effectively identify desired and undesired
process patterns regarding rework, order, and performance, in order to comple-
ment the tailored feedback of surgical procedures using a process perspective.
Second, we illustrate how this method was applied to a real Central Venous
Catheter installation training case.

2.1 Objectives

Our main research objective (O) is to propose how process mining can be used
to identify desired/undesired process patterns as part of the tailored feedback
on medical procedural training. It can be broken down into specific objectives:

O1: To identify desired/undesired process patterns regarding rework.
O2: To identify desired/undesired process patterns regarding the order in which

activities are performed.
O3: To identify desired/undesired process patterns regarding performance.

2.2 Central Venous Catheter Installation Training Case

The simulation center at the School of Medicine of the Pontificia Universidad
Católica de Chile, developed a training program for 42 first-year residents of
anesthesiology, emergency medicine, cardiology, intensive medicine and nephrol-
ogy, in the context of the research “Simulation-based training program with
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deliberate practice for ultrasound-guided jugular central venous catheter place-
ment” [6]. This program is developed in three stages:

I. Online Instruction and PRE recording: three online classes are available
through a web platform, each with mandatory and complementary readings.
At the end of this stage, a written evaluation is taken and a recording of a first
procedure execution is made (identified as PRE video).

II. Demonstration Session: a demonstration of the entire procedure of installation
of a Central Venous Catheter (CVC) in a “Blue Phantom Torso”1 is given by an
expert to the entire group of residents. In addition, the 4 stations of deliberate
practice are presented: (a) preparation of the ultrasonography equipment, the
patient and the work tools; (b) handling ultrasonography equipment; (c) venous
puncture with ultrasound guidance; (d) catheter installation and fixation.

III. Deliberate Practice: residents must complete four deliberate practice sessions
accompanied by an instructor who supervises and delivers immediate feedback
in the development of stations described in stage II.

After the end of the course, a second video (identified as POST video) of the
procedure of installation of a CVC with ultrasonography is recorded for each
resident, which is used to evaluate the training program.

Parallel to this training session, we recorded videos (identified as EXP videos)
of the execution of the same procedure under the same conditions by different
professionals from the anesthesiology division, with at least 5 years of clinical
practice and experience in the installation of CVC with ultrasonography.

3 Method

Unlike more classical process mining methodologies, in our approach event logs
are not generated automatically from the execution of the procedure. Instead,
our method uses an observer-based approach [12], i.e., observation performed by
a human observer. In this case, event logs were generated based on the off-line
observation, by medical specialists, of the aforementioned recorded videos.

The proposed method is inspired by the process mining PM2 methodology [7],
which has been previously used in the healthcare domain [17,18] and it is suitable
for the analysis of both structured and unstructured processes. The proposed
method is decomposed into five stages (see Fig. 1): (1) video recording - data
are extracted from the videos recorded for both students and experts; (2) video
tagging - the videos were tagged by two medical doctors, identifying for each
case (each execution of the CVC installation), activities (procedure steps) and
timestamps (time elapsed since the beginning of the procedure); (3) event log
generation - tagging information is used to generate an event log containing the
data of all executions; (4) model discovery - process mining discovery algorithms
are applied to the event log in order to describe the observed behaviour of the
procedure; and, (5) model analysis - the discovered process models are analyzed
in order to generate feedback for each student.
1 http://www.bluephantom.com.

http://www.bluephantom.com
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Fig. 1. Stages of the proposed method.

3.1 Video Recording Stage

In this stage, we extracted trace data from different recorded videos that register
how the procedure was executed by each of the students. The videos were orga-
nized into three categories: PRE: executions previous to the training program,
POST: executions after the training program, and EXP: executions by experts.

3.2 Video Tagging Stage

In this stage, each video is tagged by two medical doctors. VCode Vdata is used
as tagging software [10]. A set of activities that are characteristic of the CVC
procedure are used as possible labels for each of the activities observed in the
videos. The result of the tagging process is a plain text file for each video; each
of its rows displays information on: activity name, start time and duration time
in hundredths of a second, and finally an optional field of notes.

3.3 Event Log Generation Stage

In this stage, we created the event log that is used by process mining algorithms.
The event log is a comma separated value file that included a row for each of
the events tagged, grouping in a single file the data gathered from all the videos.
It contains the following columns: case id (each video), event (activity name),
start and end timestamps (both with a granularity at the second level), and an
observation field. In addition, for each video, the following fields are recorded:
performer (participant id), type of performer (student or expert), category (PRE,
POST or EXP), and success or failure in the execution of the procedure.

3.4 Model Discovery Stage

We processed the event log with a discovery algorithm to obtain a process model
representing the behaviour of each student when performing the procedure. In
the PM literature, there is a wide range of discovery algorithms [1]. We selected
the Celonis algorithm and its implementation in the Celonis commercial tool2.

2 Celonis tool: http://www.celonis.com/en/product.

http://www.celonis.com/en/product
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This algorithm is based on the Fuzzy algorithm concept [9] combined with some
characteristics from the family of Heuristic algorithms [1], providing process
models that are easy to interpret for an interdisciplinary audience. Moreover,
Celonis tool also integrates a set of filtering options to explore the process data
interactively and to address the specific objectives we have.

3.5 Model Analysis Stage

Celonis was used to identify aspects of the execution of the process that can
be delivered as feedback to the student, to guide their learning. Specifically:
(1) identify rework, i.e., when the student repeats one or more activities in the
execution of the procedure; (2) identify the execution of activities in an incorrect
order of execution, comparing it with the order in which the experts perform
it; (3) analyze the student’s performance, including duration of activities and
transition time between them, comparing it with the performance of the experts.

We consider two key features to create custom views that can be used to
provide process-oriented feedback to the students:

Filter: filters can be applied to the event log in order to obtain more specific
process models. We use three kind of filters:

Activity selection filters: They allow to exclude some activities from a
process model. For example, we distinguished two type of activities: action
activities are those that are performed in order to install the CVC, and
checking activities are those that are performed in order to verify whether
some critical activities produce the desired outcome. In some models, we
exclude the checking activities.
Case selection filters: They allow to create a process model using only
some process instances. For example, we use these filters to create process
models that display only the activities performed by the student we want
to give feedback to, either in the PRE or POST scenario, and to create a
process model that display only the activities performed by the group of
experts (EXP).
Collapsing filters: They allow to group some activities in a process model,
so that they are represented by a single element in the model. For example,
some phases of the CVC installation are regularly performed well by most
participants. Therefore, all activities corresponding to one of those phases
can be clustered in a single cluster element.

Compose View: We compose views that include different models of a pro-
cess based on the data loaded from an event log. Each of those models can
be created by applying different filters to the event log in order to obtain
more specific process models.For example, Fig. 2 shows a composition of three
views, displaying the execution of the procedure by a student before/after the
training, compared to the execution of the procedure by an expert.
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4 Results

The process-oriented feedback for a student who is learning about a surgical
procedure is delivered through different process models that show patterns in
which their performance is compared to the desired behavior. This information
is useful for students because it helps them to focus their attention and effort,
so as to avoid making mistakes in future executions. It can be a guide for future
sessions of deliberate practice, which allows focusing efforts on simpler and inde-
pendent tasks, e.g., puncturing the vein with ultrasonography or passing the
guidewire, thus simplifying the training to some steps that are difficult due to
rework, lack of order, or slowness in execution. Different views and filters were
applied to address the three specific objectives:

O1. To identify desired/undesired process patterns regarding rework: For this
objective, we compose a view with three models (as shown in Fig. 2). The first
two models display how the student performed the procedure before and after the
training (PRE and POST). The third model displays how an expert would per-
form the procedure. Since the purpose is to illustrate the occurrence of reworks
in the action activities, checking activities are excluded. This view allows to pro-
vide feedback about which activities the student repeated (O1.1); to comment
on the performance’s evolution, by comparing the reworks observed in PRE ver-
sus POST (O1.2); finally, by including the execution of an expert, it is possible
to compare the student’s performance against the desired outcome (O1.3). In
the example shown in Fig. 2 a rework in the trocar installation can be observed.

O2. To identify desired/undesired process patterns regarding the order in which
activities are performed: To achieve this objective, we compose a view with three
models (Fig. 3). The first two models display how the student performed the pro-
cedure before and after the training (PRE and POST). The third model displays
how an expert would perform the procedure. Since the purpose is to illustrate
problems in the order in which activities are performed, those phases that are
correctly performed by most participants are excluded. This view allows to pro-
vide feedback about which activities the student performed in the wrong order,
or activities that were not performed at all (O2.1); to comment on the perfor-
mance’s evolution, by comparing the performance PRE versus POST (O2.2);
finally, it is also possible to compare the student’s performance against the
desired order as performed by an expert (O2.3). In the example shown in Fig. 3,
Remove trocar and Check guidewire activities are performed in the opposite
order to the desired one.

O3. To identify desired/undesired process patterns regarding performance: To
achieve this objective, we compose a view with three models (as shown in Fig. 4).
The first two models display how the student performed the procedure before
and after the training (PRE and POST) including the time required to perform
each activity and the time elapsed during the transition between two consecutive
activities. The third model displays the average time it takes the group of experts
(EXP) to perform the procedure. This view allows to provide feedback about
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Fig. 2. Process model of student 16F69F in PRE (left) and POST (center), and a
generic expert EXP (right). Numbers show activity frequency per case. Activity names
are shortened and only action activities are shown for readability reasons. Regarding
O1.1, the PRE model shows rework during the phase of venous puncture with trocar:
the student unsuccessfully performs a first trocar installation, then perform a success-
ful one on the second iteration. Moreover, during the second iteration, the probe is not
properly dropped (in the sterile zone) closing the door for a possible third iteration
without sterilizing everything again. Notice that, the exact path followed in each iter-
ation can be analyzed using the case animation feature of the tool. Regarding O1.2,
POST model is able to capture that the same student does not perform any rework,
and the process match exactly the reference process performed by the EXP (O1.3).

which activities were performed too slow (O3.1), or when the student hesitated
taking too much time between activities (O3.2). In this case, it is always useful
to have as a reference the performance of the experts. In Fig. 4, it can be observed



Process Feedback Through Process Mining for Surgical Training 171

Fig. 3. Process model of student 12F67F in PRE (left) and POST (center), and a
generic expert EXP (right). Activities in set trocar and check catheter phases are
clustered for the sake of readability (they show no difference in order between PRE,
POST and EXP). Activity names are shortened and both action and checking activities
are shown. Regarding O2.1, the PRE model shows the student checked the guidewire
and then removed the trocar; however, it is desirable to do these activities in the
opposite order, because removing the trocar may affect the position of the guidewire.
Regarding O2.2, POST model is able to capture that the student learned to perform
the activities in the right order, and the process match exactly the reference process
for the procedure performed by the EXP (O2.3).

in the PRE model that Puncture trocar was performed too slow and that the
transition time between Remove trocar and Widen pathway took too long.
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Fig. 4. Process model of student 45D59F in PRE (left) and POST (center), and the
average of the 8 experts in EXP (right). Activity names are shortened and both action
and checking activities are shown. Regarding O3.1, it is possible to highlight Puncture
trocar was performed too slow in the PRE model (notice the symbol of this activity
is larger and darker). Regarding O3.2, it can be observed that the transition time
between Remove trocar and Widen pathway is too long (notice the arrow between
these activities is wider and darker). Regarding O3.3, it is possible to highlight the
duration of Puncture trocar in the POST model got close to the EXP model. However,
the time between Remove trocar and Widen pathway is still too long (O3.4).
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It is also possible to provide feedback about student’s evolution from PRE to
POST regarding the duration of activities (O3.3) and the time between transi-
tions (O3.4). It could happen that some activities (or times between activities)
have similar execution times to the average time of the experts, but others are
still not close to the average time of the experts. It is then possible to highlight
positive aspects, and others where there is still room for improvement. In the
example shown in Fig. 4, it is possible to highlight in the POST model that the
duration of Puncture trocar got close to the EXP model, but the transition time
between Remove trocar and Widen pathway is still too long (O3.4).

5 Conclusions and Future Work

In this article, it has been shown that process mining can be used to provide
a process-oriented feedback to students who are learning procedural skills, by
effectively identifying desired and undesired process patterns regarding rework,
order, and performance, in order to complement the tailored feedback of sur-
gical procedures. The approach has been effectively applied to analyze a real
CVC installation training case. To the best of our knowledge, this is the first
application of process mining in medical procedures training. It opens a novel
approach to the analysis of training programs by generating tailored feedback
to students. This approach is generic and therefore can be replicated in other
medical training programs. The main limitation of this approach is its scalabil-
ity when a high amount of videos needs to be tagged. However, in specialized
medical procedure training, as CVC installation, it is a viable option. Another
potential limitation is when the medical procedure has more complex patterns,
e.g., when the order among some activities is not relevant. In such a case, more
advanced conformance checking techniques should be considered.

In the future, it is necessary to measure the actual impact of feedback on
learning. To this end, a feedback methodology will be applied that includes the
tagging of videos by the own students, and the delivery of a report based on
the results of the process mining analysis after the PRE evaluation. To measure
whether the process-oriented feedback has a statistically significant impact on
students’ learning, their performance on the PRE and POST scenarios will be
evaluated using GRS, comparing an experimental group with a control group.
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Abstract. Background: Process mining is a relatively new discipline
that helps to discover and analyze actual process executions based on
log data. In this paper we apply conformance checking techniques to the
process of surveillance of melanoma patients. This process consists of
recurring events with time constraints between the events. Objectives:
The goal of this work is to show how existing clinical data collected
during melanoma surveillance can be prepared and pre-processed to be
reused for process mining. Methods: We describe an approach based on
time boxing to create process models from medical guidelines and the
corresponding event logs from clinical data of patient visits. Results:
Event logs were extracted for 1,023 patients starting melanoma surveil-
lance at the Department of Dermatology at the Medical University of
Vienna between January 2010 and June 2017. Conformance checking
techniques available in the ProM framework were applied. Conclusions:
The presented time boxing enables the direct use of existing process min-
ing frameworks like ProM to perform process-oriented analysis also with
respect to time constraints between events.

Keywords: Health care processes · Process mining ·
Electronic health records · Medical guidelines

1 Introduction

1.1 Motivation

The availability of electronic data in the early 1980s changed the business mod-
els of many companies as well as the medical domain. The proliferation of elec-
tronic health data from a variety of sources including medical treatment records,
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administrative health data and public health information systems supports the
integration of all available evidence to feed back into medical research and prac-
tice. These health data collected during routine care can be used for secondary
purposes such as identifying trends, predicting outcomes, influencing patient
care, drug development and therapy choices [23]. By analyzing these data it is
possible to gain new insights which can be used for the optimization of health
care processes, i.e., the insights might enable the transformation of health care
processes instead of simply monitoring them.

Skin malignancies are recognized as a major and global health problem.
Accounting for about 5% of all skin cancer cases melanoma is the most dan-
gerous form of skin malignancy and causes about 90% of skin cancer mortalities
[9]. Incidence rates in many European countries are actually ranging between 12
and 15 cases per 100.000 inhabitants. Currently, the increasing rates are levelling
off in some countries. In contrast, however, for distinct subpopulations such as
elderly men the rates are still increasing [11]. Early detection of melanoma is of
utmost importance and is leading to a favourable prognosis. Since melanoma may
appear years after the excision of the primary tumor, patients with melanoma
are monitored closely, usually following a predefined protocol, to allow timely
detection of recurrent disease [7].

1.2 Problem Statement

In order to improve the surveillance of patients with melanoma traditional stud-
ies depended on manual data acquisition. The goal of this work is to show how
existing data from routine care can be combined from different sources and
reused for process mining to automatically detect processes [1] and compare
them to medical guidelines using conformance checking [14,22].

Process mining is a relatively new discipline that helps to discover and ana-
lyze actual process executions based on log data. Log data stores events that
are produced during process execution, for example, the execution of a process
activity “excision”. Process mining techniques are particularly promising to be
applied in the healthcare domain facing challenges to (a) learn the process of
interest; (b) understand deviations, (c) analyze bottlenecks, and (d) monitor
organizational behaviour [16].

1.3 Research Questions

This paper focuses on challenges (a) and (b) and aims at learning about the
applicability and results of process mining and conformance checking for the
treatment and surveillance of melanomas. Previous studies have indicated the
potential of process mining in this area [3,6]. In these two studies, however,
only a maximum of 10 process instances were analyzed. Moreover, several data
challenges were pointed out, specifically that the time granularity of the logged
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data was too coarse [3]. This problem is also referred to by [16] as imprecise
data. Hence, this paper addresses the following research questions:

1. How can existing clinical data be reused for the application of process mining?
2. How can data of recurring events with time constraints that span a long

period of time be prepared to apply process mining?
3. How can we apply process mining to check guideline compliance?
4. What can we learn from process mining in the context of surveillance of

melanoma patients?

1.4 Contribution

This study provides conceptual extensions towards data preparation for impre-
cise log data. In particular, we describe a method for data preparation using a
specific naming convention to model the time aspects used in medical guidelines
(e.g. Check up in 6 months). The methods were tested using follow-up guide-
lines for melanoma patients and anonymous patient data from the Department
of Dermatology at the Medical University Vienna (DDMUV).

In Sect. 2 we give a brief overview of the process mining discipline and the
positioning of this paper in the field of process mining in healthcare. In Sect. 3 we
describe the data preparation and time boxing steps as well as the conformance
checking applied in this paper. In Sect. 4 the study population at the DDMUV is
described and time boxing and conformance checking are applied to melanoma
surveillance data. In Sect. 5 the generalized applicability of our methods and the
medical implications are discussed.

2 Related Work

2.1 Process-Oriented Analysis

Process mining [1] offers techniques for different analysis tasks such as discov-
ery of process models, conformance checking between process execution logs and
process models or guidelines, and enhancement of existing models using informa-
tion about the recorded reality in process execution logs (i.e. event logs). Event
logs store events that are produced by the execution of the process tasks during
runtime. Existing standardized formats for event logs are MXML and XES [25].
In this article we mainly focus on the task of conformance checking.

There are different techniques and algorithms to measure conformance (e.g.
[2,22]). The degree of conformance is measured in four orthogonal dimensions.
(1) Fitness is the most agreed upon measure to determine if the model reflects
the recorded behaviour in the event log. Approaches to measure fitness are listed
and evaluated by [4]. (2) Precision aims to identify overly general models and
penalize unwanted behaviour. A recent study, however, shows that existing pre-
cision metrics do not provide the desired properties to reliably recognize under-
fitting [24]. (3) Generalization measures the degree of overfitting, i.e. if the model
only allows for what has actually been observed. (4) Structural appropriateness,
derived from the simplicity quality dimension described in [1], aims to find an
easy to understand and not overly complex model.
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2.2 Positioning in the Field

Rojas et al. provide a recent survey on existing literature and case studies on
process mining in healthcare, collecting 74 publications in this area [20]. Follow-
ing their terminology, our paper analyzes organizational processes based on data
from a clinical support system for oncology in Austria. It poses a specific ques-
tion (i.e. guideline compliance) and utilizes the conformance perspective. This
paper presents a semi-automated implementation strategy, providing a novel
data preparation approach facilitating the use of the tool ProM. The analysis
follows the basic approach, using the ProM plugin Multi-perspective Process
Explorer (MPE) [14].

3 Methods

The process of surveillance of melanoma patients starts with the detection and
the excision of the primary tumor (i.e. the baseline visit). Melanoma patients are
staged according to the American Joint Committee on Cancer (AJCC) staging
system (i.e. stage I to IV). After excision of the primary tumor patients start a
10 year surveillance period. Depending on AJCC staging, follow-up visits have
different surveillance intervals and include different types of examinations (i.e.
clinical examination, analyzing tumor markers, lymph node sonography, com-
puted tomography of the abdomen, PET-CT etc.). In AJCC stage I for example
the interval of the follow-up visits is 6 months in the first 5 years and one year
between the 5th and the 10th year. In the other AJCC stages intervals of 3
months in the first five years and 6 month between the 5th and the 10th year
are scheduled. The higher the AJCC stage the more often examinations are per-
formed as part of a follow-up program. During surveillance, the AJCC stages are
re-evaluated and patients can be assigned a higher AJCC stage and start the
corresponding follow-up surveillance from the beginning. In this paper we refer
to this upgrading as stage change. Since the observation period of this study only
covers 7 years (January 2010 to June 2017) patients are still compliant to the
guideline if they have not missed the next-to-last or last follow-up visit before
the end of the study (i.e. June 2017). Patients are considered lost to follow-up
when the surveillance is terminated prematurely at the DDMUV (e.g. patient
changed clinic). The events occurring during melanoma surveillance are depicted
in Fig. 1.

We took the clinical data needed to perform the process mining from a local
melanoma registry stored in the Research and Analysis (RDA) Platform of the
Medical University of Vienna [5]. Additional information about the transfer of
patients between different clinics within the hospital, laboratory results as well
as treatment information is obtained from the local Hospital Information Sys-
tem (HIS). Since the melanoma registry is maintained manually the informa-
tion from the HIS is used to detect additional follow-up visits re-using informa-
tion from routine care. The event logs used in this study are created using the
JAVA programming language, a JDBC driver to access the data in the Oracle
Database and the OpenXES library to create event logs in the MXML format.
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Fig. 1. A BPMN representation of the process of melanoma surveillance. The start
event of the surveillance is the excision of the melanoma followed by the AJCC stage
classification and the follow-up visits. Depending on the AJCC stage the number of
follow-up visits can vary and the AJCC stage can be re-assessed after each follow-up
visit. A patient can be lost to follow-up or complete the surveillance successfully.

Conformance checking was performed in the ProM framework. The study was
approved by the ethics committee of the Medical University of Vienna (EK Nr.:
1297/2014).

3.1 Data Preparation and Time Boxing

According to the guideline, depending on the AJCC stage of the patient, the
follow-up treatment takes place at certain time intervals (i.e. every three, six or
twelve months) in a repeated fashion for ten years. The existing process execution
logs record the same event for each occurrence (e.g. follow-up visit for each follow-
up visit), so the process mining algorithms are not able to distinguish between
these events depending on the fixed time period specified in the guideline (e.g.
second follow-up visit after one year).

Using the simplified process model depicted in Fig. 1, it is not possible to
distinguish the different follow-up visits automatically and as a consequence
conformance to the guideline cannot be checked using current process mining
algorithms. To overcome this problem we propose a naming convention based
on time boxing for recurring events commonly described in medical guidelines.
During the time boxing, each activity (e.g. each follow-up visit) is allocated (i.e.
aligned) to a predefined fixed time period it matches in, called a time box. Each
time box corresponds to an event in the medical guideline and the events in
each time box are named according to the name of the time box (e.g. I F 01 1Q
corresponds to an AJCC stage I follow-up visit in the first quarter of the first
year). In Fig. 2 the process model with applied time boxing corresponding to the
melanoma surveillance guideline used at the DDMUV is shown.

The event log follows the same naming convention as the process model. To
generate the event log, all follow-up visits are assigned to the corresponding (i.e.
temporally closest) time boxes. All follow-up visits in one time box are merged
and represented as one. In order to analyze over-compliance, multiple events
could be assigned to the same time box (without merging) and the resulting
self-loops considered during the analysis.



180 C. Rinner et al.

Fig. 2. A simplified petri net model with applied time boxing corresponding to the
guideline used at the DDMUV. For each AJCC stage (i.e. I, II, III and IV) the follow-
up visits after three, six or twelve month (i.e. 2Q is 2nd quarter, 3Q is 3rd quarter
4Q is 4th quarter) for ten years are shown. After each follow-up visit a patient can
proceed to any later follow-up visit, have a state change, be lost to follow-up (LTFU)
or complete the surveillance (i.e. IN FUP meaning still in follow-up).

3.2 Conformance Checking with ProM

The conformance checking was done using the process mining framework ProM
in version 6.6 and the respective plug-in Multi-perspective Process Explorer
(MPE) [14]. It allows for fitness and precision calculation and provides different
views on the data, including (1) a model view, depicting the base model petri
net, (2) a trace view, making it possible to investigate individual traces and
(3) a chart view, showing the distribution of attribute values in the log for cer-
tain parts of the model.

The MPE is an advanced tool that integrates state of the art algorithms
described in [15], that are also able to integrate different perspectives i.e. data,
resource and time. The configuration for penalties on log and event moves was
adapted to the specific use case. A valid configuration for the alignment param-
eters (penalties for moves on the log/model) had to be identified. Due to the
pre-processing there are no wrong events (events present in the log but not in
the model) save for the LTFU (i.e. Lost to follow-up) event, so the alignment
algorithm must always identify the missing events (events in the model that are
missing in the log). The parameters are described in the results section.

4 Results

The DDMUV is a tertiary referral centre that offers a long-term surveillance
program for melanoma patients based on the European guideline on melanoma
treatment [9]. An example for the follow-up sub process in the European guide-
line on melanoma treatment modelled in the Business Process Modeling and
Notation (BPMN) can be found in [3]. The melanoma registry at the DDMUV
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contains data of baseline and follow-up visits of melanoma patients. Excisions
are documented way back to the early 1990s, a continuous documentation of
the follow-up visits started 2010. In 2017, the melanoma registry covered about
2,200 patients. In this study we included all 1023 patients (43% females, mean
age 59± 17.5 years) with baseline visit (i.e. excisions) after January 2010 and at
least one follow-up visit. Besides the demographic data, different characteristics
of the identified melanoma are documented. For the baseline visit this includes
among others, (1) melanoma subtype (superficial spreading melanoma, nodular
melanoma, lentigo maligna melanoma, acral lentiginous melanoma and others),
(2) anatomic site (i.e. abdomen, hand, foot, head etc.), (3) depth of invasion,
(4) date of surgery for the primary tumor and (5) staging information. More
than one primary tumor can be documented. Only melanoma staging is used
for conformance checking. We extracted five different event logs from our real
world data, one including all patients (i.e. I–IV), and four for each AJCC stage
separately (i.e. I, II, III, IV) based on the highest AJCC stage of the patient.
If a patient initially started with AJCC stage I and then moved to AJCC stage
II the patient is represented in the AJCC II log file. Table 1 lists the number of
patients in each log.

Table 1. Number of patients in log files split by maximal AJCC stage and separated by
LTFU (lost to follow-up) and IN FUP (in follow-up). The distribution of the outcome
indicators LTFU and IN FUP show significant differences between the AJCC stages.

I–IV I II III IV

Female LTFU 286 146 95 20 25

IN FUP 153 45 50 17 41

Total 439 191 145 37 66

Male LTFU 379 167 124 42 46

IN FUP 205 43 70 33 59

Total 584 210 194 75 105

Total LTFU 665 313 219 62 71

IN FUP 358 88 120 50 100

Total 1023 401 339 112 171

The number of patients per AJCC stage decreases with higher AJCC stage,
which corresponds to the fact that most melanomas in Austria are diagnosed in
early stages [10]. Most patients (n = 401) were in AJCC stage I. This group also
had the highest number of patients lost to follow-up (n = 313, 78%). The ratio
of patients IN FUP (i.e. in follow-up) was the highest in AJCC stage IV with
58% (n = 100). There is no difference between proportion of individuals lost
to follow-up (LTFU) between men and women. Men were generally older than
women and there was no significant difference between the LTFU and IN FUP
in respect to the age. Patients in lower AJCC stages were generally younger
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(I: mean age 57 ± 17 years; II: mean age 59 ± 18 years; III: mean age 60 ± 18
years; IV: mean age 63 ± 16 years)

4.1 Conformance Checking of Melanoma Surveillance

To check the conformance of our guideline models in regard to the recorded event
logs, we replayed the logs on the models using the MPE. For the alignment, the
default costs of the MPE for missing events in the log (value: 2) and missing
activities in the model (value: 3) leads to undesired behaviour. The alignment
algorithm identifies follow-up visits after a long period of time as wrong events.
When the penalty for a sequence of missing events exceeds the penalty for a
wrong event, the alignment algorithm will declare the current event wrong. In
order to ensure a correct alignment, the maximum number of skipped follow-up
visits in all traces was identified and the penalties adopted respectively. Since
the maximum number of consecutive skipped events for one trace is 19 in our
data, we chose a penalty of 1 for missing events and 20 for wrong events. For the
LTFU event we reduce the wrong event penalty to 0, thus only penalizing the
missing IN FUP event at the end and not overvalue the outcome indicator for
the fitness calculation. The results in the form of fitness and precision indicators
can be seen in Table 2.

Table 2. Using the MPE, for each stage log and the combined log (I–IV) the average
fitness and precision were calculated in regard to the respective guideline models.

AJCC stage No. of patients Avg. fitness %
(min - max)

Avg. precision % (#observed
/ #possible behaviour)

I 401 98,6% (91% - 100%) 75,1%

II 339 98,0% (82% - 100%) 71,4%

III 112 98,2% (85% - 100%) 65,0%

IV 171 98,7% (88% - 100%) 63,1%

I–IV 1.023 98,4% (53% - 100%) 87,0%

Our measurements show that the guideline models have an overall compara-
ble and good fitness value, i.e. the model generally explains the behaviour seen
in the log. This originates from three facts. (1) The renaming and clustering of
activities was done based on the terminology that was also used for the guideline
model. (2) The time boxing method presented in 3.1 leads to an ordered sequence
of events, where loops and duplicates cannot occur. (3) The only wrong events
(i.e. events present only in the log, not in the model) are the LTFU events.

The precision of the model for stage I is 75.1% and declines to 63.1% for
stage IV. The ratio between observed and possible behaviour indicates under-
fitting for low values. The explanation for the generally lower precision values is
that the guideline models include the whole time period of ten years of follow-up
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visits, while the event logs only cover a maximum of seven and a half years.
Thus, modelled events like I F 08 1Q (i.e. stage I, eighth year, first quarter) will
never be reached during replay, leading to a lower precision. The explanation for
the declining values of precision is that the guideline models for higher stages
allow for all the lower stages’ events too, since a patient can start in stage I and
be re-evaluated to stages II, III or IV during his follow-up visits. The amount
of possible behaviour is thus higher while the number of actual patients in the
stages is similar (II) or significantly lower (III and IV) than in stage I.

Figure 3 shows the most frequent trace recorded in the complete log. 148
of the 1023 patients follow this trace where they (1) start with the excision
(Start), (2) are staged in AJCC I (StageChange), (3) go to their first follow-up
(I F 00 3Q) and (4) are afterwards lost to follow-up (wrong event LTFU). The
following missing event (IN FUP) is in the guideline model but was not present
for those traces in the log. Finally, the End event concludes the trace.

Fig. 3. The most frequent trace in the complete log (I–IV) visualized via the MPE’s
trace view. (fitness 98.8%)

Figure 4 shows a patient that started in stage I and was re-evaluated to
stage II and later to stages III and IV. All in all just 1 follow-up visit during
stage II was missed and the fitness is very high. The trace spans over the whole
observation period, with the start in 2010 and the last follow-up in late 2015.
Thus, the patient was identified as in follow-up (IN FUP).

Fig. 4. A trace comprising all four stages and only one missing follow-up visit. (99.8%)

In Fig. 5 the patient classified in stage II skipped multiple follow-up visits
and left the monitoring entirely after four years. The low fitness value correlates
with the low guideline compliance.

Fig. 5. A trace with multiple skipped events and thus relatively low fitness. (89.6%)
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5 Discussion and Lessons Learnt

5.1 Reuse of Clinical Data for Process Mining

We reused existing patient data available from a local EHR system in the con-
text of melanoma surveillance. In combination with the local melanoma registry
additional follow-up visits and laboratory data to the event log were identified.
Creating the log file using a procedural programming approach allowed us to add
pre-processing steps. For example we tagged patients that successfully terminate
the process (i.e. still in the surveillance program (IN FUP)) during the creation
of the log file based on the time they did not show up before the end (i.e. time
boxes missed). Beside the melanoma registry, more than 70 other registries are
documented in the RDA platform. In a current master thesis a mapping of the
melanoma registry data from the RDA data model [19] to the i2b2 star schema
[17] and the OMOP common data model [18] is performed. By adapting our
approach to these two widely used data models a greater variety of data could
be made available to process mining and conformance checking in particular.

5.2 Guideline Compliance Checking

In our approach we pushed the time dimension into the process structure to be
able to use the conformance checking capabilities of ProM on imperative models.
However, there are two viable alternative approaches: (1) Using a data-aware
alignment algorithm would allow to keep the time dimension hidden in the data,
thus naming the follow-up visits just follow-up, avoiding the initially confusing
time boxing notation (e.g. I F 00 3Q). However, we decided to use our naming
approach to make all (missing) steps easily visible in the model. (2) The current
version of the ProM framework also includes a declarative mining module that
derives sets of constraints in form of a declarative model from log files and offers
also conformance checking [13,21]. This needs further investigation, especially
in the preparation of a correct declarative constraint set based on the guideline
as well as an adapted real log to be replayed.

5.3 Medical Implications

In [12] the prognosis among patients with thin melanomas depending on the
surveillance compliance was analyzed. Patients were considered to be compliant
with the follow-up regimen if they had at least one annual follow-up examination
and non-compliant if they had follow-up intervals of more than one year. They
showed that compliant patients before the onset of recurrence had a significantly
better prognosis than non-compliant patients.

When using our calculated fitness instead of the fixed time-intervals to eval-
uate the survival, the same effect can be observed in our data as seen in Fig. 6.
We sampled all 246 patients that stayed in follow-up for more than two years
based on their fitness value into three equal-sized groups and used the Kaplan–
Meier estimator for survival analysis. The survival probability of patients with
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Fig. 6. Survival analysis for all 246 patients that stayed in follow-up for more than two
years, sampled into three equal-sized groups depending on their fitness.

a high guideline compliance after five years is about 5% higher compared to the
least compliant group. However, adding the patients that stayed for less than 2
years to the estimator, looking at all 358 patients in follow-up, showed a reversed
effect. The main reason was that higher fitness is easier to achieve with a shorter
stay and many with a short stay died early, e.g. after being staged in IV and the
first follow-up visit.

The compliance calculated and formalized using the fitness using MPE is
very promising. Yet it has to be further analyzed under which circumstances it
correlates to the outcome of the patients. Further we plan to analyze how the
compliance affects the tumor progression of the patients, i.e. if patients with a
higher compliance are less likely to progress to a higher AJCC stage.
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Abstract. Understanding and identifying executed patterns, activities
and processes for patients of different characteristics provides medical
experts a deep understanding of which tasks are critical in the provided
care, and may help identify ways to improve them. However, extracting
these events and data for patients with complex clinical phenotypes is
not a trivial task. This paper provides an approach to identifying specific
patient cohorts based on complex digital phenotypes as a starting point
to apply process mining tools and techniques and identify patterns or
process models. Using temporal abstraction-based digital phenotyping
and pattern matching, we identified a cohort of patients with sepsis from
the MIMIC II database, and then apply process mining techniques to
discover medication use patterns. In the case study we present, the use
of temporal abstraction digital phenotyping helped us discover a relevant
patient cohort, aiding in the extraction of the data required to generate
drug use patterns for medications of different types such as vasopressors,
vasodilators and systemic antibacterial antibiotics. For sepsis patients,
combining the use of temporal abstraction digital phenotyping and pro-
cess mining tools and techniques, was proven to help extract accurate
cohorts of patients for health care process mining.

Keywords: Process mining · Digital phenotyping · Drug use patterns

1 Introduction

Currently, medical centers execute a large number of medical activities and pro-
cedures, which constitute an essential part of the provided care. To successfully
administer the most suitable care to patients, processes must be executed in the
most effective and efficient way possible.

Medications are an essential component of clinical care. The pattern at which
they are administered can reflect the clinical pathways followed by patients dur-
ing their episodes of care. Also, in general, following a proper medication process
or pathway should also impact the healthcare system, reducing hospitalization
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rates, improving quality of life, reducing health system costs, and, improving
quality of care [11].

Nowadays, hospital information systems store large amounts of medical infor-
mation generated during routine patient care; this includes abundant medica-
tion administration data. Using this information, it is possible to conduct several
types of analysis. Data analytic tools and techniques, specifically process min-
ing, provide the ability to discover process models, understand the interaction
between resources and analyze their performance [1]. The use of process mining
techniques does not only facilitate an understanding of the natural complex-
ity of hospital processes and what these genuinely entail, but it also generates
improvement opportunities in relation to care services. With the use of process
mining, drug administration patterns may be studied to understand which are
the drugs administered and in which patterns.

In the past, process mining in healthcare has been applied, generating com-
plex and unreadable spaghetti process models [1]. To reduce this complexity,
multiple efforts have been done. For example, applying simple filters guided
by the desired objectives [23] or clustering techniques to organize patients [20].
These efforts required multiple tasks to identify the correct cohorts of patients,
increasing the possibility of leaving significant patients outside of the analysis.
Our study proposes the use of temporal abstraction digital phenotyping to iden-
tify more specific cohorts of patients with exact medication and condition types,
to use process oriented data analytic techniques to generate detailed patterns.

The structure of the paper is as follows: Sect. 2 includes the background of
the study. Section 3 describes the followed method. Section 4 describes a case
study using the proposed method, including the results and discussion. Finally,
conclusions an future work are included at the end of this paper.

2 Background

The use of clinical data is relevant in the big data era. Each time more and
more data are being produced in clinical environments. In order to study the
executed processes, the data must be accessed, selected and extracted faster and
faster to not loose track of details included in it. The selection process of the
adequate data is vital to obtain the desired results. In the past, filtering [23] and
clustering [20] techniques have been good approaches to define the exact data
to extract for process analysis, but can be time consuming and generate cohorts
of patient’s data that may not be the desired ones.

The need to generate good techniques to identify and extract data for patients
satisfying very punctual conditions is required in process mining. In our approach
we focus on presenting a method that combines the use of temporal abstraction
digital phenotyping with the process mining tools and techniques available.

2.1 Temporal Abstraction Digital Phenotyping

Patient phenotyping has become a key component of complex data analytics in
healthcare. The identification of predictor variables or risk factors using large
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volumes of routinely collected clinical data between two patient types—for exam-
ple, comparing older adults with and without dementia, understanding complex
processes in emergency rooms and analyzing clinical data to identify heralding
attributes—has become a prevailing study design and it requires establishing clear
and robust patient phenotypes and methods to retrieve patients that match that
phenotype. However, establishing robust clinical phenotypes in databases of rou-
tinely collected clinical data is not a trivial task. Current approaches include the
use of billing information, diagnostic codes, developing complex algorithms, natu-
ral language processing and, ultimately, manual abstraction of clinical records [5,
13,27]. Our research group has advanced the use of temporal abstraction and
pattern matching to design digital phenotypes and query clinical databases to
retrieve patients that meet the designed phenotype [4]. Briefly, there are two main
approaches when attempting to identify patient cohorts based on temporal pat-
terns of clinical data in raw medical records.

The first and probably more cumbersome one is developing a complex query
using database query languages or specific query languages with temporal capac-
ities, usually built over an existing one, such as SQL. Such an effort has been
made in the past not only by clinical and health informatics researchers, but
by database and data storage researchers too: temporal querying and temporal
database capacities is a long dated problem. Starting in 1992, TSQL2 [26] was
a significant attempt on making temporal databases a reality, until its death on
2001 after hard criticism. A decade later, SQL:2011 [25] included temporal behav-
ior on its core definition, but with little real functionality added. This approach
has emerged in some health informatics researchers as well. CHRONUS intro-
duced TimeLineSQL (TLSQL) [7], and later in CHRONUS II an extension to the
SQL query language [16], greatly inspired in TSQL2 [25], was also developed as a
means to directly execute temporal based queries on databases. The most signif-
icant hurdle of these methods involve developing very complex database queries
that require advance programming knowledge with limited reusability.

The other main way of dealing with temporal querying difficulties is by
abstracting the underlying raw data onto higher level models suitable for time
expressiveness. Typically, this involves the ability to represent time concepts
such as instants, intervals and bound times, along with temporal relations among
them. DXtractor [15] introduced a hybrid model where simple plain SQL queries
were produced to retrieve patient sets from some precompiled options, and then
allowed to perform some basic Boolean and temporal operations over these sets
in a chained way. IDAN [2] presents a temporal-abstraction mediation approach,
implemented in a modular architecture. In a way, it decouples the effort of tem-
poral reasoning on clinical data in several small components, each with a spe-
cific task. PROTEMPA [19] aimed to offer a system for specifying temporal and
mathematical relationships between data elements to retrieve cohorts of patients
that meet the given requirements. It is a framework like system, with clearly dis-
tinguishable modules for different tasks, such as data extraction, knowledge and
abstractions definition, temporal trends detection, etc. A later and more novel
system, Eureka [18], was constructed to address some of PROTEMPA’s issues
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and extend its functionality. It is commonly used to integrate with the I2B2
framework, and offers many useful tools for other integrations too. Opposed to
its predecessor, it carries one general ETL (Extract, Transform and Load) sys-
tem capable of extracting data from different sources, but in practice this means
not only configuring some metadata XMLs (eXtensible Markup Language) to
describe the underlying model, but also coding a specific data extractor to fully
determine the data backend. Eureka is highly configurable and offers a rich API
to integrate the researcher’s database to the system, but programming knowl-
edge and a deep understanding of how Eureka’s ETL works is needed in order
to achieve this. ClinicalTime [8] aims to facilitate the task of describing the
database by imposing on the user no programming knowledge, only data knowl-
edge. This means that the researcher only needs to know how his data looks like
in order to define the desired mapping to the program’s model. Using this knowl-
edge the researcher is able to design a clinical phenotype and retrieve patient
cohorts with detailed attributes and conditions.

2.2 Process Mining in Healthcare

Process mining is a research discipline that focuses on the extraction of infor-
mation from data generated and stored in the databases of information systems.
The data is extracted to create events logs, which can be viewed as a set of cases
in which each one contains all the activities executed for a process instance [1].

Process-Aware Information Systems (PAIS) [1] are systems that should
be readily able to produce event logs. Specific examples of such applications
include Enterprise Resource Planning systems and Hospital Information Sys-
tems (HIS [22]). Event log data are not limited simply to the data from these
tools, as many other systems can also provide useful data about process exe-
cution. Moreover, data regarding an specific complex process can come from
multiple information systems or data sources.

There are three main types of process mining analysis that can be performed:
process discovery, conformance checking, and enhancement. Process discovery
allows process models to be extracted from an event log; conformance checking
allows monitoring deviations by comparing a given model with the event log;
and how enhancement allows extending or improving an existing process model
using information about the actual process recorded in the event log [1].

Process mining has been successfully employed for analysis and study pur-
poses across different industries, including the education [3], marketing [17],
among others. The healthcare domain is not the exception [10,14,20,22]. Nor-
mally, any activity executed in a hospital by a physician, nurse, technician or
any other resource to give care to a patient is stored in a HIS (compound of
databases, systems, protocols, events, etc.). Activities are recorded in event logs
for support, control and further analysis. Process models are created to specify
the order in which different health workers are supposed to perform their activi-
ties within a given process, or to analyze critically the process design. Moreover,
process models are also used to support the development of HIS, for example, to
understand how the system is expected to support the process execution [22].
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3 Method

Figure 1 presents an overview of the methods used for the analysis. It consists
of four phases that combine temporal abstraction-based digital phenotyping and
process mining to discover drug patterns. The phases are the following:

Fig. 1. Method

1. Identify specific cohort of patients using temporal abstraction digital phe-
notyping from specific data sources. Through ClinicalTime [8] a tool that
includes temporal abstraction digital phenotyping, precise conditions and
time intervals can be defined to extract specific patients, allowing clinicians
and researchers to study more accurate groups of patients. An example of
the way temporal queries are visually constructed using ClinicalTime can be
seen in Fig. 2.

2. Extract and generate events logs for the identified cohorts of patients. Having
identified an specific cohort of patients, an event log for an research purpose
can be generated. An event log must include at least a case unique identifier,
an executed activity, and a timestamp.

3. Generate models using process mining tools and techniques. With the
extracted event log, several tools (such as Disco [12], or PALIA [10]) and
techniques (such as heuristic miner [28] or the Palia algorithm [21]), can be
used to generate process models and complementary information for analysis.

4. Identify drug use patterns based on the models discovered in previous steps.
Using the models previously obtained, the medication data can be used to
identify drug use patterns on the extracted set of identified patients.

4 Results

We validated the methods presented in Sect. 3 using a case study of patients
with Sepsis. For each of the established steps of the method, the executed tasks
are described in the next subsections.
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Fig. 2. Temporal query example in ClinicalTime

4.1 Phase 1: Define Cohorts of Patients Using Temporal
Abstraction Digital Phenotyping

For phase 1 of the method, we retrieved the patient cohort from the MIMIC II
database. MIMIC II is an anonymized database containing more than 30,000
intensive care unit episodes [24]. Several tables were used to identify the
cohort of patients and the data for the event log: icustay events, ioevents,
labevents, medevents, physicianorderentry events, procedure events,
ioevents, microbiology events, labevents, medevents, icustay events,.
A full description of the MIMIC II data model can be found in [6].

This database was accessed through ClinicalTime, an application to build and
execute complex temporal abstraction digital phenotyping queries [8]. Clinical-
Time is an application that enables researchers to define clinical phenotypes using
a graphical interface. In that interface, the users define clinical temporal instants
and intervals (instantaneous, bounded), as well as their temporal and mathemat-
ical relationships. Additional conditions can be defined for every interval such as:
duration, number of repeated instants within an interval, etc. [8].

In addition, temporal relations can be defined between intervals and instants;
ClinicalTime implements the full set of temporal relations. Researchers can
define other relations between intervals such as temporal distance, an increase
or decrease of a certain magnitude, a percent change in values, etc. Once an
interval pattern is defined, it can be saved and combined with other interval pat-
terns. This allows the creation of arbitrarily complex interval patterns to describe
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clinical phenotypes. ClinicalTime then uses its search algorithms to abstract the
temporal intervals from a clinical relational database (in our case MIMIC II),
and identifies and returns a list of patients matching the pattern. This patient
set becomes the patient cohort. To ensure precision, the phenotyping algorithm
was validated against a manually annotated subset of MIMIC II.

For our case study we decided to extract drug use patterns for Sepsis. Sep-
sis is one of the main causes of admission to the intensive care unit world-
wide and has significant associated morbidity and mortality. To meet the def-
inition, a sepsis patient must meet two of the following criteria: (a) tempera-
ture <36 ◦C or >38 ◦C, (b) respiratory rate >20/min or PaCO2 <32 mmHg,
(c) heart rate >90/min, (d) white blood cell (WBC) count <4,000 or >12,000
or >10% bands (immature white blood cells). In addition to these criteria, the
condition must be a response to an active infection. An active infection was
defined as a combination of clinical and laboratory results. We created the sep-
sis phenotype using the above criteria, and extracted from the MIMIC II a cohort
of patients that meet these criteria.

4.2 Phase 2: Create Event Log from Identified Cohort of Patients

Based on the cohort of patients generated using Clinical Time, we proceeded
to extract and generate the event log from the database MIMIC II. Based on
an exploratory analysis of the data, the pharmacy provider order entry (POE)
records were necessary to execute the drug use analysis.

In the database, multiple categories for medications and drugs were discov-
ered. A drug may be classified by the chemical type of the active ingredient or
by the way it is used to treat a particular condition. In our case we centered
our analysis in vasodilators, vasopressors, and systemic antibacterial antibiotics.
These three categories were selected to analyze. Vasodilators are medicines that
dilate (widen) blood vessels, allowing blood to flow more easily through. Some act
directly on the smooth muscle cells lining the blood vessels [9]. Some examples of
Vasodilators are nitroglycerin and desmopressin. Vasopressors are medicines that
constrict (narrow) blood vessels, increasing blood pressure. They are used in the
treatment of extremely low blood pressure, especially in critically ill patients [9].
Some examples of Vasopressors are phenylephrine and dopamine. Antibiotics are
drugs that can either kill an infectious bacteria or inhibit its growth. Different
antibiotics work by different mechanisms and are used to treat infections caused
by bacteria that are sensitive to that particular antibiotic [9]. Some examples of
antibiotics are vancomycin and ampicillin.

After identifying the categories of the drugs or medications, we proceeded to
extract the event logs, including all patients that have two conditions:

(i) were identified as having Sepsis as the main cause of admission to the inten-
sive care unit (results of phase 1), and;

(ii) have been medicated with either vasodilators, vasopressors, or systemic
antibacterial antibiotics.
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Three specific cohort of patients were extracted into three event logs. For
the drug use pattern of sepsis and vasodilators, 20 cases were identified with 6
start and end medication activities. For sepsis and vasopressors, 33 cases were
identified with 12 start and end medication activities. And, finally, for sepsis and
systemic antibacterial antibiotics, 60 cases were identified with 21.

4.3 Phase 3: Generate Models from Event Logs

After extracting each event log from the previous phase, process mining tools
were used to generate process models. In our case, we used Disco [12] to generate
the models. Following are the three resulting drug use patterns discovered.

First, the process model for patients with sepsis and vasodilators medications
is presented in Fig. 3. This model includes the starting and ending medication
activities for nitroglycerin, and nitroprusside sodium, which were the identified
vasodilators. The arcs correspond to the sequential order for all the different 20
cases. Nitroglycerin was the most frequently used vasolidator.

Second, the process model reflecting the drug use for patients with sepsis and
vasopressors medications is presented in Fig. 4. This model includes the starting
and ending medication activities for norepinephrine, phenylephrine, epinephrine,
vasopressin, dopamine and dobutamine, which were the identified vasopressors.
The arcs correspond to the sequential order for all the different 33 cases. Nore-
pinephrine was the vassopressor medicated the most.

Fig. 3. Process for vasodilators

And, finally, the process model reflecting the drug use for patients with
sepsis and systemic antibacterial antibiotics is presented partially in Fig. 5.
This model includes only the starting medication activities for vancomycin,
levofloxacin, metronidazole, piperacillin-tazobactam, ceftriaxone, aztreonam,
meropenem, ampicillin, cefazolin, azithromycin, linezolid, ciprofloxacin, clin-
damycin, unasyn, sulfameth/trimethoprim, penicillin G, potassium, ery-
thromycin, nafcillin, oxacillin, dicloxacillin, and, imipenem-cilastatin. These were
the identified antibiotics.
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Fig. 4. Process for vasopressors

In this case to improve the visualization of the process model, only the start-
ing activities were selected and not the ending of the treatment. The arcs corre-
spond to the sequential order for all the different 60 cases. Vancomycin and lev-
ofloxacin were the systemic antibacterial antibiotics most frequently prescribed.

4.4 Phase 4: Identify Drug Use Patterns

Finally, we identified the drug use patterns using the information and models
acquired through process mining in the previous phases.

First, for the vasodilators, the main pattern is featured in Fig. 3. Although
a full clinical analysis is beyond the scope of this paper, the observed pattern,
its sequences and frequencies, is consistent to what clinicians use in the real-
world. It is frequent, in most of the cases, to either only prescribe nitroglycerine
(35%), or, prescribe it combined with nitroprusside sodium (35%), being this
drug medicated in 70% of cases. Also, 65% of cases begin with nitroglycerine,
being the first option as a vasodilator to be medicated.

Secondly, for the vasopressors, the main pattern is featured in Fig. 4. Twenty-
four percent of all cases only prescribe Norepinephrine, while Epinephrine is
never prescribed alone. The most prescribed are norepinephrine, which is present
in 70% of the cases and Phenylephrine, which is present in 42% of them. Addi-
tional to this, 27% of the cases include two different vasopressors, and only 12%
include 4 or more different ones. The trend in these cases is to start either with
Norepinephrine in 42% of the cases, or start with Phenylephrine in 30%.

And finally, for the systemic antibacterial antibiotics, part of the main pat-
tern is shown in Fig. 5, where some characteristics were identified. There is no
predominant antibiotic that is prescribed alone, the top antibiotics prescribed
alone are levofloxacin (only 8.3%) and cefazolin (only 5%). More than 50% of
the cases prescribe 3 or more antibiotics (53.3%), while 20% prescribe only two.
Fifty-three percent of the cases tend to start the antibiotic medication pattern
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Fig. 5. Process for antibiotics

with either vancomycin (28.3%) or levofloxacin (25%), being these two the ini-
tials and the most prescribed antibiotics. While no cases start directly with
aztreonam, linezolid, nafcillin, oxacillin or dicloxacillin. When clinicians are pre-
sented with these patterns, they are concordant with current clinical practices,
highlighting the potential of the presented methods for clinical data analytics.

5 Discussion

The discussion will be addressed both from a process mining and a clinical per-
spective. From the process mining point of view our method and case study
contributed with an easier and more accurate method to identify cohorts of
patients when multiple and temporally-related clinical conditions must be met.
This facilitated the extraction and generation of event logs, because only the
necessary data was included for the analysis, eliminating or reducing the filter-
ing/clustering phases utilized by most process-mining methodologies. In addi-
tion, this simplified the complexity involved in generating accurate queries to
extract data from electronic health records. Finally, this approach generated
better, more understandable and readable models, that are based on cohorts of
patients with very specific conditions, making them easier to analyze.

From the clinical point of view, analyzing drug use patterns may help in mea-
suring conformance of clinical practice with guideline recommendations, identify
changes in prescription pattern over time, for example, when new resources or
drugs are incorporated to care and whether those changes are clinically explained
or not. This method also generates ways to verify, monitor and control drug
prescription on specific groups of patients, opening avenues to improving the
provided care and the quality of the outcome.



Characterization of Drug Use Patterns 197

6 Conclusions and Future Work

In this case study, we applied a method based on the combination of process
mining and temporal abstraction-based digital phenotyping to help discover drug
use patterns among patients with sepsis. Each step of the proposed method has
been executed: identifying cohorts of patients using temporal abstraction digital
phenotyping, creating the event logs, generating models, and finally identifying
drug use patterns. Although beyond the scope of this demonstration, the ability
to quickly discover drug utilization patterns should be a useful tool to study
healthcare resource utilization, its patterns and how they might change over
time. Future work will include expanding the case study to include additional
data sources and phenotypes (such as additional drug classes and clinical out-
comes), the inclusion of additional process mining techniques to improve pattern
discovery, and, finally, formal clinical validation of the identified patterns.
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Abstract. Existing process mining methodologies, while noting the
importance of data quality, do not provide details on how to assess the qual-
ity of event data and how the identification of data quality issues can be
exploited in the planning, data extraction and log building phases of any
process mining analysis. To this end we adapt CRISP-DM [15] to supple-
ment the Planning phase of the PM2 [6] process mining methodology to
specifically include data understanding and quality assessment. We illus-
trate our approach in a case study describing the detailed preparation for
a process mining analysis of ground and aero-medical pre-hospital trans-
port processes involving the Queensland Ambulance Service (QAS) and
Retrieval Services Queensland (RSQ). We utilise QAS and RSQ sample
data to show how the use of data models and some quality metrics can be
used to (i) identify data quality issues, (ii) anticipate and explain certain
observable features in process mining analyses, (iii) distinguish between
systemic and occasional quality issues, and, (iv) reason about the mecha-
nisms by which identified quality issues may have arisen in the event log.
We contend that this knowledge can be used to guide the extraction, pre-
processing stages of a process mining case study.

Keywords: Process mining · Data quality · Pre-hospital · GEMS ·
HEMS

1 Introduction

Pre-hospital care and transport can be supplied by road services, aero-medical
services or a combination of these two services. Comparing the various transport
modes and escort levels etc. may lead to a better understanding of factors con-
tributing to patient outcomes. However, there is limited research internationally
examining the retrieval processes for patients from roadside to definitive care,
and there has been no research conducted in the Queensland context.
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This project, being conducted in collaboration with Queensland Ambulance
Services (QAS) as providers of ground-based transport services, and Retrieval
Services Queensland (RSQ) as coordinators of aero-medical transport services,
aims to provide insights into a key question of interest to QAS and RSQ, i.e.
“are we getting the right level of care to the right patients”? Specific questions
to be considered include:

– Are we making the correct decisions about the dispatch of assets?
– Is it possible to validate the existing “45 min” guideline for transport to the

nearest facility (and the by-pass to major trauma centre guideline)?
– Can the existing aero-medical request for launch protocol be validated?

It is proposed to address these questions using process mining techniques to:

– Discover the range of different care and transport processes undertaken for
road trauma patients from roadside to definitive care

– Conduct conformance (to guidelines) and comparative performance analyses
– Identify key factors influencing deviance from standard care and delivery

processes as given in the guidelines

The impact of data quality on process mining analyses is well recognised
[5,12] and existing process mining methodologies [6,10] refer to taking into con-
sideration characteristics and quality of the input data in the early stages of
a process mining study. However, there is little guidance on how to actually
assess process-data quality. We adapt the CRISP-DM (Cross Industry Standard
Process for Data Mining as outlined in [15]) and apply it in our case study to
(Fig. 1):

Fig. 1. Our approach adapted
from the CRISP-DM methodology
outlined in [15].

– Gain an understanding of the overall QAS
and RSQ dispatch-retrieval-transport pro-
cesses.

– Gain an understanding of QAS and RSQ
data through development of data models
and examination of sample data extracts.

– Conduct data quality assessments.
– Prepare event logs.
– Use the sample data to discover mod-

els of the individual QAS and RSQ
retrieval/transport processes.

– Evaluate/conformance check the models.

The major contributions of this paper
include:

– conceptual data models (Object-Role Models (ORM)) of data held by (i) a
ground based ambulance service provider (QAS) and (ii) a coordinator of
aero-medical retrieval and transport service provider (RSQ);

– an assessment of the quality (fitness for purpose) of the QAS and RSQ data
for process mining analysis;



Pre-hospital Retrieval and Transport of Road Trauma Patients 201

– a contribution to the knowledge on how to conduct a process mining study
through a demonstration of the value of systematically identifying data-
related issues prior to carrying out a process mining analysis; and

– a contribution to the knowledge-base in relation to Ground and Helicopter
EMS dispatch processes in an Australian context.

2 Related Literature

We considered literature relating to process mining in the healthcare domain
(and in pre-hospital transport in particular). We look also at process mining
methodology and find that existing methodologies do not highlight the value
of data quality assessment in the early stages of a process mining exercise. We
found that little work has been done in applying process mining techniques to
analyse pre-hospital processes.

2.1 Process Mining and Healthcare

Rebuge and Ferreira [10] propose a Business Process Analysis methodology for
healthcare based on process mining. The methodology comprises: (1) the prepa-
ration of an event log; (2) log inspection; (3) control-flow analysis; (4) perfor-
mance analysis; (5) organizational analysis; (6) transfer of results. While the
methodology steps (1) and (2) are data-focused, consideration of the quality of
data and its suitability for process mining is not considered. In [6] the authors
propose PM2 as a comprehensive, 6 step (Planning, Extraction, Data processing,
Mining & Analysis, Evaluation, Process Improvement & Support) process min-
ing methodology. In the description of PM2, the authors do not mention event
data-quality from the point of view of (i) informing the Extraction and Data
Processing stages, (ii) possible impacts on Mining & Analysis. Mans et al. [9]
discuss event data recorded in Hospital information Systems (HIS) and introduce
the Healthcare Reference Model, a comprehensive data model designed to allow
analysts to locate event data easily and to support data extraction. Rojas et al.
[11] review 74 articles describing applications of process mining in the healthcare
domain. Papers were characterised according to 11 points of relevance includ-
ing process type, data type, frequently asked questions, analysis perspectives,
tools, methodologies. The authors conclude that future work should focus on
the implementation of process-aware hospital information systems along with
improved visualisation and visual analytics techniques and an increased focus
on conformance checking in case studies. Andrews et al. [2] discuss the applica-
tion of process mining techniques in the analysis of healthcare process-related
data focussing on data extraction, pre-processing and data quality assessment
before considering challenges facing analysts in dealing with the semi-structured
nature of healthcare processes when conducting discovery, conformance (compar-
ative) performance analysis before providing some novel visualisation options.
Little work has been done in applying process mining techniques to analyse pre-
hospital processes. Lamine et al. [8] apply process mining and discrete event
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simulation to assess the efficiency of emergency call centre operations in France
and [3] apply process discovery, conformance checking and performance analysis
in a case study involving ambulance services in Iran.

3 Case Study Description

3.1 High-Level Patients Retrieval/Transport Process in Queensland

Figure 2 is a high-level retrieval/transport model derived from operating guide-
line documents provided by QAS and RSQ. In Queensland, all emergency calls
(calls to 000) are routed to a single, statewide call centre operated by QAS.
The emergency centre operators gather as much information about the incident
as they can from the caller reporting the incident. Usually, QAS will dispatch
one or more ground-based ambulances to the scene of the incident, but may
directly request aero-medical evacuation of injured person(s). Once on-scene,
QAS paramedics (i) will provide first-level support to injured patients, (ii) may
contact a senior on-call paramedic or QAS Medical Coordinator (an experienced
emergency doctor) for treatment advice, and (iii) where the situation fits guide-
lines, may request aero-medical evacuation of injured person(s).

Where aero-medical retrieval/transport is required, the QAS Communica-
tions Centre Supervisor (CCS) calls the RSQ Communication Centre. The call
is picked up by a QAS Emergency Medical Dispatcher (EMD) stationed at the
dedicated Rotary Wing Desk within the RSQ Communication Centre. The EMD
has access to the statewide QAS Computer Aided Dispatch (CAD) which shows

Fig. 2. BPMN model of emergency incident management - ground and aero-medical
call centre, asset deployment and patient transport.
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the Incident record. The EMD links the QAS CCS with the RSQ Medical Coor-
dinator who discuss the incident and determine the optimal response. If the
decision is made to dispatch an aircraft the EMD tasks the aircraft while the
RSQ Medical Coordinator contacts the retrieval team to fly on the respective
aircraft and provides the patient’s clinical details. On arrival at the scene of
the incident, or following contact with the patient, the retrieval team contacts
the RSQ Medical Coordinator (via satellite phone or mobile phone). The RSQ
Medical Coordinator provides specialist advice to, and oversight of, the retrieval
team. They then determine the receiving hospital based on the patient’s clinical
needs and informs the receiving, on-duty Emergency Department Specialist of
the incoming patient, their estimated time of arrival and their clinical condi-
tion and requirements. On arrival at the Receiving Hospital, the retrieval team
hands-over to the Emergency Department Specialist.

3.2 Scenarios

From the process description, high level BPMN model, data models, and dis-
cussions with domain experts, it is possible to derive some scenarios which may
play out in response to any incident:

1. Road-based response/s with treatment and no transport.
2. Road-based response/s with treatment and at least one primary transport.
3. Road-based response/s with treatment and a rotary wing primary transport.
4. Rotary wing inter-hospital (secondary) transfer.
5. Fixed wing primary transport.
6. Multileg primary transport (road + rotary or fixed wing).

In this preliminary study, only scenarios 1–3 are considered. The full study will
consider all scenarios.

3.3 Data Models - Ground and Aero-medical Retrieval/Transport

From our understanding of emergency incident reporting-to-retrieval/transport
(developed through interviews with domain experts, documentation describing
QAS and RSQ data and informed by our literature review) we identified data
relevant to the study that allows end-to-end traceability (notification to delivery
to definitive care) and which allows segmentation of the data into cohorts of
retrieval/transport cases of interest to the process stakeholders. The Object-Role
Model [7] in Fig. 3 depict the main data attributes necessary to allow end-to-end
traceability and case segmentation for QAS. A simlar model (not shown) was
developed for RSQ. The main categories of data are as follows:

1. Incident data such as location of the incident, notification datetime the
incident was reported to the emergency call centre and the priority of the
incident.

2. Patient data including patient name, age, gender, pre-existing conditions,
allergies, current medications and indigenous status.
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3. Transport data which includes timestamped way-point data representing
key case milestones, details of assessment of the scene, patient and injury
by the paramedics, observations of the patient, management activities and
procedures carried out by the ground-based paramedics or aircraft medical
team, the destination hospital, and the patient outcome.

Fig. 3. ORM model of QAS data

4 Data Quality Assessment

Data quality is described as a multi-dimensional concept [13] with each dimen-
sion representing some (quantifiable) characteristic. For this study, we use 3
(Completeness, Precision, Uniqueness) of the 20 quality dimensions frequently
mentioned in [14] and their associated metrics. The metrics were chosen as they
provide insights into not only the state of the data in a particular column, but
also into some possible impacts on process modeling. For instance, low values
for the Precision metric [13] for datetime columns indicates coarse granularity
(e.g. some values in the column may be at day level granularity). From a process
mining perspective, this presents some issues in sequencing the events properly
(day level granularity events will always appear to occur before milli-second level
granularity events for events that have the same date). The Completeness metric
[1] measures the fraction of the rows of the data set that have a value in the
column. The Completeness metric then gives an indication of the suitability of
the column for inclusion in an event log. For instance, if the column values are
intended to be used to differentiate between cohorts of cases and the column is
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only 25% complete, it will not be possible to properly segment the set of cases.
Lastly, the Uniqueness metric [4] provides a measure of the similarity of values in
the column. For datetime columns that represent event log times, it is often good
to have high uniqueness, while for columns that represent activity labels, a cer-
tain degree of sameness is desirable. To conduct the assessment we (i) loaded the
sample data into a relational database, then (ii) applied the column level quality
checks, and (iii) checked for the presence of event log imperfection patterns as
described in [12].

4.0.1 QAS Sample Data comprised a de-identified sample of 500 incidents
attended by QAS between 01-July-2016 and 09-Jul-2016. The data set was com-
piled from two separate information systems maintained by QAS. The Computer
Aided Dispatch (CAD) system records the datetime of incident notification,
(first) vehicle assignment, vehicle arrival on scene, departure from the scene,
arrival at destination (hospital) and finally completion of the assignment. Not
all waypopint times are recorded for vehicles not involved in a patient transport.
The Electronic Ambulance Report Form (eARF) records waypoint times for
individual patients including vehicle en route, arrival at the scene, paramedics
at the patient, patient loaded (for transport) and patient off-load (at hospital).
Again, as not all attendances result in a transport, not all fields are populated.

The data was provided in tabular (Excel) format where each of the 15
columns represented an attribute of the attendance/transport (incident iden-
tifier, patient identifier and patient and vehicle waypoint times). The data
set contained 12 datetime type columns with 2 waypoint times, one from the
CAD system and one from the eARF, that likely represent the same event (‘At
Scene’). From the QAS process description, we note that there can be multi-
ple units attending a single incident and multiple patients involved in a single
incident. It is therfore possible to consider the data from at least three dif-
ferent “case” perspectives, i.e. an incident may be considered as a case, each
patient may be considered as a case, or each response unit may be consid-
ered as a case. After consulting with the domain experts, it was determined that
each patient should be the subject of the case. For the purposes of this part
of the study, it was decided that eARF could be treated as surrogate patients,
i.e. the eARF number would be the case identifier. Some of the time stamps
are standardised across all records relating to a given incident to reflect the
‘First Assigned’ time (that is, all vehicles attending an incident will have the
same value for the FIRST ASSIGNED CAD waypoint time). Others, such as On
Scene/Depart Scene/Destination/Clear reflect the times for that specific unit.
Not all timestamps are relevant to all attending units, hence some are empty
e.g. D LOADED VACIS time isn’t recorded for units not transporting a patient.
After considerable cleaning and de-duping of the data it was possible to match
723 eARF (VACIS) records with response unit (CAD) records.
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Table 1 provides values for three column-level metrics useful in assessing the
quality of the de-duplicated data. Here we note that:

– the Completeness metric shows that only 3 of the date time columns are
100% complete which indicates that in any incident, not all patient and
vehicle waypoints are completed. In particular, the 50% complete value for
OFF STRETCHER VACIS indicates that only half the patients involved in
incidents required road transport to hospital.

– the Precision metric (for datetime) values gives an indication of mixed gran-
ularity among the various timestamps.

– the Uniqueness metric gives an indication of the degree of distinct values
found in the column. The FIRST ASSIGNED CAD value shows low Unique-
ness indicating many repeated values. This reflects the QAS policy of assign-
ing to all vehicles involved in an incident, the timestamp of the first vehicle
assigned to attend the incident.

Table 1. QAS - Column-level data quality summary

Column name Data type Completeness Precision Uniqueness

T INCIDENT int 100% 100%

D RECEIVED CAD datetime 100% 83% 100%

FIRST ASSIGNED CAD datetime 100% 83% 58%

CAD (Vehicle) waypoints

ON SCENE CAD datetime 97% 83% 83%

DEPART SCENE CAD datetime 57% 83% 82%

AT DEST CAD datetime 57% 83% 82%

CLEAR CAD datetime 100% 83% 83%

eARF (Patient) waypoints

EN ROUTE VACIS datetime 94% 66% 84%

AT SCENE VACIS datetime 95% 66% 86%

AT PAT VACIS datetime 90% 66% 90%

LOADED VACIS datetime 52% 66% 89%

NOTIFY VACIS datetime 7% 66% 53%

OFF STRETCHER VACIS datetime 50% 66% 93%

The distinctly different values of the Precision metric between the CAD
timestamps and VACIS timestamps suggests a difference in granularity between
the sets of timestamps. Investigation revealed that all the VACIS timestamps
were recorded at minute-level granularity while the CAD timestamps were
recorded at second-level granularity. The immediate effect of the mixed gran-
ularity on event ordering can be seen when considering two events that must,
in reality, occur in a particular order, but which appear to happen in a different
order (according to their timestamps). For instance, D RECEIVED CAD is the
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time when QAS Call Centre is notified of an incident and D EN ROUTE VACIS
is the time a response unit is recorded as travelling to the incident scene. There
are 52 (out of 723) cases where the D EN ROUTE VACIS time is earlier than
the D RECEIVED CAD time, and in 49 of these cases, the two timestamps are
the same to minute-level granularity (as one example, for N EARF = 76507098,
D RECEIVED CAD = 2016-07-05 07:34:08 and D EN ROUTE VACIS = 2016-
07-05 07:34:00). This fits the description of the ‘Inadvertent Time Travel’ log
imperfection pattern described in [12] and as such, if left unaddressed, has likely
impact on process mining in terms of temporal ordering of events no longer
matching reality, and incorrect activity/case durations and will likely result in
discovered process models showing these two events in parallel rather than, as
expected, in sequence. We note that there are also 15 cases where the value
of D CLEAR CAD is earlier than the D OFF STRETCHER VACIS time, how-
ever, this discrepancy appears to be due to some other mechanism (the difference
between the two times is up to 1 h).

4.0.2 RSQ Data RSQ provided a de-identified sample of 500 aero-medical
transports with case dates between 01-Mar-2017 and 28-Apr-2017 comprising
419 Inter-hospital Transfers, 78 Primary Response missions and 3 Search and
Rescue missions. The data set was provided in tabular (Excel) format where each
row represented a separate mission and each of the 128 columns represented
an attribute of the mission. The data included 62 mission records where the
Mechanism of Injury value was ‘Vehicle accident’ (comprising 35 Inter-hospital
Transfers and 27 Primary Response missions). The data set contained only 12
datetime type columns. From a process mining perspective, this gives, at most,
12 different activities that can be extracted from the data. Table 2 provides
values for some column-level metrics useful in assessing the quality of the data.

Table 2. RSQ - Column-level data quality summary for a sample of columns

Column name Data type Completeness Precision Uniqueness

SOURCE ID int 100% 100%

DATE RETRIEVAL REQUESTED datetime 100% 33% 7%

TEAM ACTIVATED datetime 100% 65% 95%

READY TO DEPART datetime 100% 65% 96%

DEPART WITH MEDICAL TEAM datetime 100% 65% 95%

LAND AT DESTINATION datetime 100% 65% 96%

AT SCENE PATIENT datetime 100% 65% 97%

DEPARTURE READY datetime 100% 65% 96%

ACTUAL TIME DEPART datetime 100% 65% 96%

ARRIVE AT RECIEVING HOSPITAL datetime 100% 65% 96%

DEPART RECIEVING HOSPITAL datetime 100% 65% 96%

ARRIVE BACK AT BASE datetime 100% 66% 93%

AVAILABLE FOR NEXT TASKING datetime 100% 63% 92%

MECHANISM OF INJURY string 25% 100% 27%
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Here we note that:

– the Completeness metric shows that all values are populated for the date
time columns, while only 25% of the records in the log have a value for the
MECHANISM OF INJURY column;

– the Precision metric (for datetime) values gives an indication of coarse
granularity among the various timestamps. For instance, all values of the
DATE RETRIEVAL REQUESTED column are day-level granularity, while
all other datetime columns are at minute-level granularity.

– the Uniqueness metric gives an indication of the degree of distinct values
found in the column. The DATE RETRIEVAL REQUESTED value shows
low Uniqueness indicating many repeated values. This is not surprising
given the narrow range of case dates (many cases on any given day). The
SOURCE ID column shows perfect uniqueness (every value different from all
others), while Uniqueness value of 27% for the MECHANISM OF INJURY
column is reflective of the value being populated from a limited set of allowed
values (e.g. a pull-down on a form).

The datetime columns represent milestone events in a mission and are
expected to be sequential. We note that there are several violations of such
ordering apparent in the sample data. For instance:

Table 3. RSQ - Milestone activity ordering violations

Milestone activities a before b a = b a after b

a = DEPARTURE READY
b = ACTUAL TIME DEPART

434 66 0

a = ARRIVE AT RECEIVING HOSPITAL
b = DEPART RECEIVING HOSPITAL

470 29 1

a = ARRIVE BACK AT BASE
b = AVAILABLE FOR NEXT TASKING

315 105 80

4.1 Preliminary Process Mining Analysis

In this section we complete the quality analysis by (i) generating event logs
from the sample respective data sets, and (ii) using PromLite 1.2 to perform
basic process discovery (Inductive Visual Miner plugin) and conformance analy-
sis (Multi-perspective Process Explorer plugin) to check that the event logs are
suitable for process mining.

4.1.1 QAS Process Discovery and Conformance

An event log was generated from the de-duplicated QAS sample data by (i)
treating each eARF in the sample data as a case, (ii) mapping the N EARF
column to the event log case identifier attribute, (ii) creating an event from each
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datetime column in the dataset by mapping the column name to the activ-
ity label and the row value of the column to the timestamp value. A pro-
cess model was discovered and conformance checking (see Fig. 4) showed the
model had 94.3% fitness (490 wrong and missing events out of 5,595 events
in total). The discovered model highlighted some variations from the expected
process behaviour as described by the QAS domain expert (illustrated in Fig. 2
and also highlighted some of the data quality issues discussed in 4.0.1. For
instance, the expected behaviour is sequential execution of milestone tasks
while the discovered model shows parallelism, (e.g. D EN ROUTE VACIS and
D AT SCENE VACIS occur in a parallel block). Investigation showed that while
there no cases where D EN ROUTE VACIS preceded D AT SCENE VACIS,
there were 14 cases where the timestamp values for these two activities were
the same. As observed earlier, the data quality analysis precision metric for
the VACIS times indicated only minute-level granularity. This may represent
a “field dispatch” (i.e. non-tasked ambulance encounters an accident and noti-
fies EMD it is on-scene). As such, the milestone events actually occurred in the
expected sequence, but very close together (i.e. within the same minute) such
that the recorded values were identical. In a similar vein, investigating the paral-
lelism exhibited around the D ON SCENE CAD and D AT PAT VACIS activi-
ties showed that for the 581 cases where both activities occurred, in 198 cases the
D AT PAT VACIS activity occurred before the D ON SCENE CAD activity.
However, 174 of these cases had timestamps within 1 min of each other. Taking
into account the minute-level granularity of the VACIS times, it is again pos-
sible that these milestone events, in reality, occurred in the expected sequence,
but very close together (i.e. within the same minute) but that the mixed gran-
ularity of the VACIS and CAD times results in incorrect event ordering. (We
note that there were in fact 24 cases where there was ‘real’ deviation from the
expected event ordering.)

Fig. 4. QAS conformance model derived from sample data

Lastly, we note that the discovered model reflects the nature of the var-
ious types of attendance. For instance, (i) the 359 cases which skip the
D LOADED VACIS and D DEPART SCENE CAD steps reflect that not all
attendances required the transport of a patient to hospital, and (ii) the
53 cases where a D AT DEST CAD event occurs without a corresponding
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D OFF STRETCHER VACIS event which may reflect a non-transporting unit
(e.g. Critical Care Paramedic backup) has proceeded to the hospital to accom-
pany the transporting unit.

4.1.2 RSQ Process Discovery and Conformance

An event log was generated from the RSQ sample data by (i) treating each
row in the sample data as an individual case, (ii) mapping the SOURCE ID
column to the event log case identifier attribute, and (iii) creating an event
from each datetime column in the dataset by mapping the column name to the
activity label and the row value of the column to the timestamp value. A process
model was discovered and conformance checking (see Fig. 5) showed the model
had 98.7% fitness (156 wrong and missing events out of 5,922 events in total).
The discovered model highlighted some variations from the expected process
behaviour as described by the RSQ domain expert (illustrated in Fig. 2 and also
highlighted some of the data quality issues discussed in 4.0.2. The model shows
parallelism for activities following AT SCENE PATIENT where the expected
behaviour is sequential. The data quality assessment (see Table 3) and the model
identified the activities and the extent of the deviation from expected behaviour.
The conformance analysis revealed other event ordering issues including 10 cases
where the first activity was not DATE RETRIEVAL REQUESTED.

5 Discussion and Lessons Learned

Data modelling prior to process mining informs the data extraction phase of the
case study. The data models and relationship cardinalities show there are many
possible case perspectives that are relevant (i.e. an incident may be considered
a case, an individual patient experience may be considered a case, an individual
response unit’s dispatch/attendance/transport may be considered a case, etc.).

Fig. 5. RSQ conformance model derived from sample data
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An important consideration in extracting the final dataset will be ensuring
that, as well as the stakeholder’s view that the patient experience is the case
perspective, it will be possible to investigate other case perspectives.

The quality assessment of the (sample) data, conducted prior to the discov-
ery and conformance analyses, adds value to the overall process mining exercise
in at least four ways.

1. Identifying event-data quality issues allows for the anticipation of
certain observable features in subsequent process mining analy-
sis. For instance, the mixed granularity in timestamps led the analysts to
anticipate incorrect event ordering (subsequently confirmed in the paral-
lelism apparent in the discovered models). Further, the fact that the (RSQ)
DATE RETRIEVAL REQUESTED values are all at day-level granularity
precludes the possibility to properly assess performance aspects of vari-
ous phases of aero-medical retrieval (for instance, how long does it take
to activate a medical team following a retrieval request?). For the ground-
based retrieval/transport data, the quality analysis showed duplication in
the FIRST ASSIGNED CAD values. After discussion with QAS it emerged
that it is QAS practice to include, for all response units dispatched to attend
an incident, the same value for FIRST ASSIGNED CAD. This can be taken
into account by making this a case attribute. Identifying this issue through
quality assessment headed-off issues that may have arisen in the process min-
ing analysis had the FIRST ASSIGNED CAD milestone been included as an
activity for all eARFs and response units involved in the incident.

2. Quantifying quality issues means that it is possible to separate sys-
temic from occasional quality ‘breaches’. For instance, the fact that all
(QAS) VACIS timestamps were at a low level of precision (i.e. minute-level
granularity) points to a systemic cause.

3. Identifying quality issues allows for reasoning about the mech-
anisms that may have caused the event data quality issue.
For instance, it is unlikely that all (QAS) VACIS events happened
exactly on the minute, but, it is likely that, either the system record-
ing the event had only minute-level precision, or that in extracting the
data for analysis, seconds and milli-seconds were ‘masked’. The fact
that some (RSQ) cases have ARRIVE AT RECEIVING HOSPITAL and
DEPART RECEIVING HOSPITAL occurring at the same times may indi-
cate a combination of human and system issues, i.e a human omission to
record the ARRIVE time when the aircraft arrives (possibly due to patient
care needs), and a system requirement that an ARRIVE time needs to be
entered before a DEPART time can be entered.

4. An understanding of 2 and 3 above facilitates informed engage-
ment with process stakeholders and decisions about data quality
remediation actions. For instance, if the VACIS granularity issues were
as a result of incorrect data extraction, this quality issue can be resolved by
simply extracting the data at the appropriate granularity.
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Limitations associated with this current work include the fact that the app-
roach has been trialled on only two, small data sets. Future work will focus on
applications to larger datasets.
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Jorge Munoz-Gama3, Marcos Sepúlveda3, Eric Rojas3, Vı́ctor Gálvez3,
Daniel Capurro4, and Vicente Traver1
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Abstract. Medical emergencies are one of the most critical processes
that occurs in a hospital. The creation of adequate and timely triage
protocols, can make the difference between the life and death of the
patient. One of the most critical emergency care protocols is the stroke
case. This disease demands an accurate and quick diagnosis for ensur-
ing an immediate treatment in order to limit or even, avoid, the unde-
sired cognitive decline. The aim of this paper is perform an analysis of
how Process Mining techniques can support health professionals in the
interactive analysis of emergency processes considering critical timing
of Stroke, using a Question Driven methodology. To demonstrate the
possibilities of Process Mining in the characterization of the emergency
process, we have used a real log with 9046 emergency episodes from 2145
stroke patients that occurred from January of 2010 to June of 2017. Our
results demonstrate how Process Mining technology can highlight the dif-
ferences of the stroke patient flow in emergency, supporting professionals
in the better understanding and improvement of quality of care.

Keywords: Process mining · Stroke · Emergency · Healthcare

1 Introduction

Since the arrival of Data Science, the application of its advantages to health is
a growing desire. The analysis of large amount of data available in hospitals to
support the optimization of clinical processes is one of current challenges [19].
These technologies are very useful to support health professionals in the creation
of better care processes that allows the improvement of the Quality of Care to
patients and the effectiveness of the treatments, and also it will allow a better
management of the cost of patients, making the health system sustainable [4].
Improving the management of the clinical processes will not only save lives, but
can also bring a better and personalized care to more patients.
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One of the cases where the accurate coordination of clinicians is crucial, is
the case of stroke. Stroke is one of the illnesses that has a higher morbidity and
mortality impact. It is specially significant because of the high sociosanitary and
associated disability cost that it can cause [9,15]. That supposition not only has
a strong impact in the quality life of patients, but can also increase costs for
the health system [14]. The adequate diagnosis, and the timely and coordinated
action of health professionals is decisive to save the live of the patient, and also
stops the cognitive decline of the patients [2]. The prognosis of stroke depends
largely of the possibility of reducing, to the maximum, the brain injury. One of
the success keys is the creation and optimization of primary care and emergency
protocols for quick diagnosis and treatment, to shorten the time between the
stroke event and the application of the adequate treatment. In this way, the
creation of Data Science tools for the continuous analysis of the primary care
and emergency protocols will be a clear advantage for the improvement of clinical
processes for critical diseases like stroke.

Process Mining Technology can be a good option for supporting health profes-
sionals in the understanding of the clinical process of emergencies. Process Mining
[1] is a relatively new technology that have been used successfully in different fields.
Process Mining use machine learning technologies for infer and analyze flows in a
human understandable way. This can be used by health professionals for a better
understanding of the clinical process, enabling the application of interactive mod-
els [12] that have natural application in the medical domain [10].

The aim of this paper is to evaluate the capabilities of Process Mining to
analyze the hospital flow of emergencies via the analysis of the stroke processes.
In order to do that we have applied a Question Driven methodology [24] based
in two main questions:

– Q1: Can Process Mining detect and measure the special characteristics of the
stroke emergency processes?

– Q2: Is Process Mining able for measuring organizational changes that affects
the emergency process?

The objective of this paper is to show how Process Mining can offer solu-
tions to these questions in the medical domain offering information about the
statistical significance of the processes. In medical domain, it is not enough to
provide information about the processes differences to demonstrate findings. To
discover medical knowledge it is mandatory to evaluate the statistical signifi-
cance, in other case the findings are not conclusive [6]. In that way, we have
analyzed a real log of 9046 Emergency episodes of 2145 patients that suffer at
least one stroke event between January of 2010 and June of 2017. This log was
used to evaluate the questions using process mining technologies and measure
their statistical significance.

The paper is organized as follows. First, a related work section to analyze the
field and following the emergency flow is presented in more detail. After that, the
results proposed and the selected experiments performed are explained. Finally,
a discussion part concludes the paper.
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2 Related Work

Despite the great advantages of the application of Big Data to healthcare, health
professionals have some suspicions about how the current expert clinical knowl-
edge should be integrated into the automatically learned clinical models [16].
So, it is needed to use new models to incorporate, in a better way, this working
knowledge into data science models. In this line, Interactive Pattern Recogni-
tion (IPR) [12] is a formal framework that introduces the medical expert in the
middle of the learning process allowing them to correct the hypothesis model in
each iteration avoiding undesirable errors, and to converge to a solution in an
iterative way. However, this framework requires human understandable machine
learning frameworks to take advantage of this possibilities. The application of
Process Mining within this framework can be a good solution to solve this gap.

Process Mining [1] is a research discipline area that uses existing information
in clinical databases and Hospital Information Systems (HIS) to create human
understandable views that support healthcare stakeholders in the better under-
standing of the clinical process. In last years Process Mining has been applied in
the medical domain [18,23]. There are some applications where the applications
of Process Mining has successfully demonstrated how the medical experts can
discover the clinical protocols in different disciplines like dental treatments [17];
surgery flow [11]; or chemotherapy [3]. Also, Process Mining Interactive method-
ologies has been proposed for supporting the application of these technologies in
the medical domain. This is the case of the Question Driven methodology [24].
This methodology propose the formulation of research questions, based on daily
problems of physicians, and use Process Mining technologies to solve it.

In the case of medical emergencies there are some recent studies that apply
Process Mining. In [8,21] the authors apply Process Mining control-flow dis-
covery and clustering techniques for inferring the most common emergency unit
flows. In [20], different hospitals has been compared attending to triage protocols
measuring the patients flows using discovery techniques. In [22], the emergency
flow is analyzed based on a Question Driven methodology, which is an interactive
[12] methodology that are intended to support health professionals via solving
their specific questions in an iterative way.

In addition to discovering the flows, in order to use these techniques in the
case of stroke where the time is crucial, it is also necessary to analyze the time
spent in each one of the emergency stages, to properly characterize and compare
the processes.

In addition, the concept of statistical significance has a critical importance to
create new medical knowledge. To evaluate and measure medical processes there
is a need to show the differences between them, besides is mandatory to show
the statistical significance of the findings. Although there are some suspicions
with the interpretation and use of statistical significance indexes like P-Value
[5,13], it is clear that most of clinical literature is focused on measuring the
statistical significance using P-Value [6]. For that, in order to provide trustable
information to healthcare professionals, it is desirable to provide a measure of
statistical significance within the flow, to allow acceptance of the results achieved
by Process Mining algorithms in the medical domain.
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3 The Emergency Room Treatment Process

Figure 1 illustrates the Emergency Process in a hospital. The process starts when
a patient arrives to the hospital and being administrative admitted. Then, the
patient waits until the clinical staff performs the triage. The triage step is guided
by a software that provides questions to be asked to the patient in order to deter-
mine a level of priority (classified into one of the 5 existing levels, from less (5) to
more (1) priority according to the classical Manchester codification [25]). Next,
the patient waits until the system assigns a physician to the case based on the
physician discipline, the patient priority, and the availability of the resources).
Then, the patient receives medical attention and the case is discharged. Given
that this work focuses on the stroke emergency process, we distinguish three
possible discharges: Ordinary Discharge (the patient is sent home), Stroke (the
patient goes directly to the special unit that treats this cases), and Hospital
Admission (to treat other complex cases out of the scope of this work).

In this moment, everything is ready to receive medical attention, depending
on the seriousness priority. When a physician is free, he selects a patient in
the computer system depending on his specialty and the patient’s priority. This
starts the Medical Attention process that finishes with the discharge of the
patient. Depending on the final assessment, the patient is identified as a: Stroke
case, Ordinary Discharge, or a Hospital Admission.

Fig. 1. General flow of medical emergencies.

In this work, we have used real data from 2145 patients that have suffered a
stroke episode between the period since January 2010 to June 2017. An emer-
gency episode is related to the process followed by a patient in the emergency
area. The log information is acquired from the Hospital Information System
(HIS) with a time stamp granularity in seconds. In this log, we have a set of 9046
emergency episodes that can be divided in three kind of episodes depending on
the discharge destiny (available in the HIS), 5536 (54%) are Ordinary episodes,
2265 (35%) corresponds to Stroke episodes, and 1222 (11%) are episodes with a
hospital admission non directly related to stroke.
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4 Statistical Significance and Time Maps

For the Process Mining analysis we have used a Desktop version of PALIA
Suite called PMCode [11]. The main characteristic of PALIA Suite/PMCode is
that is focused on the creation of custom Process Mining dashboards for their
use in the medical domain. This framework has been successfully tested in the
application of Question Driven methodology over emergency data [22] and other
medical domains like surgery [11] or diabetes [7]. As the discovery algorithm,
we have selected PALIA Light algorithm, implemented on PMCode, a version
of the PALIA algorithm [11] for Non-Parallel Logs, because is implemented on
PMCode and more efficient for the problem than the complete version of PALIA.

In PMCode it is possible to create render maps for customizing the colors
and features of the nodes of discovered model. This allows to apply specific
enhancement maps over the process previously discovered in order to highlight
the nodes depending on a customized formulation. In this way, for the experi-
ments performed in this paper we have used two main custom maps: Time and
Statistical Significance maps.

– Time Maps: These maps provide a gradient color view representing the time
spent in each one of the nodes. The time spent is represented by the average
of the duration time spent in each one of the stages of the Emergency flow.
Figure 3 is an example of how the stages duration is presented. In this view,
a gradient from green to red is used to represent the time spent. The greener
is the color, the quicker is the activity and, on the contrary, the redder is
the node, the more time is spent in the stage. The green color represents the
minimum time observed and the red color represents the maximum one.

– Statistical Significance Maps: When comparing two flows, it is not only needed
to see the difference of colors in the time maps, but also to evaluate if the
distance between these nodes is statistically significant. To solve that, we have
designed an enhancement map that compute the hypothesis test between each
one of the nodes of the two workflows. Each node is represented for the set of
durations for each of the executions associated. For evaluating the statistical
significance between two nodes, we calculated the P-Value.
The P-Value is calculated according to the sequence of tests defined in Fig. 2.
A Kolmogorov-Smirnov Test has been used for evaluating the normality of
the distribution of the time values of the nodes of the two flows. If the set
of values pass the normality test, we applied a classical T-Student Test for
the computation of P-Value. On the contrary, if the result is not normal we
apply a Mann-Whitney-Wilcoxon Test. The P-Value threshold for statistical
significance is fixed at 0.05.
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Fig. 2. Calculation of P-Value in the statistical significance map.

Figure 4 shows an example of the applications of time and statistical signifi-
cance Maps. While the colors represents the time spent in each one of the stages,
the nodes which statistical significance are below the threshold are highlighted in
with a yellow line. Using this view, the health professionals not only can evaluate
the changes in the flow, but also distinguish which of those changes are statisti-
cally significant. This measure will support health professionals in the detection
of differences with a strong evidences. A comparison between two nodes can have
a high median/average differences, but a high P-Value. This means that there
are not real evidences that the behavior of patients at this point are actually
different. On the contrary, if the P-Value is lower than the threshold (typically
0.05) it is assumed that there are strong reasons to think that the behavior of
the patients in that point of the flow is different. This information is crucial to
discover and demonstrate medical evidence.

5 Experiments

In this section, we evaluated the proposed questions using Process Mining
Techniques.

5.1 Q1: Can Process Mining Detect and Measure the Special
Characteristics of the Stroke Emergency Processes?

The aim of this question is to evaluate how Process Mining can show the dif-
ferences in the stroke emergency process. Although topologically, the stages fol-
lowed by stroke episodes are the same than ordinary or other hospital admissions,
it is expected that it should show differences in the time spent in some of the
stages due to the special characteristics of the problem. To show the differences
among the time spent, depending on the level of emergency, we have labeled the
nodes of wait and attention time with the level of triage selected. Also, we have
labeled the events with the most common discharge destinies (Exitus (Death),
Home, Primary Care,...).

Figure 3 shows the ordinary episodes flow after applying discovery and time
maps. In this map, it is possible to see the time spent in each one of the stages
in a qualitative way. As expected, the time of waiting is inversely proportional
to the emergency priority, while the time of attention is directly proportional.
That means most complex emergencies have lower waiting time but take more
time to be treated.
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Fig. 3. Flow of the ordinary discharge episodes for Q1. The colours in nodes represents
the average time spent in each one of the activities. (Color figure online)

Figure 4 shows the comparison between the Brain Stroke Unit, the Ordinary
flow and Table 1 show the numerical stats. The differences are more significant
than in the hospital admission care. The Admission and the Triage times are
significantly lower, as well as the Attention times for high priority emergencies.
Also, Low priority emergencies have a higher time to attention in stroke case,
increasing significantly level 4 episodes time stay in 212 min (8,67 times worst
than ordinary episodes).

Table 1. Analysis of statistical significance between ordinary and stroke unit admission
nodes (Interquartile range in minutes). Bold rows are the one that have statistical
significance.

Ordinary emergency Stroke emergency

Activity N IQrange N IQ range P-Value

Admission 5630 9,27 [4,62, 18,53] 1475 7,12 [4,13, 13,80] 0,00

Triage 5630 1,00 [0,00, 2,00] 1475 1,00 [0,00, 2,00] 0,05

Wait1 41 7,97 [2,97, 15,47] 126 4,97 [2,72, 8,97] 0,13

Attention1 53 389,50 [208,82, 667,47] 180 110,82 [74,60, 213,07] 0,00

Wait3 2960 53,47 [21,97, 110,97] 555 36,97 [12,97, 83,97] 0,07

Attention3 3016 220,56 [128,48, 355,56] 576 247,07 [152,45, 373,81] 0,72

Wait2 829 7,97 [4,97, 15,97] 613 7,97 [3,97, 16,97] 0,83

Wait4 1571 51,97 [22,97, 103,97] 43 61,97 [23,97, 121,97] 0,62

Attention4 1590 27,68 [10,54, 99,55] 43 240,15 [116,78, 384,62] 0,00

Attention2 866 305,53 [195,90, 568,57] 673 210,62 [133,84, 304,88] 0,00

Wait5 105 73,97 [34,97, 116,47] 3 3,97 [0,97, 185,97] 0,77

Attention5 105 25,17 [9,22, 68,44] 3 86,30 [54,05, 563,27] 0,45
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Fig. 4. Flow of Stroke episodes with statistical significance map. The colours in nodes
represents the average time spent in each one of the activities. (Color figure online)

5.2 Q2: Process Mining Is Able to Measure Organizational Changes
in the Stroke Emergency Process?

In March of 2017 an organizational change in the Emergency protocol of the Hos-
pital was deployed, enabling a second place for triage. The aim of modification
was to improve the time of admission of, at least, most complex emergencies.

Table 2. Analysis of statistical significance between single and double triage Nodes
(Interquartile range in minutes). Bold rows are the one that have statistical significance.

Single triage Double triage

Activity N IQrange N IQrange P-Value

Admission 284 11,01 [4,71, 24,27] 425 7,75 [3,53, 17,96] 0,00

Triage 284 2,00 [2,00, 4,00] 425 2,00 [1,00, 4,00] 0,29

Wait5 3 26,97 [24,97, 151,97] 7 73,97 [20,97, 157,97] 0,66

Attention5 3 25,13 [9,62, 141,52] 7 56,68 [33,78, 254,33] 0,27

Wait2 85 6,97 [3,97, 12,47] 108 6,97 [4,97, 13,97] 0,44

Attention2 88 242,48 [170,38, 399,66] 119 275,58 [195,95, 497,25] 0,48

Wait3 142 56,47 [21,97, 128,22] 210 40,47 [15,97, 79,47] 0,00

Attention3 142 222,09 [123,20, 410,48] 216 209,33 [124,15, 344,74] 0,35

Wait4 43 51,97 [22,97, 110,97] 74 59,97 [25,72, 107,22] 0,92

Attention4 43 63,42 [22,18, 255,33] 76 36,48 [13,51, 190,50] 0,19

Stroke 63 8640 [5760, 14400] 90 8640 [5760, 13305] 0,56

Wait1 7 7,97 [2,97, 10,97] 4 6,97 [4,22, 10,47] 0,69

Attention1 8 112,41 [47,95, 314,73] 7 149,57 [63,35, 563,50] 0,33
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Fig. 5. Flow for single triage (January to March 2017). The colours in nodes represents
the average time spent in each one of the activities, and colours in edges represents the
quantity of patients that follows this path

This question is oriented to evaluate if Process Mining is able to detect this
organizational change and quantify how affects to the stroke emergency process.
In this way, we have performed a study from January to June of 2017 over stroke
episodes, splitting the log in single triage (before March) and double triage (after
March). In this log we have 284 (40%) episodes of single triage and 425 (60%)
of double triage.

Fig. 6. Flow for double triage (March to June 2017). The colours in nodes represents
the average time spent in each one of the activities, and colours in edges represents the
quantity of patients that follows this path
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Figure 5 shows the flow inferred with double triage. The arrows colors quan-
tify the number of patients over the flow. This highlights the most common
paths. Figure 6 shows the comparison between the single and double triage flow
and Table 2 show the numerical stats. According to that, there is a significant
decrease of admission times in 3,26 min (30% of improvement). Also, there is a
significant decreasing of time in Wait3 node in 16 min (28% of improvement),
that is the most populated waiting stage.

6 Discussion and Conclusions

In this paper, we have analyzed how Process Mining can support health Pro-
fessionals in the analysis of emergency processes taking as example the stroke
problem. We have and compared different process and we have provide a tool
to state the statistical significance of these differences using P-Value method.
The measure of the statistical significance is crucial for achieving medical trust
ability. In clinical world, if the results are not supported by an evaluation of the
statistical evidence, we can’t trust on them as an actual medical evidence.

On one hand, we have evaluated if Process Mining technologies can discover
the characteristics of processes followed for specific diseases. In this way, we have
stated the differences between the ordinary emergency process with the stroke
emergency process. We have observed there is a clear difference in the time of
triage, admission and attention with the stroke emergency process. The stroke
process requires a specific treatment that should be covered by the stroke unit of
the hospital and the emergency physicians should stabilize and derive the patient
to the unit as soon as possible. In this process, the triage is crucial, the selection
of a correct emergency level decreases significantly the time of stay in emergen-
cies. In our study we have detected a set of under-triaged stroke patients that
were incorrectly classified as level 4 according to the emergency classification.
This is probably caused by a confusion with a typical level 4 disease. This can
dramatically increase the time of stay in a 867% and this should be considered.
This increase of time can be decisive for the survival or cognitive decline of the
patient.

On the other hand, we have analyzed how Process Mining can measure the
impact of organizational changes in the triage process. Specifically, we have com-
pared the differences between a triage with two nurses and the triage with just
one nurse. As expected, we have demonstrated that there is a significant change
in the time of admission of brain stroke patients. Also, we have discovered that
this change affects positively the waiting time of level 3 patients, that, in fact,
are the most common. In addition, there is no evidence that this change affects
the quality of the triage, because there is not significant changes observed in the
time of attention. Our findings demonstrate that the use of Process Mining, not
only allows health professionals to understand the clinical processes, but also
can support the optimization of the process in an interactive way by measuring
the impact of the organizational changes in critical diseases like stroke. The sta-
tistical significance maps provides a layer of trustability to health professionals
enabling them in paying attention to specially significant differences.
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In that way, Process Mining can be an exceptional tool for analyzing widely
the processes, to detect special circumstances that experts should pay atten-
tion, and, after that, can support them in the impact analysis in the posterior
correctional actions in an iterative and interactive way.
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Abstract. Hospitals are becoming more and more aware of the need
to manage their business processes. In this respect, process mining is
increasingly used to gain insight in healthcare processes, requiring the
analysis of event logs originating from the hospital information system.
Process mining research mainly focuses on the development of new tech-
niques or the application of existing methods, but the quality of all anal-
yses ultimately depends on the quality of the event log. However, limited
research has been done on the improvement of data quality in the pro-
cess mining field, which is the topic of this paper. In particular, this
paper discusses, from a conceptual angle, the opportunities that indoor
location system data provides to tackle event log data quality issues.
Moreover, the paper reflects upon the associated challenges. In this way,
it provides the conceptualization for a new area of research, focusing on
the systematic integration of an event log with indoor location system
data.

Keywords: Event log · Data quality · Hospital information systems ·
Indoor location systems data · Process mining

1 Introduction

The healthcare sector in general, and hospitals in particular, are confronted
with challenges such as tightening budgets contrasted to increased care needs
due to the aging population [4,15,19]. To face these challenges, hospitals are
becoming increasingly aware of the need to manage their processes in order to
improve them [15]. In this respect, process mining is gaining more attention as
a way to gain insights in healthcare processes. Process mining is the extraction
of knowledge from an event log containing process execution information from a
process-aware information system such as a hospital information system (HIS).

Process mining research mainly focuses on the development of new techniques
to extract knowledge from an event log or the innovative application of existing
techniques [5]. However, consistent with the “garbage in - garbage out” principle,
the quality of all process mining analyses ultimately depends on the quality of
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the event log used as an input [19]. Bose et al. [5] state that most real-life event
logs struggle with issues such as incompleteness, noisiness, and imprecision. This
also holds in healthcare, where it is not always possible to extract high-quality
data from a HIS [8]. Despite such observations, which are broadly shared given
their inclusion in the Process Mining Manifesto [2], limited research has been
done on the improvement of data quality within the process mining field. One
research direction, which did not yet receive explicit attention, is considering
the enrichment and improvement of event logs using other process-related data
sources such as location data.

This paper discusses, from a conceptual angle, how indoor location system
(ILS) data can be used to alleviate data quality issues present in an event log
originating from a HIS. In healthcare, ILS systems are increasingly used for
e.g. patient flow and staff workflow management [4]. Data generated by such
systems provides information on the location of process participants such as
patients, staff members, and medical equipment at a particular moment. This
paper outlines which opportunities ILS data provides to tackle event log quality
issues, but also reflects upon the associated challenges. In this way, it provides the
conceptualization for a new research area, focusing on a systematic integration
of an event log with ILS data. The resulting enhanced event log will contribute
towards exploiting the full potential of process mining in healthcare practice.

This paper is structured as follows. Section 2 introduces the notions of an
event log and ILS data. In Sect. 3, an overview of related work is provided.
Section 4 details the potential of ILS data to alleviate event log quality issues.
Despite these opportunities, several challenges are still ahead, as discussed in
Sect. 5. The paper ends with a conclusion in Sect. 6.

2 Preliminaries

This section outlines the notions of an event log (Sect. 2.1) and ILS data
(Sect. 2.2), which are the key data sources considered in this paper.

2.1 Event Log

An event log is a data file containing process execution information. It consists of
a collection of events, e.g. the completion of patient registration at the reception
desk, associated to a case such as a patient. It minimally consists of an ordered
set of events for each case, but typically also includes information such as a
timestamp, and the resource associated to the event [1].

Table 1 illustrates the structure of an event log, where each line represents an
event. For instance: the first line indicates that the registration of patient 103 by
resource Mike started on April, 25th at 10:59:41. He completed this registration
at 11:04:04, as shown in the second row of Table 1.
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Table 1. Illustration of event log structure

Case id Timestamp Activity Transaction type Resource ...

... ... ... ... ... ...

103 25/04/2018 10:59:41 Register patient start Mike ...

103 25/04/2018 11:04:04 Register patient complete Mike ...

104 25/04/2018 11:04:04 Register patient start Mike ...

109 25/04/2018 11:06:22 Clinical examination start Judy ...

... ... ... ... ... ...

2.2 Indoor Location System Data

ILS data originates from an indoor location system (ILS), also referred to as
a real-time location system. From a technical perspective, wireless Radio Fre-
quency Identification (RFID) technology is used. Locations are determined using
RFID tags, which can e.g. be integrated in patient identification bracelets or staff
cards, and antennas which are deployed in a particular department [4]. For more
technical details on an ILS, the reader is referred to [4].

Raw ILS data records the location of a process participant at a particular
point in time. Technology provider’s software often summarizes this raw data
such that ILS data expresses time periods during which a process participant
resided at a particular location [8,23]. When this is not the case, preprocessing
is required to obtain a dataset in the format exemplified in Table 2. For instance:
the first line shows that the triage nurse with RFID-tag 1044 was present in the
second triage room on April 25th from 12:58:06 until 13:22:14.

Table 2. Illustration of ILS data structure

Tag id Type Location Start End

... ... ... ... ...

1044 triage nurse Triage room 2 25/04/2018 12:58:06 25/04/2018 13:22:14

7862 patient Triage room 2 25/04/2018 13:12:14 25/04/2018 13:16:44

7809 patient Box 12 25/04/2018 13:12:24 25/04/2018 13:52:03

1003 nurse Box 12 25/04/2018 13:18:22 25/04/2018 13:26:02

... ... ... ... ...

3 Related Work

Given the potential of process mining to gain profound insights in processes,
it is increasingly studied in a healthcare context. Process mining methods are,
amongst others, used to retrieve the activity order in healthcare processes [6,9],
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to mine social networks [6,18], and to check the conformance between an event
log and a process model [15,22]. A recent literature review on process mining in
healthcare can be found in [21].

As for other data-oriented research domains, data quality should be one of the
process mining community’s prime concerns. Data quality is a multi-dimensional
concept [24] which is studied in fields such as statistics, management, and com-
puter science [3]. Literature provides several general frameworks to classify data
quality issues [3,14]. Moreover, dedicated data quality research has been done
for specific types of data. For instance, Gschwandtner et al. [11] focus on time-
related data and distinguish between quality issues present in a single dataset
and problems stemming from the combination of several datasets. Identified data
quality issues include the start of a time interval being later than its end, and
different timestamp structures in multiple datasets [11].

Even though insights from general data quality works are conceptually rele-
vant for event logs, the particularities of process-related data warrant dedicated
research efforts [24]. In this respect, the Process Mining Manifesto [2] defines
five event log maturity levels, with increasing maturity levels implying improved
process mining potential. While the maturity levels are rather generic, Bose
et al. [5] identify 27 specific event log quality issues, which are grouped in four
categories: (i) missing data, (ii) incorrect data, (iii) imprecise data, and (iv)
irrelevant data. Examples of issues are missing events, missing case attributes,
and incorrect timestamps. Mans et al. [19] use the taxonomy by Bose et al. [5]
to evaluate data quality at the Maastricht University Medical Centre. Taking
an interview-based approach, they assign an occurrence frequency to each qual-
ity issue, with the three most frequently occurring issues being missing events,
imprecise timestamps, and imprecise resource information. In the same line of
research, Mans et al. [20] discuss how data quality issues influence the potential
of process mining to answer frequently asked questions by healthcare practi-
tioners. They mainly focus on timestamp-related data quality issues: incorrect
timestamps and timestamps recorded at an insufficiently granular level.

While Bose et al. [5] focus on the identification of event log quality issues,
Suriadi et al. [24] both specify 11 data quality issues based on their experience
and describe semi-automatic methods to rectify them. The proposed fixes often
require domain knowledge to e.g. specify a minimal activity ordering. Moreover,
the provided solutions are confined by the boundaries of the event log as this
is the only data source considered. For example: a common issue involves data
inserted into the HIS using electronic forms, implying that all events recorded
when submitting the form share the same timestamp. To tackle this issue, Suriadi
et al. [24] suggest merging all these events into a single event. While this approach
can be defended when the event log is the sole data source, it needs to be
recognized that information can be lost for analysis purposes. Hence, existing
event log improvement literature can be extended by considering the use of other
sources of process-related information. This paper considers ILS data, which has
not been considered for this purpose yet.
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In recent years, ILS data has been used for process mining purposes. It is
either (i) used directly to perform process mining on sequences of locations, or
(ii) converted to an event log using domain knowledge to apply process mining
afterwards. ILS data has e.g. been directly used for process mining to retrieve
patients’ movement processes [7], to mine the workflow of medical devices [16],
and to study a surgical process [8]. In these papers, a process instance consists of
a sequence of locations and not a sequence of activities. Both only coincide when
each activity takes place in a dedicated location. While this might be reasonable
for highly specialized hospital units, this assumption will often not hold, e.g.
when several activities are executed in a box at the emergency department.

In an effort to link ILS data to activities, Senderovich et al. [23] aim to convert
ILS data to an event log. To this end, the interaction concept is introduced, which
expresses a period of time during which e.g. a patient and a staff member are
simultaneously present at a location. The detected interactions are mapped to
activity labels using an integer linear program in which domain knowledge is
encoded [23].

Despite the recent uptake in the use of ILS data for process mining purposes,
the integration of an event log with its accompanying ILS data has not been
considered in literature. Nevertheless, as will be argued in Sect. 4, ILS data can
be helpful to alleviate data quality issues associated to HIS data.

4 Using ILS Data to Tackle Event Log Quality Issues

This section outlines, from a conceptual angle, the opportunities that ILS data
offers to tackle event log quality issues. ILS data contains location patterns of
process participants such as patients, medical staff and potentially even medical
equipment. It enables to determine e.g. when a patient visited the room in which
MRI-scans are made, even when this is recorded in the HIS at another moment.
Besides location patterns, co-locations between process participants can also be
identified by matching location pattern. A co-location, consistent with an inter-
action in [23], is a period of time during which multiple process participants are
present at the same location. Co-location patterns convey valuable information
for event log improvement as it typically reflects the execution of an activity.

To structure the remainder of this section, the 27 event log quality problems
identified in [5] are used. When tackling these issues, ILS data will provide more
solid support for some of them compared to others. To this end, a distinction is
made between level 1 (Sect. 4.1) and level 2 support (Sect. 4.2). Quality issues for
which level 1 support is provided require extensive domain knowledge to solve.
However, ILS data can generate useful insights to facilitate the consultation
of domain experts. Level 2 support means that ILS data provides a stronger
foundation to directly enrich the event log or correct data errors. However, this
does not imply that domain knowledge becomes redundant. A last group of issues
are not considered in a healthcare context, as discussed in Sect. 4.3.
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4.1 Level 1 Support from ILS Data

Missing Activity Names. This quality problem refers to the absence of activ-
ity names for particular events. A missing activity name can be retrieved from
ILS data by looking for similar location or co-location patterns. However, many
activities might have e.g. the same co-location pattern such as the co-location
between a patient and a nurse. Consequently, domain experts will play an impor-
tant role in mapping an ILS pattern to the appropriate activity.

Missing Timestamps. A timestamp is missing when it is absent for an event.
When events are recorded automatically by a HIS, e.g. after a click action,
a timestamp is automatically generated and is, hence, unlikely to be missing.
This is consistent with the case study in [19], indicating that this is a quality
issue with low occurrence frequency. When a timestamp is absent, ILS data can
complement domain knowledge in an effort to insert a proxy for the missing
timestamp, e.g. when the activity should be executed at a particular location.

Incorrect Cases. This quality issue reflects the presence of cases in the event
log which are related to another process. When ILS data centers around patients
of a particular process, cases included in the ILS data can be compared to
the cases included in the event log. Even when this is not the case, patients
visiting a different zone in the hospital could be incorrect cases. However, domain
knowledge is required to define particular filtering rules.

Incorrect Events. Incorrect events are events which are recorded in the HIS,
but did not occur in reality. ILS data can support the detection of such events
by checking whether e.g. a co-location between a patient and a resource took
place at or around the event’s timestamp. In case of an incorrect event, no such
pattern should be found in ILS data, implying that the event should be deleted.

IncorrectActivityNames. An incorrect activity nameoccurswhen the nameof
the activity is registered incorrectly when e.g. clicking a drop-down menu value or
entering it manually. ILS data can be helpful by detecting inconsistencies between
the activity label of an event and the location or co-location of a patient in ILS
data. Such inconsistencies can serve as an input for domain expert consultation. It
should be noted that Mans et al. [19] mark this as a low frequent issue.

Imprecise Relationships. This quality issue occurs when events cannot be
linked to a case because of the case definition that is used. When studying
patient-related healthcare processes, a patient will often be considered as a case.
This is confirmed by the case study in [19], where this issue did not occur.
When multimorbidity prevails, similar events might be associated to different
conditions that a patient suffers and it might not be clear which events relate to
the process under study. When such a connection is absent, ILS data can be used
to study the locations which are visited or the medical staff that is involved.
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Imprecise Activity Names. Imprecise activity names are activity names
which are defined rather coarsely, causing them to occur multiple times for a
particular patient, even though they refer to different actions. ILS data can sup-
port the domain expert by conveying insights in potential differences in location
or co-location patterns between several occurrences of the same activity name.

Irrelevant Cases. Irrelevant cases are present when the event log contains
cases which are not relevant for a particular analysis. ILS data can support
judging whether a particular patient is relevant when e.g. movement patterns or
sequences of visited locations play a role. Hence, ILS data can support filtering
operations in close consultation with domain experts.

Irrelevant Events. Irrelevant events are events which are not relevant for a
particular analysis question. When actions occurring at a particular location
are not deemed relevant, ILS data can support filtering operations. Similar to
irrelevant cases, this will require close interaction with domain experts.

4.2 Level 2 Support from ILS Data

Missing Events. Missing events are events that have not been recorded for a
patient. This can occur e.g. when particular events need to be recorded in the
HIS manually. For instance: intermediate checkups by a physician or a nurse
might not be recorded in the patient’s file. This is, according to the case study
in [19], one of the most frequently occurring data quality issues. ILS data can
be used to detect those missing events as they will e.g. generate a co-location
pattern between a patient and medical staff. Based on contextual information
from domain experts, missing events can be imputed in the event log.

When only a single event, e.g. the start of a treatment, is recorded for each
activity execution in the HIS, the corresponding complete event can also be seen
as a missing event. In this respect, ILS data is a rich source of information to
add events with other transaction types related to a particular activity execution.
This does not only hold for start and complete events, but also for e.g. suspend
and resume events defined by the XES lifecycle extension [12].

Missing/Incorrect Relationships. Missing and incorrect relationships are
events which are not associated to a patient or associated to a wrong patient,
respectively. When the activity under consideration requires a particular location
or co-location pattern, ILS can be used to determine the associated patient or to
rectify incorrect relationships. For instance: when co-location is required, it can
be determined whether the resource associated to the event is co-located with a
patient at a particular point in time. In the case study of Mans et al. [19], both
missing and incorrect relationships were marked as a low frequency issue. The
fact that missing relationships are infrequent can be attributed to the fact that
all actions in a HIS are typically related to a specific patient.
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Missing Case Attributes. A case attribute such as a patient’s physical condi-
tion is missing when its value is not recorded for particular patients. ILS data is
unlikely to support the specification of e.g. the patient’s weight. However, it can
be used to impute new location-related case attributes in the event log, which
can be considered as missing case attributes from the event log perspective.
Examples are the distance traveled or the number of locations visited.

Missing Event Attributes. When an event attribute value is absent, the
missing event attributes issue occurs. Similar to missing case attributes, ILS
data will probably not enable the specification of attributes which are completely
unrelated to the patient’s location. However, a location attribute can be added
to the event log. Adding this information enables studying the use of particular
hospital areas, determining the relationship between activities and locations, etc.

Incorrect/Imprecise Case/Event Attributes. This quality problem occurs
when a wrong or inaccurate value for a case/event attribute is entered. For
location-related attributes, ILS data can be leveraged to e.g. correct values which
are recorded manually in the HIS or to provide a more detailed value. In [19],
imprecise case/event attributes are absent and the occurrence frequency of incor-
rect case/event attributes is marked as low.

Incorrect Timestamps. A recorded timestamp is incorrect when it does not
correspond with the actual time of activity execution. Even though it is marked
as a low frequent issue in [19], it should not be ignored as making registrations in
the HIS is sometimes postponed. For instance: a physician might record his/her
findings after visiting several patients. When such behavior is present, recorded
timestamps will not coincide with actual activity execution. ILS data can be
used to correct these timestamps as activity execution will be characterized by
particular location or co-location patterns. For instance: a checkup by a physician
is characterized by a co-location between a patient and a physician.

Imprecise Timestamps. An imprecise timestamp is not recorded at a suffi-
ciently detailed level but, e.g., at the date level. This is marked as a relatively
frequently occurring issue in [19]. Similar to incorrect timestamps, ILS data can
be leveraged to impute more detailed timestamps in the event log.

Missing Resources. This quality issue implies that resource information is not
recorded for a particular event. ILS data can be used to retrieve missing resource
information by detecting a co-location of the patient associated to the event and
a resource at that particular point in time. However, activity execution does not,
by definition, require a co-location between a patient and a resource (e.g. when
fulfilling an administrative task). When no co-location is required for an activity
and it is known at which location it is executed, ILS data can still be helpful.
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Incorrect Resources. Incorrect resources imply that the resource associated
to an event is not the one actually executing the activity. Even though it is
indicated as non-occurring in [19], it can be quite common in healthcare when,
e.g., all registrations on a particular computer take place under the account of
one staff member. In this respect, ILS data can be used to determine which staff
member was co-located with the patient at the moment the activity is executed.

Imprecise Resources. Resource information is imprecise when it does not refer
to a specific staff member, but e.g. to a staff category such as nurse or physician.
It is one of the more frequent quality issues in the case study of Mans et al. [19].
ILS data can be used to impute more detailed resource information in the event
log by detecting the execution of the activity in terms of a location or co-location
pattern. When multiple staff members are involved, the HIS will probably only
record the resource entering the activity in the system. In that sense, resource
information can still be imprecise, even when it refers to a specific staff member.
ILS data is highly relevant here as the co-location between multiple staff members
indicates that several resources are responsible for activity execution.

4.3 Other Event Log Quality Issues

Missing/Incorrect/Imprecise Position. Data quality issues related to the
event’s position in a trace are not taken into consideration. This is due to the
fact that they relate to event logs without timestamps, which is not considered
relevant within the context of a HIS.

Missing Cases. Missing cases refer to patients for which no data is recorded
in the HIS. As no file is recorded for these patients, they are not registered upon
arrival. When ILS data is recorded by e.g. integrating an RFID tag in a patient
identification wristband, it is likely that no ILS data will be recorded for these
patients. However, this quality issue seems to be less relevant in healthcare, as
is also supported by the case study in [19].

5 Challenges

From Sect. 4, it follows that ILS data can play an important role in improving the
quality of a healthcare event log. However, to operationalize this data integration,
several challenges need to be taken into account. In this section, four challenges
are discussed, demonstrating the need for future research.

5.1 Presence of Data Quality Issues in ILS Data

While this paper focuses on event log quality issues, it should be recognized
that ILS data can also suffer from data quality issues. Gal et al. [10] discuss ILS
data quality challenges in queue mining, which is a subfield of process mining.
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In particular, they highlight the absence of a case identifier for some instances,
the difficulty to determine the start and end point of activity execution, and
issues related to reaching an appropriate level of data granularity for the analysis.

It should be noted that Gal et al. [10] and other research using ILS data for
process mining use ILS data in isolation. This paper advocates the use of both
ILS and HIS data. Consequently, HIS data can also be used to contextualize
patterns observed in ILS data, which can be helpful to e.g. determine a missing
case identifier. Nevertheless, data quality assessment of ILS data is still required
prior to its use to alleviate event log quality issues. Data quality should also be
a prime concern when the ILS is installed e.g. by performing data accuracy and
data completeness tests [25]. Moreover, technology provider’s middleware often
automatically filters out some inaccuracies present in the data [13].

5.2 Simultaneous Presence of Event Log Quality Issues

Section 4 outlined how ILS data can be helpful to alleviate a series of event log
quality issues. In doing so, the perspective of one specific data quality prob-
lem is taken. However, in reality, multiple issues can be present simultaneously.
Consider, for instance, that a nurse checks up on multiple patients and after-
wards records it under the account of a colleague in the HIS. This constitutes a
combination of the quality issues incorrect timestamps and incorrect resources.

To know which event log issues are present, systematic data quality assess-
ment needs to be performed. Event log quality assessment is currently often
carried out on an ad-hoc basis. Hence, developing and implementing a system-
atic and generic way to perform data quality assessment on an event log is an
important research challenge. The data quality assessment tool should follow a
‘signaling’ approach in which potential issues are highlighted. Whether these lat-
ter issues actually constitute data quality problems requires domain knowledge
as this might be context-dependent.

5.3 Need for a Systematic Way to Capture Domain Knowledge

From the prior challenge and Sect. 4, the importance of domain knowledge
becomes apparent. In order to use ILS data to improve healthcare event log
quality, a relationship must be established between events from HIS data and
location/co-location patterns in ILS data. Domain experts play a critical role
in defining this relationship given the wide diversity of healthcare processes and
HIS implementations. Consequently, there is a need for a systematic way to
capture domain knowledge, marking an important research challenge.

To operationalize this, the basic idea of activity patters, introduced in [17]
to map low-level events to high-level activities, can be leveraged. An activity
pattern is a labeled process model containing the events registered during activity
execution, and e.g. conditions related to resource use and timing restrictions.

Activity patterns can also be used to specify the relationship between HIS
data and location/co-location patterns in ILS data. This implies that a set of
intuitive activity pattern building blocks (with executable semantics) needs to
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be developed, relating to both HIS and ILS data. In contrast to [17], this enables
hospital data specialists to create activity patterns themselves. A simplified
example of an activity pattern for activity ‘Follow-up patient treatment’ is pro-
vided in Fig. 1. It shows that the execution of the activity involves an ordering
of an event (in the event log) and one or more co-locations between a patient
and a nurse (in ILS data). Moreover, the constraint indicates that the follow-
up of patient treatments can only take place in rooms C1 to C4. Future work
will define more complex building blocks to e.g. express choice or optional event
registration.

Fig. 1. Illustration of an activity pattern.

5.4 Need to Perform the Integration in a Semi-automated Way

The integration of HIS data and ILS data should be conducted in a semi-
automated way. Using domain knowledge, captured in the form of activity pat-
terns, an enhanced event log should be automatically created in which event log
quality issues are tackled and ILS patterns are contextualized. During the data
integration process, the data specialist can be asked for additional inputs when
issues appear. This close interaction with the data specialist and the domain
expert ensures that context-specific information is taken into account.

While shaping the semi-automated integration process already poses a
research challenge, a related challenge is that the resulting enhanced event
log will be location-aware. As the current XES-format [12] does not explicitly
include location-related information, a novel location XES extension needs to
be defined. This enables conducting location-aware process analyses, which will
become more important in process mining given the increasing interest in ILS.

6 Conclusion

This paper discussed, from a conceptual angle, the opportunities that ILS data
provides to tackle event log quality issues. This is a novel perspective as prior
work on event log quality improvement did not consider the use of other sources
of process-related data. ILS data can play an important role to alleviate qual-
ity issues considered important in healthcare such as incorrect/imprecise times-
tamps and imprecise resource information. While prior process mining research
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centers around the use of either HIS data or ILS data, this paper showed the
benefits of integrating both to obtain an enhanced event log. As outlined above,
ILS data can be used to tackle common event log quality issues. Conversely, the
event log provides rich contextualization of patterns observed in ILS data.

Besides the potential benefits of ILS data to create an enhanced event log,
this paper also outlined some challenges. Hence, further research is still required
to systematically integrate HIS and ILS data. However, these efforts are worth-
while as a richer and more accurate enhanced event log will make an important
contribution towards exploiting the full potential of process mining in practice.
Moreover, the enhanced event log will enable the development of new techniques
related to e.g. resource behavior analysis and patient waiting time analysis.
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Abstract. Process mining of routine electronic healthcare records can help
inform the management of care pathways. Combining process mining with
simulation creates a rich set of tools for care pathway improvement. Healthcare
process mining creates insight into the reality of patients’ journeys through care
pathways while healthcare process simulation can help communicate those
insights and explore “what if” options for improvement. In this paper, we outline
the ClearPath method, which extends the PM2 process mining method with a
process simulation approach that address issues of poor quality and missing data
and supports rich stakeholder engagement. We review the literature that
informed the development of ClearPath and illustrate the method with case
studies of pathways for alcohol-related illness, giant-cell arteritis and functional
neurological symptoms. We designed an evidence template that we use to
underpin the fidelity of our simulation models by tracing each model element
back to literature sources, data and process mining outputs and insights from
qualitative research. Our approach may be of benefit to others using process-
oriented data science to improve healthcare.
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1 Introduction

The provision of high quality healthcare involves such complex systems that even
those involved in their organization and delivery can feel it is impossible to compre-
hend. The care pathway is one well established and useful concept for bringing much
needed clarity [1]. A care pathway describes the sequence of care that is recommended
for patients with similar conditions requiring similar treatment [2] and is analogous to a
de jure business process. Process mining of routine electronic healthcare records
(EHR) can provide insight into the de facto compliance with care pathways including
measuring performance and outcomes [3]. Although EHRs are a rich data source they
present significant challenges of data quality, veracity and complexity [4]. In reality,
care providers support multiple, simultaneous, diverse pathways for patients with
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highly variable personal needs and many of the interactions, events and decisions occur
“off the radar” of the electronic systems.

To have utility, the outputs of process mining efforts need to be iteratively refined
with the assistance of domain experts and then presented in a form that makes them
accessible to wider stakeholders. In previous work [5] we have found agent based
models with discrete event simulation presented through an interactive graphical rep-
resentation to have been effective in stakeholder engagement. We developed the
NETIMIS software tool (www.netimis.com) to support healthcare process simulation
and this is now a commercial product and available for academic research. Healthcare
process mining presents opportunities for understanding some of the reality of real
patients’ journeys through care pathways while healthcare process simulation can help
communicate these discoveries and explore “what if” options for improvement [6]. In
our approach, we extend simulation models to fill in the gaps by adding process steps
missing from the health record data, adding information such as costs and incorporate
insights from domain experts and stakeholder feedback.

In this paper, we present the ClearPath method as an extension of the established
PM2 process mining method [11] to incorporate healthcare process simulation mod-
eling. We illustrate the ClearPath method through three case studies within UK hos-
pitals, which show the discovered pathways for alcohol-related illness, giant-cell
arteritis and functional neurological symptoms. In each case, the disease pathway needs
to fit within busy hospitals where pathways of care for many diseases are taking place
simultaneously.

2 Background

2.1 Process Mining in Healthcare

There is growing interest in process mining in healthcare [7]. Process mining can help
answer frequently posed questions from clinicians and medical specialists [8] from
control-flow, performance, conformance, and organizational perspectives [9]. Frame-
works for process mining include the L* life-cycle model [10] which describes the life-
cycle of a typical process mining project and more recently the Process Mining Project
Methodology (PM2) which incorporates iterations and gives detailed descriptions for
six project stages [11]. Bozkaya et al. [12] propose a methodology called Process
Diagnostics Method (PDM) which has been adapted to Business Process Analysis in
Healthcare environments (BPA-H) [13]. Mans et al. [3] provides a comprehensive
guide to process mining in healthcare including health reference models and pathways.
Finally, a question driven methodology to answer frequently asked questions was
developed for healthcare [14]. The methodologies share similar steps including
extracting event data, applying tools and techniques, analyzing the resulting models
and improving based on stakeholder feedback. Process mining has been combined with
process simulation [15] including to discover models for simulation [16] and at least
once in healthcare [6]. In our approach, we have also combined process mining with
traditional business process analysis methods to build a richer model than could be
achieved by process mining alone.
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2.2 Process Simulation in Healthcare

Brailsford et al. (2017) reports on 50 years of healthcare simulation [17] and there are
recognized frameworks for good practice in developing simulation models for
healthcare [18]. In [6], we described the use of NETIMIS, a discrete event simulation
tool for care pathway models which includes aspects of agent based approaches (patient
characteristics affecting probabilities), and notions of time, cost and simplicity. We
linked this to process mining and found challenges of EHR data quality (veracity,
missing events, and missing data) and process complexity which suggested a mixed
methods approach was required. There are many sophisticated tools for simulation but
in this paper, we report on the use of NETIMIS.

NETIMIS is a cloud-based online service accessed using a standard browser and
used to draw, share, evaluate and refine models of care pathways as runnable simu-
lations. A NETIMIS model (see Fig. 1) consists of a network of directed edges and
nodes. The edges represent activities that take place over a period of time. The nodes
represent events such as a decision point or the start or end of an activity. Pathways are
animated with multiple moving tokens representing patients (shown as colored dots
that move along the edges at a speed consistent with the time of the activity).

Fig. 1. NETIMIS example showing a run of the Giant Cell Arteritis (GCA) care pathway
derived from national guidelines. The simulation model can be run online at www.netimis.com/
shared/5ad5fe6f7775761d4c5fd5ec
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No patient-level data is needed for NETIMIS as the model is a simulation based on
data from population-level analysis. Following agent-based approaches, patient tokens
are randomized with attributes that reflect those of the base population and pathway
junctions are given probabilities that are dependent on those attributes. Each patient
token can be colored with a mini pie chart representing its attributes. The tool supports
constraints that can lead to bottlenecks and probabilities that are affected by repetitions.
Health outcomes are represented by pathway end nodes and each simulation run cal-
culates total health economic costs and times based on the sum of individual costs and
times assigned to each activity completed for all of the patients’ care. Unlike Petri Nets,
each token represents a single patient that cannot be “split” so there is no support for
parallelism. Following the analogy of cars on roads, multiple patient tokens flow
through care pathways to create a highly visual and engaging model. Users interact
with the visualization through features including accelerate, pause, zoom, inspect,
change, share and compare. “As is” and “to be” models can be run side by side so that
differences can be explored visually.

2.3 Challenges Using EHR Data for Process Mining Care Pathways

EHR data is normally created for the purposes of patient treatment and administration
and its secondary use for process mining of care pathways brings many challenges.
Access to patient level data necessarily involves careful ethical, data protection and
governance processes which can prove a significant administrative overhead. From the
technical perspective, applying process mining to healthcare data is challenging due to
its high volume and the diversity of the data types. Healthcare data ranges from
administrative data such as admission times to machine generated vital signs, pathology
results, diagnoses, and treatment procedures. Process mining all the available events in
the EHR inevitably creates incomprehensible spaghetti-like models. Many EHRs are
poorly designed to support easy, fast real-time use and with data being input by busy
human beings doing demanding jobs it should come as no surprise that the data does
not have the same provenance as clinical trials or registry data.

Data quality issues can be found at different levels. A missing field may only affect
a single row whereas a large group of users who share a negative and hostile attitude
towards their computer system might bias a complete data set. People, processes,
organizational boundaries and cultures (and the EHR user interface) change over time
and these changes will impact on the data. There is recognition that, the secondary use
of EHR data for research demands validated, systematic methods of data quality
assessment [19] and there is a correspondingly urgent need for process mining to
incorporate techniques addressing these issues. Systematic logging techniques and the
development of repair and analysis techniques should be in place and transparency
around data cleaning and checking steps should be routine.

Four broad data quality dimensions for process mining of event logs were identified
by [3]: missing, incorrect, imprecise and irrelevant. This adds ‘irrelevant’ to widely
cited dimensions of EHR data quality that form the basis for the data quality assessment
method proposed by Weiskopf & Weng [19] and the valuable harmonized terminology
produced by Kahn [20]. These dimensions were further detailed as 27 types of quality
issues relating to the case, event and attribute levels of the data in an event log.
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The Process Mining Manifesto proposes a useful rating system for data quality ranging
from 1-star to 5-star [10] and also emphasizes challenges of incompleteness, noise,
granularity, event log complexity and concept drift. In [21] we describe the develop-
ment of our data quality management framework to support the discovery, root-cause
investigation, mitigation and careful documentation of these issues using software
version control tools that are directly linked to the lines of software code in the Extract
and Transform programs used to build the event log. The framework supports a close
link between the design of individual process mining experiments and assessment of fit-
enough-for-use quality.

3 The ClearPath Method

3.1 Rationale for an Agile Approach

Healthcare is a complex business and process mining and simulation in healthcare has
some unique requirements. Clinicians work together across organizational and func-
tional boundaries to meet the often highly individual needs of patients with complex
conditions. We have found that domain experts such as clinical specialists can have
quite limited views on the patient pathways beyond their specialism. Even a simple
structured discussion with a number of specialists gathered around a whiteboard or
process model has proved beneficial in improving pathways. We have used NETIMIS
on multiple projects to structure these pathway discussions, elicit tacit knowledge and
generate actionable insights including “what if” scenarios (www.netimis.co.uk/case-
studies). Including patients in these discussions has proved incredibly powerful.

There is however a tension in healthcare improvement projects between the desire
to drive radical change quickly and the demands of evidence-based medicine for
detailed and careful reviews, particularly where adverse outcomes can be harmful and
even fatal. Our approach has therefore been to adopt agile methods with time-boxed
iterations which produce process simulation models of increasing fidelity that are
backed by strong tooling (ProM, NETIMIS, data mining), traditional academic research
methods (literature reviews, qualitative methods) and traditional business process
analysis (observation, interviews, sample documents). We use the simulation model as
the key output, and an evidence template to underpin the fidelity of model and present
both to a Clinical Review Board at the end of each iteration.

3.2 Extending PM2

The ClearPath method follows PM2 with the following extensions.

Stage 1: Planning – research questions are often simply “what is the care path-
way?” or “what does it look like?” and composing project team includes identifying
a Clinical Review Board and pre-booking meetings so that iterations become time-
boxed.
Stage 2: Extraction – the ethics of extracting event data when it is sensitive health
data often mean long lead times so we make a data request and produce early
iterations based on transferring process knowledge but with meticulous record
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keeping of artifacts (interview transcripts, whiteboard photos, journal references)
from the investigation. In PM2 business experts may be part of the project team but
in healthcare these are often busy clinicians (or busy managers) so we engage them
as interviewees within an iteration and/or in the Clinical Review Board at the end of
each iteration.
Stage 3: Data Processing includes filtering logs to just include the patients of
interest (those involved in the care pathway) and sometimes to slice and dice to
examine sub-groups of patients (e.g. frailty) and the pathway under different con-
ditions (time of day, day of week) and in different locations. Healthcare reference
models and coding systems such as SNOMED-CT and ICD-10 are used for ag-
gregating events. We use our data quality framework to document data issues and
software code solutions.
Stage 4: Mining and Analysis produces process models which are recreated in
NETIMIS (currently by hand) with performance and compliance data added (e.g.
mean durations, decision point probabilities) and documented in the evidence
template. In Stage 4 we also add in details of the care pathway from our business
process analysis, for example where activities are not recorded in the EPR and may
also construct multiple models to examine different scenarios (e.g. weekends vs
weekdays).
Stage 5: Evaluation includes verify and validate results against process insights
from multiple reliable sources and root-cause investigations to diagnose anomalies.
Stage 5 marks the end of each analysis iteration and takes the form of a Clinical
Review Board (CRB) meeting where the evidence base, data quality management
framework (assumptions, root cause analysis and mitigation decisions) are reviewed
together with the latest “as is” and candidate “to be” NETIMIS model as runnable
simulations. The CRB meetings are interactive and generally highly productive.
The outcome of the meeting is to plan objectives for the next iteration.
Stage 6: Process Improvement and Support is marked by acceptance of the
models and evidence by the CRB for implementing improvements. Models are
published on NETIMIS and can be shared by other organizations and calibrated to
local situations.

3.3 The Evidence Template

The ClearPath method focuses attention on the construction of simulation process
models and the evidence template plays a key role in supporting early, low-fidelity
models and an agile evidence building process. In the evidence template, each model
element (patient agent, activity, decision point) and each model attribute (e.g. disease
incidence, cost and duration, probability of next activity) are listed with references to
the source material so that audit trail can be traced back to the literature sources,
process mining outputs or investigation artifacts that were used. The modeler sets a
Confidence Indicator (CI) to document their confidence in the evidence base for each
element and attribute on a score of 1–5 with 5 being highest.

0 = No confidence/not applicable/system defaults
1 = Guess by Modeler
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2 = Estimate from observation or domain expert interview
3 = Empirical evidence from process mining or published literature
4 = Confirmed from multiple reliable sources
5 = Confirmed through Clinical Review Board.

It is evident that a modeler can very quickly create a low fidelity model of the care
pathway but will have to record CIs of mostly 0s and 1s. Conversely, a Clinical Review
Board could review the evidence for every element in detail recording scores of 5
where they agree and leaving other elements as 3s or 4s where there is still uncertainty.
The overall average CI therefore gives a rough indicator of overall confidence in the
model and crucially, the modeling can stop when the Clinical Review Board believe
they have enough evidence to make a process improvement decisions.

4 Case Studies

4.1 Use of the ClearPath Method

The ClearPath project aims to generate a method for combining process mining and
simulation that is suitable for widespread use understanding and improving care
pathways in the UK National Health Service. The case studies illustrate aspects of the
method in use, some of the achievements and some of the unsolved challenges.

4.2 Case Study 1 Alcohol-Related Emergency Admission Pathway
at Liverpool

In some parts of the UK hospital admissions for alcohol related illnesses are rising by
11% per year leading to chronic diseases such as ARLD (Alcohol Related Liver
Disease) which has lower survival rates than most common cancers. In busy emergency
departments, alcohol-related disruptive behavior may obscure a patient’s serious
advanced illness and also hamper treatment attempts [22]. There is growing recognition
that clinicians need guidance on appropriate care pathways that can help them iden-
tifying and deal with alcohol related illness. For this case study, our project team
worked with a data and pathway profiling team at the University of Liverpool who had
created a data linkage framework based on EHR event data from emergency admis-
sions from hospitals in the North West of England. Our approach consisted of
embedding a member of our ClearPath team within the Liverpool team for up to two
days per week over a three-month period. We resolved data governance issues by
providing tool and analysis advice to the local team. In return, our analyst received
sequence, aggregate and conformance data to populate a NETIMIS simulation model
(see extract in Fig. 2) and an evidence template (see extract in Fig. 3).

Figure 3 illustrates how the evidence template was used to document the link
between the percentages derived from the process data for ICU Disposal to the
probability settings in the simulation model. Five iterations of the pathway model were
developed starting from simple models from an initial workshop and enriched through
investigation and reviews. In the final model these included age-banded probabilities
extracted from the routine data and cost data sourced from standard activity tariffs.
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Several qualitative researchers had investigated the pathway through patient and
clinician interviews and their deep insights helped fill in the gaps and add paths that
were not evident from the data. The model was calibrated so that the outcomes reflected
published clinical outcomes for the region. The resulting model is being presented as a
regional exemplar of data-driven care pathway improvement.

4.3 Case Study 2 - Giant Cell Arteritis (GCA) Care Pathway at Leeds

Giant cell arteritis (GCA) is a rare chronic inflammatory condition of blood vessels
(vasculitis) that affects large and medium sized arteries. Symptoms include headaches,
tenderness of the scalp, jaw aches and chewing problems and visual impairment. The
symptoms displayed can often be mistaken for normal age-related symptoms or other
diseases however if GCA is not diagnosed and treated quickly it can lead to visual loss,
blindness, or in worst cases a stroke [23]. For this reason, patients are treated with
steroids as soon as the diagnosis is considered but this creates other challenges as the
steroids impact on the sensitivity of diagnostic tests. Our project team worked with the
clinical specialists at Leeds Teaching Hospitals Trust (LTHT) with access to the
national MRC-TARGET (Treatment According to Response in Giant cEll arteritis)
consortium (https://lida.leeds.ac.uk/target). Figure 1 illustrates the de jure pathway for
GCA drawn from the National Institute for Health and Care Excellence (NICE)
repository (https://pathways.nice.org.uk).

Our objective here was to map the de facto pathways in a large and very busy
teaching hospital. Our initial approach was to request anonymized data extracts from
the hospital EHR for patients with suspected GCA which included time stamped
information of the patient’s journey starting from their original route of entry into care,

Fig. 2. Close-up view of pathways in and out of the Intensive Care Unit (ICU) and (right) the
probability settings for paths exiting ICU Disposal

Fig. 3. Extract of the evidence template (left) and references (right) for the corresponding ICU
elements

246 O. A. Johnson et al.

https://lida.leeds.ac.uk/target
https://pathways.nice.org.uk


through to discharge, or firm diagnosis of GCA. Data quality issues proved insur-
mountable. It was not possible to accurately identify patients of interest or enough
relevant events within the hospital EPR to complete the envisaged process mining
exercise. However, we were able to complete a detailed process model through both
traditional business analysis investigation and produced five iterations with a Clinical
Review Board consisting on the local TARGET consortium leads. We gathered suf-
ficient data from clinical expert interviews and volume and time figures from the EPR
and cost figures from hospital tariffs to build a robust working model (mean CI = 4.1).
Through documentary sources and interviews with other hospitals were able to produce
models for other hospitals and develop a generic model that was a fit with the de jure
guidelines and could be used to model de facto GCA pathways from small district
hospitals to the complexity of LTHT. The study concluded with a costed model of the
planned future model which identified points at which clinical pathways could be
improved by recommending alternate diagnostic approaches. The simulation (Fig. 4)
indicates both significant improvements in patient outcomes and simultaneously
reduced costs. The models have been presented to the national group. A second phase
using process mining of the Leeds EHR data is planned.

4.4 Case Study 3 – Functional Neurological Symptoms (FNS) Care
at Leeds

Functional Neurological Symptoms (FNS) are a group of neurological symptoms
which include weakness, abnormal movements and blackouts, they cause distress and
dysfunction [24]. The symptoms are shared with neurological diseases such as epi-
lepsy, multiple sclerosis or stroke but, in FNS patients, are caused by a brain dis-
function. As with GCA, diagnosis is challenging but studies have shown that 31% of
patients attending Neurology outpatient clinics had FNS [25]. Many healthcare pro-
viders lack specific pathways or services for FNS patients, there are no NICE

Fig. 4. NETIMIS screenshot showing a side-by-side run of the current Leeds’ GCA Diagnosis
pathway against the proposed future pathway
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guidelines and there is little data on acute FNS to inform service improvement.
Therefore, there was a need to see the current pathways for FNS patients, and to know
how they pass through the different healthcare services over time. Our first step was to
generate visual models of the process from first presentation to diagnosis and referral to
either psychology or psychiatry therapy.

Our aim with this project was to see whether process mining of the routine data was
possible and we worked with a team of neurologists to understand the de facto care
pathways at LTHT. Clinical inspection of the data quality of the EHR revealed data that
was considered too unreliable to use for process mining. Issues included unrecorded
events and observations, recording on letters and paper records rather than the EHR,
mis-diagnosis and inappropriate referrals. Our alternative approach was to conduct a
full audit of all the EHR data, clinical letters and discharge notes for each patient using
all available sources (including phone interviews with treating clinicians to complete
missing data). These resulting activities include diagnoses, emergency attendances,
outpatient clinics, inpatient admissions and psychological/psychiatric referrals. The
audit data was collated in the form of an event log which was used with a process
mining tool (ProM). The initial results appeared disappointing - a spaghetti diagram
with every single patient (n = 205) having a unique and complex variant. It was
however a shocking result for the clinical domain experts, the findings show a high
healthcare burden, and slow or incomplete movement to appropriate care, with an
urgent need for service improvements. The mean time from Presentation to Diagnosis
was 22.1 months and a further 7.2 months to an appropriate Referral. These results
were presented as a video at an Association of British Neurologist conference and are
being used to make the case for clearer pathways for FNS.

5 Discussion and Conclusions

Our experience working with both process mining and process simulation has been that
both approaches are complex, challenging and require considerable skill, domain
knowledge and perseverance. Healthcare is a complex world and EHRs are not yet
capturing sufficient detailed workflow for deep clinical insights. Given this state of
affairs, combining as many valid techniques as possible would seem to be the most
pragmatic approach for quickly generating insights. However healthcare also demands
strong evidence and rigorous methods and the ClearPath method has helped us
structure data-driven care pathway investigations that have yielded good results and
maintained an audit trail of evidence that ensures the models are defensible.

All three of the case studies here are examples of special case pathways within
more general processes such as emergency admissions. Many patients genuinely
require variants that differ from the norm. Case Study 1 used a simulation model to
combine process mining outputs and other sources to build a useful model backed by
evidence that can be traced to its source. Both Case Study 2 and 3 illustrate how
difficult it can be to obtain robust EHR data. In Case Study 2 we made do with other
sources and in Case Study 3 a manually constructed event log revealed alarming
variability in care.
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Our methods are evolving through use but we expect to formalize the approach on
PM2, Clinical Review Boards, evidence templates and audit trails. Currently we use
NETIMIS for care pathway simulation and there are many alternatives. With NETIMIS
we expect to improve tool integration so that it can generate and consume event logs
and learn branching probabilities and probability density functions for activity duration
from the log. Parallel to this we plan to develop rules to automate the visualization
layout, to simplify the task of analyzing complex processes and communicating the
results to diverse stakeholders. Our approach has been well received in the UK and may
be of benefit to the wider academic and healthcare community seeking to use process-
oriented data science to improve healthcare.
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Abstract. This study presents the proposal of a performance analysis
method for ER Processes through Process Mining. This method helps
to determine which activities, sub-processes, interactions and character-
istics of episodes explain why the process has long episode duration,
besides providing decision makers with additional information that will
help to decrease waiting times, reduce patient congestion and increment
quality of provided care. By applying the exposed method to a case study,
it was discovered that when a loop is formed between the Examination
and Treatment sub-processes, the episode duration lengthens. Moreover,
the relationship between case severity and the number of repetitions of
the Examination-Treatment loop was also studied. As the case severity
increases, the number of repetitions increases as well.

Keywords: Process mining · Healthcare · Emergency Room

1 Introduction

Performance measurements in Emergency Room (ER) processes are highly
important, because of the information they can provide to identify behaviour
of episodes with extended waiting times for patients expecting attention. Gen-
erally, patients are categorized into triage categories, normally by a nurse, to
determine their attention waiting times in the ER. In this ER, the Manchester
triage [1] is used to classify patients in five color categories: red, orange, yellow,
green and blue. Red being the most critical patients with lowest waiting times,
while blue being the least severe patients with highest waiting times. Identifying
improvement opportunities in the ER processes can help reduce waiting times,
improve the quality of provided services and reduce overcrowding [2].
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Our approach to study the performance of ER processes is based on process
mining [3] as the main component to identify, discover and analyze activities exe-
cuted during ER process episodes. Process mining is a research discipline that
focuses on extracting process knowledge from data generated and stored in the
databases of (corporate) information systems, in this case Hospital Information
Systems (HIS) [3–5]. Process execution data is extracted as event logs, which
are sets of episodes, each containing all the activities executed for a particular
process instance. Process mining tools and techniques can be applied to discover
process models, verify conformance, analyze organizational patterns and check
the performance of a process in any hospital [3]. This paper proposes a process
mining methodology to study the performance of ER processes. These processes
have been analyzed using simulation, data mining along with process mining
[6,7], among others. Data mining has been used to find patterns and under-
standing the causes of certain process behavior while in the other hand process
mining describes how processes are currently performed.

Previous studies describe how process mining has been applied to analyze
the executed processes within ER [7–9]. These studies have given insight about
the process and the flow of activities during episodes (for example, medication
or discharge activities). The first case is a study in a Portugal hospital where
a software suite was defined to extract data, build an event log and discover
any process in the medical center [7]. An specific case study was done using
ER data, but the solution is general. The solution includes clustering techniques
and Markov chain models. The second study is exploratory and was conducted
in four Australian hospitals [8], where data was extracted, an event log was
built, and discovery techniques of process mining were applied. The third one
proposes a methodology based on frequently posed questions, and provides a
case study, but no performance analysis was executed [9]. Performance analysis
of ERs has been previously researched [10,11], but did not included a method
for performance analysis of the ER episodes or any ER metric in general using
process mining techniques.

The objectives of this paper are to analyze the ER episodes behavior using
a process mining methodology comprehensively described, to apply it to a case
study, and to determine which activities, sub-processes and their interactions in
the ER process explain why the process get stalled and has a longer duration,
and, to identify any existing relationships between some characteristics of the
process activities or sub-processes and the process performance. This paper is an
exploratory study of performance analysis in ER using process mining. Further
studies must be done in order to complete more in depth quantitative analysis.

The structure of the paper is as follows: Sect. 2 describes the proposed
methodology. Section 3 describes a case study where the methodology has been
applied including results and discussion. Finally, conclusions and future work
are highlighted.
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2 Method

A 6 phases methodology for the process performance analysis of ER episodes is
proposed, as depicted in Fig. 11. To generate this methodology previous studies
from the authors were considered [9].

Phase 1: Extraction and Transformation. ER processes are supported by clin-
ical and non-clinical activities that are executed by different types of resources
(physicians, nurses, administrative staff). Each of these series of activities cor-
respond to an episode, which is registered in any Hospital Information System
(HIS) [4]. HIS are computer systems designed to ease management of the hospi-
tal’s medical and administrative information and to improve quality of health-
care [12]. HIS store records as events (or activities) that include all the necessary
data to create an event log to perform process mining analysis. An event log is
a file record that provides an audit trail that can be used to understand the

Fig. 1. The 6 phases methodology adopted in this paper.

1 All figures presented in this paper can be seen with more details in the following
link https://wp.me/p9ZIAl-1g.

https://wp.me/p9ZIAl-1g
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system activities. In this phase, HIS records are extracted from different sources
(databases, repositories, etc.) and transformed into a standard event log format
that is readable by process mining tools like CSV, XLS, XES, among others.

Phase 2: Activity Aggregation. The complexity of the ER process is defined by
the amount of different activities involved in one process instance and the lack of
process structure: a classic spaghetti process [3]. Spaghetti processes are unstruc-
tured models with several activities connected to each other and are difficult to
visualize because of the amount of information that is shown when represented
as a graphical model. Thus, it becomes necessary to bring the log to a higher
abstraction level, with a general view of the process in terms of flow and struc-
ture, by shifting from a perspective which is data-oriented to a process-centric
one. The result is an event log that contains sub-processes rather than activities
as its basic unit, which makes inspection and analysis more accessible. The fol-
lowed approach aggregates activities by mapping them to the sub-process they
belong to. Sub-processes are defined by some activities that work as separators
and, in case the separation is not evident, process semantics. This mapping can
be done by manually correlating each activity to its corresponding sub-process.
Afterwards, an activity name substitution following the mapping will have a
high-level event log as a result. The activities of this new event log will be the
sub-processes comprising the activities of the old low-level log. Reducing the
amount of different activities results into a simpler process model.

Phase 3: Filtering. After aggregating activities into sub-processes and generat-
ing the high-level log, the next step is filtering the log to reduce noise. There
are several activities that are either non relevant to the entire process (but are
still registered because they contain descriptive information) or are added to the
historical record only for information storage purposes, thus not giving addi-
tional process input. These activities are identified by using expert knowledge
to directly discard them and by filtering out activities that follow highly uncom-
mon paths or have a low frequency. As it is shown in Fig. 1, Phase 3 is revisited
later to generate specific process event logs depending on the goal of the pro-
cess analysis. The filtered high-level log retains all attributes coming from the
low-level source log. Using the attributes enumerated at the event log schema it
is possible to filter the event log to generate sub-logs that lead to specific pro-
cess models that can answer questions related to process behaviour depending
on Triage color, Diagnosis, length of the stay (duration), frequency of a path,
among others.

Phase 4: Discovery. Using the filtered event logs, process models are generated
in Disco2 (or any other process mining tool, e.g. ProM3) to be able to look in
depth and analyze the behaviour of the process. Depending on the filters applied
at Phase 3, different models are obtained. In this phase, numerical information

2 See http://www.fluxicon.com/disco.
3 See http://www.promtools.org.

http://www.fluxicon.com/disco
http://www.promtools.org
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can be collected for different process variants. The goal is to collect data of the
process variants to elaborate a comprehensive analysis during the next phase. To
build process models event logs, process mining discovery algorithms go through
the log and maps it onto a process model such that the model is “representative”
of the behavior seen in the log [3].

Phase 5: Analysis. Inspecting the process model makes it easier to identify sub-
processes by finding exit activities (i.e., activities that are frequently the end of
most paths of a section of a process). Before analyzing it is necessary to get the
correct model by filtering the log according to what is going to be analyzed and
then discovering a new process model, which means that there is a need to go
back to Phase 3 and 4 to filter the log and generate the corresponding model.
Figure 1 shows this procedure with an arrow starting at Phase 5 and going back
to Phase 3, representing the possibility to iterate through Phases 3, 4 and 5 to
perform a comprehensive analysis of the process behavior.

Phase 6: Results and Evaluation. This last step considers the delivery of process
models, summarizing the data extracted from process models and comparison
charts for process model duration, and performing validation and evaluation of
these results and conclusions through expert opinion.

3 Case Study

Using the methodology described in the previous section, a case study was con-
ducted at the Clinical Hospital of Red de Salud UC CHRISTUS, using historical
data collected at its ER during July 2014. The hospital is located in Santiago,
Chile. Figure 2 shows a BPMN diagram4 of the expected high-level flow of the
process according to experts. A Triage sub-process and a Treatment sub-process
were identified. Once a Triage sub-process was found, a deeper analysis using
the triage color attribute was performed. After the Triage sub-process finishes,
the rest of the process corresponds to Treatment and Discharge sub-processes.
Identifying the Discharge sub-process is simple since discharging a patient is a
straightforward action. The Treatment sub-process involves most of the activi-
ties for each case. The conversion from low-level to high-level log will collapse
most activities depending on the nature of the tasks performed by the resources
of the ER. There are examination activities that figure out what is the problem
of the patient based on physical examination and tests, and to confirm if the
patient is ready to be discharged. There are also treatment activities that are
performed to lead the patient to a stable condition. These collapsed activities
represent the Examination for Prediction, Treatment and Examination for Vali-
dation sub-processes. Whenever the treatment is not successful, another instance
of Examination for Prediction starts, followed by Treatment. In some cases,
Examination for Validation is performed by medical order. Analyzing the dura-
tion of these sub-processes provides insight about the behaviour of the process
4 See http://www.bpmn.org.

http://www.bpmn.org
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and how performance of these sub-processes affect the whole process. Analyzing
the Treatment models through filtering by duration defines differences between
short stays and long stays. Finally, considering referrals to specialized physicians
provides information about duration of the process depending on the complexity
of the diagnosis. A detailed description of the executed tasks performed at each
Phase of the study is provided next.

Fig. 2. ER process: high-level BPMN model with the expected high-level process flow.

Phase 1: Extraction and Transformation. The data used to construct the event
log is historical data collected by the research team from the Hospital Infor-
mation Systems Alert ADW Phase I, which corresponds to the system used to
store the data in the ER Process. Historical data was built as an enumeration
of 309,796 activities registered, composing 7,160 different episodes. There are
64 different activity types registered. Each register includes its timestamp, its
resource and the episode id. In addition to these attributes, the analysis consid-
ers diagnosis, type of resource (nurse, doctor, technician, auxiliary nurse) and
triage color. It is worth noting that the activity timestamps are registered at the
hour level. However, timestamps of the first and the last activity are registered
considering minutes and seconds. By selecting corresponding attributes using
Disco import tool, an event log is built based on this historical data.

Phase 2: Activity Aggregation. Disco was used to filter the event log according to
medical expert opinion, who explained that the activities could be classified in
3 sub-processes: Triage, Examination-Treatment and Discharge activities. These
groups are initially considered as sub-processes of the ER process. Each of the
original activities is mapped to a collapsed activity by enriching the event log
with this information. Table 1 shows the relationships created to achieve this
representation for the Treatment sub-process. Activities that are not included in
this table are disregarded because they are not providing relevant information
to the process model, according to the expert.

Concerning the Examination sub-process, activities could be of two types:
“for prediction” or “for validation”. Examination for prediction is the first exam-
ination, performed by a doctor, that provides enough information to figure out
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what problem the patient has. Examination for validation is an activity, also
performed by a doctor, that is done with the goal to check that everything is
fine with the patient and that there is no need to continue staying at the ER.
To make a difference between both types it is necessary to check the whole cur-
rent episode. If current examination is the last one – in the specific episode –,
and it is not the first one, it is considered an examination for validation, else
it is an examination for prediction. Identifying types of examination was per-
formed using a script implemented for this purpose. The described procedure is
formalized in Algorithm 1.

Phase 3: Filtering. At the first filtering phase, events that were not mapped to any
sub-processes are removed using Disco filtering capabilities. This filter removes
noise and paths that are not required to analyze due to their low frequency.

Table 1. Mapping of activities into sub-processes for the Treatment process.

Original Activities Sub-process

Nurse task and physician task Examination

Prescribe Medication, Perform Procedures, Physical Examination,
Give Medication, Prescribed Procedures, Prescribed Medication
(internal), Required Laboratory Tests, Required Imagenology Tests,
Biometry, Other Required Tests, and Cancelled External
Medication Prescription

Treatment

Clinic discharge and last discharge Discharge

Algorithm 1. Identify examination type
1 begin ExaminationType(log)
2 forall the episode ∈ log do
3 for i = 0 up to |episode| do
4 if episode[i].name is “Examination” then
5 lastExamination ← True
6 for j = i + 1 up to |episode| do // |episode| is ep. length
7 if episode[j].name is “Treatment” then
8 lastExamination ← False
9 break

10 if lastExamination then
11 set examination type for episode[i] to “validation”
12 else
13 set examination type for episode[i] to “prediction”
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Phase 4: Discovery. Once the filter is applied, Disco generates a process model
that represents the portion of the log resulting from the event log aggregation
and filtering [13]. Disco also provides performance analysis, but this did not
provide significant results for the analysis. From the aggregated event log, we
obtain the process model illustrated in Fig. 3. The generated model is similar to
the one previously shown in Fig. 2. The main difference between the models is
that Fig. 3 includes infrequent paths (e.g., episodes where the patient is taken
back from Discharge to Treatment).

The Triage sub-process normally starts with a “Nurse task” activity. After
that, the process continues to a “Physician task” and then to an “Intake task”
activity. In a third of the cases, a doctor does not take part at the triage sub-
process and it goes directly to “Intake task”. About 10% of the cases that go
through the doctor are then taken by a technician (“Technician task”), and then
an intake note is generated. After the generation of the intake note, a physical
examination could occur or vital signs could be registered (these activities could
be skipped). Finally the first triage is done, and the triage sub-process is finished.

The Treatment sub-process begins with “Examination for Prediction”. This
activity includes all nurse and doctor activities that occur before any actual
treatment is performed. After this examination, a consultation to a specialized
doctor could happen. Then, the process continues with the actual treatment.
After the treatment is finished, the patient is discharged. Also, a loop between
examination for prediction and treatment is identified. And, finally, after the
patient is treated, a doctor could request a final examination to validate whether
the patient could be discharged or not. It is worth noting that the difference

Fig. 3. Process model for the enriched event log. Arrows are decorated with the episode
frequency of each path.
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between short and long episodes depends almost exclusively of this sub-process.
Long episodes of the complete process are the ones that include several of these
“examination for prediction - treatment” loops.

Finally, patient discharge is straightforward. After aggregating the activities
into one general discharge activity, the sub-process was collapsed into only one
activity. The process structure is simple and sequential. Each activity is directly
followed by the previous one with no alternative paths.

Phase 5: Analysis. The analysis of the Triage sub-process was done separately
since it is the starting point of the ER process, and the examination, treatment
and discharge sub-processes were analyzed together to identify loops and possible
relationships between them, given that these three sub-processes happen at the
attention box and are performed by the same resources.

Triage Sub-process. The initial sub-process in each ER episode consists in
determining the severity of each episode according to the patient conditions.
Usually, it consists in categorizing each patient to a Manchester triage category
(red, orange, yellow, green and blue) [1]. Several activities were selected by the
ER specialist from the event log to see the process model followed in the analyzed
episodes. Figure 4 shows a process model with the activities executed during the
Triage sub-process. For a more detailed analysis of the process, the event log
was split in two groups: one half with the fastest episodes and the other half
with the slowest episodes. No relevant differences in activities presence or their
sequence were discovered.

Examination, Treatment and Discharge Sub-process (ETD). The second
sub-process includes three main subsets of activities. The first subset contains
the activities related to the examination of the patient. The second subset is
the treatment, including treatment activities, medications and exams. Finally,
discharge activities, including paperwork and the actual patient discharge, are
grouped into a third subset. Figure 5 shows a process model with the activities
executed during the ETD sub-process.

For a more detailed analysis of the process, the event log was split into two
groups. The first group corresponds to the half with the fastest episodes. In
Fig. 6 the process model for these episodes is shown. The other group includes
the half with the slowest episodes, and its process model can be seen in Fig. 7. A
loop between examination for prediction and treatment was identified on both
Figs. 6 and 7. This loop could occur several times in one instance of the process.
Every time this loop is followed, the process time increases (considering a dis-
crete average of one hour), impacting on the episode duration. 20% of the cases
have a examination for validation before discharging a patient. By inspecting
the average duration (discrete average of one hour at treatment-examination
validation transition, and another hour for examination validation-discharge
transition) and considering that activity times are registered by the hour, it
is safe to assume that examination for validation extends from one to two hours,
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Fig. 4. Triage sub-process model Fig. 5. ETD sub-process

and most of the time it is found at long process instances. Although both groups
have the same activity structure, there is a great duration difference between
both of them. The reason is that most of fastest cases don’t loop back to exam-
ination for prediction, while most of slowest cases do.

Analysis by Triage Color. A relevant case attribute for this process is triage
color since it informs resources about the severity of the patient case [1,14].
Table 2 shows a detailed description of the characteristics of the loop mentioned
in the previous analysis. Higher priority episodes have a higher average of rep-
etitions (red and blue episodes are not considered because they correspond to
the least amount in the sample). Orange episodes involve more complex diag-
nosis and treatments which explains that in average these cases have more than
two repetitions of the loop. While the severity of the episode becomes higher,
the average number of repetitions increases as well. Green episodes, in aver-
age, have half the number of repetitions (1.27 average repetitions) of orange
episodes (2.34 average repetitions). Figure 8 show these results. The chart has
a value mark at the maximum number of repetitions. The chart is also divided
in quartiles. Figure 8 includes all episodes of the event log and the number of
repetitions of each episode plotted in black. By simply inspecting the chart, it
is clear that more than one third of total episodes have at least two repetitions
of the Examination-Treatment loop. When analyzing by color the proportion of
episodes with two or more repetitions, this proportion increases as the severity
of the case gets higher. This trend is shown in Fig. 9. The trend of higher severity
cases is more steep, which reinforces previously shown results. For example, the
trend for green cases moves between one and two repetitions, while the trend for
orange cases is between one and six repetitions.
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Fig. 6. ETD - fastest cases Fig. 7. ETD - slowest cases

Phase 6: Results and Discussion. By analyzing the generated process models
with ER experts, there are two places where the ER process slows its pace,
increasing waiting times. The first situation is at the examination-treatment
sub-process. Depending on how many times the patient is examined to detect
what his/her problem is, the process extends per each examination-treatment
loop, impacting total duration. The other section where the process takes longer
than expected is when examination for validation takes place, extending the
duration by one up to two hours (on average). There is a relationship between
triage color and the number of examination-treatment loops. As the severity of
the case increases, the number of repetitions increases as well, showing that blue
and green cases (low severity) have a below average number of repetitions while
yellow, orange and red cases (high severity) have a number of repetitions above
the average. Triage color does not affect any other sub-process of the ER process.

Discussion. In this paper, several sub-processes and their relationships were
identified. From the ER point of view of the expert, this helps to see which
activities implicate an increment on the episode duration. The increment of
episode duration directly increases the waiting times for all the episodes, and
increments the ER overcrowding, which has become one of the most relevant
issues nowadays [15].

Four sub-processes were identified, but two main sub-processes are critical.
First, the Examination sub-process, that includes activities where the resources
try to determine the diagnostic of the patient to take actions to bring care to the
patients. And secondly, the Treatment sub-process where any exam, procedure or
medication is provided. In this research, through process mining, a loop between
the two sub-processes was identified. Every time it happens, time is added to the
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Table 2. Examination for prediction - treatment loop data by triage color

All Blue Green Yellow Orange Red

Episode frequency 5538 44 2347 2374 755 18

Absolute frequency 9184 51 2292 4328 1773 40

Relative frequency 100% 0.56% 32.58% 47.1% 19.3% 0.44%

Max repetitions 13 3 9 10 13 7

Average repetitions 1.66 1.16 1.27 1.82 2.34 2.22

1 or more repetitions 99% 100% 99% 99% 99% 100%

2 or more repetitions 39% 13% 21% 29% 64% 61%

3 or more repetitions 14% 2% 4% 19% 32% 27%

Fig. 8. All episodes Fig. 9. Episode repetitions trends by
triage color (Color figure online)

episode duration. It was also analyzed according to the different triage colors,
giving a more detailed description on when this loop happens more often, so as
to pay more attention in future episodes.

From the process mining perspective, the methodology was significant to
the field. Two levels of analysis were executed, low level detailed analysis was
performed with the domain expert to identify the executed activities and the
sub-processes to which they belong, and high level analysis was carried out to
see the relationships between the different sub-processes to identify which are
the causes of slowest episodes.

4 Conclusion and Future Work

By analyzing the ER process, it was discovered that the loop between Treatment
and Examination sub-processes increments the duration of ER episodes. This
will help with the identification of the episodes where this happens (mainly by
triage color), to make any necessary improvements. Identifying these loop as the
main cause of the increment in the episode duration time is significant to help
reduce it and with this reduction, lower the episode times, free boxes in the
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ER, give a faster attention to more patients, shorten waiting times and finally
reduce the overcrowding of the ER. Further work will include applying additional
process mining and more statistical techniques to analyze the ER process and
complete more in depth quantitative analysis. Besides more advanced research
of the evidences provided by these models should be conducted in the ER.
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The use of AI in BPM has been discussed as the next disruptive technology that will
touch almost all of the business operations and processing activities being performed
by humans. In some cases, AI will dramatically simplify human interaction with a
process, in other cases it will extensively support humans in the execution of tasks, and
in yet other cases it will enable full automation of tasks that have traditionally required
manual contributions. Over time, AI may lead to entirely new paradigms for business
operations and processes. For example, instead of BPM models centered on process
and/or case management, we anticipate models that are based fundamentally on goal
achievement, as well as models that fully enable continuous improvement and adap-
tation based on experiential learning.

AI examples are:

– Machine learning and genetic algorithms for data analysis, e.g., predictive moni-
toring, workflow discovery, and reachability

– Fuzzy reasoning for supporting business process modeling
– Neural networks for placement detection in assembly workflows

These are only a few examples of what AI technology can do to improve and
reengineer business processes. Recently, major IT companies have developed cognitive
services to make AI technology ready to use for developing applications. Many large
companies started projects to plug these services into their processes or to develop their
own AI solutions based on these services. At the same time, AI researchers are dis-
cussing safety issues and identifying important sources of risks in AI solutions.

The workshop identified many potential sources for synergies between AI and
BPM. On the one hand, several AI solutions can be used in the context of BPM, e.g.,
planning for adapting or composing business processes, machine learning for process
mining and analysis, constraint reasoning for process transformation, verification, and
compliance checking.

On the other hand, AI will influence the role of humans within a business process
and solutions should be developed to address questions such as novel requirements on
employee qualification, shared responsibilities between AI and humans, control and
impact of automated decision-making.

Four full and two short papers were presented at the workshop. The focus of the
papers ranged from leveraging machine learning approaches for addressing BPM
problems to applying planning approaches in BPM scenarios on the one hand, and from
analyzing event logs using AI techniques to finding optimal paths in business processes
on the other hand.



In particular, Hinkka and colleagues addressed the problem of predicting sequences
of activities in business process instances using recurrent neural networks. Ponnalagu
and colleagues propose an approach leveraging process context, state, and goals to
predict process performance. Høgnason and Debois leverage genetic algorithms for
solving the problem of event reachability for DCR (dynamic condition response)
graphs. Shing and colleagues present a pipeline for discovering workflows from
unstructured natural language texts. Eshuis and Firat propose the use of fuzzy logic for
modeling uncertainty in guard stage milestone (GSM) declarative artifact-centric pro-
cess models. Finally, Knoch and colleagues leverage AI technologies and techniques to
automatically detect material picking and placement in the assembly workflow to
gather accurate data about human behavior.

The importance of the synergy between the AI and BPM fields also emerged in the
keynote by Tijs Slaats. He showed how techniques for temporal logic verification can
be applied for discovering declarative process models. Moreover, he also showed how
these techniques have recently been used in combination with Petri nets discovery
approaches in order to mine hybrid process models, which contain both a declarative
and a procedural part.

Each talk was followed by an interesting discussion with the audience. Everybody
agreed to continue this experience at next year’s BPM conference and to take the
chance to further foster the interaction between AI and BPM by targeting with the call
for paper also other research areas at the intersection between the two fields.

To sum up, the workshop received a significant number of submissions and a very
good attendance. It clearly showed the strong interest of the BPM community in how
the AI and BPM fields can potentially fertilize each other. Of course, many of the
questions raised in the call for papers remained unaddressed by this year’s submissions,
e.g., assessing the business risks of AI technologies, understanding the interplay of
humans and robots in business processes, using AI technologies such as AI planning to
create dynamic business processes. However, we believe that this only goes to show
how much more can be done in the future in this research direction.
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Abstract. The rise of Industry 4.0 and the convergence with BPM pro-
vide new potential for the automatic gathering of process-related sen-
sor information. In manufacturing, information about human behavior
in manual assembly tasks is rare when no interaction with machines
is involved. We suggest technologies to automatically detect material
picking and placement in the assembly workflow to gather accurate data
about human behavior. For material picking, we use background subtrac-
tion; for placement detection image classification with neural networks is
applied. The detected fine-grained worker activities are then correlated
to a BPMN model of the assembly workflow, enabling the measurement
of production time (time per state) and quality (frequency of error) on
the shop floor as an entry point for conformance checking and process
optimization. The approach has been evaluated in a quantitative case
study recording the assembly process 30 times in a laboratory within
4 h. Under these conditions, the classification of assembly states with a
neural network provides a test accuracy of 99.25% on 38 possible assem-
bly states. Material picking based on background subtraction has been
evaluated in an informal user study with 6 participants performing 16
picks, each providing an accuracy of 99.48%. The suggested method is
promising to easily detect fine-grained steps in manufacturing augment-
ing and checking the assembly workflow.

Keywords: Manual assembly · Computer vision · BPM · Industry 4.0

1 Introduction

The current trend of automation and data exchange known under the term
Industry 4.0 [6,9] addresses the convergence of the real physical and the vir-
tual digital world in manufacturing. It comprises the introduction of cyber-
physical systems (CPS), Internet of Things (IoT) and cloud computing in a
fourth industrial revolution, where manufacturing companies face volatile mar-
kets, cost reduction pressure, shorter product lifecycles, increasing product vari-
ability, mass customization leading to batch size 1 and, with rising amounts of
data, developments towards a smart factory [1].
c© Springer Nature Switzerland AG 2019
F. Daniel et al. (Eds.): BPM 2018 Workshops, LNBIP 342, pp. 269–280, 2019.
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To plan, construct, run, monitor and improve a flexible assembly work station
or CPS tackling the challenges of Industry 4.0, engineers and managers require
detailed information about the assembly workflow in the life-cycle phases of a
CPS, e.g. [16]. In workflows with manual tasks, this information contains data
on human behavior, such as grasp distance, assembly time and the effect the
workplace design has on the assembly workflow. It can be used to plan and
construct efficient assembly work stations and receive information on the exe-
cuted workflows to establish a continuous improvement process (CIP/Kaizen)
within the organization. The data has to be approximated or gathered manually
consuming time and money.

We see a large potential in the technical support and automatization of data
gathering processes providing information about a workflow’s execution regard-
ing time and quality. The accurate detection of human behavior during the
assembly workflow, and as a consequence, the generation of meaningful process
logs about that workflow, is a challenging task. On the hardware side, the selec-
tion of appropriate sensors, their integration into the assembly system and the
robustness against the conditions in the manufacturing context have to be con-
sidered. On the software side, these sensors have to be used to detect activities
reliably, deliver results fast and provide complete information in a homogeneous
data format. If the physical setup, the software configuration, and the operation
of such a system support workflow execution efficiently, this will add value to the
organizations deploying them: (1) Process models will be enriched with detailed
information about the assembly steps. (2) Live workflow tracking enables con-
formance checking online or offline. (3) Further analysis of workflow traces can
be used to adapt and optimize the workflow execution.

In a first iteration, an artifact, fast and easy to set up in terms of con-
figuration and instrumentation, was developed integrating multiple sensors to
analyze hand and body posture, as well as material picking. For this we used
ultrasonic sensors, infrared, RGB+Depth and RGB cameras [7]. This proof-of-
concept implementation was then extended and evaluated in a case study with 12
participants in a second iteration [8]. In this work, we reduce the sensor setting
to the most promising sensors (2 RGB cameras and 1 hand sensor) applying new
methods from computer vision and machine learning to achieve a high resolu-
tion in recognizing assembly tasks. Further on, events about task-related events
are correlated to process tasks in a BPMN model. Now, manual assembly work-
flows are controlled by a model that can be created, configured and adapted in
a graphical BPMN editor to deploy new workflows, facilitate improvements and
support the worker appropriately, thereby achieving a new level of flexibility.

2 Related Work

Related work can be found at the intersection of BPM with cognitive computing,
context-awareness and human activity recognition, here mainly vision-based.

Cognitive BPM comprises the challenges and benefits of cognitive comput-
ing in relation to traditional BPM. Hull and Motahari Nezhad [4] suggest a
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cognitive process management system (CPMS) to support cyber-physical pro-
cesses enabled by artificial intelligence (AI). Marrella and Mecella [11] propose
the concept of such a CPMS which automatically adapts processes at run-time,
taking advantage of the AI’s knowledge representation and reasoning. Similar to
our system the alignment between real physical and expected modeled behavior
can be measured. In context-aware BPM, the user behavior is set in relation
to situations affecting the behavior. Transferred to our approach, user behavior
corresponds to detected worker activities in the context of a concrete assembly
task from a process model instance executed at a concrete assembly work sta-
tion. Jaroucheh, Liu, and Smith [5] apply linear temporal logic and conformance
checking from process mining to compare real with expected user behavior. Since
the collection of high resolution data for the aforementioned systems is not a
trivial task, augmenting the process with information from cognitive computing
platforms is the focus within this research activity.

Vision-based human activity recognition (HAR) mainly focuses on 2D video
data and applies various machine learning methods (for an overview see [12]).
HAR applications in manufacturing are sparse but occur more frequently since
the rise of IoT, industrial internet and Industry 4.0. Within the field of human
robot collaboration, [10] use 3D video data to determine the hand position of
a worker sitting in front of an assembly work table and collaborating with an
assistive robotic system applying Hidden Markov Models (HMM). Two cameras
are mounted to the assembly workstation and are calibrated to each other. High
calibration effort facilitates the application of the method only in restricted
set-ups. Similarly, [13] apply hierarchical HMMs in a multimodal sensor setting
within the same domain. They combine RGB-D (Kinect 2) and IR (Leap Motion)
cameras to detect fine-grained activities (e.g. assembly, picking an object, fixing
with a tool) and gestures (e.g. pointing, thumb up) and analyze the results of the
sensors respectively and in combination. Combination of sensors show the best
average recognition results for activities in most cases. Unlike these approaches,
focusing on gesture detection, we focus on the detection of assembly states in
form of image classes allowing the connection to state transitions in process
models. It is an example how AI can be applied to ensure process quality and
adherence to time constraints.

In the field of HAR using wearable sensors, the authors in [2] use convolu-
tional neural networks (CNN) on sequential data of multiple inertial measure-
ment units (IMU). Three IMUs are worn by workers on both wrists and the torso.
This way, an order picking process in warehouses can be analyzed, fusing data
from all sensors to classify relevant human activities such as walking, searching,
picking and scanning. In a similar fashion [15] apply different on-body sensors
(RFID, force-sensitive resistor (FSR) strap, IMU) in a “motion jacket” worn
by workers, and environmental sensors (magnetic switches and FSR sensors) to
detect activities in the automotive industry, such as inserting a lamp, mounting
a bar using screws and screwdriver, and verifying the lamp’s adjustment. We
decided to use contactless activity detection and avoid the instrumentation of
workers, because we expect limited user acceptance when wearing sensor equip-
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Fig. 1. Flow chart representing the activity detection process within one work step.

ment. In addition, using wearables the reloading of batteries and mechanical
signs of fatigue during usage may be issues the operator wants to avoid. Thus,
an easy and light set-up is suggested applying state-of-the-art AI technology
to the problem of workflow tracking in manual assembly enabling conformance
checking and optimization.

3 Concept

BPM has a high potential to support the implementation and adaption of process
models which control and sense the assembly workflow. We provide a concept
showing how events from the shop floor are correlated to tasks in the model,
allowing the supervision of time and quality constraints defined ex-ante in the
form of reference times and material states. In addition, the collection of timing
information and error frequency supports the optimization of assembly work-
flows, e.g. through conformance checking. To enable this kind of supervision and
optimization, the detection of critical activities within one work step is necessary.

3.1 Activity Detection

Figure 1 shows the three-tired activity detection: first, grasps to container boxes
are detected to analyze which part the worker assembles next (Grasp Detection).
After performing the actual assembly step, the worker places his hands next to
the workpiece, where they are detected by the Hand Detection module. At this
point in time, an image is captured, as there cannot be any occlusions or motion
blur. This image is then used for Material Detection, analyzing which workstep
the assembly led to, i.e. if the step was correct and the next assembly step can be
taken or whether one of several possible failure states is reached and a recovery
strategy needs to be applied.

Grasp Detection involves the appearance of a foreground object (user’s hand)
over a stationary background (formed by the image of the container box) seen
by the camera observing the container box from the top. It is assumed that this
kind of activity occurs when a part is removed from its designated container
box. Therefore, activity zones have to be marked within the image to detect the
worker’s hand. In the process model, material grasping and grasp detection form
the first step after receiving the instruction for the current assembly task. Such
a system facilitates the supervision of assembly workstations equipped with a
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lot of similar-looking materials without the effort of hard-wiring the system with
the workstation, as in case of classical pick-supervision.

Hand Detection allows the active confirmation of work steps by the worker
without reaching to distant touch screens or buttons. With correct and complete
execution, this enables positive feedback and forms the point in time when image
data for material detection is gathered. This approach ensures that no hands
occlude the workpiece and that the workpiece does not move, thereby avoiding
motion blur. For the worker, this procedure offers more safety, since subsequent
work steps are only started after successful confirmation of the previous ones. In
the case of a mistake, the operator is supported with fine-grained assistance.

Material Detection and State Classification is then used on the acquired
image to confirm whether the material parts being grasped are correctly assem-
bled in the desired way. This involves verifying if each part is correctly located
in the expected orientation. A camera is used to monitor the assembly region
(where assembly of product is being performed) which facilitates verification and
quality assurance based on the image information. Each material state in the
process model, including all error states, is considered as a separate class. For
each of these classes, a set of images is acquired to train a classifier. Whenever
an image is captured after hand detection, this image is classified to the corre-
sponding state in the BPM, which allows jumping to the next step in the worker
guidance system (WGS), a system showing instructions about the current assem-
bly task on a screen, or intervening in case of error states. The training images
can be acquired either in a separate gathering process (as done for the presented
evaluation), or confirmations/correction input to the WGS can be used to label
images with corresponding classes, thus supporting cost-neutral data capture in
the wild.

3.2 Process Model

The process model controls the assembly workflow, communicating with activity
detection software and the worker guidance system. The model contains the logic
and is configured with a set of properties in a graphical BPMN editor, which
allows the coupling of events to the model without the specification of concrete
devices and due to the generic implementation without further software imple-
mentation effort. The binding between model and components in the assembly
workflow is based on a topology describing the value range of the property vari-
ables necessary to run a concrete workflow.

Messages are divided into instructions published by the model controlling
software components and activities published by software components detecting
material picking and placing or user input from the WGS. Every message con-
tains the business key identifying the process instance and a time stamp. Instruc-
tions are subdivided according to the destination (WGS/ActivityDetection).
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A WGS instruction contains the mandatory property work step index (used
to gather descriptive information and media to explain and present the current
assembly task to the user), a list of expected materials, and a list of expected
orientations. Optionally, an error is set when the list of found materials or found
orientations does not reflect expected ones, e.g. when WrongMaterial or Wrong-
Orientation occurs. Then, a correction instruction is presented on the WGS.

An ActivityDetection instruction contains the expected materials, orienta-
tions and the assembly activity, e.g., graspt, insertt, or restt, where t is the
reference time for one activity. The time t can be used to measure the deviation
from the manufacturing time planned. To control software components, we intro-
duce the action state that contains the target state the respective component
should occupy, e.g. start or stop the detection of an activity.

An ActivityDetection event is sent when the activity detection was started
by the controlling process instance and an activity was detected. Then, the
activity detection module delivers the properties material (expected & detected),
orientation (expected & detected), activity and a type, which indicates if the
source of the detection was from an automatic (activity detection) or manual
(confirm button) origin. Since activity detection might fail, as a fallback it is
always possible to confirm an activity by pressing a button on the WGS screen.

(b) Light scenes(a) Material states
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Fig. 2. Assembly workstation equipped with 1 touch screen, 2 cameras and 6 light
sources (middle); example material states and 7 light scenes for one part (left); grasp
detection using background subtraction with the ‘U’-shaped activity zones (right).

4 Implementation

The implementation of the concept presented in the previous section implies
an example assembly workflow set up in the lab (Subsect. 4.1), an implemented
BPMN 2.0 process model controlling and tracking this workflow (Subsect. 4.2),
and three activity detection modules detecting material grasping, hands, and
material positioning (Subsects. 4.3–4.5).
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4.1 Assembly Workflow and Apparatus

To test and iteratively improve our system, we designed an assembly workflow
consisting of four assembly steps. The product to be assembled consists of three
printed circuit boards (PCB) to be connected and placed in one 3D printed case.
The four materials are provided in small load carriers (SLC), boxes common in
manufacturing when dealing with small parts. In steps 1 to 3, material is removed
from the SLCs and assembled in the work area on top of the workbench in front
of the worker. In step 1 the case is removed and placed with the open side up in
the work area. In step 2 one PCB is removed and inserted into the case. In step 3
the two remaining PCBs are removed, connected and inserted into the case. The
removal of two parts in parallel is common practice to improve the efficiency in
assembly workflows. Finally, within step 4 the assembled construct is removed
from the work area and inserted into a slide heading to the back of the assembly
workstation. The whole workflow is supported by a basic worker guidance system
(WGS) running on a touch screen, showing textual instructions and photos of
the relevant materials and of the target state in the respective assembly step.

The assembly workstation, shown in Fig. 2, is made from cardboard proto-
typing material and instrumented with two consumer-electronics RGB cameras:
(1) Logitech C920 HD Pro and (2) Logitech BRIO 4K Ultra HD. The first cam-
era is mounted on top of the assembly station and pointed at the four SLCs
loaded with material. The second camera is mounted to the shelf carrying the
SLCs and is aimed at the work area.

4.2 Process Model

A process model, modeled in the BPMN language and shown in Fig. 3, controls
the activity detection modules and the WGS. It consists of service, send and
receive tasks. Service tasks initialize a new work step and can be used to set
the relevant parameters necessary for the subsequent work step. Here, we set
the index i of the step. Send tasks control components necessary to execute
the work step and generate instruction messages sent to a target component c.
Receive tasks wait for acknowledge events confirming an activity a in the current
work step.

Send tasks that initialize the activity detection for one concrete material
from graph 1 trigger the initialization of the process modeled in graph 2. There,
per material, the grasp, hand and material detection are started and stopped
in successive order. Within a send task of type start, the activity to observe
is defined. When an activity occurs two options exist: (1) the correlated event
occurs as expected and the activity is stopped by the subsequent send task, or
(2) a correlated activity occurs that detects a behavior that does not match the
expected state. Then, the exception handling is started, instructing the worker
to correct his activity. Finally, when the process modeled in graph 2 ends, the
receive task in graph 1 is informed and continues.
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Error handling is important and allows the system to intervene when states
are detected that have been classified as erroneous. 38 classes including error
states have been generated with the existing material parts by rotating parts on
their positions. The BPMN model was re-designed to instruct the worker during
the arrangement of materials such that images can be taken in the training phase
of the system covering a variety of lighting conditions.

Fig. 3. Assembly workflow snippet (top) and activity detection process (bottom) mod-
eled in BPMN.

4.3 Grasp Detection

The activity zones, shown in Fig. 2, are marked outside the interior of the con-
tainer boxes because a background subtraction algorithm adapts to a changing
background, e.g. when a part is removed from its container box. The activity
zones are ‘U’-shaped since the direction of approach of the hand is not always
perpendicular to the breadth of the container box. The red regions are marked
during system setup and the yellow activity zones are automatically identified
as a corollary.

The procedure of detecting the start and end of a grasping activity is as
follows: When the number of foreground pixels exceeds the total number of
pixels in the activity zone by a certain user-defined percentage (40%), activity is
said to be detected. To filter noisy indications, the start and end of an activity
is detected once there is a considerable number of video frames. Hence a recent
history of frames is always observed: Only when a certain user-defined percentage
of frames in the recent history of frames contain activity/inactivity is grasp
start/end indicated.
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4.4 Hand Detection

After the user has assembled the grasped material, he or she actively confirms
the work step by putting his hands on designated areas of the workstation close
to the assembly area, which have electrically conductive metal plates integrated
into the assembly worktop. Those plates are connected to a capacitive sensor.
The sensor measures the capacitance of the capacitor, which is formed by the
electrodes “metal plate” and “operator”. By laying down both hands, the mea-
sured capacity reaches a characteristic value, which initializes the manual confir-
mation of the operator’s work step and forms the point in time when the photo
for material detection is taken. As these metal plates are integrated directly next
to the assembly area, there is no need to reach distant displays or buttons.

4.5 Material Detection and State Classification

As described in Sect. 3, to detect whether materials are assembled correctly,
State Classification has been implemented based on the image captured at hand
detection. Images for every state of the BPM are gathered and a classifier is
trained, predicting the state in the BPM based on the image captured during
hand detection. Vast improvements in image classification results using deep
convolutional neural networks have been achieved in recent years; therefore, we
decided to also use convolutional neural nets for our task. Since our task is com-
paratively simple, we do not apply complex and extremely deep convolutional
networks like ResNet [3], but instead design our own very simple network: we
use 5 (convolutional, convolutional, max pooling) blocks with filter size of 3 by
3, pool size of 2 by 2, and relu activation, followed by a dense layer of 512 (relu
activation), and the final classification dense layer performing softmax. Dropout
is used to reduce overfitting.

To avoid long data gathering phases, we perform an initial training procedure
based on parts of the ImageNet dataset [14]. For this, we downloaded a total
of 419 classes of the set, including 178 classes we considered roughly related to
PCB assembly, such as ‘electrical circuit’, ‘printed circuit’, and ‘circuit board’.
We resize all images to 224 × 224 pixels and train the network for 300 epochs
using a batch size of 64, RMSProp optimization, and a learning rate of 0.0001.
These weights are stored and used as a basis for the training process on the
images specific to our assembly task. This pre-training should reduce the amount
of images required, as basic features like edge, shape, and color detection can
already be learned from the ImageNet data. The dense and classification layers
at the end are randomly initialized when fine-training on our dataset, as these
can be considered specific to the ImageNet data.

5 Evaluation

We conduct an evaluation, testing the individual parts of the activity detection
module and analyzing to what extent these can be used to automatically gather
insights into the assembly process to optimize it in later steps.
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5.1 Grasp and Hand Detection

The grasp and hand detection is evaluated using a series of experimental runs
involving 6 users (1 f, 5 m) with different hand sizes (circumference: x̄ = 21.58,
σ = 1.64 cm; length: x̄ = 18.83, σ = 1.77 cm; span: x̄ = 21.67, σ = 2.29 cm).
During the experiment, the user grasps a part, places it on the worktable and
confirms by resting the hands. The user then returns the part and confirms by
resting the hands. This procedure is repeated for each part and box with right
and left hand alternating 2 times per part in four repetitions comprising all
parts. This leads to a 2 (hands) ∗ 2 (remove and return part) ∗ 4 (parts) ∗
4 (repetitions) = 64 grasp start, stop and rest events. The activity start and
stop are monitored by a supervisor with an annotating application to generate
ground truth information. The rest detection failed only in 2 cases where two
users curved their palms, leading to no sensor response. In total, an accuracy
of 99.22% was achieved. For grasp detection, 2 pairs of start and stop events
failed where one user approached from angles where the activity zone is least
disturbed, such that the threshold of 40% foreground pixels was not reached in
the activity zone. In total, an accuracy of 99.48% was achieved.

5.2 Material Detection and State Classification

Training of a neural network usually requires manually labeling a large amount
of data samples. For the system described in this paper, we used the BPMN
model to automatically label the assembly steps: a custom model which, in com-
bination with the worker guidance system, not only instructed the participant
to perform the usual assembly steps, but also directed her to generate erroneous
states (i.e. wrong part placement or orientation). This made it possible to semi-
automatically (the participant still had to place her hands next to the workpiece
after each step) take a picture of every state of the BPMN-model and label it
at the same time. Since different lighting conditions easily occur in a real life
setting, we also took these into account during the training data acquisition.

To simulate various lighting condition, six Philips Hue lights were placed in
different positions around and on the assembly workstation. Using the Philips
Hue API allowed us to pragmatically change the lighting scenarios, which results
in different shadows on the pictures of the workpieces. During data gathering,
the remaining lighting conditions were kept stable (shutter closed, room and
workstation lights on). We used seven different simulated lighting conditions
(including all lights off, i.e. room lighting) per assembly state. The rationale
behind this was to allow for different lighting preferences of the individual work-
ers. Each iteration consisted of 19 states, generating 19 ∗ 7 images and with a
duration of approximately 8 min (25 s per assembly step). Two types of iterations
were considered, orienting all parts in two directions (left and right) leading to
38 classes in total.

With this setting, we were able to generate 3990 images in 30 runs within
4 h. To avoid irrelevant parts of the surroundings, such as hands or tools, being
present in the image, the camera has to be fixed. This allows focusing on the
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rectangular area that contains the assembled parts which are relevant for classifi-
cation and detection, which is a requirement to run our system. Overall the goal
is to quantify how well the approach works to determine whether material was
assembled correctly. For this, we use 50% of the labeled image data for training,
25% for validation, and 25% for testing.

As described in Sect. 4.5, the neural network used to classify the various
assembly states was pre-trained on a subset of ImageNet, and then all except
for the dense layers are fine-tuned on the training data specific to our task.
For this, we again resize all input images to 224 by 224 pixels and train for
25 epochs using a batch size of 8. As expected due to the simple nature of the
problem (in comparison to competitions like the ImageNet Large Scale Visual
Recognition Challenge (ILSVRC)), the classification performance is very good:
a test accuracy of 99.25% was achieved on this 38-class problem.

6 Conclusion

Methods from AI, such as computer vision and machine learning, were tailored
to an Industry 4.0 use case and may increase an organization’s competitive-
ness through awareness of error rates and timepass enabling backtracking and
intermediate intervention. We have shown that an easy-to-set-up tool set of
2 cameras, 1 capacitive sensor, 6 light sources and activity detection software
trained within 4 h has the ability to generate accurate sensor events. Viewing
these data through a “process lens,” the measurement of time and quality in
manual assembly workflows, and thus the optimization of processes, is enabled.

Since it was shown how an Industry 4.0 organization can keep track of its
manual assembly workflows, it will be interesting to investigate the potential of
unsupervised methods in combination with our approach to discover workflows
automatically towards a novel concept of ‘video-to-model’. New methods to dis-
cover assembly workflows in planning and construction phases, and to monitor
or check their conformance online and offline, will provide valuable input for
process mining.
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16. Thoben, K.-D., Pöppelbuß, J., Wellsandt, S., Teucke, M., Werthmann, D.: Con-
siderations on a lifecycle model for cyber-physical system platforms. In: Grabot,
B., Vallespir, B., Gomes, S., Bouras, A., Kiritsis, D. (eds.) APMS 2014, Part I.
IAICT, vol. 438, pp. 85–92. Springer, Heidelberg (2014). https://doi.org/10.1007/
978-3-662-44739-0 11

https://doi.org/10.1007/978-3-319-45348-4_1
https://doi.org/10.1007/978-3-319-74030-0_20
https://doi.org/10.1007/978-3-319-74030-0_20
https://doi.org/10.1007/978-3-319-74030-0_33
https://doi.org/10.1007/978-3-319-74030-0_33
https://doi.org/10.1007/978-3-662-44739-0_11
https://doi.org/10.1007/978-3-662-44739-0_11


Modeling Uncertainty in Declarative
Artifact-Centric Process Models

Rik Eshuis(B) and Murat Firat

School of Industrial Engineering, Eindhoven University of Technology,
Eindhoven, Netherlands

{h.eshuis,m.firat}@tue.nl

Abstract. Many knowledge-intensive processes are driven by business
entities about which knowledge workers make decisions and to which they
add information. Artifact-centric process models have been proposed to
represent such knowledge-intensive processes. Declarative artifact-centric
process models use business rules that define how knowledge experts
can make progress in a process. However, in many business situations
knowledge experts have to deal with uncertainty and vagueness. Cur-
rently, how to deal with such situations cannot be expressed in declara-
tive artifact-centric process models. We propose the use of fuzzy logic to
model uncertainty. We use Guard-Stage-Milestone schemas as declarative
artifact-centric process notation and we extend them with fuzzy sentries.
We explain how the resulting fuzzy GSM schemas can be evaluated by
extending an existing GSM engine with a tool for fuzzy evaluation of
rules. We evaluate fuzzy GSM schemas by applying them to an existing
fragment of regulations for handling a mortgage contract.

1 Introduction

Many business processes are performed by knowledge workers, who are responsi-
ble for making decisions and adding information, for instance by analyzing data.
These knowledge-intensive processes [6] are centered around certain key busi-
ness entities to which information is added and about which decisions are made,
for instance a production order or a request for quotes. Artifact-centric process
models have been proposed to model such knowledge-intensive processes [18].
Business artifacts combine data and process aspects of key entities in a holis-
tic way [14]. To allow flexibility, such knowledge-intensive processes are often
modeled in a declarative way with rules [9], rather than a procedural way.

Business artifacts contain business rules that specify conditions under which
actions are taken [5]. However, these rules are modeled in a classical way, assum-
ing clear-cut boundaries between different states of the world. The variables in
the rules may in reality have some degree of uncertainty or may not be described
precisely. This is caused by either having insufficient data or lacking concrete def-
initions of the considered concepts. For example, is there a unique loan amount
that distinguishes small loans and big loans? Or in case we only have a small
sampling of the requested loan amounts, then how reliable will it be to use a
crisp number as the boundary for small and big loans?
c© Springer Nature Switzerland AG 2019
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Several approaches for modeling uncertainty exist, notably probabilistic and
fuzzy modeling [12]. Probabilistic models rely on frequency-based quantitative
analysis while fuzzy models deal with uncertainties in a qualitative way, mod-
eling the imprecise way of human reasoning [12,15]. We propose to model the
uncertainties in decision-intensive processes using fuzzy rather than probabilistic
models since there is a lack of rich data to generate probabilistic models and a
need to support the use of knowledge from human experts.

Fuzzy models describe the universe of discourse using linguistic terms with
corresponding linguistic labels instead of specifying precise numerical values
(including 0–1 binary representations) [12]. Each linguistic label has a member-
ship function defined in the universe of discourse. These linguistic labels may be
“large”, “high”, or “most”, depending on the context. Another important point
of use of fuzzy modeling is to model the decision-making of knowledge work-
ers which leads to the extraction of their domain expertise. Modeling expert
knowledge properly is clearly beneficial to enable automated decisions of high
quality.

For instance, suppose a loan is classified as large if it exceeds 100$, and not
large otherwise. In reality, it can be uncertain what exactly comprises the class
of large loans. A loan of 99K$ is not large according to the classification, but
obviously “more” large than a loan of 10K$. Knowledge workers may have their
own understanding of when a loan is large or small, which fuzzy modeling can
capture [15].

The goal of this paper is to explore the use of fuzzy modeling for declarative
artifact-centric process models. We define how to “fuzzify” such artifact models
by using fuzzy rules. As host notation for modeling declarative artifact-centric
schemas, we use Guard-Stage-Milestone (GSM) schemas [11]. The language GSM
schemas has inspired CMMN, the OMG standard on Case Management [4], so
the results can provide a stepping stone for incorporating fuzzy reasoning in
CMMN schemas. As we explain in Sect. 4, existing GSM engines can support
fuzzy GSM schemas by invoking fuzzy rule evaluators.

The remainder of this paper is organized as follows. Section 2 introduces
a running example that is revisited in the remainder of this paper. Section 3
defines GSM schemas and introduces fuzzy modeling. Section 4 explores how
fuzzy modeling can be applied to GSM schemas, using the running example
as illustration. Section 5 evaluates the use of fuzzy GSM schemas by modeling
a fragment of a complex regulated process for handling mortgages. Section 6
discusses related work. Section 7 ends the paper with conclusions and an outlook
for future work.

2 Running Example

We use a running example based on a fragment of a real-world process from
an international technology company, in which business criteria for partner con-
tracts are assessed [8]. The process fragment has the following behavior. First,
data is gathered needed to perform the assessment. Next, three activities are
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Fig. 1. Business Criteria Assessment process (BCAbase) [8]

Table 1. Stages and guards for BCAbase in Fig. 1

Stage Guard

Initial Data Gathering E:AssessmentRequest

Credit Check IDGS

Business Performance Evaluation Check IDGS ∧ employee count ≥ 300

Addressable Market Check IGDS ∧ annual revenue ≥ $500K

Detailed Check PCS

performed in parallel as a pre-check. First, the credit is checked to ensure that
the credit limit of the partner is still valid. Second, the past performance of the
partner is evaluated and checked, but only if the partner has more than 300
employees. Third, the market addressed by the partner is assessed if the annual
revenue exceeds $500K. If the three parallel checks are successful, the pre-check
succeeds and a detailed check is performed, which may either succeed or fail.

Figure 1 shows the lifecycle part of the GSM schema for this Business Criteria
Assessment process BCA [8]. Rounded rectangles denote stages, in which work is
performed. Circles denote milestones, which are business objectives achieved by
completing the work in a stage to which a milestone is attached or by another
external event. Diamonds denote guards, which specify conditions called sen-
tries under which a stage opens. Sentries are also used for milestones to specify
the conditions when they are achieved. Table 1 lists the sentries (guards) of the
defined stages and Table 2 the sentries of those defined milestones that are revis-
ited in the sequel of this paper; the full list for all milestones can be found
elsewhere [8]. Dashed arrows in Fig. 1 denote dependencies between stages and
milestones caused by sentries: for instance, the sentry (guard) of stage Detailed
Check states that the stage is opened if milestone PCS has been achieved, so
stage Detailed Check depends on milestone PCS.

The GSM schema in this paper is modeled in a crisp way: the sentries specify
exact conditions for each stage to be opened and each milestone to be achieved.
In reality, the knowledge worker may use more fluid conditions. In Sect. 4 we
explore how fuzzy logic can model such conditions.
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Table 2. Some milestones and their sentries for BCAbase in Fig. 1. ‘;’ separates different
sentries

Milestone Full name Sentry

... ... ...

CCS Credit Check Successful C:Credit Check ∧ rating ≥ 8

CCU Credit Check Unsuccessful C:Credit Check ∧ rating < 8

PCS Pre-checks Successful CCS ∧ BPECS ∧ AMCS ;

CCS ∧ employee count < 300 ∧ AMCS ;

CCS ∧ BPECS ∧ annual revenue < $500K ;

CCS ∧ employee count < 300 ∧
annual revenue < $500K

PCU Pre-checks Unsuccessful CCU ∨ BPECU ∨ AMCU

.. ... ...

3 Preliminaries

We introduce GSM schemas in more detail, as well as fuzzy modeling.

3.1 GSM Schemas

This section presents formal definitions for the variant of GSM schemas used in
this paper. Given the focus on the integration of sentries with fuzzy modeling, we
have chosen a lightweight GSM variant [8] in which there is no hierarchy and exe-
cutions are monotonic, i.e., each stage and each milestone changes value only once.
However, the classic GSM schemas [5] can be extended in a similar way. Given the
restricted space, the presentation is concise, explaining those GSM details that are
important to understand the remainder of this paper. For an extended introduction
to classic GSM schemas, we refer the interested reader to other papers [5,7,11].

A GSM schema Γ consists of attributes, subdivided into data attributes,
stage attributes and milestone attributes. The latter two represent the sta-
tus of stages and milestones. If a stage attribute is true (false), the stage is
open (closed). If a milestone attribute is true (false), the milestone is achieved
(invalid). Each data attribute a has a type type(a) which is scalar, e.g., string,
character, integer, float, etc. Status attributes have type Boolean.

We assume a propositional condition language C that includes fixed predi-
cates over scalars (e.g., ‘≤’ over integers or floats), and Boolean connectives. The
condition formulas may involve stage, milestone, and data attributes. A status
attribute will take the value True if one of its sentries goes true.

A sentry ψ defines a condition for a status attribute, i.e., a stage or milestone,
to become true. A sentry ψ has one of the three forms: “ϕ”, “C:S”, or “C:S ∧ϕ”,
where ϕ is a condition formula ranging over the attributes of Γ . Here “C:S” is
called the completion event for stage S. Also, C:S (if present) is the completion
event for ψ and ϕ (if present) is the formula for ψ.
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Definition 3.1. A GSM schema is a tuple Γ = (A = AD ∪ AS ∪ Am, E , sen)
where:

– A is a finite set of attributes.
– AD is a finite set of data attributes.
– AS is a finite set of stage attributes.
– Am is a finite set of milestone attributes.
– E = { C:S | S ∈ AS } is the set of stage completion events.
– The sentry assignment sen is a function from AS ∪ Am to sets of sentries

with formulas in the condition language C ranging over A. Each element of
set sen(v) for v ∈ AS ∪ Am is called a sentry of v.

Sentries define dependencies between stage and milestone attributes of Γ .
For a1, a2 ∈ AS ∪Am, a dependency (a1, a2) signifies that there is a sentry of a2

that references a1. The dependencies are visualized as dashed arrows in Fig. 1.

Definition 3.2. For a GSM schema Γ = (A, E , sen) a snapshot is a mapping
σ from A into values of appropriate type. For stage and milestone attributes,
the only permitted values are False and True. Initially, all stage and milestone
attributes are False.

Let Γ = (A, E , sen) be a GSM schema. Let ψ = C:S ∧ ϕ be a sentry for a status
attribute v ∈ AS ∪ Am, so ψ ∈ sen(v). Given a snapshot σ of Γ and a stage
completion event C:S′ that occurs, σ |= ψ denotes that C:S = C:S′ and σ |= ϕ,
so σ satisfies the formula ϕ of sentry ψ.

If in a snapshot a stage completion event occurs of an open stage, then
several sentries may become satisfied. If the sentry of a status attribute becomes
satisfied, the status attribute becomes true. Then sentries referencing the status
attribute may also become true, which in turn means that the status attributes
that own the sentries become true. For instance, stage Credit Check is open and
milestones BPECS and AMCS have been achieved, then the completion event
C:Credit Check with payload 〈rating, 9〉 results in achieving milestone CCS, which
in turn leads to achieving milestone PCS, which in turn opens stage Detailed
Check. In the resulting snapshot, no sentries are satisfied and the evaluation
of sentries stops and the system waits for the next stage completion event of
C:Detailed Check. Thus, the evaluation of sentries has a cascading effect, which
is called a Business-step, of B-step for short [5].

To properly compute B-steps, dependency graphs are used [5]. For each com-
pletion event C:S of stage S, a dependency graph DG(C:S) is created whose
nodes are V = AS ∪Am and an edge (v1, v2) exists if there is a sentry of v2 that
references v1. If stage completion event C:S occurs, then the sentries of v1 must
be evaluated before those of v2, in order to ensure that each change in status
attribute is justified when examining the starting and ending snapshots of the
B-step [5].
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3.2 Fuzzy Modeling

In real-world decision making, obtaining precise parameters for decision mod-
els may be hardly possible or precise values for some threshold may not be
meaningful. A classical example is assessing whether the weather is hot, cold or
medium based on the temperature. The same value of temperature can result in
different assessments for different countries. For instance a temperature of 30◦

is considered hot in the Netherlands, but medium in Turkey.

Fig. 2. Membership functions of linguistic terms of Temperature

Fuzzy logic has been proposed to capture this uncertainty in precision [15].
Fuzzy logic uses linguistic variables, i.e., variables whose values are different
linguistic terms that are defined in terms of a base variable. For a linguistic
variable x, each linguistic term t is defined in terms of a membership function μt :
dom(X) → [0, 1], which maps each value of X to the degree in which term t holds,
zero meaning t is not applicable at, one that t is completely applicable. Figure 2
shows the membership functions for the linguistic terms “hot”, “medium”, “cold”
for the linguistic variable Temperature. These definitions apply for countries like
the Netherlands; for a country like Turkey, the membership functions would
be different. For instance, μhot,TR(30) = 0.75 < μhot,NL(30) = 1, where TR
represents Turkey and NL the Netherlands.

In fuzzy logic, logical statements contain fuzzy operands, indicating that
uncertain or poor information is available. The two states of the satisfaction of
a logical statement, namely True (1) and False (0), are extended to take value
in the interval [0, 1]. This requires defining fuzzy aggregation operators, that are
the fuzzy counterparts to logical operands like AND and OR.

Fuzzy Aggregation: The logical aggregation of AND and OR operators are
generalized in fuzzy logic by using t-norm (conjunctive) and t-conorm (disjunc-
tive) operators, respectively [12,15]. These are most commonly used, although
there are other aggregation operators, like compensative, non-compensative, and
weighted operators. By definition, any conjunctive (disjunctive) operator should
come up with one value that is not greater (smaller) than any individual value
in the aggregation. So the highest (smallest) value is delivered in a conjunc-
tive (disjunctive) aggregation, by minimum (maximum) operator. Besides these
basic optimistic operators for an aggregation, other operators are proposed in
the literature [12,15]. In this paper, we use product operator for the conjunctive
aggregation, and the influence of the aggregation operators on the decisions is
not contained in the scope of our work.
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4 Fuzzifying GSM Schemas

In this section we show how the GSM schema in Sect. 2 can be modeled using
fuzzy logic, i.e., how the sentries of both stages and milestones can be fuzzified.

4.1 Linguistic Modeling of Variables

Artifact models are abstractions of real-world procedures that include uncer-
tainty due to several reasons like insufficient sampling size, involvement of human
perception and so on. Thus, in classic GSM schemas values of crisp variables can
actually carry considerable uncertainty. These variables can therefore be bet-
ter modeled as linguistic variables with various linguistic labels such as “low”,
“medium”, “high”, and so on. The range of values for each linguistic label may
vary across different organizational units, hence it is usually not easy, perhaps
even impossible, to accurately capture these different states in a quantitative
manner.

First, let us consider the relation between number of employees and company
size. In the crisp GSM schema in Sect. 2, the sentry “employee count ≥ 300” is
used to classify a company as big, if the result of this check is true. Now, 300 is
a somewhat arbitrary number and specified by a human expert as the threshold
value. However, a razor sharp classification of a company to be small or big may
not be a wise thing to do. For the sake of extracting more knowledge from an
expert, the following question can be asked: “For what employee numbers is a
company considered to be big to what extent?”.

Then the answer will lead us to define the membership function in part (b) of
Fig. 3. Consequently, the binary check “employee count ≥ 300” is replaced with
the fuzzy statement “the company is big” with a given degree of correctness
μbig(employee count) ∈ [0, 1], a so-called membership value that can be read
from part (b) of Fig. 3.

employee_count>=300

(a) Crisp

company is big

(b) Fuzzy

Fig. 3. Binary and fuzzy logic for employee count check
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We define a procedure to fuzzify the crisp variables of a given GSM schema:
1: Pick a crisp variable.
2: Find different numerical checks involving that crisp variable.
3: Interpret every check linguistically.
4: Define membership functions of the linguistic labels based on either expert

knowledge or a limited sample, if no expert knowledge is available.
Let us apply the above procedure for another crisp variable in our GSM

example of Fig. 1.

– Crisp variable: annual revenue
– Numerical checks: annual revenue ≥ $500K
– Linguistic interpretation: “company’s financial size is big”

– Membership function: μbig(ar) =

⎧
⎨

⎩

0, if ar ≤ 400
ar−400

100 , if 400 ≤ ar < 500
1, if 500 ≤ ar,

where ar = annual revenue.

4.2 Condition Formula of Sentries with Fuzzy Aggregation

We explain how to compute the truth value of a sentry with linguistic variables.
First, we show how to write the completion event of a stage in the fuzzy

notation. Practically, we keep the completion event crisp, but the notation is
adapted to have a single consistent notation for fuzzy sentries. The completion
event of stage S has the corresponding fuzzy linguistic statement “Completion
event of Stage S has occurred”. Then we define the discrete fuzzy membership
function for the linguistic label “occurred” as

μoccurred(C:S) = {(True, 1), (False, 0)}.

The reason why we interpret the completion event in a binary fashion is
that there is no uncertainty regarding the completion of a stage: a stage has
either completed or not. However, it can make sense to allow stages to gradually
complete. We plan to study gradual completion of stages in future research.

In the classical GSM schemas, sentries may contain logical “and” and “or”
operators in their condition formula. In our fuzzy modeling of GSM schema, con-
dition formulas are computed using fuzzy aggregations, introduced in Sect. 3.2.
For example, the sentry “C:Credit Check ∧ rating ≥ 8” of milestone CCS in
Table 2 can be transformed into

“C:Credit Check has occurred” and “rating is high”

where rating is modeled as linguistic variable with a linguistic label “high” that
can be interpreted as “being approximately greater than or equal to 8”.

Computation of a fuzzy aggregation is performed by using conjunctive and
disjunctive operators, as mentioned in Sect. 3.2. So the condition formula is
computed as

μCCS = μoccurred(C :CreditCheck) × μhigh(r)
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where r denotes the crisp value of rating, and the “product” t-norm operator is
used in the above conjunctive fuzzy aggregation.

Note that condition formulas may also contain the satisfaction value of other
condition formulas as a component in the aggregation. For example, the fuzzifi-
cation of the sentry “CCS ∧ BPECS” of the milestone PCS is done as

μPCS = μCCS × μBPECS

where again the “product” t-norm operator is used.
Given a stage or milestone a ∈ AS∪Am, evaluating a fuzzy sentry ϕ ∈ sen(a)

results in a fuzzy value between 0 and 1. Defuzzification is needed to derive a
crisp Boolean value that denotes whether a becomes true or value. Assuming
a general threshold value α ∈ [0..1] for the entire GSM schema, we define a
defuzzification function that assigns a status attribute true if its fuzzy value
μ(a) exceeds the threshold α:

defuzzify(a) =
{

1, if μ(a) ≥ α
0, otherwise.

4.3 Incorporating Fuzzy Sentries in the GSM Execution

So far, we have presented how sentries can fuzzified. We now sketch a potential
solution how the evaluation of fuzzy sentries can be done at run time (cf. Fig. 4).
The only difference with the regular GSM semantics, in which sentries are eval-
uated to perform a B-step (see Sect. 3.1) is that sentries are now evaluated using
fuzzy reasoning, consisting of three steps that are standard in evaluating fuzzy
rules [15]: fuzzify the crisp input to determine the values of the membership
functions of the fuzzy variables referenced in the sentry, then evaluate the sen-
try, and next defuzzify the input by applying the change for which the sentry
is a condition, if the sentry exceeds the threshold value. The functions used in
these steps have been defined above.

For classical GSM schemas, the only change is that sentries are evaluated
using classical logic [5], so (de)fuzzification does not apply. Thus, the proposed
extension is conservative: GSM engines only need to invoke a fuzzy evaluation
tool that implements the (de)fuzzification and aggregation functions defined
above.

Knowledge-intensive 
process

GSM schema 
with fuzzy 
sentries

payload (crisp)
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Fig. 4. Evaluation of fuzzy sentries in GSM execution
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Data
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CCDS
MCOBF
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Extract

Customer
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Annual Report 
and Accounts

Check Business 
Plan

Profit

Employee count

turnover

LargeCustomer
TurnOverDetermined

InfoExtracted

Additional 
Customer Info

Fig. 5. Part of GSM schema for processing regulated mortgage contracts

5 Evaluation

As a first evaluation step, we apply the approach to some of the rules defined
by the Financial Conduct Authority in the UK as part of the Mortgage Code
of Business (MCOB) for financial firms that offer regulated mortgage contracts:
www.handbook.fca.org.uk/handbook/MCOB. Below we show a few MCOB reg-
ulations for regulated mortgage contracts that financial firms use to decide
whether they have to adhere to the code of business for the customer. We show
how they are formalized with the fuzzy modeling approach advocated in this
paper.

1.2.3. In relation to a regulated mortgage contract for a business purpose
(1) MCOB applies if the customer is not a large business customer; and
(2) if MCOB applies, a firm must comply with MCOB in full, taking into
account tailored exceptions and provisions.

1.2.6. In determining whether a customer is a large business customer, a
firm will need to have regard to the figure given for the customer’s annual
turnover in the customer’s annual report and accounts or business plan.
In addition, a firm may rely on information provided by the customer
about the annual turnover, unless, taking a common-sense view of this
information, it has reason to doubt it.

Figure 5 shows part of a fuzzy GSM schema that operationalizes these regu-
lations. As additional customer info, we consider the profit and the number of
employees an organization has. First, we define the linguistic terms and corre-
sponding labels in Table 3. Then for every linguistic label a membership function
is defined based on expert/domain knowledge.

The most important element, milestone LargeCustomer, has two fuzzy sentries:

– Business sales volume is high
– Business sales volume is high and Customer financial situation is good and

Customer team size is big

www.handbook.fca.org.uk/handbook/MCOB
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Table 3. Converting crisp variables to linguistic terms and labels

Crisp variable Linguistic term Label Membership function

turnover Business sales volume high µhigh(turnover)

profit Customer financial situation good µgood(profit)

employee count Customer team size big µbig(employeecount)

The second sentry requires a three-component fuzzy aggregation:

μLargeCustomer = μhigh(turnover) × μgood(profit) × μbig(employeecount)

where the product operator is used for the t-norm operation. Next, defuzzi-
fication as defined below results in an binary output of the milestone Large-

Customer which directly determines if the stage Follow MCOB, which has sentry
“¬LargeCustomer” turns to True.

defuzzify(LargeCustomer) =
{

1, if μLargeCustomer ≥ α
0, otherwise,

where α is the threshold introduced in Sect. 4.
In a classical GSM schema, the decision of when a customer is large is natu-

rally modeled by having an atomic stage, that has the relevant data attributes
as input, and upon completion achieves either milestone LargeCustomer or Non-

LargeCustomer. The actual decision logic is then hidden in the atomic stage. Using
fuzzy logic, the reasoning behind the decision can be represented in sentries, so
the fuzzy GSM model forces to make the reasoning rules explicit.

This first evaluation step shows that fuzzy GSM schemas can be used to rep-
resent uncertainty that is inherent in real-world regulations. We plan to evaluate
the approach in industrial case studies.

6 Related Work

Fuzzy modeling has been applied to many different application domains, such as
control and decision making and optimization [15]. However, only a few papers
have applied fuzzy modeling in the context of BPM.

Thomas et al. [1,17] explore the combination of fuzzy modeling and Event-
driven Process Chains (EPCs). They advocate that the resulting fuzzy workflows
replace the classical, crisp workflows. Ye et al. [20] propose the use of fuzzy
logic to handle exceptions in workflow management, using fuzzy Petri nets as
underlying model. They focus on extending existing crisp workflow models and
crisp workflow systems to incorporate fuzzy reasoning. In contrast to these works
[1,17,20], we propose that the fuzzy sentries are only used as front end to decide
the truth value of sentries, so a non-fuzzy GSM engine is still used to drive
the execution. Furthermore, these works consider procedural process models,
whereas we consider declarative, artifact-centric process models.
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Fuzzy logic has also been applied to represent uncertainty for simula-
tion [2,19] and analysis [21] of business processes. Landry et al. [13] apply fuzzy
logic to distributed workflows to support collaborative crisis management under
uncertainty. Slav́ıcek [16] presents a fuzzy ontology-based workflow system. The
focus is on integrating fuzzy workflow systems with fuzzy ontologies. None of
these papers focuses on declarative, artifact-centric processes.

In the broader area of BPM, fuzzy modeling has been applied as well. For
instance, Hakim et al. [10] present a methodology based on fuzzy logic to select
processes for reengineering while Bazhenova et al. [3] define how to extra fuzzy
decision models from event logs. However, in these papers the processes them-
selves are not modelled in a fuzzy way.

7 Conclusion

We have proposed fuzzy GSM schemas as technique for modeling uncertainty
in declarative artifact-centric process models. The added value of fuzzy GSM
schemas over classical GSM schemas is twofold. Firstly, they are capable of cap-
turing expert knowledge via defining rules in linguistic terms that match human
understanding of the problem domain better than the rules in classical GSM
schemas. Secondly, fuzzy GSM schemas are more useful for the cases where it
is hard, even impossible, to collect enough information to make concrete deci-
sions while performing the business process. The resulting uncertainty is better
captured using linguistic variables in decision making, as done in fuzzy models,
rather than relying on crisp variables as used in classical GSM schemas. We also
discussed how existing GSM engines can support fuzzy GSM schemas by invok-
ing fuzzy rule evaluators. Thus, the proposed GSM extension is lightweight and
does not require any redefinition of existing GSM engines.

For future work, we plan to explore the use of fuzzy stages and milestones
for fuzzy GSM schemas. This also will affect the execution of GSM schemas, i.e.,
the notion of Business step needs to be adjusted accordingly. Moreover, we plan
to incorporate fuzzy inference systems into fuzzy GSM schemas involving highly
complicated decision making parts. Finally, we plan to apply the approach in
several case studies in organizations.
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Abstract. Business process models are used to identify control-flow
relationships of tasks extracted from information system event logs.
These event logs may fail to capture critical tasks executed outside of
regular logging environments, but such latent tasks may be inferred from
unstructured natural language texts. This paper highlights two workflow
discovery pipeline components which use NLP and sequence mining tech-
niques to extract workflow candidates from such texts. We present our
Event Labeling and Sequence Analysis (ELSA) prototype which imple-
ments these components, associated approach methodologies, and per-
formance results of our algorithm against ground truth data from the
Apache Software Foundation Public Email Archive.

Keywords: Workflow discovery · Natural language · Sequence mining

1 Introduction

Visibility into organizational workflows via business process models enables the
completion of critical tasks in a predictable and measurable way, and is espe-
cially relevant for organizations which must manage risk and prioritize their
tasks in a contested environment. However, it is difficult to properly recon-
struct workflows whose tasks are executed outside of regular logging environ-
ments. We hypothesize that latent tasks can be learned, at least in part, from
unstructured natural language documents (NLDs) (e.g. emails, chats and blogs)
using a technique that discovers topics and recurrent event sequences in an auto-
mated fashion. Approaches exist for workflow extraction from semi-structured
NLDs [6,14]. Our work parallels MailOfMine [4], which aims to build work-
flow models from unstructured NLDs (i.e. email). The objective of this paper
is to highlight approaches for two of the components in the workflow discovery
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pipeline, namely: (1) keyword extraction and topic clustering of events using
semantic analysis of the NLDs, and (2) sequence rule mining to identify partial
workflow candidates given these keywords and topic clusters.

1.1 Related Work

Email, one type of unstructured NLD (i.e. user-generated written content that
lacks a predefined data model), is often a means by which informal tasks are
carried out [4] and is the subject of our initial evaluation due to its availability
and accessibility. Many approaches have been developed to infer activities from
emails and other NLDs [5,6,14]. As our use case requires automated, unsuper-
vised information extraction from unstructured text, we seek topic extraction
and clustering approaches similar to [4].

Work in [6,14] use the verbiage inherent in procedural texts to sequence
tasks. Di Ciccio and Mecella describe a declarative approach for mining control-
flow constraints between tasks [4]. In addition to these methods, process mining
is a viable alternative approach for task sequencing. Process mining, such as
Sequential Pattern Mining [9], is used to extract exemplar cases from information
system event logs. It is widely used by organizations to identify patterns and
trends in business workflows and gain other insights into workflow processes.

This paper is structured as follows. Section 2 introduces our approach for
components of workflow discovery and its implementation. Section 3 provides an
overview of a few experiments we conducted and their performance measures on
a benchmarking dataset. Section 4 details the results attained from our experi-
ments. Section 5 discusses the current performance of our prototype, as well as
the opportunities, challenges, and lessons learned for this first iteration of our
prototype, and Sect. 6 concludes the paper.

2 Methods and Approach

We have created a prototype system, Event Labeling and Sequence Analysis
(ELSA), that integrates techniques from both natural language processing (NLP)
and sequence process mining to automatically generate partial workflow candi-
dates for events inferred from NLDs.

The NLP text processor component clusters NLDs based on topics inferred
from related documents. We use latent semantic indexing (LSI), an unsupervised
technique widely used in NLP research, and density-based spatial clustering
of applications with noise (DBSCAN) [7], an algorithm that determines the
number of clusters dynamically. The email subject lines and text bodies are
preprocessed, transformed into a TF-IDF weighted document-term matrix for
LSI, and input to DBSCAN as a k-dimensionally reduced matrix of document
vectors. DBSCAN parameters are initialized with ε = 0.2 and minpts = 5
based on empirical evaluation. Each email is either labeled with a cluster ID
or discarded as noise by DBSCAN, removing emails that are not representative
of tasks in the overarching workflows. The top N keywords of each cluster are
extracted to identify the main topics of each cluster.
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The sequence process mining component uses sequence rules to extract par-
tial workflow candidates from document clusters. Sequence rule mining identifies
temporal rules A → B (A followed by B, where A and B are itemsets) from
input sequences, support (i.e. the fraction of the sequences that contain the
rule), and confidence (i.e. the fraction of sequences that contain the rule out of
the sequences that contain the ‘trigger’ of the rule). The Top-K Non-Redundant
Sequential rules (TNS) algorithm [9] is a sequence mining technique that prunes
the search space to avoid redundant generation of sequential rules and deter-
mines the minimum support for a rule dynamically. This algorithm was selected
due to its success in several logistical domains relevant to our research. TNS
was configured to keep the top 30 rules with a minimum confidence threshold
of 0.5 and a Δ value of 2, based on [9]. Input sequences for TNS are temporally
ordered emails grouped by cluster ID as identified by DBSCAN. The output
of the TNS algorithm is a set of the top 30 sender sequence rules and their
associated support and confidence values.

ELSA’s modular design consists of the following key modules: data ingestor,
NLP text processor, sequence database transformer, and sequence process miner.
Each component uses generalized APIs for communication to allow for the matu-
ration and development of modules within minimal constraints. ELSA is written
primarily in Python and uses a Python wrapper for the Java implementation of
the TNS algorithm [8]. All data, including the output from pipeline components
are stored in a SQLite database.

3 Experimental Design

To verify ELSA’s performance, we compare output at each step of the analysis
pipeline against a known ground truth, curated from open source data from the
Apache Camel project [1]. The process for this is described in [2]. The ground
truth consists of a total of 250 manually-evaluated emails, each tagged with five
keywords and assigned to one of 65 email traces.

For each email, ELSA produces a vector of terms and associated weights,
whereas the ground truth identifies five keywords. For standard set-based metrics
like the Jaccard similarity (J) and Sørensen-Dice coefficient/F1 score, we take
only the top five ELSA keywords. To employ vector-based metrics such as the
generalized Jaccard (GJ), cosine (C) and soft cosine (C̃) similarities, we assume
equal weighting of the ground truth keywords. Since we only require that the
keywords be semantically similar for clustering, we use ‘soft’ versions of the
Jaccard and Sørensen-Dice similarities (denoted with a tilde) analogous to the
soft cosine,

J̃(A,B) ≡
∑

a∈A,b∈B S(a, b)
∑

a,a′∈A S(a, a′) +
∑

b,b′∈B S(b, b′) − ∑
a∈A,b∈B S(a, b)

, (1)

F̃1(A,B) ≡ 2
∑

a∈A,b∈B S(a, b)
∑

a,a′∈A S(a, a′) +
∑

b,b′∈B S(b, b′)
, (2)
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where S is a similarity measure between pairs of keywords, chosen to be the Wu-
Palmer (WP) path-similarity [15] calculated through WordNet [12]. We choose
WordNet senses for the keywords to maximize the WP path-similarity between
each keyword pair.

Whereas the ground truth identifies event traces, ELSA produces sender
rules. To compare these, we use the concepts of support and confidence intro-
duced in Sect. 2, additionally defining ‘soft’ versions given by

soft support(X → Y ) ≡ Ñ(X → Y )
|S| , (3)

soft confidence(X → Y ) ≡ Ñ(X → Y )
N(X)

. (4)

Here |S| is the total number of traces, N(X) is the number of traces where the
‘trigger’ X of the rule is seen, and Ñ is a count of partially-observed rules,

Ñ(X → Y ) ≡
∑

S

|ΔY |
|Y | for the largestΔY ⊂ Y after X in S . (5)

4 Results

The left table in Fig. 1 shows the proportion of emails with at least n matching
keywords between the ground truth and ELSA’s top five. This matching is either
direct (keyword-to-keyword) or soft (through the soft Jaccard index). ELSA’s
performance in this area is promising, with 75% of the emails having at least
one keyword directly matching, and 60% having at least three keywords softly
matching. A comparison between the direct and soft matchings shows that the
semantic meaning is often similar in many cases where keywords do not match
exactly. The right plot in Fig. 1 shows the fraction of emails with similarity scores
of at least s between the ELSA and ground truth keywords, for the metrics
discussed in Sect. 3.

The average support and soft support for ELSA’s sender rules are relatively
low, 0.8% and 1.2% respectively, indicating that the rules are very specific. The
table and plot in Fig. 2 show the proportion of sender rules found to have a

nmatches Direct Soft

≥ 1 76.4% 94.8%
≥ 2 56.0% 85.6%
≥ 3 22.8% 59.6%
≥ 4 8.8% 16.4%
≥ 5 0.8% 1.2%
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Fig. 1. Proportion of emails with (left) at least n keywords matching (directly or softly)
and (right) similarity scores of at least s between ELSA and the ground truth.
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Confidence Direct Soft

≥ 0.2 45.5% 54.5%
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Fig. 2. Proportion of rules with a (direct or soft) confidence of at least c when measured
against the ground truth traces.

(direct or soft) confidence of at least c, where we note that 40% of the rules have
a soft confidence greater than 0.4. That is, we are seeing the rules (which we are
considering to be candidate trace fragments) represented to some extent in the
ground truth traces, indicating an important step towards trace construction.

5 Discussion

ELSA experiences several shortcomings that we will address in future iterations.
Firstly, LSI uses a bag-of-words method, which does not consider word order-
ing or associations, and hence polysemy and synonymy are not captured. This
can lead to inaccuracies in topic clustering. Additionally, LSI does not perform
well on short documents. To address these issues, we aim to add Word Sense
Disambiguation techniques, such as [13] which use external knowledge bases like
Wordnet [12] to determine the intended word senses and enrich the documents
with contextual data. Additionally, we would like to remove Subject Matter
Expert (SME) input for initializing algorithm parameters.

Some components of ELSA’s pipeline are as yet unimplemented. ELSA has
no additional layer of abstraction (metalabels) from the keywords, which provide
additional context for the types of actions completed. We will apply techniques
such as Explicit Semantic Analysis [10] and lexical graph similarity metrics to
extract these metalabels. ELSA also lacks a trace assignment step between the
NLP processing and sequence mining components, with input to the TNS algo-
rithm simply being temporal sequences sorted by topic. We will use a combi-
nation of Allen’s logic [3] and straightforward ‘group-by-conversation’ rules to
generate trace instances. Finally, we require a method to better extract work-
flow instances from sequences of events. One possibility is to use recurrent neural
networks, owing to their effectiveness in learning rules from sequential data [11].

6 Conclusion

In this work, we have highlighted approaches for two components in the workflow
discovery pipeline. We have used quantitative metrics to assess the extent to
which our software prototype (ELSA) was able to successfully cluster emails,
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extract keywords, and discover repeated patterns in a ground truth dataset.
Although ELSA performed fairly well at keyword labeling and was acceptable at
discovering sender-sequences in traces, it is only the first step towards discovering
workflows, as discussed in Sect. 5. This approach will now drive the development
for the second version of ELSA, which will use further abstractions beyond traces
to discover workflows and be tested against the same ground truth dataset, as
well as a system with more mission context.
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Abstract. In declarative process models, a process is described as a set
of rules as opposed to a set of permitted flows. Oftentimes, such rule-
based notations are more concise than their flow-based cousins; however,
that conciseness comes at a cost: It requires computation to work out
which flows are in fact allowed by the rules of the process. In this paper,
we present an algorithm to solve the Reachability problem for the declar-
ative Condition Response (DCR) graphs notation: the problem, given a
DCR graph and an activity, say “Payout reimbursement”, is to find a flow
allowed by the graph that ends with the execution of that task. Exist-
ing brute-force solutions to this problem are generally unhelpful already
at medium-sized graphs. Here we present a genetic algorithm solving
Reachability. We evaluate this algorithm on a selection of DCR graphs,
both artificial and from industry, and find that the genetic algorithm
with one exception outperforms the best known brute-force solution on
both whether a path is found and how quickly it is found.

Keywords: Genetic algorithm · Reachability · Declarative model ·
DCR

1 Introduction

In the field of business process modelling, there are currently two major mod-
elling paradigms. In declarative notations such as such as DECLARE [2,23],
DCR graphs [8,15], GSM [17] and CMMN [21] a model comprises the rules gov-
erning process execution. In imperative notations such as Petri- and Workflow
nets [1,3] and BPMN [22], a model comprises a more explicit representation of
the set of possible executions.

The choice between the two paradigms is in essence a trade-off of conciseness
for computational requirements. A declarative model may, via its rules, concisely
represent a very large number of possible process executions: A DCR graph or
a DECLARE model may represent a space of process executions exponentially
larger than the graph itself. Many interesting problems of DCR graphs are con-
sequently computationally hard [10].

c© Springer Nature Switzerland AG 2019
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In this paper, we explore the problem of determining whether given a model
M and an activity a there exists a sequence of activity executions admitted by
M which ends with a. We study this problem in the setting of DCR graphs,
where activities are typically conflated with events. Here, the problem is called
“Event reachability” [7,10].

Solving this problem is practically important for model development. E.g.,
suppose we are constructing a DCR model of an insurance process involving an
event “Payout reimbursement”, and we are interested in knowing whether it is
possible to reach the “Payout reimbursement” event from a given state of the
model.

Definition 1. Given a DCR graph G and an event e of G, we say that e is reach-
able from G if there exists a path e1, . . . , en of event executions admitted by G such
that en = e. We call the path e1, . . . , en a witness for reachability of e.

Existing solutions to this problem are either brute-force approaches and
impractical on all but the smallest models [8,9,13] or approximations appli-
cable only in special cases of graph structure [7,10]. In this paper we investigate
an alternative approximation using genetic algorithms [5] to heuristically find
such paths, or give up if a time-bound expires. Genetic algorithms are viable
because we can quantify how far off a path not reaching G is as a function
of the number of constraints relating to G that have been satisfied at the end
of the path. Presumably, fewer inhibiting constraints means we are closer to a
solution. While genetic algorithms have previously been applied in other BPM
subdomains, e.g., to process mining [4] and prediction [14,19], we are unaware
of other applications to reachability problems within the BPM domain.

We make in this paper the following contributions.

1. We provide a Genetic Algorithm for approximating DCR Event Reachability,
including an implementation;

2. We report on a comparison with the existing brute-force solver reported in
[8,9] on both artificial and real-world models.

While the genetic algorithm is inferior to the brute-force one on examples
constructed specifically to be difficult for it, it is remarkably effective on the
real-world examples. It finds paths where the brute-force algorithm times out,
and when both succeed, the genetic algorithm does so orders of magnitude faster
than the brute-force one. We conclude that the genetic algorithm appears to be
a practical approximation to Event Reachability in DCR graphs.

2 Dynamic Condition Response Graphs

DCR Graphs is a declarative notation for modelling processes superficially simi-
lar to DECLARE [23,24] or temporal logics such as LTL [25]. The present paper
makes two restrictions on DCR graphs: (1) we consider only finite executions,
and (2) we assume each event is labelled by a unique activity. None of these
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restrictions are controversial, the latter is pervasive in the literature on DCR
graphs. Because of the latter assumption we do not distinguish between (DCR)
“events” and “activities” in the sequel, speaking only of “events”.

We give an example DCR graph in Fig. 1; formal definitions follow below.
This example has five events, A,B,C,D, and Goal . Because there is a condition
from A to D, A must be executed before we can execute D, and D must be
executed before we can execute Goal . Executing B excludes A, making A not
executable and voiding the condition from A to D.

The event Goal is not initially enabled for execution: it is prevented by the
condition from D. D is similarly not enabled, prevented by the condition from
A. One way to reach Goal is thus the sequence A,D,Goal . Alternatively, one
may exploit the exclusion from C to void the condition from D, arriving at the
sequence C,Goal .

Since an event in a DCR graph can be executed multiple times, there are
infinitely many ways to reach the event Goal ; e.g., the set of strings characterised
by the regular expressions A+D(A|D)+Goal or (B|A|C)∗CGoal .

Fig. 1. Example DCR graph

Previous approaches to event reachability in DCR graphs have simply
explored the state space of a DCR model [8,9]. Since the state of a DCR event
is fully characterised by its three boolean attributes (executed, included, pend-
ing), an event can be in at most 23 different states; a DCR graph with n events
therefore maximally has 23n distinct states. Not all of these will necessarily be
reachable, however, experience suggests that for real-life graphs, the state space
is large enough to prohibit brute force approaches [9,13].

Definition 2 (DCR Graph [15]). A DCR graph is a tuple (E,R,M) where

– E is a finite set of (activity labelled) events, the nodes of the graph.
– R is the edges of the graph. Edges are partitioned into five kinds, named

and drawn as follows: The condition (→•), response (•→), inclusion (→+),
exclusion (→%) and milestone (→�).

– M is the marking of the graph. This is a triple (Ex,Re, In) of sets of events,
respectively the previously executed (Ex), the currently pending (Re), and the
currently included (In) events.

The marking of a DCR graph is its run-time state: it records which events have
been executed (Ex), which are currently included (In) in the graph, and which
are required to be executed again in order for the graph to be accepting (Re).
We first define when an event is enabled.
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Notation. When G is a DCR graph, we write, e.g., E(G) for the set of events
of G, Ex(G) for the executed events in the marking of G, etc. In particular, we
write M(e) for the triple of boolean values (e ∈ Ex, e ∈ Re, e ∈ In). We write
(→•e) for the set {e′ ∈ E | e′ →• e}, write (e•→) for the set {e′ ∈ E | e •→ e′}
and similarly for (e→+), (e→%) and (→�e).
Definition 3 (Enabled events [15]). Let G = (E,R,M) be a DCR graph, with
marking M = (Ex,Re, In). An event e ∈ E is enabled, written e ∈ enabled(G), iff
(a) e ∈ In and (b) In ∩ (→•e) ⊆ Ex and (c) (Re ∩ In) ∩ (→�e) = ∅.
That is, enabled events (a) are included, (b) their included conditions have been
executed, and (c) they have no included milestones with an unfulfilled response.

Executing an enabled event e of a DCR Graph results in a new marking
where (a) e is added to the set of executed events, (b) e is removed from the
set of pending response events, (c) the responses of e are added to the pending
responses, (d) the events excluded by e are removed from included events, and
(e) the events included by e are added to the included events.

From this we can define the language of a DCR Graph as all finite sequences
of events ending in a marking with no event both included and pending.

Definition 4 (Language of a DCR Graph [15]). Let G0 = (E,R,M) be a
DCR graph with marking M0 = (Ex0,Re0, In0). A trace of G0 is a finite sequence
of events e0, . . . , en such that for 0 ≤ i ≤ n, (a) ei is enabled in the marking Mi =
(Exi,Rei, Ini) of Gi, and (b) Gi+1 is a DCR Graph with the same events and
relations as Gi but with marking (Exi+1,Rei+1, Ini+1) = (Exi ∪{ei}, (Rei\{ei})∪
(ei •→), (Ini\(ei→%)) ∪ (ei→+)).

We call such a trace accepting if for all 0 ≤ i ≤ n we have Rei+1 ∩ Ini+1 = ∅.
The language lang(G0) of G0 is then the set of all such accepting traces.

3 Genetic Algorithms

Genetic algorithms (GA) imitate natural selection. Solutions to a problem are
structured as individuals with one or more chromosomes, each consisting of
genes. For the present problem, one chromosome per individual will suffice. Ini-
tially, in generation 1, the individuals comprise a set of randomly generated
chromosomes. Individuals are ranked by their fitness, based on how good the
solution encoded in their chromosome is. We then select two or more individuals
(parents) and create a child whose chromosome is the crossover of the parents
chromosomes. We create children until we reach a specified number of individu-
als, commonly double the initial population. At this point we proceed to kill off
the worst individuals until we reach our initial population size. The remaining
individuals constitute generation 2 of individuals.

This process is repeated until a stop condition is met. Common stop condi-
tions are: a solution is found, a timeout is reached or n number of generation
have been generated. When it is unknown whether or not a solution is optimal,
we can also set an optimisation threshold oT and run the algorithm until the
best individual improves less than oT in some amount of generations.
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To implement a GA, we will need to implement the main building blocks
of any genetic algorithm: a fitness function, a selection function, a crossover
function and a mutation function. However, first we have to decide how to encode
the problem as genes in a chromosome. If our problem is to construct a bit string
of length 6 with the maximum number of 1’s1, our genes will be either a 1 or a
0, and our chromosome will be a list or 1’s and 0’s of length 6 as in Fig. 2.

Fig. 2. A possible instantiation of a chromosome

Fitness Function. The fitness function of a GA takes an individual as input and
returns a value based on how good the solution in its chromosome is. A good
fitness function for a GA that constructs a bit string with the maximum number
of 1’s simply returns the number of ones in the string. Such a fitness function
would return a score of 2 for the chromosome in Fig. 2.

Selection Function. We select individuals at random, with the probability of
selecting a particular individual weighed by its fitness. We have a greater chance
of choosing individuals with better fitness score, but occasionally we get a worse
individual, which is beneficial for escaping local maximums in optimisation
algorithms [5]. Some selection functions always retain the top 5–10% of indi-
viduals, the elite. This ensures that the top individuals never get worse.

Crossover Function. A crossover function in most cases takes two individuals
(it may take an arbitrary number) as input and returns a new individual that
is the child of the two parents. The crossover function depends greatly on which
problem we are solving, and is sometimes trial and error. Crossovers are usually
performed by splitting both parents’ chromosome at one or more point and
gluing the parts from both parents together.

Mutation Function. The last of the main functions used in a GA is the mutation
function. This function is called from inside the crossover function before the
newly created child is returned. The mutation function changes one or more
genes with a certain mutation probability.

4 GA to Solve Reachability in DCR Graphs

To solve reachability in DCR graphs, we must find a sequence of events to execute
before the goal event is in an executable state, so a gene will be the id of an
event to execute. A chromosome will be a list of these ids.
1 While this problem may seem trivial, because we already know the answer, one can

think of the 1’s as the binary representation of yes to the answer of a more complex
question. Our problem therefore expands into: What is the maximum number of
questions I can get a yes from.
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Fitness Function. Suppose we are trying to execute an event G, the “Goal”
event. Looking at Definition 3, we know that an event G can be executed if:

1. G is included.
2. All events that have a condition to G have been executed or excluded.
3. All events that have a milestone to G are excluded or are not pending.

Therefore, we score the execution of an event X when it has:

1. an include to G. This score is only considered if G is excluded.
2. a condition to G. This score is only considered if X has not been executed

previously. An event Y that has a condition to X must also be given a score
and so on.

3. a milestone to G. This score is only considered if the X is pending. An event
Y that has a milestone to X must also be given a score, in the same way as
the condition above.

4. an exclude relation to events that would have given some score according to
2 or 3 if executed.

(1) is easy to check. Before we consider (2), (3) and (4) it is helpful to
recall the example graph in Fig. 1. Here, it is more beneficial to execute C than
B: Executing C instantly enables execution of Goal, while executing B also
requires executing D to enable execution of Goal. The fitness function must
therefore reflect the distinction that C is better to execute than B.

We achieve (2) and (3) by performing a Breadth-First Search (BFS) in the
graph of events and relations from G following only condition and milestone
relations and store a score on the events we encounter and return that score in
the fitness function when the event is executed. We decrease the score the further
we are from G. The score stored on events that should be scored according to
(2) or (3) is 1

depth of BFS . This ensures that the execution of an events that is
closer to G returns a higher fitness score than an event further away.

We achieve (4) by giving events that exclude other events the score of the
event that they exclude, if the excluded event has a score according to (2) or
(3). To be eligible for a score the event that becomes excluded must fulfil the
requirements e.g. for condition score that the event has never been executed and
for milestone score that the event is pending.

The events in the graph in Fig. 1 would be scored the following way. D has
a condition to Goal and will get a score of 1. Executing C will exclude D, so C
will also get a score of 1. A however, is two conditions away from Goal, and will
only get a score of 1

2 . B excludes A and will therefore also get a score of 1
2 .

The selection function simply distributes probabilities according to fitness,
then selects a parent randomly.

The crossover function is implemented by choosing alternating genes from
the two selected parents. If we reach the end of one parents chromosome, we just
append the rest of the genes of the second parent to the child’s chromosome.
This is equivalent to having a crossover point after every gene2.
2 We attempted other types of crossover, none of which improved performance.
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The mutation function has three equiprobable mutations:

1. Change a gene (execution) to another random execution value.
2. Append a gene with a random value to the end of the chromosome.
3. Remove a gene at a random position in the chromosome.

These mutations allow chromosomes to contain genes that represent executions
of events that are not executable.

The last parameters of the genetic algorithm are the mutation probability,
which is set to 10% (we tried 5% with slightly worse results), the initial popula-
tion size which is set to 50 and the starting length the individuals’ chromosomes
which is set to 2. The rather high mutation probability is necessary, as difficult
to find paths require more than 2 preceding executions, so we must force the
chromosomes to grow rather often.

The low initial population size allows us to generate new generations quicker.
Higher initial population sizes were tried, but generally performed worse. The
starting length the individuals’ chromosomes is set low, as the algorithm provides
better solutions faster for events where few preceding executions are necessary.

Post-processing. The mutation function above allows paths that actually cannot
execute under DCR semantics. We remove such events before returning a solu-
tion, and they do not contribute to the fitness score; however, they are important
because they may become legal after crossover or mutation.

5 Experiments

We evaluated the genetic algorithm on six real-world models and three arti-
ficial ones, comparing results with those of the brute-force state exploration
tool dcri [8,9].

We list the 9 models in Table 1. The real-world models were kindly provided
by Exformatics A/S and DCR Solutions A/S, except for BigBelt, which was the
result of a case study [11]. We note that the BigBelt model is the largest publicly
DCR model available, and that the Dreyer model is known to be unfeasible for
the dcri tool [13]. The artificial models “hard” and “harder” were constructed
by dcri authors and pre-date the present study. Finally, we are grateful to Tijs
Slaats for suggesting the model “milestones” as a model that has minimal paths
exponentially larger than the model itself.

The tests were run on a machine equipped with an Intel Core i7-6700 proces-
sor. The genetic algorithm used the same amount of memory around 18–20 MB
on all models whereas the dcri tools memory footprint depends on the state-space
of a model (∼5 GB for the model “harder”). Because the GA is non-deterministic,
reported timings are the average over 100 queries; because dcri is deterministic,
reported timings are the result of a single run.
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Table 1. Overview of graphs used in experiments

Graph Eventsa Relationsb Comment

Real-World Models

Dreyer 31(4) 205 Executable model running Dreyer systems [12,13,27]

BigBelt 65(3) 293 Danish Railways emergency response processes [11]

CreateCase 12 24 Used in SPIN-based model-checking case-study [20]

Court 44(1) 135 Evaluation form for a Danish Arbitration Court [26]

Complaint 49 275 Complaints process from property evaluation

Pension 25(3) 134 Application process of a major Danish pension fund

Artificial Models

hard 25 42 Hard for state-space exploration

harder 29 49 Even harder for state-space exploration

milestones 8 56 Has paths exponentially larger than the model itself
a Number of events with no self-conditions; number with self-condition in parenthesis.
b Number of relations after flattening out nestings [16].
Real-world models (except BigBelt) kindly provided by Danish vendors of process tech-
nology, Exformatics A/S and DCR Solutions A/S.

Real-world model timing results are reported in Table 2. For both algorithms, on
each model, we ran the algorithm on each event of the model3, with a timeout
of 10 s per event. For those graphs where one or more event was not reached, we
reran all searches with a timeout of 60 s per event.

Each row in the table reports the aggregate time consumption of consecu-
tively searching for each event in the model. The columns in the table are:

1. “Total”, the total time spent searching for paths for each event in the graph.
2. “Max”, the maximum time spent on a single event (i.e., on the most difficult

event); or DNF (Did Not Finish) in case of timeouts.
3. “Avg.”, the average time spent per event.
4. “Misses”, the percentage of queries failing to find a path.

When the 10-s timeout search succeeded on all events, we did not repeat the
search with a 60-s timeout, hence the cells containing “–”.

Note that whereas dcri deterministically either always finds a path or never
does, the GA randomly finds or fails to find certain paths. Also note that for
GA, “Total” is the average over all runs, whereas “Max” is maximum, so it is
possible for “Max” to be larger than “Total”. Finally, we note that the GA does
not consistently miss: Every event was reached in the majority of runs.

Artificial model timing results are reported in Table 3. We ran both tools with
timeouts of 50 min, searching only for a designated goal event.

3 A common trick in DCR models is to have events prevented from ever executing by
having a condition to themselves. We did not search for paths to such events.
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Table 2. Comparison of results, Real-world models

Graph 10 s timeout 60 s timeout

Total (s) Max (s) Avg. (s) Misses (%) Total (s) Max (s) Avg. (s) Misses (%)

Genetic algorithm

Dreyer 36.18 DNF 1.17 6.06 49.82 DNF 1.61 0.06

Union 0.28 1.24 0.02 0 – – – –

BigBelt 6.45 2.78 0.10 0 – – – –

Court 0.70 0.19 0.02 0 – – – –

Complaint 61.46 8.24 1.25 0 – – – –

Pension 4.47 DNF 0.15 0.20 6.18 10.25 0.23 0

Brute-force (dcri)

Dreyer 154.00 DNF 4.97 35.48 595.98 DNF 19.23 25.80

Union 0.08 0.05 0.01 0 – – – –

BigBelt 386.57 DNF 5.94 47.69 1405.40 DNF 21.62 26.15

Court 6.00 1.23 0.14 0 – – – –

Complaint 247.00 DNF 5.06 40.81 966.64 55.12 19.73 0

Pension 45.01 DNF 1.80 16.00 155.94 32.91 6.00 0

Table 3. Comparison of results, Artificial models (50 m timeout)

Graph Goal GA (s) dcri (s)

hard GOAL 0.15 976.00

harder GOAL 0.32 DNF

milestones A8 257.39 0.03

6 Discussion

Real-World Models. For all of these, the GA finds solutions more often than
dcri.

1. With the 10-s timeout, of the 6 models, the GA fails on 2, missing 6% and
0.2%; whereas dcri fails 4, missing 16%, 35%, 41%, and 48%.

2. With the 60-s timeout, GA fails on 1 model, missing only 0.06% on Dreyer;
whereas dcri fails on 2 models, missing ca. 25% of events on Dreyer and
BigBelt.

On all but the “Union” model, the GA is also faster:

1. Total time for the GA is between 4 and 12 times smaller than dcri at the 10-s
timeout. It is always an order magnitude smaller than dcri.

2. Average time for the GA is between 4 and 594 times smaller than dcri at the
10-s timeout.
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Timing results differ on Union likely because the model is small enough to be
in the “sweet spot” for a brute force solution. We see in Table 1 that Union is
indeed the smallest model, both in terms of number of events and number of
relations. In particular, it has an order of magnitude fewer relations than other
models, and so likely has a much smaller state-space.

In summary, our data indicates that for real-world models, the GA is univer-
sally better on all but very small models.

Artificial Models. As expected, dcri performed very poorly on the models “hard”
and “harder” designed to have large state spaces, solving “hard” after ca. 16 min
and failing to terminate on “harder”. Perhaps surprisingly, the GA performs
excellently on both, solving either in substantially less than a second.

The “milestones” model consists of 8 events {A1 . . . A8}. Each event has
a milestone to all events with a higher number and a response to all events
with a lower number. This results in an execution pattern where the executions
necessary to execute An−1 must be repeated to execute An; it easy to prove by
induction that in a graph of this shape, the shortest path to executing Ak has
length 2k−1, so executing A8 requires a path of length 128.

However, the state-space of this model is tiny: Each event in the graph can
be in only 3 distinct states, namely “not executed and pending”, “executed and
not pending” or “executed and pending”; with 8 events, it follows that the state-
space contains at most a tiny 38 = 6461 possible states, making it easy to solve
for dcri. The GA struggles with this model, only finding a path in ca. 4.2 min.
To see why, note that the longer the shortest path, the more often the GA
has to randomly find a good execution. Moreover, the infinite execution pattern
(A1A2)+ will return a higher fitness score the more times it is run.

The paths discovered by the GA in the real-world graphs is generally in
the single digits for BigBelt and around 20 for Dreyer. However, these graphs
contain many more events and relations—cf. Table 1—and therefore presumably
exponentially more states to explore, making them more challenging for dcri.

GAs are not an exact science: a small change to the fitness, mutation or
crossover function might substantially change results. We have found suitable
parameters for these functions by trial and error, and it is likely that a more
efficient implementation can be found. Furthermore smaller optimisations can
possibly make the performance of the algorithm better. One example is to imple-
ment the events as bit vectors as done in other DCR engines [18].

Shortest Paths. We note that our GA algorithm does not necessarily find the
shortest path; not even typically. For example, refer to the graph in Fig. 1: The
current fitness function would give executions 〈B, D〉 the combined condition
scores of A and D while executing C only would give the condition score of D.
Therefore in the eyes of the GA, the path 〈B, D, Goal〉 is better than 〈C, Goal〉.



DCR Event-Reachability via Genetic Algorithms 311

7 Conclusion

We have implemented event reachability for DCR graphs using a Genetic Algo-
rithm, and evaluated the resulting algorithm against an existing brute-force solu-
tions. On medium-sized real-world models and up, the Genetic Algorithm both
finds a solution more often, and does so more quickly.

Future Work. The event reachability problem can be captured directly in
DECLARE by the constraint Existence(1, G), however, it is unclear that a com-
putationally feasible means of checking consistency of a model with that con-
straint exists. As such, it seems promising to apply the ideas of the present paper
also to DECLARE.

For practical applications, an even stronger algorithm may be obtained by
combining a brute-force algorithm with the genetic approach, in an effort to find
shortest paths, and to discover the major variations of possible paths.

Finally, there is room to improve existing brute-force solutions by employing
traditional model checking techniques [6], e.g., symbolic verification techniques.

Acknowledgements. We gratefully acknowledge helpful comments from anonymous
reviewers, and insightful discussions with Tijs Slaats.
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flow language. In: Bravetti, M., Núñez, M., Zavattaro, G. (eds.) WS-FM 2006.
LNCS, vol. 4184, pp. 1–23. Springer, Heidelberg (2006). https://doi.org/10.1007/
11841197 1

3. van der Aalst, W.M.P.: Verification of workflow nets. In: Azéma, P., Balbo, G.
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Abstract. Process Mining consists of techniques where logs created by
operative systems are transformed into process models. In process mining
tools it is often desired to be able to classify ongoing process instances,
e.g., to predict how long the process will still require to complete, or to
classify process instances to different classes based only on the activities
that have occurred in the process instance thus far. Recurrent neural
networks and its subclasses, such as Gated Recurrent Unit (GRU) and
Long Short-Term Memory (LSTM), have been demonstrated to be able
to learn relevant temporal features for subsequent classification tasks.
In this paper we apply recurrent neural networks to classifying process
instances. The proposed model is trained in a supervised fashion using
labeled process instances extracted from event log traces. This is the
first time we know of GRU having been used in classifying business pro-
cess instances. Our main experimental results shows that GRU outper-
forms LSTM remarkably in training time while giving almost identical
accuracies to LSTM models. Additional contributions of our paper are
improving the classification model training time by filtering infrequent
activities, which is a technique commonly used, e.g., in Natural Language
Processing (NLP).

Keywords: Process mining · Prediction · Classification ·
Machine learning · Deep learning · Recurrent neural networks ·
Long Short-Term Memory · Gated Recurrent Unit ·
Natural Language Processing

1 Introduction

Unstructured event logs generated by systems in business processes are used
in Process Mining to automatically build real-life process definitions and as-is
models behind those event logs. There are growing number of applications for
predicting the properties of newly added event log cases, or process instances,
based on case data imported earlier into the system [3,4,12,14]. The more the
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users start to understand their own processes, the more they want to optimize
them. This optimization can be facilitated by performing predictions. In order
to be able to predict properties of the new and ongoing cases, as much informa-
tion as possible should be collected that is related to the event log traces and
relevant to the properties to be predicted. Based on this information, a model of
the system creating the event logs can be created. In our approach, the model
creation is performed using supervised machine learning techniques.

In paper [7] we explored the possibility to use machine learning techniques
for performing classification and root cause analysis for a process mining related
classification task. In the paper, we tested the efficiency of several feature selec-
tion techniques and sets of features based on process mining models in the con-
text of a classification task. One of the biggest problems with that approach is
that, due to the simplicity of the features that are just numeric values, the user
still needs to select and generate the set of features from which to select the
final subset of features used for classification. For this purpose, we use Natural
Language Processing techniques together with recurrent neural network tech-
niques such as Long Short-Term Memory (LSTM) and Gated Recurrent Unit
(GRU), the latter of which has not been used in process mining context before.
These techniques can also learn more complicated causal relationships between
the features in activity sequences in event logs. We have tested several differ-
ent approaches and parameters for the recurrent neural network techniques and
have compared the results with the results we collected in our earlier paper. As
in our previous paper, we focus on classification tasks yielding boolean results
which can be seen as responding to a query: Does this trace have the selected
properties or not? This approach provides a very flexible basis for implementing
additional functionalities such as, e.g., predicting the eventual duration, cate-
gory, or resource usage required for the trace to complete.

The primary motivation for this paper is the need to perform prediction and
classification based on activity sequences in event logs as accurately as possible
and while simultaneously maximizing the throughput. This motivation comes
from the need to build a system that can perform classification and prediction
activities accurately on user configurable phenomena based on huge event logs
collected and analyzed, e.g., using Big Data processing frameworks and methods
such as those discussed in our earlier paper [6]. Again, we focus on classification
response times by targeting web browser based interactive process mining tool
where user wants to perform classifications and expects classification results to
be shown within a couple of seconds. Due to this requirement, we also performed
some additional experiments for a couple of techniques in order to speed up the
classification process: Filtering out infrequent activities and truncating repeated
infrequent activities.

Based on a the number of released papers on the subject of predictions and
process mining, the interest in combining these subjects has been rapidly increas-
ing. However, only in very recent years, deep learning techniques have been used
to perform the actual process mining prediction tasks. [3] and [14] describe tech-
niques for prediction cycle times and next activities of ongoing traces using
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LSTM. In [12], the authors further improve the LSTM based prediction tech-
nique by also incorporating a mechanism for including attributes associated to
events. In contrast, our experimental system is designed to be used as a foun-
dation to solve any classification problem based on activity sequences, including
the prediction of the next activity or cycle time using either LSTM or GRU.
In [4], the authors present a framework for predicting outcomes of user specified
predicates for running cases using clustering based on control flow similarities
and then performing classification using attributes associated to events. This
two phased process and the usage of event attributes are their biggest difference
to our one phase process using only activity sequences.

The rest of this paper is structured as follows: Sect. 2 introduces main con-
cepts related to this paper as well as our goals. Section 3 presents the test system,
framework, and the data sets used in implementing our experiments. The results
of these experiments will be presented in Sect. 4. Finally Sect. 5 draws the con-
clusions from the test results.

2 Problem Setup

The concepts and terminology used throughout this paper mostly follow those
commonly used in process mining and machine learning communities. However,
the following subsections will provide short introduction to the most important
concepts related to this paper. For more detailed examples and discussion about
event logs, activity sequences and other related terminology, see, e.g., the book
by van der Aalst [15].

2.1 Classification and Prediction

A common supervised analysis task solved by machine learning techniques is to
predict or classify data points based on their properties. The properties of data
points are often called also as predictors or features. Predictors as well as out-
comes of the prediction can be either continuous or they may be of enumerated
types which often are also known as categorical values or labels. When the out-
come of a prediction is this kind of a categorical value, such as a binary value,
the performed analysis task is often called classification.

Usually classification in machine learning consists of two phases: training a
model and performing the actual predictions using the trained model. In the
model training phase, a supervised machine learning algorithm is used to create
a model which produces a predicted outcome for a data point given in a form of
predictors. This model building is performed by repeatedly feeding the algorithm
with training data points consisting of predictors of an actual data point and
actual outcomes that the modeled system produced for that data point. Eventu-
ally the model learns to simulate the system it is modeling by becoming better
and better in predicting the outcomes for the training set. As a good training
data set is a representative sample of the actual test data to be used on the
model, the trained model will also be able to predict also the outcomes of the



316 M. Hinkka et al.

actual test data. If the accuracy of predictions for a training data is much better
than the accuracy achieved for the test data, the model is said to be overfitting :
The model has been trained with the biases in the training data and it is not
able to generalize its predictions for test data.

2.2 Recurrent Neural Networks

Artificial Neural Networks are computing systems inspired by biological neural
networks constituting animal brains. They consist of simple interconnected units,
also known as neurons. The whole network can be trained to provide desired out-
puts for desired inputs. Recurrent Neural Networks (RNN) are a kind of deep
neural networks that are connected in a way that provides the neural network
a capability to remember earlier inputs fed into the network or when producing
text, the network is capable of remembering what it has produced before. For
example, recurrent neural networks can be used to train to produce text sen-
tences. In this case it is essential to know what words have been produced before.
RNNs have been used for large variety of problems, such as speech recognition,
machine translation and automatic image captioning. Traditional RNNs have an
inherent problem called vanishing gradient problem that makes it very hard for
them to learn long distance dependencies [2].

Long Short-Term Memory and Gated Recurrent Unit. To overcome van-
ishing gradient problem, more complicated cell types have been developed, such
as Long Short-Term Memory (LSTM) [9] and Gated Recurrent Units (GRU) [1].

Both GRU and LSTM solve the problem using a gating mechanism that has
multiple layers of gates, which are actually a layers of neurons, that optionally
let information through. In LSTM, the purposes of the gates are: Forget gate
determines what information to throw away from the current hidden state, input
gate layer decides which values to update and output gate decides which values
the cell should output. In GRU, there are only two gates: Update gate determines
how much of the previous hidden state needs to be passed along to the future,
whereas reset gate determines how much of the previous hidden state to forget.

All of these layers are trained as any other neural network which usually
involves defining a cost function and using some method of gradient descent to
find out the optimal parametrization. The size of the hidden state defines how
long vector of numeric values is used to store the internal state of the unit. The
larger the hidden state size is, the more the model has potential for learning while
also taking more time to train. When using too large hidden states compared to
the actual modeled phenomenon, there is also a risk of overfitting the training
data.

According to the empirical evaluations [2,10], there is no clear winner on
whether GRU or LSTM is the preferred choice. Both the architectures yield
models with similar performance characteristics. However, due to GRU having
fewer parameters to train, it has the reputation of being somewhat faster to
train. In this paper we want to see if these observations carry over to process
mining.
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2.3 Natural Language Processing

Natural Language Processing is a field of study that focuses on studying inter-
actions between human languages and computers. It is used to tackle problems
involving speech recognition, understanding natural language and generating
natural language. In the context of this paper, we use similar approach often
used in tasks requiring understanding of a natural language. In a way, we pro-
duce a new language that consists of sentences consisting of words that represent
activities within traces. Using these artificial sentences and labels, representing
the desired labeling of the trace attached to each sentence, we train a deep neu-
ral network model to predict the eventual labels for these sentences, even for
activity sequences that represent process instances that have not yet finished.

2.4 Process Instance Classification

The goal of this paper was to produce a classification label using a trained RNN
for any given activity sequence based only on the activity identifiers contained
in the sequence itself. The actual labels for activity sequences used in this paper
were of boolean-type, but the used algorithms should work equally well also
with more than two possible labels. We did not set any limitations for the actual
property being labeled. However, in this paper we concentrated especially in
trace throughput time related properties, but it can as easily be related to, e.g.,
used resources, trace value or its type. We also experimented with a couple of
RNN-based approaches in predicting the eventual classification for unfinished
traces.

3 Experimental Setup

Tests were performed using five publicly available data sets. Table 1 shows the
details of each tested dataset including the number of traces, number of positive
classifications, the maximum activity sequence lengths of traces and the number
of unique activities. For all the other datasets except BPIC14, we used all the
available rows. For BPIC14 we used 40000 first cases of all the available 466616
traces in order for the results to be comparable with our earlier work in [7], which
had this limitation. For every data set, we selected at least one property that
somehow split the model into two segments with roughly 20%–40% of all the
traces in the positive segment and the rest in the negative. For BPIC14 model
we used two boolean labellings: Is the total duration of the case longer than
7 days, and does the case represent a “request for information” or something
else. Case duration-based labeling relies only on the contents of the events in the
event log, whereas the categorization uses a separate case attribute. For all the
other data sets we decided to test only case durations in order for the results
to be comparable with the tests performed in [7] and its extended version [8].
In BPIC12 and BPIC13, the duration threshold was set to 2 weeks. In BPIC17,
this threshold was set to 4 weeks and in Hospital data set to 20 weeks.
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Table 1. Used event logs and their relevant statistics

Event log # Traces # Positive % Positive Seq. length # Activities

BPIC14-40k [18] 40000 8108/7473 20%/19% 179 39

BPIC12 [17] 13087 3330 25% 176 36

BPIC13, incidents [13] 7554 1579 21% 124 12

BPIC17 [19] 31509 11584 37% 181 26

Hospital [16] 1143 372 33% 1201 624

The input given to the test framework was a CSV file that was formatted
in such a way that every row in the file had one column for the labeling and
another column for the activity sequence of a single trace in the source data set.
These CSV files were created using QPR ProcessAnalyzer Excel Client-process
mining tool1. The used CSV files are available in support materials [5].

After reading these CSV files into memory, we used standard Natural Lan-
guage Processing techniques. I.e., every activity sequence is treated as a sen-
tence and every activity identifier as a word in a sentence. These sentences are
then converted by assigning a unique integer identifier for each unique activity
identifier and also for each classification label. Finally, when sending the activ-
ity sequences into the RNN, both in the training and in the actual validation
phase, these integers representing activities were “one-hot” encoded. The actual
“one-hot” encoded classification label for the trace was used as the expected
classification label in the training phase.

In order to enhance the training time performance, we experimented with
limiting the number of activity identifiers by only accepting N most common
activity identifiers in the training set and using a special unknown activity iden-
tifier to represent all the rest of the activity identifiers. We also ran an experiment
applying an additional truncation step where all continuous sequences of these
unknown activity identifiers were replaced with just one occurrence of the said
activity identifier.

Testing was performed on a single system having Windows 10 operating sys-
tem. The used hardware consisted of 3.5 GHz Intel Core i5-6600K CPU with
32 GB of main memory and NVIDIA GeForce GTX 960 GPU having 4 GB
of memory. The testing framework was built on the test system using Python
programming language. The actual recurrent neural networks were built using
Lasagne2 library that works on top of Theano3 which is an efficient mathemat-
ical expression evaluation library that can transparently perform computations
in GPU and can also perform symbolic differentiation efficiently. Theano was
configured to use GPU via CUDA for expression evaluation. The framework
allowed testing several different hyperparameter combinations. The source code
of the testing framework is available in support materials [5].

1 https://www.qpr.com/products/qpr-processanalyzer.
2 https://lasagne.readthedocs.io/.
3 http://deeplearning.net/software/theano/.

https://www.qpr.com/products/qpr-processanalyzer
https://lasagne.readthedocs.io/
http://deeplearning.net/software/theano/
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The model was trained using Adam-gradient descent optimizer that has been
found performing well with various types of neural networks [11]. We also used
fixed learning rate through all the test runs referred to in this paper. Cross-
entropy between the predicted and true labeling is used as the model training cost
function. Gradient clipping was also used to avoid exploding gradients problem.
All the training and prediction was performed in batches of configurable size
by creating a batch of sentences and then sending these batches as the training
or test data for the RNN to process. Batching is used to improve the efficiency
since it enables Theano to distribute calculations in bigger chunks to GPU for
parallel processing. All RNN unit gates, nonlinearities and weight matrices were
initialized with the default initialization values built-in to Lasagne library.

In most of the test runs, model was trained for 50 test iterations, each con-
sisting of total of 100000 traces, which translated roughly to minimum of 166 and
maximum of 5834 epochs, depending on the used dataset. After every iteration,
prediction accuracies, Area Under the Receiver Operating Characteristic curves
(AUROC) and confusion matrices were calculated for the whole validation data
set. The accuracy prediction was performed separately for traces of length 25%,
50%, 75% and 100% from the original length so that a continuous subsequence
starting from the first activity is used. Every test iteration consisted of one hun-
dred thousand training runs to train the model. One training run consisted of
one activity sequence and its associated outcome.

4 Experimental Results

Figure 1 shows the maximum validation set classification accuracy results for all
the tested datasets separately on both the RNN types having 32 as the size of
the hidden state and the number of layers set to 1. Similarly Fig. 2 shows the
AUROC values in the same test runs. From these results, it can be seen that
LSTM and GRU both manage to get almost the same classification accuracies
in both the measurements. AUROC values indicate that both RNN types have
been created in a way that the model is able to classify data quite accurately
and also that the model is not a trivial one such as always predicting a certain
classification.

Next we measured the time usage when training and testing models. Figure 3
shows how long it took to train the model for total of 100000 traces. Similarly
Fig. 4 illustrates the average time usage for one test iteration in the test involving
running the predictions four times for all the validation data set traces with all
the tested activity sequence subsets. From these figures it can clearly be seen
that GRU is faster to train and perform classifications with, than LSTM with
similar hidden state sizes and the default initializations. Based on these results,
we decided to use only GRU in our further tests.

The next step was to figure out whether it is of any use to use more than one
GRU layer for our classification task. Based on our tests, it was found out that
having two layers brings only very minimal value in our test case. In some of the
tested datasets, it takes longer for the two layer model to even start getting any
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Fig. 4. Testing time usage by RNN type
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real advantage over the always predicting the most common outcome, whereas
the one layer model learns clearly faster. In addition to this, it was seen that
training two layers required double the amount of time. While the maximum
accuracy was in some cases slightly better for the two layer model, we chose
to continue our tests only with one layer model. It is also characteristic of the
test runs that the accuracy first rises from the trivial classification accuracy to
its maximum, after which it starts to slowly degrade. This indicates that after
certain point, the model starts to over-fit the data and does not generalize that
well any more.

Next, we wanted to test the effect of the hidden state size into the accuracy
of the classification. Figure 5 illustrates this by showing the average achieved
accuracy for all the tested datasets, except Hospital. It can be seen that using
hidden state size of 32 yields the most accurate results in the experimented cases.
Since also Fig. 6 shows that the average time usage for each training iteration is
the smallest when using 32 as the hidden state size, we chose 32 as the hidden
state size for all the remaining experiments.

Next task we wanted to experiment with was the prediction: What is the
accuracy of trace classification when the trace is still ongoing? Figure 7 shows
the maximum prediction accuracies for all the experimented datasets when the
model was trained only with full length traces but the validation was performed
with continuous subsequences of 25%, 50%, 75% and 100% of all the activities
within traces. Based on this figure, one can draw a conclusion that the prediction
accuracy clearly depends on the data set and the classification task being per-
formed. E.g., in BPIC12, BPIC13 and BPIC14 data set, it is possible to achieve
over 80% accuracy when the classification is performed based on the duration of
the cases even when the trace being predicted has only 50% of the activities of
a full trace. However, BPIC17 and Hospital perform much worse both providing
over 80% accuracy only when given full traces.

The next Fig. 8 compares the classification prediction accuracies of models
built using two different methods. In the first method, the model is trained with
full traces as in Fig. 7 whereas in the second method the model is trained with
first 50% of the activities in the traces. In both the cases, 50% traces are used as
test data set. Based on these results, a conclusion can be drawn that it is best
to train the model using traces having as similar characteristics as possible to
the traces used in the testing. Thus, predicting the labeling of an ongoing trace,
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it is recommended that the model has also been trained with ongoing traces in
similar phase. The phase could be measured, e.g., by measuring a life-time of
the trace thus far or even using a separate neural network model trained for that
purpose. It should, however, be noted also that for some datasets the prediction
works nearly as well with full traces as with partial traces. Next we compared
the maximum prediction accuracies achieved with GRUs to those achieved using
Gradient Boosting Machine (GBM)-based technique while also applying feature
selection as discussed in paper [7]. The differences in the accuracies achieved in
these experiments are quite consistently in favor of GRU technique. Especially
in the Hospital data set the accuracy improvement was exceptionally good.

We also compared the time required for GBM to reach its maximum accuracy
for each dataset, in the experiments made for [8], with the time required for GRU
to train a model that has at least similar accuracy as the GBM. In this test,
GBM had better response times in BPIC12 and BPIC17. Hospital training time
performance was also clearly worse in GRU. Partially the reason for that was the
fact that we had to use four times smaller batch size in training since the GPU
in the test system did not have enough memory to use larger batch sizes used in
other datasets. Another issue to be noted especially in Hospital dataset is that
by using feature selection the amount of features can be brought down to a very
small number, for which GBM can be performed very efficiently. However, the
GRU still has to work with full activity sequences and full vocabularies.

For these purposes, we also experimented with vocabularies that were limited
to a selected number of the most common activity identifiers. The results of
these tests for Hospital data set are shown in Figs. 9 and 10, which illustrate
that the best training times as well as accuracies were achieved using a limited
vocabulary. The time required to build the model with the vocabulary size of
20, which achieved the most accurate classification results, is only about 16% of
the time required to train with full vocabulary. Using this same model, the time
required to reach GRU’s best performance was 119 s, which still was slower than
GBM’s 29 s. Thus it seems that the length of the sequence is also a bottleneck.
Finally, we made a test runs where vocabulary size was set to 20 and we also
truncated all the sequences so that successive infrequent words that were not in
vocabulary were replaced with only one occurrence of the word representing an
infrequent word. In this case, the model training took about 20% less time with
very small effect to the accuracy. This way, we managed to reach the GBM’s
best performance in 46 s. Finally using similar approach for a model built using
vocabulary of size 5, the result was achieved faster than GBM. In this case, the
maximum sequence length was almost halved due to the truncation down to 610
unique activity identifiers.

Thus, in the end, GRU managed to outperform more traditional GBM in
all the measured metrics based on the classification accuracy and training time.
GRU, which has not been earlier used in process mining context, also clearly
outperformed LSTM in the required training time while still achieving similar
accuracy. GRU based solutions offer also various other simple means to improve
the accuracy and required training time, such as using different gradient descent
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optimization algorithms, modifying the learning rate and also using bigger batch
sizes if there is enough memory available in the GPU. Also, in order to avoid
overfitting, a regularization method, such as dropout, could be applied.

5 Conclusions

Employing Recurrent Neural Network based classification for process mining
traces, processed by Natural Language Processing techniques into sequences of
words, can achieve at least similar level of performance as feature selection and
GBM based classification. One big advantage for RNN based solution is that
the amount of input data required is very small; just the list of traces with
their activity sequences and the classification information for the training data.
For more traditional classification solutions, user needs to provide the full set
of features based on which the training and classifications are made. Extract-
ing these features out of activity sequences can be a very expensive process in
itself. This feature selection was the core of our earlier paper [7]. Our experi-
ments in this paper clearly showed that GRU based models yield more accurate
classification results faster than more traditional GBM based classification using
any of the structural feature combinations experimented in our previous work.
All the experiments were performed on a framework that offloaded most of the
calculations to GPU for improved performance and scalability.

One of our main results is the suggestion to use GRU models for predicting
process instance outcomes as GRU, that has not previously been used in process
mining context, is usually better choice for RNN type than LSTM mostly due
to it being faster to train and its ability to achieve almost identical classification
and prediction accuracy. We experimented also two approaches for the prediction
of eventual classification label for still ongoing traces. From this test we found
out that it is always clearly better to train a model with traces at as similar
phases of their lifetime as possible to the traces being tested.

We also investigated how to improve the required training time, especially
when using data sets having long activity sequences and a lot of activities com-
pared to the number of training data activity sequences. We found out that the
number of activities can be decreased by treating all the infrequent activities as
one activity without it having a big effect to the classification accuracy, while still
having a noticeable effect in throughput time and GPU memory requirements.
We also found out that replacing long sequences of infrequent activities with
just one activity representing all the infrequent activities can further improve
the throughput time without it affecting dramatically into classification accu-
racy.

All the raw test results gathered from the performed experiments, some of
which was not discussed nor explored in this paper in detail, together with the
developed python source code for the test framework, can be found in the support
materials [5].
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Abstract. Industry-scale context-aware processes typically manifest a
large number of variants during their execution. Being able to predict
the performance of a partially executed process instance (in terms of
cost, time or customer satisfaction) can be particularly useful. Such
predictions can help in permitting interventions to improve matters for
instances that appear likely to perform poorly. This paper proposes an
approach for leveraging the process context, process state, and process
goals to obtain such predictions.

Keywords: Variability · Contextual factor analysis ·
Business process mining

1 Introduction

Execution of complex business processes that are specifically knowledge driven,
generally leads to significant amounts of event records corresponding to the exe-
cution of activities in the processes. Most of the current literature assumes that
the performance of a process instance is entirely determined by what happens
over the course of the execution of the process instance. We see limitations
in such assumptions [7], when applied in knowledge intense process models,
where the specific instance executions are dictated by other factors that are
not part of process executions. In this paper, we propose a novel approach that
inter-operates with cloud based cognitive systems towards predicting process
performance. Towards this, we leverage contextual factors and goal alignments
associated with the actual execution of processes.

We assume the following inputs to our proposed approach: (a) a goal model
hyper graph with goals and sub-goals (AND, OR) represented as a collection of
boolean conditions in conjunctive normal form (CNF), (b) an event log contain-
ing multiple process instance execution data and (c) a process design annotated
with normative end effects. In this paper, we consider an Incident management
process design as our running example. A process log1 containing 1400 executed
1 https://www.scribd.com/document/333254045/IncidentLog.
c© Springer Nature Switzerland AG 2019
F. Daniel et al. (Eds.): BPM 2018 Workshops, LNBIP 342, pp. 325–331, 2019.
https://doi.org/10.1007/978-3-030-11641-5_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11641-5_26&domain=pdf
https://www.scribd.com/document/333254045/IncidentLog
https://doi.org/10.1007/978-3-030-11641-5_26


326 K. Ponnalagu et al.

instances of this process design is considered for the evaluation of our proposed
approach. A total of over 25000 task execution records is available as part of
this process log. Each process instance in this log indicates how after receiving
a complaint from a customer, an incident ticket is created, resolved and closed.
We leverage annotated goal models with end effects. Such a goal model can be
constructed through a goal refinement machinery as discussed in [2].

A variety of outcome predicting process monitoring techniques have been
proposed in the literature [6]. In [4], the authors clearly establish the need for
a general framework for mining and correlating business process characteris-
tics from event logs. In [1], the authors discuss construction of a configurable
process model as a family of process variants discovered from a collection of
event logs. The existing works in the area of contextual correlation of business
processes have addressed different challenges related to collaboration, contract
conformance, process flexibility [5]. In comparison our work uses contextual fac-
tors and semantic effect traces on both partial and completed executions to
correlate and predict execution deviation based on goal alignments. Works such
as [3] focuses on generating performance predictions leveraging process simula-
tion data. Works such as [9] focus on generating hybrid process model creation
by leveraging event log clusters. In comparison, we focus on an orthogonal app-
roach of discovering multiple process designs that are goal aligned variants of
the original process design.

2 Identifying Process Context, Goals and Process State

Contextual information can be traced from process instances to a range of time-
stamped information sources, such as statements being made on enterprise social
media, financial market data, weather data and so on. Process log time-stamps
can be correlated with time-stamps in these repositories of information to derive
a wealth of information about the context within which a process instance was
executed. In our proposed approach, we leverage this specific category of con-
textual information.

The performance indicators associated with process effect assertions are typ-
ically influenced with the entailment to specific OR-refinement sub goals (Email
confirmation or Telephonic confirmation with customer) in the goal model. Given
a state S and a set of effect assertions e obtained from events accruing from the
execution of a task, the resulting partial state is given by S ⊕ e, where ⊕ is a
state update operator [8]. Similarly, given a normative state SN and a set of effect
assertions eN obtained from events accruing from the execution of a task in a
process, the resulting partial state is given by SN ⊕eN where ⊕ is a state update
operator. We also use a knowledge-base KB of domain constraints. If S∪e∪KB
is consistent, then S ⊕ e = S ∪ e. Otherwise, S ⊕ e = e∪ {s | s ⊆ S, s∪ e∪KB is
consistent, and there does not exist any s′ where s ⊂ s′ ⊆ S such that s′∪e∪KB
is consistent}. We start with an initial partial state description (which may
potentially be empty) and incrementally update it (using ⊕) until we reach the
partial state immediately following the final task in the process instance. Towards
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achieving this, the proposed machinery leverage the OR-refinement goal corre-
lations associated with each state transition from the process event log. For
generating goal correlations based on the end effects (at the process or task lev-
els), we have leveraged the Process Instance Goal Alignment Model (PIGA)
discussed in our previous work [8]. Therefore, given a goal-realizing effect group
S, finding correlation with a goal G in formal terms is simply finding the truth
assignments in the CNF expression of G using the cumulative end effects of S.
Towards generating PIGA, the list of state transitions and the goal decomposi-
tion model as input are considered. Then, for each event group in the process
log, the truth assignments of all goals in the goal model are validated. This is
repeated for all event groups in the process log to identify the “valid process
instances”. The representation of each process instance as a list of maximally
refined correlated goals constitutes the completion of generating Process Instance
Goal Alignment (PIGA).

Table 1. Context Correlated Goal Models (CCGM)

No. of
instances

Observed state effects OR-refined goal
entitlement

Context name (Value)

62 T4:
(Resolution Suggested)

(Link to Existing
Problem, Close
Problem)

CM1 =
Connection(‘Remote’,
‘NotAvailable’,
‘BehindFirewall’),
CustomerExpertise(‘High’),
CustomerPriority(‘Low’)

155 T3: (Resolution Known) (Link to Existing
Problem, Close
Problem)

CM2 = Solution(‘Known’,
‘AutoFix’, ‘BroadCast’),
CustomerAffected(‘Group’)

11 T5:
(Resolution Cancelled)

(Close Problem) CM3 = Agent(‘New’),
ProblemOrigin(‘3rd Party’,
‘NotUnderContract’)

51 T5: (Ticket NotEnriched) (Escalate Problem) CM4 = CustomerProvided
(‘NoEventTrace’,
‘NotReproduced’)

10 T1: (Prob-
lem NotCategorized), T9:
(Prob-
lem DetailIncomplete)

(Escalate Problem,
Link to Existing
Problem)

CM5 = Agent(‘New’), Prob-
lemAutoCategory(‘Failed’)

5 T2: (Prob-
lem SeverityWarning),
T3:
(Set TicketPriorityHigh)

(Escalate Problem,
Enrich Problem)

CM6 = Agent(‘Expert’) ,
ProblemAutoCate-
gory(‘Complex’)

31 T4:
(Customer NotNotified)

(Escalate Problem,
Enrich Problem)

CM7 =
CustomerSupport(‘Rare’),
CustomerPro-
vided(‘NoEventTrace’,
‘NotReproduced’)
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The CCGM generated for our running example is illustrated in Table 1. For
example as observed in row 3, 11 process instances are partially executed with-
out a resolution to a reported incident due to a collection of contextual factors
(CM3). To support predictions both at the process and individual task levels, we
have leveraged two categories of effect log data sets: Process Data Set(PD),
where record in this data set is a tuple { Process Instance Identifier, a semantic
trace, process execution time, context, aligned OR-refinement sub-goals } and
Task Data Set(TD): Each record in this data set is a tuple { Process Instance
Identifier, Task Identifier, semantic trace from the execution of task, task exe-
cution time, total process execution time, context, task aligned goals, process
aligned goals}.

For our evaluation in this paper, we used Watson Analytics Engine’s Deep QA
pipeline, to generate insights for some very interesting questions. The training
data set belongs to two categories of process log data sets PD and TD. The
questions that were asked using both these data sets are listed in Table 2.

3 Empirical Evaluation

Our evaluation is conducted in two phases: Phase 1: This is basically a pre-
processing step that enables generation of effect logs, which are provided as input
data to the Watson Analytics Engine (discussed in Phase 2). The VAGAI tool [8]
annotates semantic traces from process logs with goal alignments to generate
process effect logs (PD) and task effect logs (TD) respectively2. Phase 2: Watson
Analytics Engine for generating performance and goal alignment predictions
using the PD and TD data sets respectively as depicted in Table 2. For individual
task level executions, the alignment predictions are at OR-refinement sub goal
levels (providing alternate realization of its parent goal) for a given goal model.
This is based on the accumulated effects at the completion of corresponding task
execution.

The consolidated view of predictive insights as a visualization is depicted
in Fig. 1. Here the performance prediction in terms of total process execu-
tion time is depicted for each observed effect at completion of a task. We
started with questions of type Q01, Q02 to generate the predictions of pro-
cess performance time (in minutes) for each of the six contextual factors
DataIssues + AgentExplow, DataIssues + Highseverity, RemoteResolution
+ CustomerNew, RemoteResolution + AlertsComplete, SoftwareUpgrade,
PasswordReset + AgentExplow, PasswordReset + Severity High at specific
semantic traces in the execution of process instances. This consolidated rep-
resentation generated using the Watson Analytics Engine helps in predicting
performance at different partial states of an instance execution. This demon-
strates the impact of contexts on the execution of otherwise similar process

2 https://www.scribd.com/document/333254045/IncidentLog.

https://www.scribd.com/document/333254045/IncidentLog


Leveraging Regression Algorithms for Predicting Process Performance 329

Table 2. Questions to Watson Analytic Engine

Question
ID

Question text Used
data set

Question
type

Q01 Given a performance limit – what are the
most commonly occurring semantic effect
traces?

TD Exploratory

Q02 What are the context sets associated
with processes taking high performance
time?

TD Exploratory

Q03 Given the effect sequence E1E2E3, what
is the probability of the process being
aligned for a given goal G?

PD Predictive

Q04 Given the current effect sequence taking
performance time N, what is the
projected completion time of the process

PD Predictive

Q05 Given the current context, and the
current effect sequence, what is the
remainder of the effect sequence for a
successful (goal-aligned) execution

TD Predictive

Q06 Given the current context, what will be
the number of instances that are aligned
with Goal G1?

PD Predictive

Q07 Given the current context, what is the
probability of this instance to conclude
with a specific effect sequence?

PD Predictive

Q08 Given the tickets with current effect
sequence, what is the average total
performance time of completion of these
tickets?

TD Predictive

Q09 Given the current context, how many
executed instances will be valid?

TD Predictive

Q10 Given the current effect sequence, which
process designs the completed instances
will be aligned with?

TD Predictive

execution instances. Similarly using this prediction model represented in Fig. 1,
we can make predictions of performances at multiple states of process execution.
This eventually can lead the organization to evaluate their resource deployment
strategies, shifting to a different process design variant.
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Fig. 1. Performance predictions at partial states

4 Conclusion

Organizations increasingly tend to analyze the performance drifts in day to day
execution of customer and context sensitive business processes. In our proposed
approach, we leverage goal correlated process variations and contextual factors
mined from process log and goal correlated state transitions mined from effect
logs. In our future work, we will focus on correlating dynamic run-time variations
in contextual factors with shifts in goal alignment.
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BPM has been referred to as a “holistic management” approach to align an organi-
zation’s business processes with the needs of users. It promotes business effectiveness
and efficiency while striving for innovation, flexibility, and integration with technol-
ogy. However, the challenge for a large-scale use of business process is the failure in
addressing both the dynamic execution environment (e.g., cloud and fog) and the
elastic requirement of users (i.e., logic of use). Two streams of research emerge to
address this problem. In the upstream, researchers try to make explicit the contextu-
alization process in designing flexible and elastic business process for process opti-
mization and reuse. In the downstream, emerging computing paradigms such as
mobile-cloud and fog computing could bring a promising orchestration of business
process but involve a revision of BPM architecture.

The goal of CCBPM 2018 was to promote the role of emerging computing para-
digms such as mobile-cloud computing, edge computing, especially fog computing,
and context in business process management (BPM) by discussing (1) what the dis-
tributed computing and context community can bring to the BPM community,
including business and scientific workflow management; and (2) what are the chal-
lenges of BPM and workflow system that the BPM community think these emerging
computing paradigms and context (e.g., context-aware fog computing-based workflow
system) may solve. After the previous CCBPM events including CCBPM 2013
(October 28, 2013, Annecy, Haute-Savoie, France), CCBPM 2014 (August 27, 2014,
Beijing, China), and CCBPM 2015 (November 4, 2015, Shanghai, China), CCBPM
2018 extended its scope to accommodate the latest progress in computing paradigms
especially in fog computing.

This year, the workshop received a good number of international submissions. Each
paper was reviewed by at least three members of the Program Committee. Finally, the
top five were accepted as full papers for presentation at the workshop. These papers
provide a good coverage of hot topics in BPM. Rongbin Xu, Yeguo Wang, Yongliang
Cheng, et al. propose a workflow scheduling algorithm based on improved particle
swarm optimization for seeking the best trade-off between makespan and cost in a
cloud-fog environment. Junhua Zhang, Dong Yuan, Lizhen Cui, and Bing Bing Zhou
investigate the trade-off problem of resource utilization and propose a provenance
candidates elimination algorithm that can efficiently find the minimum cost strategy for
data storage, transfer, and regeneration BPM in multiple clouds. Christian Sturm, Jonas
Szalanczi, Stefan Schonig, and Stefan Jablonski present a novel lean architecture of a
blockchain-based process execution system with smart contracts to dispense with a
trusted third party in the context of inter-organizational collaborations. Yuanchun
Jiang, Cuicui Ji, Yang Qian, and Yezheng Liu present a two-phase approach to



discover related cloud services by jointly leveraging the descriptive texts of services
and their associated tags to achieve better recommendation results than traditional
service clustering and recommendation methods. Finally, Tianhong Xiong, Yang Yu,
Maolin Pan, and Jing Yang propose a workflow modeling approach based on state
machines to design a crowdsourcing model that can support complex crowdsourcing
tasks, especially creative tasks. This year, the workshop also featured a keynote speech
delivered by Professor Shiping Chen on “Blockchain—Yesterday, Today, and
Tomorrow.”

We hope that the audience will find this year’s papers interesting and useful to keep
track some of the latest topics in the area of computing paradigms and context tech-
nologies for BPM, and we look forward to bringing you the future editions of the
CCBPM workshop.
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Abstract. Mobile edge devices with high requirements typically need to obtain
faster response on local network services. Fog computing is an emerging
computing paradigm motivated by this need, which currently is viewed as an
extension of cloud computing. This computing paradigm is presented to provide
low commutation latency service for workflow applications. However, how to
schedule workflow applications for seeking the tradeoff between makespan and
cost in cloud-fog environment is facing huge challenge. To address this issue, in
current paper, we propose a workflow scheduling algorithm based on improved
particle swarm optimization (IPSO), where a nonlinear decreasing function of
inertia weight in PSO is designed for promoting PSO to gain the optimal
solution. Finally, comprehensive simulation experiment results show that our
proposed scheduling algorithm is more cost-effective and can obtain better
performance than baseline approach.

Keywords: Cloud computing � Fog computing � Workflow scheduling �
PSO

1 Introduction

The explosive growth of information and data in the Internet age has brought more
attention to cloud computing. In recent years, with the continuous popularity of Internet
of Things (IoT) technology, traditional network architecture of cloud computing
framework is facing great challenge. Currently, a large number of smart IoT devices
located at the edge of network require data processing with low latency, location-aware
and mobility requirements. To cope with huge number of end-user IoT devices and big
data volumes for real-time low-latency applications, Bonomi et al. [1] first proposed the

© Springer Nature Switzerland AG 2019
F. Daniel et al. (Eds.): BPM 2018 Workshops, LNBIP 342, pp. 337–347, 2019.
https://doi.org/10.1007/978-3-030-11641-5_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11641-5_27&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11641-5_27&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11641-5_27&amp;domain=pdf
https://doi.org/10.1007/978-3-030-11641-5_27


concept of “fog computing” aiming to extend the application scenarios of computing.
Fog computing is a new computing paradigm that maintains the advantages of cloud
computing, which can be introduced as an “edge network cloud”. Fog resources can
provide local computing, storage and network for end-user applications. The location
of fog devices is close to end-user applications so that it can process tasks with low-
latency in high response. On the other hand, the flexibility and scalability of cloud
computing can help fog computing to cope with the growing demands for large-scale
computation-intensive business applications when the processing capacity of fog
computing are insufficient. It is obvious that fog computing can compensate the
shortage of cloud computing [2].

In general, the architecture of fog computing is composed of three layers of network
structure. As shown in Fig. 1, the bottom layer is regarded as terminal layer, which
mainly consists of IoT devices such as smartphone, smart wearable devices, smart
home appliances and so on. These terminal devices send service requests to upper
layer. The middle layer is viewed as fog layer, which contains fog devices with the
capabilities of computing and storage such as routers, switches and gateways. These
fog devices can be employed by near end-user devices so as to quickly process those
time-sensitive tasks. Meanwhile, fog devices also need to connect to the cloud layer for
offloading those latency-tolerant and computation-intensive tasks on the demand of
users. The upper layer is called as cloud layer, which hosts a large number of
heterogeneous virtual machines that provide abundant resources to process the task
requests dispatched from fog layer.

Although fog computing has many advantages, it also faces enormous challenges.
One of challenges is the allocation of different resources for the scheduling of business
tasks [3], especially workflow applications scheduling in fog environment where any
workflow application contains many tasks with communication constraint or temporal

Terminal Layer 

Cloud Layer

Fog Layer 

Fig. 1. Architecture of fog computing
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dependency [4]. In recent years, with fast development of big data, cloud, fog and edge
computing, many business workflow applications have been emerged and efficient
scheduling of workflow applications has become a hot spot for scholars at home and
abroad. For example, the video intelligent surveillance application typically is a low
latency workflow application which is composed of five modules [5], including motion
detector, object detector, object tracker, user interface and pan, tilting, and zoom
control (PTZ). In such application, the motion detector module and PTZ control
module are normally executed in the fog nodes, and the user interface is always in the
remote cloud. The remaining two modules are executed in the fog nodes or cloud nodes
according to the decision-making policies. Therefore, how to design an efficient
workflow scheduling algorithm in a cloud and fog environment is crucial, which can
highly improve the quality of service (QoS) for providing better user experience.

In this paper, we mainly focus on workflow scheduling in cloud-fog environment
and present our scheduling method based on improved particle swarm optimization
(IPSO) for workflow applications. The update way of the inertia weight in original PSO
is changed by a novel nonlinear decreasing function, which can balance and adjust the
search capability of particles in search process. Then a scheduling algorithm is
designed by considering the actual problem of workflow applications in cloud-fog
environment.

The remainder of this paper is organized as follows. Section 2 presents the related
work. Section 3 describes the scheduling problem in cloud-fog environment and pro-
poses our solution based on IPSO. Section 4 elaborates the detail experimental settings
and results. Section 5 concludes the paper and puts forward some future work.

2 Related Work

There are many existing works regarding the task or workflow scheduling in distributed
environment, especially task scheduling under cloud computing platform [6–8]. The
authors in [6] present a market-oriented hierarchical scheduling algorithm in cloud
workflow. The scheduling algorithm contains two levels, include the service-level
scheduling which deals with the Task-to-Service assignment and the task-level
scheduling which deals with the optimization of the Task-to-VM assignment. The
authors in [7] propose a near-optimal dynamic priority scheduling (DPS) strategy for
instance-intensive business workflows that have a larger number of parallel workflow
instances. The authors in [8] propose a hybrid PSO algorithm based on non-dominance
sort for handling the workflow scheduling problem with multiple objective in the cloud.

Meanwhile, there is a small amount of studies about task scheduling in the cloud
and fog environment [9–12]. Hoang et al. [9] first design a fog-based region archi-
tecture for providing nearby computing resources. They investigate efficient scheduling
algorithms to allocate tasks among regions and remote clouds. Pham et al. [10] propose
a cost-makespan aware workflow scheduling for achieving the balance between per-
formance of application execution and monetary cost for using cloud resources.
Besides, an efficient task reassignment strategy based on critical path is also presented
to satisfy the user-defined QoS constraints. Tang et al. [11] present a mobile cloud-
based scheduling method for the industrial internet of things, which views energy

Improved Particle Swarm Optimization Based Workflow Scheduling 339



consumption as the main optimization objective of the task scheduling problem while
taking into account task dependency, data transmission and other constraint conditions.
Zeng et al. [12] consider fog computing as support software-defined embedded system.
The authors mainly address three issues: (1) how to balance the task workload and
computation servers; (2) how to place task images on storage servers; (3) how to
balance the I/O interrupt requests from storage servers.

All the above researches mainly focus on task scheduling problem which have not
considered task scheduling with temporal dependency and workflow task scheduling
based on traditional method in hybrid cloud and fog environment. As we know, task or
workflow scheduling in distributed computing environment is viewed as an NP-hard
problem. PSO, as one of intelligent meta-heuristic algorithms, has been applied in
addressing the scheduling problem in many fields [13]. However, there are only very
few researches about workflow application scheduling problem based on PSO in cloud-
fog environment. Thus, this paper will consider PSO-based scheduling algorithm as our
basic model.

3 Problem Formalization and Solution

Workflow application scheduling in cloud-fog environment is defined as the formulated
problem of assigning computing resources with different processing abilities to the
tasks of workflow application, which can minimize the makespan and cost of workflow
application scheduling. To formulate this issue, we apply directed acyclic graph
(DAG) to represent a workflow application. In addition, a PSO based scheduling
algorithm is proposed for solving the mapping process between tasks and computing
resources. Then we also present the solution for the proposed issue in this section.

3.1 Problem Formalization

In general, a workflow application is composed of a set of tasks, which has similar
structure to DAG. So we employ the workflow application by DAG as shown in Fig. 2.
We denote a DAG as G ¼ ðT;EÞ, where T indicates a set of tasks and E represents the
set of temporal dependency or communication constraint between pairs of tasks.
Specifically, each task ts 2 TðT ¼ ft1; t2; � � � ; tngÞ has its own computation workload
cws. Accordingly, each directed edge eij ¼ \ti; tj [ 2 E means that tj cannot be
executed until ti is completed and eij has its nonnegative weight value cvij which
represents the communication data transferring ti to tj. The task ti without direct pre-
decessors is denoted as Tstart and the task tj without direct successors is denoted as Tend .
Here, we assume that a task cannot be implemented until all the direct precedent tasks
have been completed.

A. Makespan
In addition, computing resources in cloud-fog environment are divided into two types,
i.e., fog servers and cloud servers. For a workflow task, it is either processed by fog
servers or cloud servers. If the task ts is submitted to a server, the execution time of ts
can be calculated as follows:
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Tl
ts ¼

cws

dl
ð1Þ

where dl represents the processing rate of the computing server l. Let ct elij
� �

be the

commutation time for transferring data from ti to tj, which is defined by

ct elij
� �

¼ cvij
B

ð2Þ

where B in Eq. (4) is the network bandwidth between two servers. Duo to task ts will
be allocated to one server, this task has its start time STts and finish time FTts , which are
represented by Eqs. (3) and (4), respectively.

STts ¼ maxfFTtp þ ct elps
� �

; tp 2 preðtsÞg ð3Þ

FTts ¼ STts þ Tl
0

ts ð4Þ

where preðtsÞ denotes the set of direct predecessors of task ts.
The time period from the start of the first task to the completion of the last task is

called the makespan of the entire workflow, which is calculated by Eq. (5).

Ttotal ¼ maxfFTts ; ts 2 Tg ð5Þ

B. Economic cost
The corresponding computation cost of server l is

Cl
ts ¼ pl � ðFTts � STtsÞ ð6Þ

where pl is the unit price of server l. In this paper, we only consider the computing cost
of renting servers. So the total cost can be denoted as Ctotal, which is the computing
cost of servers. That is

Ctotal ¼
Xm

l¼1

Xn

s¼1
Cl
ts ð7Þ

where m and n indicate the number of servers and the number of tasks, respectively.

Fig. 2. A simple DAG example of workflow application
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C. Objective function
Based on the total makespan and cost which have been determined above, the objective
function of this paper can be defined as follows:

f ¼ 0:5 � Ttotal þ 0:5 � Ctotal ð8Þ

Equation (8) takes two main factors into consideration, which can help to maintain the
balance between makespan and economic cost.

3.2 Solution

In this subsection, we further discuss IPSO and IPSO-based workflow scheduling
algorithm in cloud-fog environment.

A. Improved particle swarm optimization algorithm

The original particle swarm optimization (PSO) algorithm is derived by the study of
predation behaviors of flock birds, which is an intelligence evolutionary computing
technology. The basic idea of PSO is to search the optimal solution through the
cooperation and information sharing among individuals in a group. Suppose that one
population has N particles and the searching space is D dimensional. For a particle
Piði ¼ 1; 2; � � � ;NÞ, it has two typical parameters, i.e., the position Xi ¼
ðxi1; xi2; � � � ; xiDÞ and the velocity Vi ¼ ðvi1; vi2; � � � ; viDÞ. The optimal position of
particle individual is represented as pbest and the global optimal position of the whole
population is denoted as gbest. In kth iteration of PSO, the velocity and position of
particle will be updated by the following two equations:

Vk
i ¼ wðkÞ � Vk�1

i þ c1 � r1 � pbesti � Xk�1
i

� �þ c2 � r2 � gbest � Xk�1
i

� � ð9Þ

Xk
i ¼ Xk�1

i þVk
i ð10Þ

where c1 and c2 denote to learning factor. r1 and r2 are random numbers from the range
of [0,1]. wðkÞ is called inertia weight that influences search capability of particles. The
inertia weight w in the original PSO is a liner decreasing function, which is not
conducive to balance the global and local search capabilities of particles. Thus, a novel
update method in this paper is designed as follows:

wðkÞ ¼ wend þðwini � wendÞ � sinðp2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� k

Tmax
Þ3

r
Þ ð11Þ

where wini and wend is the initial value and ending value of inertia weight w, respec-
tively. Tmax indicates the maximum iteration times in PSO. We can know that w is a
nonlinear decreasing function from Eq. (11). In the early period of IPSO algorithm
search, the value of w is large, which facilitates to enhance the global search capability
of particles. In the later period of the search, the value of w is small, which is beneficial
to the improvement of the local search ability of particles.
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B. IPSO-based workflow scheduling algorithm

Here, the solution space of a particle in PSO is employed to represent a task
scheduling plan. Each task node in DAG corresponding to a dimension of one particle.
In other words, the dimension of a particle encoding is equal to the number of
workflow tasks. The solution for each dimension of one particle indicates a service
mapping between task and server.

As shown in Fig. 2, the DAG of a workflow application contains 8 tasks, thus the
corresponding dimension of a particle is also 8. As shown in Table 1, one of the
particles is constructed according to Fig. 2. The value of this particle in each dimension
indicates the ID of server (cloud or fog server) which each task will be assigned to.
Thus, the encoding of position for a particle can be seen in Table 2.

Table 1. The mapping between tasks and servers

Task 1 2 3 4 5 6 7 8
Server 4 2 3 1 2 1 4 2

Table 2. The position of each particle encoding

4 2 3 1 2 1 4 2

Table 3. IPSO-based workflow scheduling algorithm
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Furthermore, Eq. (8) is regarded as the fitness function in PSO. Our object is to
minimize the fitness value. Based on the above particle encoding and the fitness
function, we design an IPSO-based scheduling algorithm for workflow application as
shown in Table 3. This algorithm first initializes randomly position (i.e., the scheduling
plan) and velocity of all particles, and some other necessary parameters (see lines 1–7).
Next, update scheduling plan according to the velocity of current generation and
allocate tasks to servers again (see lines 8–11). After that, compute the fitness value for
each scheduling plan and update the global optimal scheduling plan (see lines 12–16).
Finally, the algorithm returns the optimal scheduling plan (see line 17).

4 Evaluation

In this section, we first describe the experimental environment and settings. Then, the
experimental results are discussed and elaborated.

4.1 Experimental Environment and Settings

In this experiment, first, we test our proposed scheduling method using Matlab 2016a
software based on the running environment of Intel core i5 3.0 GHz CPU and 8 GB
RAM.

Next, some details about experimental settings are described as shown in Table 3.
We specify the performance parameters regarding cloud servers and fog servers where
various servers have different processing capabilities. The number of cloud servers and
fog servers are 6 and 4, respectively. For tasks in workflow, the computation workload
of each task is ranging from 500 to 15000 MI and the I/O data of a task has a size from
100 to 500 MB. In addition, the population size of IPSO is set as 30. The dimension of
particle is equal to the number of workflow tasks in a DAG. The learning factor
c1 ¼ c2 ¼ 2. The initial value and ending value of inertia weight wini ¼ 0:9 and
wend ¼ 0:4, respectively. The value of maximum iteration times Tmax in PSO is set as
100. In order to reduce the impact of experimental uncertainties, finally, each round of
experiment running is set to 30 times repeatedly to get average results (Table 4).

Table 4. Parameter list of cloud and fog servers

Parameter Processing rate
(MIPS)

Processing cost per
unit time

Bandwidth
(Mbps)

Number of
servers

Cloud
servers

6000 0.8 1000 2
4500 0.6 1000 2
3500 0.4 1000 2

Fog
servers

2500 0.3 2000 2
2500 0.2 2000 2
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4.2 Discussion on Experimental Results

To test the influence of different number of tasks on experimental results, workflow is
randomly generated by DAG generator, where the number of tasks in a DAG varies
from 50 to 250. The results for the total makespan of workflow and economic cost of
server rental under different number of tasks are shown in Table 5. We can see that the
total economic costs of the two methods are close with each other in the same scale.
With regards to the total makespan of workflow, the difference between results of the
two methods is obvious. For example, when the number of tasks is 200, the total
economic costs of PSO-based algorithm and IPSO-based algorithm are 162.6287 and
160.7947, respectively, while the total makespan of workflow about the two methods
are 71.2534 and 63.1079, respectively. However, as a whole, the value of the result of
IPSO-based algorithm is always smaller than the value of the result of PSO-based
algorithm, regardless of the total economic cost or makespan.

To compare the experimental results regarding the two methods more vividly,
relative percentage error is defined as follows:

RPE varð Þ ¼ RV1 � RV2

RV2

����
����� 100% ð12Þ

where RV1 and RV2 indicate the values of the total makespan or cost of IPSO-based
algorithm and PSO-based algorithm, respectively. We can see the differences between
results of the two methods from Fig. 3 clearly. For one thing, the bar chart in Fig. 3(b)
shows that the values of RPE costð Þ are always small among all the different number of
tasks. This phenomenon indicates that our method can guarantee that the cost does not
increase compared with the baseline method. Although it cannot significantly reduce
the economic cost of renting servers. For another thing, the differences between results
of the two methods are easy to be seen in Fig. 3(a). For instance, the value of
RPE makespanð Þ is 10.51% when the number of tasks is 100, which shows that our
method reduces the 10.51% of the total makespan of workflow application than PSO-
based method.

Table 5. The total makespan and economic cost for different number of tasks

Number of tasks Makespan Cost
PSO-based IPSO-based PSO-based IPSO-based

50 25.2029 20.7818 34.7404 33.7818
100 44.4373 39.7671 75.6929 73.2540
150 56.1236 51.2107 120.6615 117.9896
200 71.2534 63.1079 162.6287 160.7947
250 89.4044 82.0063 205.1188 201.2285
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From what has been discussed above, we can make a clear conclusion that our
proposed method can effectively reduce the total makespan of workflow applications
with low latency in cloud-fog environment while the economic cost of renting cloud or
fog servers is guaranteed under certain cost constraint.

5 Conclusion and Future Work

The total completion time of the workflow application and economic cost of cloud or
fog server rental are two key issues of workflow scheduling in emerging and hybrid
cloud-fog environment. In current study, we propose a scheduling algorithm for
workflow application based on the improved PSO aiming to maintain the tradeoff
between two objectives. In our IPSO, first, the novel update method of inertia weight is
designed as a nonlinear decreasing function, which facilitates to balance and adjust the
global and local abilities of particles. Next, each particle in PSO is encoded as a
scheduling plan according to the number of workflow tasks. Finally, the experimental
results show that our proposed scheduling algorithm reduces the overall completion
time of workflow compared with the original PSO-based scheduling method while the
economic costs of the two methods are close with each other.

In the future, we will further consider workflow scheduling algorithm based on
multiple objectives optimization in hybrid cloud-fog environment.
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Abstract. The proliferation of cloud computing provides flexible ways for
users to utilize cloud resources to cope with data complex applications, such as
Business Process Management (BPM) System. In the BPM system, users may
have various usage manner of the system, such as upload, generate, process,
transfer, store, share or access variety kinds of data, and these data may be
complex and very large in size. Due to the pas-as-you-go pricing model of cloud
computing, improper usage of cloud resources will incur high cost for users.
Hence, for a typical BPM system usage, data could be regenerated, transferred
and stored with multiple clouds, a data storage, transfer and regeneration
strategy is needed to reduce the cost on resource usage. The current state-of-art
algorithm can find a strategy that achieves minimum data storage, transfer and
computation cost, however, this approach has very high computation complexity
and is neither efficient nor practical to be applied at runtime. In this paper, by
thoroughly investigating the trade-off problem of resources utilization, we
propose a Provenance Candidates Elimination algorithm, which can efficiently
find the minimum cost strategy for data storage, transfer and regeneration.
Through comprehensive experimental evaluation, we demonstrate that our
approach can calculate the minimum cost strategy in milliseconds, which out-
performs the exiting algorithm by 2 to 4 magnitudes.

Keywords: Cloud computing � Business Process Management �
Datasets storage and regeneration

1 Introduction

In recent years, the emergence and proliferation of cloud computing provides users on
demand, redundant, inexpensive and scalable resources [1]. However, along with the
convenience brought by using on-demand cloud services, users have to pay for the
resources used according to the pay-as-you-go model, which can be substantial for
complex applications and data intensive applications [2], such as BPM Systems [3],
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which aim to be a “holistic management” approach to satisfy the needs of users in
organization’s business process and can generate variety of datasets of large amount.
These generated data contain important intermediate or final results of computation,
which may need to be stored for reuse and sharing [4]. The fast-growing cloud com-
puting market along with more and more cloud service providers enable BPM system
to have flexible ways to utilize multiple cloud services with different prices of com-
putation, storage and bandwidth resources [5]. An efficient storage strategy which can
cut the cost of multi-cloud-based data management in a pay-as-you-go fashion is in
need for deploying applications in multi-cloud computing environment.

Furthermore, due to the dynamic property of usage of data, some data in the
application could be more popular to the users at a certain time, some other data could
be less popular, the usage frequency of data could vary from time to time, such as the
data in BPM system [3], the efficiency of the data storage strategy that was efficient in a
previous time could also degrades. To this end, an efficient algorithm that can generate
the minimum cost storage strategy at runtime to keep low resource cost is very
important for online data intensive applications in multi-cloud environment.

Finding the trade-off among computation, storage and bandwidth costs to achieve
minimum total cost in multi-clouds is a complicated problem [6]. Different cloud
service providers have different prices on their resources and datasets have different
resource usage and generation dependencies. Even worse, the dynamic data usage
frequencies demand that the storage strategy should be updated in time to avoid per-
formance degradation. For this problem, our previous work [6] has proposed GT-CSB
which can find the optimal storage strategy that has the minimum overall cost, how-
ever, this approach is impractical for runtime storage strategy due to high computation
complexity. Therefore, it is necessary to design a highly efficient runtime algorithm that
can find optimal storage strategy at runtime to adjust the data storage status in real time.

In this paper, by studying the intrinsic property of the minimum cost storage
problem, we propose a dynamic programming algorithm which can reduce the
searching space and find the optimal storage strategy in nearly linear time. We also
propose optimizing strategies, which can help us calculate the (1) minimum regener-
ation cost in O(m2) and (2) the sum overall cost rate of dataset in O(m) (m is the number
of Cloud Service Providers). By conducting extensive experimental studies, we find
that our algorithm has a very good performance and is scalable with large number of
datasets and Cloud Service Providers.

The remainder of this paper is organized as follows: Sect. 2 discusses the related
work. Section 3 analyses the problem and presents some preliminaries. Section 4
introduces the detail of PCE algorithm. Section 5 evaluate PCE algorithm. Section 6
concludes this paper.

2 Related Work

The resource management in clouds becomes a very important research topic, much
work has been done about resource negotiation [7], replica placement [8] and multi-
tenancy in clouds. Foster et al. [9] propose the concept of virtual data in the Chimera
system, which enables the automatic regeneration of data when needed. Recently,
research on data provenance in cloud computing systems has also appeared [10].

An Efficient Algorithm for Runtime Minimum Cost Data Storage and Regeneration 349



Plenty of research has been done with regard to the tradeoff between computation
and storage. The Nectar system [11] is designed for automatic management of data and
computation in data centers, where obsolete data are deleted and regenerated whenever
reused in order to improve resource utilization. In [12], authors firstly propose a cost-
effective strategy based on the trade-off of computation and storage cost. In [13], the
authors propose a dynamic on-the-fly minimum cost benchmarking approach by pre-
storing calculated results with a specially designed data structure.

As the trade-off among different costs is an important issue in the cloud, some research
has already embarked on this issue to a certain extent. In [14], Joe-Wong et al. investigate
computation, storage and bandwidth resources allocation in order to achieve a trade-off
between fairness and efficiency. In our prior work [15], we propose the T-CSB algorithm
which can find a trade-off amongComputation, Storage andBandwidth costs (T-CSB). In
our another prior work [6], we propose the GT-CSB algorithm, which can find a Generic
best Trade-off among Computation, Storage and Bandwidth in clouds.

In this paper, to address above problem, we propose the PCE algorithm, which can
efficiently find a Generic best Trade-off among Computation, Storage and Bandwidth
in multiple clouds with a computation complexity of O(n*|cand|*(m2+log(|cand|))).

3 Preliminaries

In this Section, we first introduce some preliminaries and then the GT-CSB algorithm.

3.1 Preliminaries

In general, there are two types of data stored in clouds, original data and generated
data, in this paper, we only consider generated data.

In this paper, we use DDG [16] (Data Dependency Graph) to represent datasets
generation relationships. DDG [16] is a DAG which is based on data provenance in
applications. Figure 1 depicts a simple DDG, where a node in the graph denotes a
dataset. Edge denotes the generation relationship between datasets, i.e., d4 and d6 are
needed for generation of d7. If there exists a path from di to dj in the DDG, we say di
and dj have a generation relationship, and di(dj) is the predecessor (successor) of dj(di),
we denote it as di!dj, e.g., d1!d4, d5!d7.

In a commercial cloud computing environment, there are generally three basic types
of resource cost in the cloud: computation cost, storage cost and bandwidth cost:

Total Resource Cost ¼ Computation Cost þ Storage Cost þ Bandwidth Cost:

Fig. 1. A simple Data Dependency Graph (DDG)
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Assumptions: We assume that the application be deployed with m Cloud Service
Providers, denoted as CSP = {c1, c2 … cm}. Furthermore, we assume there are
n datasets in the DDG, denoted as DDG = {d1, d2,… dn}. For every dataset di 2 DDG,
it can be either stored with one of the cloud service providers or be deleted.

Denotations: We use X, Y, Z to denote the computation cost, storage cost and
bandwidth cost of datasets respectively. Specifically, for a dataset di 2 DDG:

Xcj
di denotes the cost of computing di from its direct predecessors with cloud cj;

Ycj
di denotes the storage cost per time unit for storing dataset di with cloud cj;

Zck ;cj
di denotes the cost of transferring dataset di from cloud service provider ck to cj.

vdi denote the usage frequency of di, which means how often di is accessed.

Definition 1: In a multi-cloud computing environment, in order to regenerate a deleted
dataset, we need first to find its stored provenance dataset(s), then to choose a cloud
service provider to regenerate it. We denote the minimum regeneration cost of dataset
di as minGenCost(di).

Definition 2: Cost Rate of a dataset is the average cost spent on this dataset per time
unit in clouds. For di 2 DDG, we denote its Cost Rate as CostR(di), which is:

CostR dið Þ ¼ minGenCost dið Þ � vdi ; == di is deleted

Ycj
di
; == di is stored in cj

(
:

The Total Cost Rate of a DDG is the sum Cost Rate of all the datasets:
TCR ¼ P

di2DDG CostR dið Þ.
Definition 3: Storage strategy of a DDG is the storage status of all datasets in the
DDG, i.e. whether dataset is stored, and which cloud the dataset is stored.

Definition 4: Minimum cost of a DDG is the minimum Total Cost Rate for storing and

regenerating datasets in the DDG, which is denoted as TCRmin ¼ min
P

di2DDG
�

CostR dið ÞÞ.

3.2 GT-CSB Algorithm

The GT-CSB algorithm proposed in our prior work [6] can find the best trade-off among
computation, storage and bandwidth costs inmulti-clouds. The core idea of GT-CSB is to
convert aminimum cost storage problem to a shortest path problem over a Cost Transitive
Graph (CTG) graph. In the CTG graph, for each dataset in DDG, there are m nodes each
representing that the dataset is stored in the corresponding cloud, and two virtual vertexes,
start vertex and end vertex, are used to represent the start point and end point of the
shortest path problem. For any two vertexes belonging to different datasets, there is an
edge between them. An edge signifies that the datasets between the edge are deletedwhile
the end datasets of the edge are stored in the corresponding cloud. Each path from the start
vertex to the end vertex in the CTG corresponds to a storage strategy of the datasets in the
clouds. By sophistically setting the edge weight, which represents the sum Cost Rate of
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those datasets between the end nodes of the edge, we can get the minimum cost storage
strategy by solving shortest path problem over the graph, the length of the shortest path
corresponding to the minimum Total Cost Rate of datasets in DDG.

4 PCE Algorithm

In this section, we first detailed introduce our PCE algorithm and some optimizing
strategies in Section; then we analyze the complexity of PCE algorithm.

4.1 Provenance Candidates Elimination (PCE) Algorithm

In this section, we will first elaborate the minimum cost dataset regeneration in Mul-
tiple Clouds Environment and baseline approach for optimal data storage strategy, and
then introduce the detail of PCE Algorithm and optimizations.

Dataset Regeneration with Multiple Clouds. We use Prov(d) to denote the prove-
nance of dataset d, the provenance of d is the nearest stored predecessor(s) of d and is
used to generate d when d is reused. The Minimum cost to regenerate a dataset is the
minimum cost of generating the dataset from its provenance with multiple clouds,
which includes the bandwidth cost for transferring datasets among the clouds and the
computation cost for regenerating datasets from its predecessors.

Definition 5: We use vercs
dj;ckð Þdi to denote the minimum cost of generating di on cloud

cs from its provenance dj which is stored in ck, or simplify it as vercsdi in the context
without ambiguity.

Based on the definition, if a provenance di is stored in cloud cs, the minimum
generation cost of dataset on cloud can be iteratively computed as:

verckdiþ 1
¼ Zcs;ck

di þXck
diþ 1

verckdj ¼ minmh¼1 verCh
dj�1

þ Zch;ck
dj�1

n o
þXck

dj

8<
: ð1Þ

where dj 2 DDG ^ di+1 ! dj ^ Prov(dj) = di, ck 2 {c1, c2,…cm}.

Fig. 2. DDG with multiple clouds

352 J. Zhang et al.



Based on Definition 5, the minimum regeneration cost of dj with provenance di is:

minGenCost dj
� � ¼ minmh¼1 verchdj

n o
ð2Þ

Baseline Algorithm

Lemma 1. In a linear DDG, if dataset di 2 DDG is stored in cloud, then the sum Cost
Rate of di’s successors (predecessors) is independent of the storage status of di’s
predecessors (successors).

According to the definition and the iterative calculation of the minimum regeneration
cost of a dataset in Eqs. (1) and (2), a deleted dataset is computed from its provenance,
since di is stored in cloud, any of di’s predecessor cannot be a provenance of di’s successor,
so the overall cost of di’s successors is independent of the storage status of di’s prede-
cessors. The regeneration cost or storage cost of di’s predecessors is also independent of
di’s successor. Hence, if a dataset, e.g. di, is stored in cloud, we can compute its prede-
cessors’ storage strategy and its successors’ storage strategy independently.

Assume a dataset di is stored in cloud ck, we use di.preCost to represent the
minimum total cost of di’s predecessors, and a tuple (di, ck) to represent that dataset di is
stored in cloud ck, and the storage strategy S of a DDG in multi-clouds is represented
by a set of tuples S = {(di, ck)|di 2 DDG ^ ck 2 CSP ^ di is stored in ck}. The
provenance, e.g. dj, and the provenance stored place, e.g. ck, of di is represented by a
tuple di.Prov = (dj, ck).

Baseline Algorithm starts by creating two virtual nodes d0 and dn+1 as starts dataset
and end dataset respectively (line 1), the two datasets have 0 size and 0 computation
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cost, they are created only for ease of illustration. For each dataset in DDG and dn+1, e.g.
di, Baseline-Algorithm computes its minimum preCost and Prov (line 5–11). After the
iteration process on all datasets, dn+1.preCost is the minimum total cost of all dn+1’s
predecessors and is also the minimum total cost of DDG, then the optimal storage
strategy can be collected by a reverse traverse from dn+1 with Prov (line 13–17). When
computing preCost and Prov of a dataset, e.g. di, preCost is first initialed as infinite, then
Baseline-Algorithm iterates on all di’s predecessors and all CSPs to determine di’s
provenance and the stored cloud service, e.g. di.Prov = (dj, ck), that can make di.preCost
minimum (line 4–11).

In Baseline Algorithm, let n be the number of dataset and m be the number of CSPs,
minGenCost can be compute in O(m2n). When deciding Prov of a dataset, Baseline-
Algorithm have to iterate all its predecessors and all Cloud Service Providers, this
procedure can be done in O(m3n3), and there are n datasets, so the final time complexity
of Baseline-Algorithm is O(m3n4).

Provenance Candidates Elimination Strategy. Based on the definition of minimum
regeneration cost in multiple clouds, we find that the more distant the Prov(dj) is from dj,
the higher the minimum regeneration cost of dj will be.

Theorem 1: In multi-cloud scenarios, without loss of generality, if exists an optimal

storage strategy S1* for datasets {d1, d2…dj}, i.e.,
Pj
i¼1

CostR dið Þ, is minimum with S1*,

assuming the last stored dataset of S1* is dh and is stored in cloud cr, then the last stored
dataset and its stored cloud of optimal storage strategy S2* for datasets {d1, d2…dj, dj+1}
cannot be (dk, ci) with vercscr ;dhð Þdjþ 1

\vercsci;dkð Þdjþ 1
for all cs 2 CSP.

Proof: Assuming the last stored dataset of S2* is (dk, ci) with vercscr ;dhð Þdjþ 1
\vercsci;dkð Þdjþ 1

for all cs 2 CSP. We can construct a strategy S3 for {d1, d2,…, dj+1} with same storage
strategy of S1* for {d1, d2,…, dj} and dj+1 is deleted with lower sum Cost Rate

than S2*. Since
Pj
i¼1

CostRS1� dið Þ\Pj
i¼1

CostRS2� dið Þ and vercsc2;dhð Þdjþ 1
\vercsci;dkð Þdjþ 1

for all

cs 2 CSP, CostRS3 djþ 1
� � ¼ vdjþ 1 � min

cs2CSP
vercsc2;dhð Þdjþ 1

\CostRS2 djþ 1
� �þ vdjþ 1�

min
cs2CSP

vercsc2;dkð Þdjþ 1
, hence

Pjþ 1

i¼1
CostRS3 dið Þ ¼ Pj

i¼1
CostRS1 dið ÞþCostRS3 djþ 1

� �
\

Pjþ 1

i¼1

CostRS2 dið Þ ¼ Pj
i¼1

CostRS2 dið ÞþCostRS2 djþ 1
� �

, which contradicts the premise. Theo-

rem 1 holds.
According Theorem 1, we propose following Provenance Candidates Elimination

Rules (PCERs).
Consider the Baseline-Algorithm, assume the provenance of a dataset di is di.

Prov = (dj, ck), for di’s successors, i.e., dk, the initial provenance candidates set of dk is
dk.cand = {(dh, cl)| dh! dk ^ dh 2 DDG ^ cl 2 CSP}, we can use the following rules to
pruning the candidates set:

1. For (dh, cl) 2 dk.cand, where dh! di, if ver
cs
dh;clð Þdi [ vercs

dk ;cjð Þdi for all cs 2 CSP, then

(dh, cl) can be eliminated from dk.cand.
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2. For (dh, cl) dk.cand, where dh! di, if exists (dh′, cl′) dk.cand, dh′! di, that

dh:preCostþ
Pi

p¼hþ 1 min
cs2CSP

vercsdh;clð Þdp

� �
� vdp

� �
þ Ycl

dh

� �
[ dh0 :preCost +ð

Pi
p¼hþ 1 min

cs2CSP
vercsdh0 ;cl0ð Þdp

� �
� vdp

� �
þ Ycl0

dh0
Þ and vercsdh;clð Þdi [ vercsdh0 ;cl0ð Þdi , then (dh,

cl) can be eliminated from dk.cand.

To better illustrate the PCE Algorithm, we first introduce some new data structures:

• cand is the candidates set to record the possible provenances of the datasets. In the
algorithm, maintaining one cand is sufficient for all datasets, because, for example,
the reduction on a dataset’s provenance candidates di.cand also applies on di’s
successors.

• (dj, ck).MGC is an array where (dj, ck).MGC[cs] is the value of ver
cs
dj;ckð Þdi�1

when dj

is stored in cloud ck and di–1 is generated on cloud cs.
• (dj, ck).sucCost is similar to dj.preCost, it is the sum CostR of datasets from dj+1 to

di�1 : dj; ck
� �

:sucCost ¼ Pi�1
h¼jþ 1 minGenCost dhð Þ � vdh :
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In PCE algorithm, the cand is first initialized as {(d0, c0)} (line 4). For each di in
DDG, di.Prov and di.preCost computed in line 6–10, after updating MGC and sucCost
of all the candidates (line 12–16), the PCERs are performed on cand (line 17). At last in
line 19–22, the new candidates, i.e., (di, ck) for all ck in CSP, are initialized and added
to cand.

For example, in Fig. 2, the provenance of dj is (dh, c2), the cand now is {(dh–1, c1),
(dh–1, c2), (dh, c1), (dh, c2), (dj–1, c1), (dj–1, c2), (dh–1, cm)…} marked with grey and
green circles. After performing the elimination rules, (dh–1, c2) and (dh, c1) marked with
grey circles are deleted from cand. Then before searching Prov of dj+1, (dj, c1), (dj, c2)
… (dj, cm) marked with blue circles are added to cand.

Incremental Minimum Regeneration Cost and Sum Successors’ Cost. For the
computation of

Pi�1
h¼jþ 1 minGenCost dhð Þ � vdh , we propose incremental computation

for it, it contains two parts: the incremental computation of minGenCost dhð Þ andPi�1
h¼jþ 1 minGenCost dhð Þ � vdh , as was illustrated in line 12–16 of PCE algorithm.
First, for the computation of minGenCost dhð Þ, we use a data structure MGC,

introduced before, to store the minimum regeneration cost of successors of datasets,
e.g. (dj, ck).MGC stores the minimum regeneration cost of successors of dj. In the each
round, MGC is updated accordingly (line 15).

Second, for the computation of
Pi�1

h¼jþ 1 minGenCost dhð Þ � vdh , similar to the
incremental computation of minGenCost dhð Þ, we use sucCost, introduced before, to
store the sum cost rate of successors of a datasets, e.g., dj. In each round, sucCost is
updated accordingly (line 16).

4.2 Analyses

In PCE Algorithm, let n be the number of datasets, m be the number of Cloud Service
Providers and |cand| be the average size of cand, searching of Prov (line 6–10) can be
done in O(|cand|), incremental update(line 12–16) can be done in O(|cand|*m2),
elimination rules (line17) in O(|cand|*m+|cand|*log(|cand|)), adding new candidates
(line 26–29) can be done in O(m2), so the overall time complexity of the Algorithm is
O(n*|cand|*(m2+log(|cand|))). For the size of cand, it mainly depends on the com-
putation cost rate and storage cost rate of datasets and is independent of the number of
datasets n. Our experimental results in Sect. 5.2 (Fig. 4(b)) also demonstrate the
independence of the size of cand and the number of dataset n.

5 Experiments

Our experiment is conducted on Desktop PC with Intel(R) Core(TM) i5-4200M CPU,
RAM 8 GB. The algorithm is implemented in the Java and is run on Windows.

In real world applications, generated datasets may vary dramatically in terms of
size, generation time, usage frequency and the structure of DDG. Hence, we randomly
generate DDGs with different number of datasets, each with a random size from 1 GB
to 100 GB. The computation time of dataset is also random, from 10 h to 100 h.
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The usage frequency is again random, from once per month to once per year. This
setting is based on the scenarios of applications of scientific workflow [16] and BPM
system [3].

In addition, we randomly generate 10 cloud service providers with different com-
pute, storage and out-bandwidth price (see Table 1)1.

Our prior work [6] has thoroughly investigated the minimum cost strategy, the
algorithm in this paper calculates the same minimum cost strategy as GT-CSB, the
effectiveness of PCE algorithm will not be evaluated here.

Table 1. The pricing models of 10 cloud services providers

Cloud Service ID 0 1 2 3 4 5 6 7 8 9

Compute cost rate ($/hour) 0.11 0.12 0.15 0.09 0.13 0.15 0.12 0.13 0.12 0.16
Storage cost rate ($/GB*month) 0.1 0.06 0.05 0.08 0.07 0.07 0.06 0.09 0.05 0.04
Transfer cost rate for outbound
($/GB)

0.01 0.03 0.15 0.05 0.06 0.03 0.07 0.02 0.06 0.08

Fig. 3. Comparison of performance with varying settings

Fig. 4. Evaluation with varying settings

1 The prices are set based on popular cloud service provider’s pricing model, e.g., Amazon Web
Services’ prices are: $0.10 per instance-hour for the computation resources, $0.10 per GB-month for
the storage resource and $0.09 per GB bandwidth resources for data downloaded from Amazon via
the Internet. https://aws.amazon.com 2018.
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5.1 Comparison with Existing Algorithms

We first compare the performance of our strategy with GT-CSB. In this experiment, we
use 5 randomly generated DDGs with 100 to 500 datasets and 3 cloud service providers
with the pricing models listed in Table 1.

The experiment result shown in Fig. 3(a) and (b) demonstrates our strategy can
always finished within 1 s, while the running time of GT-CSB increases fast with the
increase of number of datasets.

In the next experiment, based on the philosophy of our prior work [17], we devise a
method which can derive localized minimum cost instead of a global one. The method
is dividing the DDG into several blocks of the same size, and using the algorithm to
find local optimal storage strategy for each block. We use a DDG with 500 datasets and
divide it into blocks with different block size. Figure 3(c) demonstrate the speed up of
GT-CSB algorithm with small block size, however, it is still not as efficient as PCE
algorithm.

5.2 Evaluation of PCE with Varying Settings

Then we evaluate the efficiency of our strategies with varying number of cloud service
providers.

We use the same datasets as above experiment, but gradually increase the number
of cloud service providers. All cloud service providers are summarized in Table 1. As
can be seen in Fig. 4(a), the run time of our algorithm increase slowly when the number
of datasets or the number of cloud service providers increases. Compared with existing
work, with the pruning effect of provenance candidates elimination and incremental
computation, our algorithm can complete in near linear time in terms of number of
datasets, hence, even if we use 10 cloud service providers and the 500 datasets, we can
get the result in approximate 50 ms.

We demonstrate the effect of provenance elimination strategy by studying the
average number of candidates with varying number of datasets (100–500). The number
of candidates indicates how many times we should check before we could get the
optimal provenance of a dataset, which is a key factor to the algorithm efficiency. In
this experiment, we summarized the average number of candidates with 3 and 10 cloud
service providers separately, as show in Fig. 4(b). With the varying number of datasets,
the average number of candidate remains almost constant, which demonstrate that the
number of candidates is independent of the number of datasets.

6 Conclusions and Future Work

In this paper, we proposed a provenance elimination strategy which can identify a small
set of possible optimal provenance and reduce the search space. Besides, we propose
incremental computations which speed up the algorithm a lot. The experimental results
show that the running time of our algorithm is significantly reduced compared to that of
the GT-CSB algorithm and our algorithm also scales well even the number of dataset is
very large.
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In our current work, we only consider the datasets with linear DDG. However, in the
real world, dependencies between datasets can be very complex; they may contain
blocks, sub-blocks and crossed-blocks, the data storage strategy can be very tough to
obtain. Furthermore, extra cost might be caused by the “vender lock-in” issue among
different cloud service providers, large number of requests from input/output (I/O)
intensive applications, etc. In the future, we will consider complexDDG and incorporate
more complex pricing models in our datasets storage and regeneration cost model.
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Abstract. Interorganizational process management bears an enormous
potential for improving the collaboration among associated business
partners. A major restriction is the need for a trusted third party imple-
menting the process across the participating actors. Blockchain technol-
ogy can dissolve this lack of trust due to consensus mechanisms. After
the rise of cryptocurrencies, the launch of Smart Contracts enables the
Ethereum Blockchain to act beyond monetary transactions due to the
execution of these small programs. We propose a novel lean architecture
of a Blockchain based process execution system with Smart Contracts to
dispense with a trusted third party in the context of interorganizational
collaborations.

Keywords: Business Process Management · Blockchain ·
Collaborative process management · Choreography processes ·
Process execution

1 Introduction

Blockchain technology currently triggers a revolution in the way we store our
data: data move from centralized (cloud) storage towards decentralized data
management and information systems. The technology has proven to bear a
great potential for disruptive change in many domains. Our aim is to exploit
and leverage on this technology when organizational processes in context of
Business Process Management has to be enacted.

Blockchain technology became famous as backbone behind the cryptocur-
rency Bitcoin [11], followed by a vast number of alternative cryptocurrencies.
While these 1st-generation Blockchains were originally focused on monetary
transactions, next-generation Blockchains like Ethereum were established further
on [3]. The latter provides the turing-complete programming language Solidity
on top for executing small programs, called Smart Contracts directly on the
Blockchain. The idea of Smart Contracts was first described 1997 in [15] and
was resurged with the Ethereum Blockchain where Smart Contracts are account
holding objects following several principals: They provide code functions, they
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can interact with other contracts or users and they are able to make decisions
based on stored data.

The key fundamental concept of using a Blockchain instead of legacy systems
is the tamper-proof character of the underlying database (distributed ledger)
without the need of having a trusted third party included. Different applications
had proven the feasibility of Smart Contracts ranging from government reg-
ulations regarding manufacturing of pharmaceuticals [12] to organizing rescue
packages in crisis areas [14].

With respect to Business Process Management, especially the collaboration
between companies through choreography processes seems a suitable and prof-
itable application domain. Unlike orchestration processes in inter-organizational
process management, where the participants are also owner of the processes,
we assume an adversarial setting where participants may blame each other as
pointed out in [9]. The consensus mechanism in Blockchain technology is said
to annul the need for a trusted third party as an arbitrator, because the nodes
in the network will reach accordance by their selves and thus are impervious to
potential attackers.

Our contribution composes of a novel architecture using Blockchain technol-
ogy as a backbone for inter-organizational process execution. The lean archi-
tecture enables a lightweight full-featured on-chain implementation of a decen-
tralized process execution system. We exploited the latest advanced concepts of
the Solidity programming language for our Smart Contract. Compared to exist-
ing approaches, the omission of additional software artefacts in our architecture
leads to an entire on-chain execution. For large process models comprising a big
number of tasks, we believe that our approach scales best. With our solution,
we state that most of the execution steps should be secured on the Blockchain.
We further critically analyse our approach, compare it with existing alternatives,
and discuss advantages and disadvantages.

The remainder of the paper is structured as follows. In Sect. 2 we provide
a comprehensive overview of the principles, how Blockchain technology works
internally. Then we summarize Related Work of using Blockchain technology in
Business Process Management in Sect. 3. Our approach is the main constituent
of Sect. 4 and after a qualitative Evaluation in Sect. 6, we conclude the paper in
Sect. 7.

2 Background

This section provides an overview on the most important concepts of Blockchain
technology. We describe, how transactions are validated and how consensus can
be reached and point out differences between a public Blockchain and a Consor-
tium Blockchain. The main reason that different branches in industry investi-
gate Blockchain technology is the non-necessity of a trusted third party. In con-
trast, traditional execution of financial transactions between two parties always
requires the bank of the sender as well as the bank of the receiver as intermediary
players. We refer to [1] for more detailed information.
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The backbone of the Blockchain, a linked list of blocks comprising trans-
actions, is a Peer-to-Peer network of participants, so-called (full) nodes. Each
of them holds the entire Blockchain locally including all transactions ever pro-
cessed. A new transaction is propagated within the whole network and each node
includes it into its pool of unconfirmed transactions. Always, nodes try to mine
a new block by solving a cryptographic puzzle. All unconfirmed transactions in
the pool as well as additional information (ID of the latest block, the times-
tamp, an adjustable nonce) serves as input for a hashing algorithm. The nonce
is generated at random, until the output of the hashing algorithm falls below
a certain limit. If such a nonce is found, the node wins this laborious mining
game and informs the network. The unconfirmed transactions that were affect-
ing the hash output are confirmed, and all nodes remove them from their pools.
As a reward, the miner receives the fees associated with the transactions. The
confirmation of transactions relies on the principle, that every node can double-
check a new propagated block against a set of specific rules. Hence, if invalid
transactions, e.g. fraudulent double spends of monetary units, are included in
the new block, the network rejects it and miners would waste a vast amount of
computations for finding an expedient nonce and thus waste electricity and thus
money. Additionally, also the mining fees are lost.

The term Blockchain is often referred to the public Blockchain, which is open
and free to access to anyone willing to participate in the P2P network. This may
cause trouble regarding privacy especially when storing data payload on-chain.
As an alternative, private or Consortium Blockchains are isolated from the global
network and thus read/write accesses can be permissioned and adjusted. Con-
sortium Blockchains are often confused with private Blockchains, but the latter
denies the participation of external actors whereas the former just restricts the
permission to mine and verify. In private Blockchains, mining and so consensus
power is much more concentrated than in public Blockchains. Therefore, one
has to pay attention that a participant of the consortium does not gain too
much power. Janne Hansen, IT-architect and developer from Microsoft, states
that at least four parties should form a Consortium Blockchain for reasons of
trust1. Some more differences to public Blockchains and the reasons why we rely
rather on private or Consortium Blockchains in our context are discussed further
in Sect. 6. However, the proposed architecture is not limited in the type of the
underlying Blockchain.

3 Related Work

In [10], the authors emphasize the chances of using Blockchain Technology in the
context of Business Process Management. They provide a broad overview of open
research challenges w.r.t. the process life cycle. They also discuss critical issues
of applying this technology in the area of Business Process Management, for
instance network performance, security and usability. They further stated that
inter-organizational processes are affected by a lack of mutual trust, which can be
1 https://jannehansen.com/where-consortium-blockchains-fit/.
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solved by providing a trustworthy environment through Blockchain technology.
They believe that a system can support global process monitoring where the
encryption mechanism is used to handle privacy. However, their work is rather
conceptually and they do not focus on or provide any implementation aspects.

In [16] the feasibility of Blockchain technology for process management was
proven for the first time. This work includes a Translator for an automated
translation of BPMN process models to Smart Contracts as well as two differ-
ent artefacts for the execution: a choreography monitor (C-Monitor) for passive
monitoring and an active mediator. A trigger establishes a connection between
the artefacts on the Blockchain and the external workflow management systems
of the involved participants. The Smart Contract stores two lists, which are used
for encoding the process status. Their system enables collaborative process exe-
cution over untrusted nodes where all transactions are stored immutable and
only conforming cases are executable. They completely rely on executions on a
public Blockchain and thus their architecture is affected by some restrictions. For
instance, they propose that not all aspects of collaborative process management
should be transferred onto the Blockchain due to costs for data storage, transac-
tions and computation. On the other hand, they also had to implement triggers
to connect the Blockchain technology world with the enterprise internal process
engine, because Smart Contracts could not call external APIs. However, Solidity
was developed further and supports function callbacks to the user-interface and
error-handling in the meantime. Further on, they have to create a specific Smart
Contract for each process model, whereas our Smart Contract is more generic.
The work of [16] was revived in [5] and again highlights the need for resource
usage optimization driven by the execution on a public Blockchain. This is done
by detouring the translation of BPMN models to Smart Contracts via Petri Nets
which are minimized. They also took care of the number of deployed contracts
as well as throughput rates by optimizing runtime components.

The authors of [7] adopted the approach of artefact-driven business modelling
and make use of Blockchain technology for a shared ledger Business Collaboration
Language. They discussed the advantages of domain specific languages on a rather
conceptual level without any implementation aspects regarding Smart Contracts.
[8] introduces Caterpillar, a Business Process Management System that runs on
top of the Ethereum Blockchain and makes use of the work in [16], for instance
the BPMN-to-Solidity translator. The work does not give enough insights how the
internal structures are build and work together or how the system can be extended.
Madsen et al. demonstrated in [9] a declarative workflow execution based on DCR-
Graphs [6] in an adversarial setting in which Smart Contracts on Ethereum solves
the lack of a trusted third party. They also had taken cost issues into concern due to
the execution on the public Blockchain. In contrast to them, we see our approach
not solely in adverse settings, but also where documentation and traceability plays
a key role, for instance regarding quality management in the supply chain. The
problem of the immaturity of the Ethereum Blockchain is discussed in [13] where
the decision was made in favour of the Bitcoin Blockchain to address the short-
comings regarding major stability issues. However, this 1st-generation Blockchain



A Lean Architecture for Blockchain Based Decentralized Process Execution 365

restricts the opportunities by far. Hence, the authors focus rather on runtime ver-
ification of processes than on a sophisticated execution engine.

4 Lean Architecture with a Generic Smart Contract

We present a source-code optimised solution for executing business processes on
the Blockchain. At the time of writing, our implementation comprises just around
100 lines of code (independent from the underlying process model) and yet, the
deployed Smart Contract is able to run a fully - albeit rudimentary - system
for collaborative process execution on the Ethereum Blockchain. Additionally,
due to brevity, the contract is easy to maintain, to extend and to integrate via
its Application Binary Interface. Contrary to the work of [16], we use a generic
Smart Contract, i.e. our Smart Contract serves as scaffolding for each process
instance and process model. Once deployed, the logic of the implemented process
is poured into the Smart Contract by sending transactions (see below). Using
this approach, also the process logic itself is on-chain and thus transparent and
trustworthy, whereas in the architecture of [16] a superior authority creates and
deploys a process-specific Smart Contract. We refer to this issue in Sect. 6.

Infrastructure of the Architecture. As a prerequisite, every participant who
wants to join the collaboration, i.e. execute a task, has to establish a connection
to the Ethereum Peer-to-Peer-network. This is done with the help of a so-called
wallet, which assigns the user an unique identifier (160-bit hash value). The
user can interact through this account with the Ethereum Blockchain, i.e. create
transactions and interact with Smart Contracts. Consider Fig. 1. A Supervisor
S deploys as a first step the Smart Contract out of his wallet (1a) with a trans-
action (1b). After then, he can add users by registering the wallet addresses via
addCollaborators (2) and create tasks in a similar way (3). Step (2) is optional
but enables an advanced permission system (see below). The implementation
of the core architecture is described in detail in Sect. 5. Our approach is easy
to connect to organisation-internal structures. The Ethereum Virtual Machine
allows callbacks and error-handling which can be used in a JavaScript interface
on the client side. The role of the Supervisor can be assigned to any wallet and
is responsible for the initial setup (e.g. addTasks) but the full transparency of
the Blockchain does not limit the level of trust and tamper protection.

Process Logic Through Requirements. For the implementation of the process
logic, the generic Smart Contract provides a struct Task. The struct contains a
list requirements holding a reference to every task which must be set on completed
before the next task can be completed.

In the process model depicted in Fig. 3 the task B have the requirements
[A]. Referring to Fig. 4, the Tasks C and D have [A] as a requirement and B has
the requirements [C, D]. Figure 2 describes the situation after the execution of
the activity A. C and D are now ready for execution. Based on the gateway, it
is sufficient that at least one task is completed (Exclusive Gateway (XOR)) or
both tasks in the requirements must be set on completed (Parallel Gateway).
The Smart Contract implements the gateway logic as described in Sect. 5.
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Fig. 1. Architecture of the Blockchain based process execution

Fig. 2. Requirements

Execution. For each process instance, one Smart Contract must be deployed
on the Blockchain. After than, all collaborators (their wallet addresses) can
be registered in the Smart Contract for access control purposes. To generalize
the execution, the wallet addresses could be mapped organization-internal to a
number of employees or IoT-devices etc. The next step is to build the process
logic by registering the tasks, with the specific requirements. This is controlled
by further transactions, i.e. function calls to the Smart Contract. This procedure
can also be automated (cf. Sect. 5). To finish a task, another method call to the
Smart Contract is required. To achieve conformance, this method checks if this
task can be executed, i.e. if the requirements are fulfilled and if the user is allowed
to complete the task.

Fig. 3. Simple sequence flow Fig. 4. Process model with BPMN-
gates
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5 Implementation

The architecture of the implementation is depicted in Fig. 1. We only focus on
the essential elements of BPMN to proof the feasibility of our approach. However,
at spots where we omitted advanced concepts, we show up possible extensions
we plan to implement in future.

From BPMN to the Smart Contract. We start from a BPMN process
model which encodes the collaboration. The process model is parsed to find the
requirements and generate the transactions. Contrary to [16], we do not generate
a Smart Contract in this step. As stated, our generic Smart Contract is the same
for every process (instance) at time of deployment, and is filled with logic by
transactions. Thus, instead of creating Solidity programming code, the translator
module outputs the transactions containing the requirements for instance.

The Smart Contract Scaffolding. One Smart Contract represents exactly one
process model (or instance) and its structural elements are depicted in Listing 1
exemplary.

Listing 1. Structural concerns of the Collaboration Manager
1 contract ContractCollaborationManager {
2 address supervisor;
3 enum Tasktype {TASK, AND, OR};
4 struct Collaborator { address resource; string organisation; }
5 struct Task { string activity; address taskresource; bool completed; Tasktype

tasktype; uint[] requirements; }
6 mapping(uint=>Task) tasks; uint[] public tasksArray;
7 mapping(uint=>Collaborator) collaborators; uint[] public collaboratorArray; }

The struct Collaborator defines the template for any organizational resource or
actor, which is included in the process execution and potentially wants to execute
a task. Currently, such a collaborator is described by address resource, the wallet
address of the performer, and string organization that associates the resource with
the employing organization. This can be used in future to restrict the execution
not only to a specific person, but also to an organization in general instead. The
execution permission mechanism (cf. Permission System) is described below.

The struct Task defines the template for any task in the process model. A task
is identified by int id which is used in combination with the address taskresource
field for checking the permission to execute the task or to store the actor which
has actually executed the task. string activity gives a textual representation of the
task and uint[] requirements empowers the conformance of the process execution
(cf. Conformance System).

Note the behavioural concerns of the Smart Contract in Listing 2. Mainly
two functions are responsible for the initialization or deployment of the Smart
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Contract. Firstly, function addCollaborator to register every wallet address who
wants to execute at least one task and secondly function addTask, to make the
required tasks of the process model available. Note the third parameter of the
function createTask. This enum can assume the values TASK, AND and OR and
describes the represented BPMN element. This is an essential feature that is
used in the Conformance System, described in Listing 3.

Listing 2. Behavioural concerns of the Collaboration Manager
1 contract ContractCollaborationManager {
2 function addCollaborator(address collab, string org) public { /*...*/ }
3 function createTask(string activity, address taskresource, Tasktype

tasktype, uint[] requirements) public {
4 require(msg.sender == supervisor);
5 Task storage task = tasks[taskcount++];
6 task.taskresource = taskresource;
7 task.requirements = requirements;
8 /*...*/

Permission System. Our Permission System follows currently the guidelines
described next, but is easy to adapt. The decision, who is permissioned to exe-
cute a task, is made at design time. When a new task is registered at the Smart
Contract, the address taskresource parameter (cf. function createTask in List-
ing 2, Line 6) specifies the sole wallet address which is permissioned to place
the transaction of completing the task (with function setTaskOnCompleted, cf.
Line 2 in Listing 3). This is essential when using the public Blockchain, because
every wallet could interact with the Smart Contract. The relevant code can be
refactored to address less restrictive policies for instance just a requirement that
a registered Collaborator belongs to a specific organisation. Note that the organi-
zation is encoded in the struct Collaborator. A big advantage of using Blockchain
technology is the inbuilt account system with wallet addresses to trace the trans-
actions and interactions with their corresponding performer.

A different conceivable approach is to register a bunch of wallet addresses
within the Smart Contract, so that the specific resource allocation can be done
at runtime. The resource which wants to execute a task can log in with his cre-
dentials to a client-side user-interface which provides an assigned wallet address.

Conformance System. The Conformance System ensures, that the Smart Con-
tract allows only valid process executions according to the initial BPMN model.
Line 7 in Listing 2 assigns the ids of tasks which have to be completed, before a
Collaborator wants to execute the next task with setTaskOnCompleted. The Con-
formance System is built upon the requirements which are extracted from the
BPMN model. For instance, in a trivial case the starting event with id= 0 has
no requirement, i.e. it can be executed. The And-gate is encoded in Listing 3
from Line 8 on. The task is only set on completed (Line 12), when all tasks
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Listing 3. Execution concerns of the Collaboration Manager
1 function setTaskOnCompleted(uint id) public returns(bool success) {
2 require(tasks[ id].taskresource == msg.sender);
3 uint[] temprequire = tasks[ id].requirements;
4 /*Tasks */ if(tasks[ id].tasktype == Tasktype.TASK) {
5 if(isTaskCompletedById(temprequire[0]) == true) {
6 tasks[ id].completed = true; return true;
7 else { return false; }}
8 /*And-Gate */ if(tasks[ id].tasktype == Tasktype.AND) {
9 for(uint i = 0; i ¡ temprequire.length; i++) {

10 if(isTaskCompletedById(temprequire[i])==true) {tempcount++; } }
11 if(tempcount == temprequire.length) {
12 tasks[ id].completed = true; return true; }
13 else { return false; } /*...*/

in the requirements are completed. The contract uses a similar solution for the
Or-gate, where only one of the requirements has to be fulfilled.

Advanced Implementation Concepts. Contrary to Related Work that we
evaluated, we were able to use language constructs which were not introduced
back than to design a more sophisticated architecture.

One of the key concepts our proposed architecture is built on, is the require
keyword which allows us to introduce a kind of error-handling and to have an
interaction with the client side. Error-handling is one of the reasons, we could
get rid of intermediary structures like triggers [16] to communicate with Smart
Contract-external structures and therefore develop a much cleaner concept. We
used require at several points, for instance to check if the current sender of a
transaction is allowed to execute a task (cf. Listing 3, Line 2). When trying to
complete an unassigned task, we receive an error message from the Ethereum
Virtual Machine which we can handle in our external application. Also in this
context, Solidity provides so-called events for enabling callbacks to a user inter-
face. The concept of mapping helps us to set up a key-value data structure for
all Tasks within the Smart Contract. In combination with this, the use of structs
and enums gives us a customizable data structure and the final execution on the
Smart Contract is according to that much more scalable (cf. Sect. 6). Due to lack
of space, we provide the full Smart Contract at our GitHub-Repository2.

6 Evaluation

In this section, we evaluate how our approach can solve the problem of the need
for a trusted third party within collaborative process execution. We also enlarge
on a performance and cost evaluation as well as on a comparison among related
work.

2 https://github.com/Jonasmpi/PExSCo.

https://github.com/Jonasmpi/PExSCo
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Solving the Lack of Trust. Without Blockchain technology, an automated
process-based collaboration would be far more complex and restricted. Each
participant may run his own workflow system on a local centralized data storage.
After a collaboration is established, a malicious competitor is able to corrupt
his local data storage and blame the other actors, if no trusted third party
is included. The decentralized data storage in conjunction with the consensus
mechanism on Blockchains prevents such a scenario. Albeit the advantages, our
solution is not suitable for all choreography processes. Participating business
partners have to agree on a globally accepted process model which is difficult,
if sensitive data is included in the process or participants do not want to reveal
organisation internal process flows. To the best of our knowledge, our approach
is the only one, where the process logic is also on-chain, i.e. every participant
can comprehend the steps and how the process is defined. In contrast, in [16]
the process logic is defined off-chain directly within Solidity code for instance,
which requires a kind of a trusted third party for initializing the process run and
misses the point of Blockchain a bit.

Execution Costs. Transactions on the (public) Ethereum Blockchain are not
free of charge. Miners are awarded for using their computational power to solve
the proof-of-work. The amount of GAS refers to the complexity of the computa-
tions. The GAS multiplied with the user-set GAS price (a higher price leads to
a faster validation) then indicates the price to pay. We propose a very different
approach compared to former work, wherefore we have to investigate the execu-
tion costs for our implementation. The result of our benchmarks is depicted in
Table 1. The (time) measurements bear on our local network solely, as we suggest
the usage of a private/Consortium Blockchain anyhow for several reasons (see
below). As Vitalik Buterin stated, the costs on a Consortium Blockchain can
be significantly lower as just a few nodes must verify the transactions, instead
of a world-wide network [4]. Then again, a Consortium Blockchain weakens the
tamper-proofness a little bit, as the voting power in the system is concentrated
on selected nodes. A sophisticated discussion on public vs. private/Consortium
Blockchains related to BPM is still missing in research. Table 1 shows that even
for oversized process executions with 8000 tasks, the architecture scales very well
and the average duration for adding and completing a task respectively remains
constant. The overall GAS consumption rises on a linear basis with the amount
of tasks and is 127, 000 for the transaction of adding one task to the Smart
Contract and 28,006 for the function call of completing one task. The initial
deployment of the Smart Contract requires 1, 265, 261 GAS. In [16], the execu-
tion of an Incident Management process containing 9 tasks costed on average
0.0347 Ether (ETH). The execution costs of a process with 9 tasks using our
solution are the following: 1, 265, 261 + 9 · 127, 000 + 9 · 28, 009 = 2, 660, 342.
Based on the GAS price set, i.e. how fast the transactions are validated, the
overall costs range from 0.00532 ETH and 0.0532 ETH which is on a similar
level compared to the values of [16]. However, as they generate one function for
each task and gate, and further on each function holds three different arrays
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for PreviousElements, NextElements and NextJoins, we believe that for more
complex process models our approach with key-value stores scales much better.

Table 1. Time and GAS consumption for different number of tasks on our test network

Number of tasks 100 1000 5000 8000

Duration (function addTask) 14.36 148.98 742.5 1237.6

Average 0.1463 0.1490 0.1485 0.1547

GAS (106) 12.7 1270 6350 10160

Duration (function setTaskOnCompleted) 11.38 114 482.6 802.5

Average 0.1138 0.1140 0.0965 0.1003

GAS (106) 2.8 280 1400 2240

Privacy and Security. Distributing all process related data affects the privacy
of the data. Other publications address this issue by keeping the sensible data
off-chain, or encrypt the data and use hash values to establish data integrity at
least [16]. However, our architecture is designed to store as much data as possible
on-chain (e.g. just extend the struct Task). This will further raise traceability,
transparency and to make Blockchain technology attractive to advanced disci-
plines of Business Process Management like Process Mining etc. The usage of
a Consortium Blockchain helps to address also this issue. All participants are
known in this isolated network, thus the data sensibility must only be evaluated
against the known business collaboration partners. On the other hand, security
is also enhanced. Referring to the DAO attack3 or the theoretical 51% attack4

in the Bitcoin network, Consortium Blockchains are not affected from these due
to the isolation from the public network.

7 Conclusion

The usage of Blockchain technology empowers business partners to facilitate the
collaboration within choreography processes. Having a Consortium Blockchain
in action reduces the costs as the proof-of-work mechanism to reach consensus is
spread over a preselected number of nodes. Hence, our solution is not forced to
limit the number of transactions or the amount of data stored on the Blockchain.
Thus, our proposal can be used in future research to include more concepts of
BPMN for once and second, to include data attributes to support data-aware
process execution. Further research has to keep up with latest innovations in
the Blockchain universe. The technology is still immature and new ideas are
discussed permanent. For instance, the consensus mechanism on the Ethereum

3 https://www.coindesk.com/understanding-dao-hack-journalists/.
4 https://www.coindesk.com/bitcoin-miners-ditch-ghash-io-pool-51-attack/.

https://www.coindesk.com/understanding-dao-hack-journalists/
https://www.coindesk.com/bitcoin-miners-ditch-ghash-io-pool-51-attack/
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Blockchain is planned to be changed from proof-of-work to proof-of-stake [2]. For
the future we plan to support the mentioned data-aware processes and evaluate
the integration of IoT devices in our process system on the Blockchain. We also
want to develop further tool support like process-aware user-interfaces for wallets
and the integration of our implementation into workflow management systems.
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Abstract. With the rapid growth of cloud services, it is more and more difficult
for users to select appropriate service. Hence, an effective service recommen-
dation method is need to offer suggestions and selections. In this paper, we
propose a two- phase approach to discover related cloud services for recom-
mendation by jointly leveraging services’ descriptive texts and their associated
tags. In Phase 1, we use a non-parametric Bayesian method, DPMM to classify a
large number of cloud services into an optimal number of clusters. In Phase 2,
we recommend a personalized PageRank algorithm to obtain more related ser-
vices for recommendation among the massive cloud service products in the
same cluster. Empirical experiments on a real data set show that the proposed
two-phase approach is more successful than other candidate methods for service
clustering and recommendation.

Keywords: Cloud service � Cluster � DPMM � Personalized PageRank

1 Introduction

The emerging cloud computing technology offers a new computing environment which
enables us to access computing resources, storage and network infrastructure through
the Internet without up-front infrastructure costs [1, 2]. With the rapid development of
cloud computing technology, many information resources are wrapped and released as
cloud services on public servers [3] and companies such as Google, IBM, Microsoft
and Amazon opt to provide cloud service products through the public servers [4].
Because a public server usually has massive cloud service products, cloud service
recommendation is necessary to provide right services to right users.

Many methods have been proposed to construct selection and ranking models for
service products. Among them, QoS (quality of services)-based service selection model
[7–9], AHP-based cloud service ranking model [10], trust-aware service selection
model [11] and selection method based on collaborative filtering mechanism [12] are
popular models. In these models, quantitative criteria are employed to evaluate service
quality and the textual information (e.g. service descriptions) is rarely considered.
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This paper proposes an approach to recommend cloud services with the textual
description information and tags. We first propose a non-parametric Bayesian model to
cluster cloud services. The model is constructed based on Dirichlet process mixture
model (DPMM), which can infer the number of clusters automatically without speci-
fying the number of clusters in advance and work well with large-scale datasets [6].
Then, we proposed a personalized PageRank algorithm to generate cloud service
rankings based on service tags and clusters we obtained.

The major contributions of this paper are summarized as follows:

(1) This paper employs textual information to recommend cloud services. Compared
with service title and click records, the textual information implies rich service
features which can help us understand the service functions and make accurate
recommendations. To the best of our knowledge, this is the first research to
recommend cloud services based on textual description information.

(2) We propose a nonparametric DPMM to classify cloud services into an optimal
number of clusters while the number of clusters is identified endogenously. To
cluster cloud services, managers usually do not have knowledge on how many
clusters exist and which cloud services belong to which cluster. The nonpara-
metric model is particularly suitable for cloud service clustering because it
requires no predefined number of clusters, instead it optimizes the number
automatically based on data.

(3) We propose a personalized PageRank algorithm to rank the cloud services in each
cluster obtained by the proposed DPMM method. The personalized PageRank
algorithm can rank cloud services by tags and textual descriptions, and recom-
mend services to meet users’ personalized requirements.

(4) We conduct a set of experiments based on a real-world dataset from Pro-
grammable Web. Our experiment shows, compared with the baseline methods, the
proposed model achieves a significant improvement.

The remainder of this paper is organized as follows: Sect. 2 reviews the related
works in literature. Section 3 introduces the proposed approach. Then, in Sect. 4,
carries out experiments on some real-world data sets to validate the performance of our
approach. Finally, we conclude our work by presenting summary and future directions
in Sect. 5.

2 Related Work

2.1 Cloud Service Recommendation

Since Weiss [13] first proposed the concept of cloud computing, research on cloud
computing is becoming more and more popular. Formerly, most of the researches on
service selection and recommendation were based on the QoS values. However,
sometimes it is difficult for us to get the exact QoS values, so scholars began to focus
on evaluating and predicting the missing QoS values [14]. In [7], they presented an
evaluation approach of QoCS (Quality of Cloud Service) in service-oriented cloud
computing which combines the cloud users’ preferences evaluation of cloud service
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providers employing fuzzy synthetic decision with uncertainty calculation of cloud
services based on monitored QOCS data for cloud users. Han [8] proposed a recom-
mendation system which creates ranks of different cloud services based on the network
QoS and Virtual Machine (VM) platform factors of different cloud providers. Con-
sidering that collaborative filtering technology (CF) is the most mature and widely used
technology in the recommend system, CF is also widely used in service recommen-
dation based on QoS [12, 15]. In reality, collaborative filtering is vulnerable to the
sparse data and is extremely time-consuming with the enlargement of data.

In [16], the author introduced the cloud broker who is responsible for the service
selection and developed impactful service selection algorithms to rank potential service
providers and aggregate them. Yu [17] put forward a new train of thought that inte-
grates Matrix Factorization (MF) with decision tree learning to bootstrap service rec-
ommendation systems. Ding [18] proposed a ranking-oriented prediction method and
the method consists of two parts: ranking similarity estimation and cloud service
ranking prediction that takes the customer’s attitude and expectations for service
quality into account.

2.2 Text Clustering Based on Topic Model

Clustering is a widely researched data mining problem in text domain and the popular
method in probabilistic description clustering is topic modeling [19]. Topic model is a
probabilistic generation model for finding abstract topics in a series of descriptions and
it has been widely applied in information retrieval, natural language processing and
machine learning.

Topic models, such as Probabilistic Latent Semantic Analysis (PLSA), has been
applied to service discovery [20]. Zhang [22] applied the LDA model to cluster the
services and extracted service goals from the textual descriptions of services so that
they can help users improve their initial queries by recommending similar service
goals. The above service clustering models need to specify the number of clusters in
advance. Given the limitations of managers’ expertise, time and energy, they may not
be flexible enough.

Existing cloud service selection approaches rarely consider some important data
sources, such as tags, which have been proved to be very powerful in many domains
and have been widely used in search engines, social medias, such as Facebook [23].

For cloud service recommendation, we develop a novel model consisting of two
phases: cloud services clustering based on Dirichlet Process Multinomial Mixture
model (DPMM) and cloud service ranking based on service tags and clusters we
obtained. Details of our model are discussed next.

3 The Proposed Model

Our cloud service recommendation system recommends a set of related cloud service
products for users by jointly leveraging the textual description information and tag
data. Our approach consists of two main phases. In Phase 1, we propose a non-
parametric DPMM model to cluster cloud services based on the textual information.
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In Phase 2, we propose the Personalized PageRank algorithm to rank the cloud services
in each cluster obtained by the proposed DPMM method. The approach framework is
illustrated in Fig. 1.

3.1 Phase1-The Topic Modeling of Web Cloud Service Using DPMM

The DPMM Model. The DPMM is a powerful non-parametric Bayesian method [24]
which means that the method can cluster according to the actual situation without spec-
ifying the number of clusters in advance. The probabilistic graph of DPMM is shown in
Fig. 2 Here, d represents each cloud service description. z represents the cluster label of
cloud service description. Multinomial U is distributed according to Dirichlet prior b.
Multinomial H is distributed according to stick-breaking prior a (Table 1).

Fig. 1. The framework of the cloud services recommendation.

Table 1. Notations

D Number of the whole cloud service descriptions set
V Size of the vocabulary
d Descriptions in the cloud service descriptions set
z Cluster labels of each description
mz Number of descriptions in cluster z
Nd Number of words in description d
Nx
d Number of occurrences of word x in description d

nz Number of words in cluster z
nxz Number of occurrences of word x in cluster z

Fig. 2. The probabilistic graph of DPMM.

Mining Product Relationships for Recommendation 377



The generative process of our DPMM is described as follows:

(1) When generating description, the DPMM first selects the cluster zdjH�
Multinomial Hð Þ for description d and zd is distributed according to multinomialH.

(2) Then, generating the description djzd; Ukf g1k¼1 �Multinomial Uzð Þ by the selected
the cluster zd from multinomial Uzd .

(3) Generating the weight vector of clusters, Hja�GEM 1; að Þ by a stick-breaking
construction with the hyper-parameter a.

(4) Generating the cluster parameters Uzjb�Dirichlet bð Þ by a Dirichlet distribution
with a hyper-parameter b.

Choosing an Existing Cluster. To classify description d to an existing cluster z, the
conditional probability can be calculated as follows:

p zd ¼ zjz:d; d; a; bð Þ

/ p zd ¼ zjz:d; d:d; a; bð Þp djzd ¼ z; z:d; d:d; a; bð Þ

/ p zd ¼ zjz:d; að Þp djzd ¼ z; dz;:d; b
� � ð1Þ

Here, we apply the Bayes Rule in Eq. (1) and use the properties of D-Separation
[24] in Eq. (1) where :d means the description d does not include and dz;:d represents
other descriptions allocated to cluster z.

The first expression in Eq. (1) means the probability of description d choosing
cluster z given the cluster assignments of other descriptions. It can be derived as follows:

p zd ¼ zjz:d ; að Þ

¼ Z
p Hjz:d; að Þp zd ¼ zjHð ÞdH

¼ Z
Dir Hjm:dð ÞMult zd ¼ zjHð ÞdH

¼ mz;:d
D� 1þ a

ð2Þ

The second expression in Eq. (1) indicates a predictive probability of description d
given dz;:d . We can derive the second expression as follows:

p djzd ¼ z; dz;:d; b
� �

¼ Z
p Uzjdz;:d ; b
� �

p djUz; zd ¼ zð ÞdUz

¼ Z
Dir Uzjnz;:d þ b

� �Y
x2d Mult xjUzð ÞdUz
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¼
Q

x2d
QNx

d
j¼1 nxz;:d þ bþ j� 1

� �
QNd

i¼1 nz;:d þVbþ i� 1
� � ð3Þ

Now we can get the probability of description d choosing an existing cluster z when
we know the information of other descriptions and their cluster assignments as follows:

p zd ¼ zjz:d; d; a; bð Þ / mz;:d
D� 1þ a

�
Q

x2d
QNx

d
j¼1 nxz;:d þ bþ j� 1

� �
QNd

i¼1 nz;:d þVbþ i� 1
� � ð4Þ

Choosing a New Cluster. We denote a new cluster as Kþ 1, the conditional proba-
bility description d belonging to a new cluster z can be calculated as follows:

p zd ¼ K þ 1jz:d ; d; a; bð Þ

/ p zd ¼ K þ 1jz:d; d:d; a; bð Þp djzd ¼ Kþ 1; z:d; d:d ; a; bð Þ

/ p zd ¼ K þ 1jz:d; að Þpðdjzd ¼ Kþ 1; dz;:d ; bÞ ð5Þ

We can derive the first expression in Eq. (5) as follows:

p zd ¼ Kþ 1jz:d; að Þ ¼ 1�
XK

k¼1
p zd ¼ kjz:d ; að Þ ¼ a

D� 1þ a ð6Þ

Then, the second expression in Eq. (5) can be derived as follows:

p djzd ¼ Kþ 1; dz;:d ; b
� �

¼ Z
DirðUKþ 1jbÞ

Y
x2d MultðxjUKþ 1ÞdUKþ 1

¼
Q

x2d
QNx

d
j¼1 bþ j� 1ð ÞQNd

i¼1 Vbþ i� 1ð Þ ð7Þ

Finally, we can get the probability of description d choosing a new cluster:

pðzd ¼ K þ 1jz:d ; d; a; bÞ / a
D� 1þ a

�
Q

x2d
QNx

d
j¼1 bþ j� 1ð ÞQNd

i¼1 Vbþ i� 1ð Þ ð8Þ

After Gibbs Sampling, we can get the representation of clusters by U. For each
cluster z, we can derive the posterior of Uz as follows:
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p Uzjd; z; a; bð Þ ¼ 1
D nz þ bð Þ

YV

x¼1
U

nwz þ b�1
z;x ¼ Dir Uzjnz þ bð Þ ð9Þ

where nz ¼ nxz
� �V

x¼1.
Using the expectation of the Dirichlet distribution, we can infer Uz;x as follows:

Uz;x ¼ nxz þ b

nz þVb
ð10Þ

3.2 Phase2-Cloud Service Ranking Using Personalized PageRank
Algorithm

In Phase1, cloud service products are classified into different clusters based on the
proposed DPMM algorithm. However, it is still difficult to recommend the appropriate
services to users among the massive cloud service products in same cluster. Here we
propose the Personalized PageRank algorithm [25] to rank the cloud service products
in same cluster.

The proposed Personalized PageRank algorithm employs random walk to rank
nodes of a graph consisting of cloud services and tags as nodes and it is a variation of
PageRank [26]. PageRank model random-walk process on the web graph composed of
numerous pages as nodes and during the process a random surfer will stay the current
page i as the next step with probability 1-e and access to other pages with probability e.
Once the surfer decides to access to other pages, he will uniformly choose a hyperlink
contained in the current page. Thus, the random access probability of each page can be
calculated as:

PR ið Þ ¼ 1� eð Þ
N

þ e
X

j2in ið Þ
PR jð Þ
out jð Þj j ð11Þ

where PR(i) represents the probability of a node to be selected. N is the number of all
nodes. in ið Þ represents the node set pointing to node i and out jð Þ represents the node set
pointed by node j. The first part of Eq. (11) means the probability of the surfer staying
on the current page i when it is the starting pointing and the second part means the
probability of the surfer jumping back to the current page i by clicking on other pages.

For calculating the access probability of a cloud service node in Personalized

PageRank, we substitute 1�eð Þ
N to 1� eð Þci where ci is 1 if the node is our target service

and others ci is 0. In this way, we can get the relevance of all services relative to the
target cloud service.

The Personalized PageRank algorithm will quickly converge to a stable state by
recursively calculating and updating the probability of each node. As a result, we can
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use the value PR ið Þ of each node as the rank score and recommend Top-k cloud
services by selecting cloud service nodes in the node set for the target cloud service.

4 Experiments and Results

4.1 Data Sets and Preprocessing

Experimental data is obtained from Programmable Web, which provides detailed
profile information of massive cloud services. The information of cloud services
contains services’ name, descriptive text and tags. Our data set consists of 799 cloud
services and 790 distinct tags. Many tags exist in multiple services, totally 2,745 tags
are included in these services. In addition, the average length (i.e., number of words) of
each text description is 71.

Because the raw data of the descriptive texts are very noisy, we conduct the
following preprocessing: (1) Convert letters into lowercase; (2) Remove meaningless
words such as stop words, low frequency words, high frequency words and characters
not in Latin.

4.2 Baseline Methods

In the experimental study, we compare DPMM with two typical service clustering
methods for service texts nowadays. The details of them are shown below.

K-Means: K-means [27] is probably the most widely used method for clustering.
Before being able to utilizing k-means on a set of text descriptions, the texts must be
represented as mutually comparable vectors. To achieve this task, each text description
can be represented using the TF-IDF score [28].

LDA: We consider the topics found by LDA [29] as clusters and assign each cloud
service to the cluster with the highest value in its topic proportion vector.

Some automatic evaluation metrics are proposed in the past few years to measure
the quality of the clusters discovered. The typical metric is the coherence score [30],
which indicates that a cluster (or topic) is more coherent if the most probable words in
it co-occurring more frequently in the corpus. We can calculate the coherence value of
a cluster k as follows:

Ck ¼
XM

m¼2

Xm�1

l¼1
log

D v kð Þ
m ; v kð Þ

l

� �

D v kð Þ
l

� �
ð12Þ

where v kð Þ
m is one of the most M probable words in cluster k;D v kð Þ

l

� �
represent the

description frequency of word l; and D v kð Þ
m ; v kð Þ

l

� �
is the co-description frequency of

words.
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4.3 Parameter Setting

For DPMM, we set K = 1, b = 0.01. We also assume Gamma 1; 1ð Þ priors over the
parameters a0 that can be optimized in Gibbs sampling procedure [31]. In LDA model,
we place a = 50/k and b = 0.1 where K is the number of topics assumed by LDA.

4.4 Results of Service Clustering

Before presenting the final comparisons of baseline methods, we first show the results
of cloud services clustering discovered by DPMM. We run Gibbs samplers for 3000
iterations and finally obtain 26 clusters. Figure 3 shows our cluster results with word
cloud. Our methods exhibit effectiveness in grouping related cloud services and
semantically coherent words together. For instance, Cluster 1 includes cloud-based
services designed to handle description, optical character recognition (OCR), and email
formats. Cluster 2 offers cloud-based software-as-a-service platforms for enterprise or
business. Cluster 3 presents dedicated servers and cloud hosting services for com-
puting. Cluster 4 is about Internet of Thing (IoT) platforms for connections between the
clouds and different kinds of devices or appliances. Cluster 5 is about communication
technologies that can integrate voice, messaging and email into application.

Fig. 3. Word clouds of the cluster results.
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To evaluate the overall quality of a cluster set, we analyze the average coherence

score, namely
1
K

XK

k¼1
Ck , for each method. The result is listed in Table 2, where the

number of top words ranges from 5 to 25. As shown in Table 2, we find that DPMM
obtains the highest coherence score in all the settings. It demonstrates that the DPMM is
able to achieve better performance for cluster quality compared with K-means and LDA.

4.5 Results of Recommendation

In this section, we show the results of cloud services recommendation. Using per-
sonalized PageRank algorithm for each cluster discovered by DPMM, we obtain a
ranking list for each cloud service based on the relevance score. For assessing the
performance of our results, we adopt Jaccard coefficient, which is an alternative
approach to measuring the correlation between products [32, 33]. The Jaccard coeffi-
cient is defined as:

Jaccard A;Bð Þ ¼ dA
T

dBj j
dA

S
dBj j ð13Þ

Where A is the given product and B the recommended product; dA and dB are the
textual descriptions of product A and B respectively. dA

T
dB is the intersection between

two sets dA and dB. Thus dA
T

dB reveals all words which are in both sets. dA
S

dB is
the union between two sets dA and dB, which represents all words in two sets.

In our tasks, we calculate the averaged Jaccard coefficient of different recom-
mendation lists which are obtained by three methods (Cosine similarity with TF-IDF on
textual descriptions, Personalized PageRank on tags, our two-phase approach by jointly
leveraging textual descriptions and tags). Each recommendation list contains L highest
recommended cloud service resulting. For a given L, the result with a higher averaged
Jaccard coefficient is better, and vice versa. The averaged Jaccard coefficient for some
typical lengths of recommendation list are shown in Fig. 4, as shown in the Figure, our
recommendation results achieve better performance than other two methods, which
strongly guarantee the validity of our two-phase approach.

Table 2. Comparison of coherence scores among different methods. A larger score indicates
better performance for cluster quality.

Method Kmeans
(K = 10)

Kmeans
(K = 20)

Kmeans
(K = 30)

LDA
(K = 10)

LDA
(K = 20)

LDA
(K = 30)

DPMM

Top5 −9.16 −7.03 −8.21 −8.04 −8.06 −10.19 −5.18
Top10 −64.73 −53.79 −54.66 −55.48 −60.26 −65.30 −43.39
Top15 −179.18 −152.96 −155.78 −145.70 −176.94 −178.71 −142.01
Top20 −338.39 −314.32 −323.83 −299.303 −356.74 −360.40 −308.05
Top25 −562.25 −530.30 −540.17 −521.32 −599.56 −602.32 −522.03
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5 Conclusion

In this paper, we have presented a novel two-phase method by utilizing service text
descriptions and tags, to extract latent relations among different cloud services, to
generate relevant cloud service recommendation results for aiding users in discovering
the available combination of cloud services. Our method is designed to successfully
address the cloud service clustering and recommendation. With experiments on a real-
world dataset consisting of 799 cloud services and 790 distinct tags obtained from
Programmable Web, we demonstrate the effectiveness of this method.
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Abstract. Over the past decade, a number of frameworks have been introduced
to support different crowdsourcing tasks. However, complex creative tasks have
remained out of reach for workflow modeling. Unlike typical tasks, creative
tasks are often interdependent, requiring human cognitive ability and team
collaboration. The crowd workers are required not only to perform typical tasks,
but also to participate in the analysis and manipulation of complex tasks, hence
the number and execution order of tasks are unknown until runtime. Thus, it is
difficult to model this kind of complex tasks by using existing workflow
approaches. Therefore, we propose a workflow modeling approach based on
state machine to design crowdsourcing model that can be translated into
SCXML code and executed by an open source engine. This approach and engine
are embodied in SmartCrowd. Through two evaluations, we found that Smart-
Crowd can provide support for complex crowdsourcing tasks, especially on
creative tasks. Moreover, we introduce a set of basic design patterns, and by
employing them to compose complex patterns, our framework can support more
crowdsourcing research.

Keywords: Crowdsourcing � State machine � Workflow � Complex tasks �
Creative tasks � Design patterns

1 Introduction

Crowdsourcing can be defined as an emerging computing paradigm that uses advanced
internet technologies to harness the efforts of a virtual crowd to perform specific
organizational tasks [1]. The requesters (or employers) publish tasks through crowd-
sourcing marketplaces (such as Amazon Mechanical Turk [2]), which are completed by
crowd workers (or employees). The typical tasks are self-contained, simple and repet-
itive, crowd workers can directly complete work without worrying about how their
contributions affect others [3], such as identifying objects in a photo or video, de-
duplicating data, transcribing audio recordings, or researching data details. Conversely,
the complex tasks, especially about creative tasks [4, 5], are often interdependent,
requiring human cognitive ability and team collaboration [6]. Such tasks can not be
solved directly and need to be decomposed into subtasks. And the workers are required
not only to perform typical tasks, but also to participate in the analysis and manipulation
of complex tasks, including judgment and decomposition of tasks. In this situation, the

© Springer Nature Switzerland AG 2019
F. Daniel et al. (Eds.): BPM 2018 Workshops, LNBIP 342, pp. 387–398, 2019.
https://doi.org/10.1007/978-3-030-11641-5_31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11641-5_31&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11641-5_31&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11641-5_31&amp;domain=pdf
https://doi.org/10.1007/978-3-030-11641-5_31


number and execution order of tasks are unknown until runtime. Consider for example
the task of writing a short article, this is a creative task that involves many subtasks and
crowd workers, such as deciding structure of the article, deciding how other parts of the
article need to write, deciding which sections need to be decomposed further, taking
pictures and laying out the document, and so forth. Furthermore, changing one part of
the article may trigger changes to the overall plot and vice versa, hence each subtask also
needs to coordinate in order to avoid redundant work and to make the final version of the
article coherent. However, this kind of complex creative tasks has remained out of reach
for workflow modeling, and it will be resisted by the features of these tasks.

Therefore, we propose a workflow modeling approach to support complex
crowdsourcing tasks. More specifically, our approach extends statecharts [7] based on
state machine to model crowdsourcing tasks, and the model can be translated into State
Chart XML (SCXML) which is proposed by World Wide Web Consortium (W3C) to
combine statecharts semantics with XML syntax [8]. And we integrate the modeling
approach and an open source Apache engine called Commons SCXML [9] to build a
framework called SmartCrowd.

In summary, we make the following contributions:

(1) We present a visual modeling approach, which combines graphical symbols of
state machine with SCXML. Moreover, by introducing the concept of task
instance tree, we can monitor the running process of crowdsourcing.

(2) We provide the SmartCrowd to support model design and implementation of
crowdsourcing tasks.

(3) We introduce a group of basic design patterns based on existing crowdsourcing
literatures. We can employ them to compose complex design patterns that can be
supported by SmartCrowd.

The remainder of the paper is organized as follows. In Sect. 2 we compare our
work with related work. Section 3 introduces the core conception for our approach, and
describes our modeling approach in detail. The structure of SmartCrowd will be shown
in Sect. 4. And Sect. 5 reports two evaluations about our approach. Section 6 con-
cludes with a brief description of future work.

2 Related Work

Over the past decade, crowdsourcing has received a lot of attention, and the approaches
and frameworks that support crowdsourcing have attracted the interest of many
researchers.

[10] describes a new toolkit Turkit that executes JavaScript files with APIs, the
programmer need to write JavaScript code for deploying iterative tasks to Amazon
Mechanical Turk (MTurk). [11] introduces AutoMan that is a programming system
based on the Scala programming language. By automatically managing quality control
and budgeting, it can drive the tasks to continue to do the computation until a desired
confidence level is achieved. However, similar to Turkit, complex task must be
manually decomposed into smaller tasks by programmers. [12] proposes CrowdDB
that provides a declarative approach to solve problems by using an extension of SQL
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called CrowdSQL. It is good at dealing with tasks that are of pure data processing
nature, such as subjective comparisons and ordering of datasets. However, it is limited
to pure data processing problems.

[13] presents Crowdforge that is inspired by the MapReduce distributed computing
approach, and it decompose the complex task into three types of subtasks, including
partition, mapping and reducing. Yet it cannot support recursion of whole task [15].
[14] presents Jabberwocky, a crowd computing framework that contains three com-
ponents: the Dormouse is a human and machine resource management system, the
ManReduce is a parallel programming framework, and the Dog is a high-level pro-
gramming language. The programmer can handle tasks with a support of cross-platform
programming languages, routing tasks from one platform to another one. However, it is
assumed that task requesters (not workers) will determine how tasks are broken down
in all cases, hence it is not suitable for creative tasks. [15] introduces a tool called
Turkomatic, which emphasizes the decomposition, resolution and merging of solutions.
It enables the requesters and workers to collaborate on execution of tasks. Specifically,
the workers execute tasks following the instructions of requesters. However, this
approach forces the workers must follow the instructions of requesters, and it lacks
support for creative tasks that are determined by workers.

These approaches mentioned above are dependent on different programming lan-
guages, different types of tasks require different programs to match, involving a lot of
hard code. Recently, some workflow-based approaches have been introduced for
crowdsourcing research. [17] describes CrowdLang, a programming framework that
defines a set of operators, including Reduce, Aggregate, Multiply, and so on, and it can
employs these operators to compose complex patterns. [18] presents CrowdSearcher, a
search paradigm that defines a query language as a bridge between input and output,
which can improve the quality of search results in complex seeking tasks. And the most
recent version of CrowdSearcher [19] introduces the modeling concept, and defines a
set of task types (e.g. labeling, liking, sorting, classifying, grouping) to solve different
problems. Moreover, it can support some specific crowdsourcing patterns. However, it
restricts crowdsourcing tasks to simple operations, and the workers are limited to
simple and repetitive tasks. [20] provides Crowd Computer that adopt a business
process modeling approach based on BPMN [21] to support crowdsourcing workflow.
Concretely, it introduces BPMN4Crowd, an extension of BPMN that can model
crowdsourcing process. And it extends the standard workflow to relax the constraints
imposed on the task assignment, so that it can assign tasks to workers through different
tactics (e.g., marketplace, contest, auction, mailing list). However, these approaches
mentioned above are rigid that all of tasks still must be decomposed by requesters in
advance and executed in a given order, thus, they are also not suitable for creative tasks
described previously.
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3 Modeling Approach

3.1 Statechart

As we know, the traditional finite state machine cannot model large and complex
problems because of three main reasons. Firstly, it has no hierarchy or module con-
cepts. Secondly, there may be a “state explosion” problem. Thirdly, it cannot describe
concurrency. Therefore, David Harel presented statecharts, an extension of finite state
machine that provides a broadcast mechanism for communication between concurrent
components [7]. It conquers the limitations of traditional finite state machine while
inherits its main strengths.

In general, a statechart (state machine) contains State, Event, Condition, Action and
Transition. The state is a description of the status of a system that can execute action.
Transition is a kind of relationship between two states, when a condition is fulfilled or
an event is received, the action of transition will be executed, and the source state will
transfer to the target state. A transition is often expressed like this: event [condition]/
action. Figure 1 shows an example of statecharts. And we invite the reader who wants
to get more information about statechart to read the literatures [7, 8].

3.2 Approach Features

In essence, a complex crowdsourcing task often involves one or more subtasks, some
of which may continue to be decomposed into subtasks, this may lead to a large
number of tasks in the crowdsourcing solution. So how to model these tasks, how to
coordinate the interrelated subtasks, these are the key questions for crowdsourcing. In
our approach, each task or subtask includes multiple steps from start to end, and each
step is treated as a certain state. Hence, all steps of a task can be mapped to different
states, which form a complete lifecycle from the start state to the final state. Clearly,
lifecycles of different task types are different. Therefore, we consider a crowdsourcing
task as a process, which consist of several subprocesses (subtasks). And we employ
state machines to model task types as the appropriate building blocks of crowdsourcing
model, and then we aggregate them to yield the crowdsourcing result. The approach is
described in detail below.

Firstly, we extend action of state machine to meet the requirements of task.
Specifically, we add multiple structured elements into action, such as name, attribute,
event, data model, and so on, so that we can configure our crowdsourcing solution in

Fig. 1. An example of statecharts.
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these elements, including task decomposition, number of workers, subtasks model,
condition of next step, evaluation of results, and so on. In this way, we can not only
assign simple tasks to workers, but also arrange workers to participate in the execution
of complex tasks. When the task is in different states, the workers are required to
participate in different work items, including voting for task decomposition, deciding
the next step, processing and evaluating the results of other workers. These structured
elements will be embedded into the executable content (EC) of state machine in
SCXML. The Fig. 2 indicates the EC can be executed by state and transition of state
machine. When the state machine takes a transition, it executes the EC of exit action in
the states it is leaving, followed by the EC in the transition, followed by the EC of entry
action in the states it is entering.

Secondly, the events of state machine are usually used for internal communication
and triggering state transition. Since the statecharts and SCXML provide a flexible
mechanism for communication between state machines, the events are used not only
for a single state machine, but also for coordination between multiple state machines,
this means that different tasks can communicate with each other by sending and
receiving events. Therefore, our approach can support interdependent tasks, not just
independent tasks.

Lastly, we introduce the task instance tree to monitor the running of crowdsourcing
in our framework. As we mentioned previously, a crowdsourcing solution often
involves one or more tasks. When it is running, some tasks (called parent tasks) can be
broken down into several subtasks (called child tasks), and all tasks will be instantiated
in chronological order. A parent task will trigger its child tasks, and the child tasks will
continue to trigger their child tasks, and go on. Finally all task instances will form a tree
structure called task instance tree. The Fig. 3 shows some examples of task instance
trees, Fig. 3(a) shows that a task is complex, while it is non-decomposable, such as
Macro Tasks [16]. Thus, only one node in task instance tree. Figure 3(b) shows a
complex task that can be decomposed into subtasks. When a task node is finished, it
sends an event to its parent node as the signal to finish. It is worth noting that our
approach also supports a crowdsourcing model similar to tournament form, Fig. 3(c)
shows it as below. Note that the task instance tree of a crowdsourcing solution may not
be fixed, when workers are asked to participate in the task decomposition, different
decomposition schemes will lead to different instance trees.

Fig. 2. The EC of state machine.
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4 Framework

We integrate our modeling approach and Commons SCXML to build SmartCrowd.
The Commons SCXML is an implementation aimed at creating and maintaining a
Java SCXML engine that is capable of executing a state machine defined using a
SCXML document, while abstracting out the environment interfaces [9]. The Smart-
Crowd mainly includes design, compilation, execution and management & mainte-
nance. Figure 4 indicates the architecture of SmartCrowd.

Design. We provide a model editor for users to design their crowdsourcing solution.
As we mentioned previously, we add several structured elements to support crowd-
sourcing solution, such as name, attribute, event, data model, and so on. And the model
editor can verify whether the model conforms to the syntax rules of the XML speci-
fication, and export the SCXML code document to compilation. Figure 5 shows one
part of crowdsourcing design process and corresponding SCXML code.

Compilation. In this stage, the SCXML code document that defines the state machines
will be parsed into Commons SCXML Java object model. More specifically, the ele-
ments of data and temporary variables will be defined in the Data model. The Contexts
and Evaluators can support expression evaluation and context explanation. In addition,
the Custom actions and semantics provide an extension of the Commons SCXML for
specialized uses, such as supporting custom elements and custom processing logics.

Fig. 3. Some examples of task instance trees.

Fig. 4. The high level architecture of SmartCrowd.
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Execution. The Executor, a SCXML engine that can drive the crowdsourcing model
to run. And the Task dispatcher can support the task assignment. The Triggering events
(event dispatcher) will deliver events for state machines. The DataStore is a data
repository that provides the required data information for other parts of the framework.

Management and Maintenance. When a task is in a certain state that needs workers
to participate in a work item, such as voting, the work item will be instantiated as a
micro task that can be published to traditional crowdsourcing markets (such as Amazon
Mechanical Turk) by APIs and task templates. The task instance tree provides a visual
UI to show the running process of crowdsourcing. And the Services&Interfaces will be
used for custom page, functional interface and web services, etc. Note that the two-way
arrows indicate these parts can interaction with Execution.

5 Evaluation

The SmartCrowd places an emphasis on how to support different crowdsourcing tasks.
On the one hand, it has a powerful flexibility, allowing the users to focus on the design
and optimization of solution, and do not need to develop an additional, dedicated
prototype, especially without hard coding. On the other hand, it has enough adapt-
ability to support complex crowdsourcing tasks which are composed by several basic
design patterns. In this section, we report two evaluations on exploring whether or not
this framework has achieved the desired goals.

More specifically, the first evaluation describes the design and implementation of
complex creative tasks. It demonstrates the capability of SmartCrowd for crowd-
sourcing. In the second evaluation, we show a set of basic design patterns, which can
be used to compose more complex design patterns to accommodate different types of
crowdsourcing problems, and our approach can also support these complex patterns.
This evaluation suggests that SmartCrowd has a great adaptability.

Fig. 5. One part of crowdsourcing design process and corresponding SCXML code.
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5.1 Crowdsourcing Writing

Here, we employ the crowdsourcing writing task to illustrate the capability of our
framework. Crowdsourcing writing is chosen as a test domain because it is a complex
creative task [3], and it can further exploit human cognitive ability and collaborative
innovation. For these reasons, we chose the MapReduce crowdsourcing writing process
from [13] as example to test our approach. Here, we show how our framework supports
it without hard coding.

The MapReduce method builds on the general approach to distributed computing, it
brokes down a complex problem into a sequence of simpler subtasks, as shown in
Fig. 6.

For a better readability, the design model only show the key actions and conditions,
and “[]” means the condition, “/” represents the executable content of action in state
and transition.

The MapReduce model will judge (vote) for drafts or outline (section headings) in
state “Judging”, as shown in Fig. 7(a), if the outline is complex, and can not be done
by workers directly, it enters the state “Decomposing”. According to the decomposition
strategy, several workers independently decompose the task into subtasks, and then
there will be multiple alternative decomposition schemes. Thus in state “Decom-
poseVoting”, the workers vote for the best decomposition scheme, and the framework
assigns the number of corresponding subtasks to variable “DecTaskCount”. Different
decomposition schemes have different number of subtasks, so the number of subtasks
here is not known until runtime. And then the SmartCrowd instantiates new state
machines for subtasks by executing the “NewSubtasks(n)” in action, the parameter n
represents the number of subtasks. Note that since all tasks, including subtasks, must
first be judged whether they need to be broken down in this scenario, we employ the
same model for these tasks, namely the state machines of subtasks are the same as their
parent state machine, it makes our design more succinct and effective. After that, the
parent task enters the state “Waiting” to wait for results of its subtasks, when all
subtasks are finished, the condition “DecTaskCount == SubtaskFinishCount” is true, it
enters the state “Merging” and aggregates the results to produce a final result, and sends
an event as a finish signal to parent task. When the task is determined as simple, it do
not need to decompose, and is directly allocated to multiple workers to solve in state
“Solving”. After all workers finish their jobs, the condition “TCount == WorkerFin-
ishCount” is true, a group of workers vote for the best answer in state “SolveVoting”,
and finally send an event to inform the parent task. The Fig. 7(b) shows one of the task
instance trees of MapReduce model, states of state machine are color-coded to indicate
their status: in progress (red, underlined), finished (green). Different outlines of article

Fig. 6. The MapReduce write processes.
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yield different task instance trees, and even each execution might generate a different
task instance tree since the task decomposition is uncertain until runtime. For example,
the task A is decomposed into 3 subtasks, while its subtask A2 is decomposed into 2
subtasks (Fig. 7(b)), the different decomposition schemes voted by workers result in
this result.

Through this case, SmartCrowd allows workers to participate in the task decom-
position, supporting the collaboration between requesters and workers. Through the
task instance tree, we can easily monitor the running process of crowdsourcing,
including tasks types, the status of tasks, the number of task instances.

It is worth noting that, when workers are required to determine the task decom-
position with no supervision, the task was likely to be constantly decomposed and
iterated, resulting in excessive task instances. It may cause tasks to get out of control,
thus SmartCrowd provides three ways to avoid this kind of situation, and the first one is
to allow the requester to end task directly, which is the highest priority, the second
allows the workers to decide when to end the task, within a set period of time. And the
last one is to stop task after a predefined number of task decomposition rounds, namely
preset depth of the task instance tree. And limited to the pages of paper, detailed
SCXML code exported by our framework for this crowdsourcing writing case is dis-
played on the web site [22].

Fig. 7. The MapReduce model and one of its task instance trees (Color figure online)
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5.2 Adaptability Study

The Amazon Mechanical Turk team has indicated that the investigations on crowd-
sourcing should be designed, conducted, and published in a manner such that the
research experiments can be repeated, potentially yielding standard design patterns and
methods to achieve high quality, consistent results for a variety of human computation
tasks [23]. So far, crowdsourcing design pattern has been explored by previous work
[19, 24], but still has remained out of reach. We reviewed the existing literatures,
including many empirical studies and reports [6, 25], and introduce four basic
crowdsourcing design patterns based on them. Furthermore, we employ SmartCrowd to
express these patterns, and for a better readability, we report them using task instance
trees. The Fig. 8 shows these basic design patterns.

(1) The collection pattern, as shown in Fig. 8(a), in which the number of subtasks
decomposed is fixed, and each task is independent of each other, with no inter-
action. It meets the requirements of a typical task.

(2) The contest pattern will choose a best answer for task, similar to tournament form,
see Fig. 8(b).

(3) The collaboration pattern usually appears in creative crowdsourcing work. This
pattern can arrange workers to participate in the execution of complex tasks.
Especially in task decomposition, the number of subtasks is unknown until run-
time, hence different tasks may have different number of subtasks.

(4) The interaction pattern is often used for creative tasks. In our approach, the parent
task can communicate with its child tasks by sending and receiving events.
However, the interaction pattern has a powerful feature that subtasks with the
same parent task can communicate with each other by sending and receiving
events, as shown in Fig. 8(d).

Fig. 8. The basic design patterns
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In general, the complex design model is composed by different basic design pat-
terns, such as crowdsourcing writing model is shown in Sect. 5.1, which deployed
some basic patterns, including collaboration and contest (voting for the best scheme).
This evaluation shows that our framework can support complex patterns that are
composed by basic design patterns. Note that we do not think these basic design
patterns to be complete. In addition, we have tested a variety of crowdsourcing cases,
such as purchasing decisions, evaluating a design and so on, and more detailed
information can be seen in [22].

6 Conclusion

In this paper, we present SmartCrowd based on state machine and Common SCXML to
support crowdsourcing research, especially in complex creative tasks. It allows
researchers to put more energy on the solution formulation rather than on the devel-
opment and maintenance of system. Due to the use of the state machine and Com-
mon SCXML, the users of our approach also need to understand the state machine and
the specification of SCXML.

There are a number of directions we are exploring for future work. We will con-
tinue to exploit new design patterns of crowdsourcing, and the performance analysis of
crowdsourcing model is also a part of the follow-up work.
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Process-related information grows exponentially in organizations via workflows, gui-
ded procedures, business transactions, Internet applications, real-time device interac-
tions, and other coordinative applications underpinning commercial operations. Event
logs, application databases, process models, and business process repositories capture a
wide range of process data, e.g., activity sequences, document exchanges, interactions
with customers, resource collaborations, and records on product routing and service
delivery. Process querying studies automated methods for the inquiry, manipulation,
and update of models and data of the real-world and designed processes, as well as
relations between the processes, with the ultimate goal of converting process-related
information into decision-making capabilities. Process querying research spans a range
of topics from theoretical studies of algorithms and the limits of computability of
process querying techniques to practical issues of implementing process querying
technologies in software. Examples of practical problems tackled using process
querying include process compliance, standardization, reuse, variance management,
comparison, and monitoring.

The Third International Workshop on Process Querying (PQ 2018) aimed to pro-
vide a high-quality forum for researchers and practitioners to exchange research
findings and ideas on technologies and practices in the area of process querying. Two
full papers were presented at the workshop. In his paper entitled “Checking Business
Process Models for Compliance Comparing Graph Matching and Temporal Logic,”
Riehle presents his research endeavor in the area of business process compliance
management (BPCM). In particular, he examines the two main approaches in the field,
namely, graph-based pattern matching and pattern matching based on temporal logic.
Furthermore, he compares the approaches by implementing four compliance patterns
taken from the literature. In “From Complexity to Insight: Querying Large Business
Process Models to Improve Quality,” Madsen reports on an industrial case study in the
context of automotive manufacturing. More specifically, he presents the application of
his approach which, by querying, manipulating, and transforming the process models in
the enterprise collection, allows the stakeholders to gain insight into improving their
current quality of models.
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Abstract. Business Process Compliance Management (BPCM) is an integral
part of Business Process Management (BPM). A key objective of BPCM is to
ensure and maintain compliance of business processes models with certain
regulations, e.g. governmental laws. As legislation may change fast and unex-
pectedly, automated techniques for compliance checking are of great interest
among researchers and practitioners. Two dominant concepts in this area are
graph-based pattern matching and pattern matching based on temporal logic.
This paper compares these two approaches by implementing four compliance
patterns from literature with both approaches. It discusses what requirements
both approaches have towards business process models and shows how to meet
them. The results show that temporal logic is not able to fully capture all four
patterns.

Keywords: Process querying � Pattern matching � Compliance patterns �
Graph matching � GMQL � Temporal logic � CTL

1 Compliance Checking of Business Process Models

With the rise of Business Process Management (BPM) over the last decades, organi-
zations have created large amounts of conceptual models [1], making conceptual
models an integral and important part of modern organizations. One important aspect
of BPM is Business Process Compliance Management (BPCM). BPCM is about
checking if business processes adhere to agreed-upon objectives, to gain and to
maintain such compliance [2]. Objectives which define a compliant process may come
from several sources, as internal and external requirements. Though organizations may
specify internal rules and objectives which business processes need to comply with,
many compliance requirements come from legislation (e.g. [3, 4]). As governmental
regulations may change frequently and at unexpected times, BPCM must react to such
external changes in a fast, dynamic and efficient way. These requirements towards
BPCM call for tools, techniques and methodologies, to support BPCM, by finding
compliance violations in an automatic and simple manner [5].

One approach towards automatic process analysis is Business Process Querying
[6], where a set of (structural) patterns is queried against a repository of process models
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(e.g. [4]). This requires a query language, where a structural pattern is used as an input
and queried against an arbitrary amount of models (the repository), to check whether
these models contain the searched pattern, and is seen as an enabler for business
intelligence [7]. In literature, there are plenty of query languages that can be used to
identify compliance violations in process models (e.g. [8–11]). Query languages can be
divided into structural and behavioural query languages [12], where behavioural query
languages tend to operate directly on process logs, while structural query languages
tend to operate on a process model. This work focuses on compliance checking of
process models and not on the analysis of event logs. Two well-known but methodi-
cally different concepts are graph matching for structural querying and temporal logic
for both structural and behavioural querying. While authors of either approaches
describe the advantages of their approach (see [8–11] for details), the research question
of this paper is, if graph matching and temporal logic can both be used to express the
same compliance patterns. For this, four patterns from literature are specified using
both approaches – as far as possible – and the results are compared.

This paper is structured as follows. In Sect. 2 shortly discusses modelling query
languages in general, while in Sect. 3, the transformation of business models to
structures suitable for analysis is discussed. Section 4 presents the specification of
different queries using the techniques of graph matching and temporal logic. Section 5
compares graph matching and temporal logic and Sect. 6 concludes with an outlook.

2 Background and Related Work

Business Process Management (BPM) is about the “concepts, methods, and techniques
to support the design, administration, configuration, enactment, and analysis of busi-
ness processes” ([13], p. 5). One key part of BPM is the representation of business
processes through business process models, for which a variety of modelling languages
exists (see, e.g., [14] or [15] for an overview).

One core concern in the analysis of business processes is the identification of
structural and behavioural patterns in process models. In literature, there is a variety of
model query languages, which enable the specification of such patterns and provide a
technique to identify occurrences of them in process models (e.g., [16]). One common
concept is graph matching, which tries to match a pattern (a small graph) within a model
(a large graph). When found, this small graph would be called a match and represent part
of the whole model (a subgraph that is either equal or similar to the pattern). Conse-
quently, if graph matching does not return any results, the pattern was not found in the
model. Contrastingly, temporal logic formulates rules and assertions, which are eval-
uated against a formalized version of a process model. These rules and assertions are
then processed and result in a binary decision, true or false. The contextual interpretation
of this result of course depends on the way the query was formulated.

2.1 Compliance Checking with Graph Matching

One exemplary model querying language based on graph matching is the Generic
Model Query Language (GMQL), which provides pre-defined sets of elements and a
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batch of functions to apply to these elements [11]. Functions in GMQL can be nested to
any level, to provide a maximum of flexibility. Functions to identify elements include
ElementsOfType (EOT) and ElementsWithAttributeOfValue (EWAOV), which do what
their name suggests and otherwise are defined in [11]. Functions to identify elements
including their related neighbours include ElementsWith{NumberOf}{Pred|Succ}
Relations{Of-Type} (EW{N}{P|S}R{OT}, ElementsDirectlyRelated (EDR) and Adja-
centSuccessors (AS). Additionally, there are functions to identify paths and loops
within the model, including {Directed}Paths{[Not]ContainingElements} ({D}P{{N}
CE}) and {Directed}Loops{[Not]Containing-Elements} ({D}L{{N}CE}). Further
operators exist, which can combine two result sets into one set. These operators include
{Self}Union, Join, {Inner|Self}Intersection and {Inner}Complement. All of these
functions are de-fined in the relevant literature.

GMQL has already been applied to the scenario of compliance checking, where
compliance patterns have been derived from legislation and where these patterns have
been searched in real-world process models [3].

2.2 Compliance Checking with Temporal Logic

Another way of model querying is the Computational Tree Logic (CTL). CTL origi-
nates from the specification and verification of software systems. An introduction to
model checking with CTL can, for instance, be found in [17]. CTL includes several
statements, which describe states. The operator X can be used to describe the next state;
the operator F describes any state in the future. To describe all states, G can be used
(global) and U can be used describe all states until a certain condition appears to be
true. Additionally, the operators X, F and G can be preceded by an A, which requires
all paths to fulfil the criteria, or with E, which requires that there is at least one path
matching the criteria. The exclamation mark can be used to negate conditions.

Linear Temporal Logic (LTL) and CTL have already been used for compliance
checking of process models. For example, [4] and [18] have specified compliance
patterns using temporal logic. Additionally, [4] specifies a Compliance Request Lan-
guage (CRL) as a set of abbreviations for commonly used CTL/LTL expressions. This
makes the specification of compliance patterns shorter and easier to understand.

3 Transforming Process Models to State-Machines

Graph matching and temporal logic pose different demands on the business process
models they shall be applied to. While the pattern is specified with GMQL on the one
hand and CTL, LTL or CRL on the other hand, there are different requirements towards
the model as well. Graph matching requires the model to be in a graph structure, that is,
a structure consisting of vertices, edges, and attributes, and temporal logic requires the
process models to be in a formal representation like a computation tree that can be
processed with CTL. Conceptual models like business process models consist of ele-
ments and relations between these elements, hence they fulfil the general criteria of a
graph structure. However, depending on the Business Process Modelling Language
(BPML) used, process models may not be computation trees and, hence, require further
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pre-processing and transformations, before temporal logic can be applied. For
demonstration purposes, business processes modelled with a domain-specific BPML
(icebricks, see [19] for an introduction) are used. Since domain-specific BPMLs usually
follow similar concepts of frameworks (e.g., [20]), other BPMLs are likely to face
similar challenges during the transformation. There are two important characteristics of
icebricks: First, main processes and detail processes can consist of multiple main
process variants or detail process variants. These variants are used to reflect different or
partly different activities performed in different instances of the same business process.
Such a variant might reflect the same business process, like opening a bank account, for
either a private customer or a business customer. Since one process instance only
reflects one variant, different variants can be compared to XOR splits in other BPMLs.
icebricks models do not have directed edges, as models are – by convention – read
from top to bottom.

Second, several process elements can succeed one process element and one process
element can be preceded by multiple elements (see process model in Fig. 1). For this
modelling scenario, icebricks does not define which of the process branches needs to be
executed, as long as at least one branch appears in a process instance. Consequently,
they are to be considered as an inclusive OR. While one may argue that this unclear
execution semantic is a design flaw, the originators of icebricks argue that this sim-
plification enables the creation of process models which are easy to understand, even
for non-technicians. Additionally, other popular process modelling languages like
Event-driven Process Chains [21] or its variants [22] do include a similar OR connector
and whose semantics have been discussed thoroughly (e.g., [23]). As a model check
with CTL requires a formally specified process model as input, the execution semantics
of the icebricks models needs to be clarified first. This can be easily done by replacing
OR constructs through a combination of XOR and AND.

Fig. 1. Original and pre-transformed process model.
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The example given in Fig. 1 shows a simple process. It consists of one main
process (A), one detail process (B) and six process activities. The process activities D1
and E1 follow the process activity C, which means that after executing C, either only
D1 and D2 can be executed, or only E1 and E2 can be executed, or all of them (D1, D2,
E1 and E2) can be executed. To keep the computation tree simple, it is assumed that if
multiple process branches are executed, each process branch is fully executed before
another process branch starts (this means that there is no real parallel execution). With
this assumption in mind, the tree shown in Fig. 2 can be created, showing all possible
executions paths throughout the process model from Fig. 1.

While the example above with the two process activities D1 and E1 following C is
rather simple, the pre-transformation becomes drastically more complex if there are
more process branches. In particular, n process branches will result in a total amount of
(2^n)−1 combinations when still disregarding the order of execution. If we would
further regard the order in which process branches are executed, the term k! would be
added as a multiplication inside the sum, which explains why the amount of execution
paths regarding the execution order of activities explodes with rising numbers of
process branches. This issue is also known as the state explosion problem [24].

For a short demonstration, a process database from a financial service provider has
been transformed from icebricks to computation trees using the logic described above.
This database contained 31 main processes and 216 detail processes, with 2,894 pro-
cess activities altogether (Table 1 only shows four sample processes). For the process
model before and after expansion, the number of activities (Act.) and gateways (Gate.)
in the model is depicted. Obviously, the number of states in a computation tree would
be even lager in the end, as many activities are duplicated.

Fig. 2. Process model as computation tree.

Table 1. Complexity of process models after transformations.

Process model Process
model

After
expansion

Act. Gate. Act. Gate.

Current account 39 4 3,042 1.030
Savings account 19 4 603 252
Construction loan 56 2 393 24
Consumer loan 13 2 29 10
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Besides the unclear execution semantics introduced by an inclusive OR operator,
BPMLs can also contain other structures which need special attention when process
models are to be transformed in computation trees. Probably the most prominent
structure to be found in many BPMLs are loops. For demonstration purposes, the
commonly known language Business Process Model and Notation (BPMN) [25] is used.

Figure 3 depicts a sample BPMN process containing a small loop. A computation
tree built for such a process model should correctly reflect the execution semantic of
that process model. This means that activity B can occur between to executions of A
and activity A can occur between two executions of B. Of course, A can also occur
without any execution of B. These assumptions also holds true if there were more than
just one activity on the loop. In addition, the loop can be executed unlimited times,
which makes an adequate representation in a computation tree impossible. As branches
in trees only split but never merge, a tree cannot reflect a loop.

As a work-around to convert process models containing loops to computation trees,
only a limited amount of loop executions is simulated. More precisely, in this paper
exactly two loop executions are simulated, as depicted in Fig. 4. This is just enough to
fulfil the previously mentioned criteria: A can occur for itself, A can occur between two
executions of B and B occurs between two executions of A. Again, the problem of state
explosion is still present, as all elements following the loop need to be duplicated two
times. Therefore, loops still create computational overhead.

Fig. 3. Process model containing a loop.

Fig. 4. Process model with loop as computation tree.
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4 Exemplary Compliance Patterns

GMQL and CTL provide different features for compliance checking. To enable a
comprehensive comparison of both languages, four different compliance patterns are
presented and, where possible, specified for both languages. While the first two patterns
directly originate from literature, i.e., they were already specified with either GMQL or
CTL, the last two patterns are motivated from requirements towards compliance
checking approaches or textual descriptions. For these patterns, both the GQML query
and the CTL statement have been newly developed.

The first compliance pattern originates from [3] where it was named infringement
pattern #1 and was originally specified in GMQL. This compliance pattern derives from
the German securities trading act [26], which states that when banks consult customers
in order to sell them new products, they need to hand out all necessary product infor-
mation to the customer, before the product is sold, meaning before any transactions are
made. In this example, such process activities are named “Consult customer”, “Talk to
customer”, “Hand out contract”, “Hand out documents”, “Hand out preliminary con-
tract”, “Make account transaction” and “Perform account transaction.”

The GMQL query shown in Table 2 returns compliance violations. This is done by
searching for all paths that start with a process activity named either “Consult cus-
tomer” or “Talk to customer” and end in an activity named “Make account transaction”
or “Perform account transaction”, where the directed path does not contain any element
named either “Hand out contract”, “Hand out documents” or “Hand out preliminary
contract.” An empty result set does consequently imply that no violations are found.

A corresponding CTL statement is also shown in Table 2. The statement checks if
there is an activity called “Consult customer” or “Talk to customer” somewhere in the
process model. If so, for all paths reachable from there must hold that it is not allowed

Table 2. Example Pattern “Infringement pattern”.
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to reach an activity called “Make account transaction” or “Perform account transaction”
before there was not another activity called “Hand out contract’’ or “Hand out docu-
ments” or “Hand out preliminary contract”. If an element “Make account transaction”
or “Perform account transaction” was found earlier, the statement evaluates to FALSE
and indicates a compliance violation.

The second example originates from [27] and addresses the issue that models may
be too complex for the participants to efficiently work with them. The pattern addresses
this problem in the context of process models which consist of multiple variants. Such
models may become overly complicated due to the occurrence of too many variants at a
certain position in the model. In this pattern, the threshold of variants starting at any
given element is set to three.

In the corresponding GMQL query (see Table 3) this is done by building the
complement of all available elements in a model and the elements of the model which
have zero, one or two succeeding relations. As it can be seen for each number of
outgoing relations below the threshold two additional statements (union and EWNSR)
have to be used. Increasing the threshold therefore leads to a more complex query. In
contrast to the GMQL this pattern cannot be built with CTL, as the language does not
support the identification of the number of succeeding or preceding elements.

Table 3. Example Pattern “Too Many Routing Paths per Element”.

Table 4. Example Pattern “Check documents repetitively”.
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A mandatory requirement of a compliance query language in practice is the
identification of complex graph structures as stated in [3], e.g., loops. In the following,
two patterns are used to showcase the limitations of the languages regarding such
structures. Therefore, the third pattern is used to identify processes in which an activity
is conducted multiple times in a process due to a loop although the activity is per-
formed redundantly after the first execution. In this example a document check named
“Check document” or “Analyse document” should only be checked once. In the
GMQL query, depicted in Table 4, all loops are selected which do contain an element
with the name “Check document” or “Analyse document”. In case one or more loops
are found, the model violates the pattern.

The CTL statement also shown in Table 4 works differently. It does not explicitly
select loops. Instead it is searched if an element called “Check document” or “Analyse
document” exists. In case it does, all following paths are not allowed to have any states
labelled “Check document” or “Analyse document”. In comparison to the GMQL
query the usage of the CTL statement has two weaknesses. Firstly, during the trans-
formation of the pre-transformed process model into a computation tree, the loop has to
be passed through at least two times. If the loop is only traversed once, the loop’s states
are only included one time in the computation tree and can thus not be detected.
Secondly, the CTL statement does not only detect the elements within loops, but also
within the whole process. This may lead to false negative results, in which multiple
occurrences of the states not being in a loop are detected. The result of the expression
would in turn be FALSE, although the pattern is not violated.

The fourth example pattern is again concerned with complex structures. It states
that a loop should always contain an activity “Check if exception handling necessary”
or “Check for exception handling”, which has the aim to determine if the loop’s
iteration should be cancelled and an exception handling process should be started. The
purpose of the pattern is the identification of possible inefficiencies and delays in a
process, caused by loops not being observed closely and interrupted, if to many iter-
ations occur.

As depicted in Table 5 the GMQL query looks for loops which do not contain any
of the two activities “Check if exception handling necessary” or “Check for exception
handling”. The pattern is violated, if the result set is not empty.

Table 5. Example Pattern “Observe iteration efficiency”.
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Using CTL this pattern cannot be expressed. In contrast to the previous example it
is necessary to be able to identify loops, as it is the basic prerequisite implying the other
conditions. The creation of a partially correct CTL statement is therefore not possible.

5 Comparison of Graph Matching and Temporal Logic

Graph matching and temporal logic are two different methodologies, which both can be
applied in the context of compliance management and which both already have been
applied in practice. Because of their different underlying theoretical concepts, the two
methodologies provide a different set of functions and operations (cf. Sects. 2.1 and
2.2). As displayed in Sect. 4, the result of this difference is that two of the example
patterns are not expressible in CTL and one does not entirely reflect the pattern. In
particular, CTL is missing the features to count elements and to detect loops. The latter
can in some cases be circumvented by using the transformation procedure described in
Sect. 3 and additionally formulating the CTL statement as a path constraint as shown
with the pattern “Check documents repetitively” in Sect. 4. Nonetheless, the resulting
statement produces only partially correct results and its applicability is practice is hence
questionable. These weaknesses of the CTL approach seem to arise from the necessity
to use a computation tree. During the transformation process information gets lost, i.e.,
loops since they have to be unwound, or blurred, i.e., preceding or succeeding elements
cannot be simply detected anymore.

Another disadvantage arising from the transform process is the state explosion
problem. As shown in Sect. 3, this transformation can lead to large state machines,
which grow exponentially with the amount of branching elements (e.g., OR, XOR) in a
process model. In return, GMQL can operate directly on the process model and is thus
not affected by this issue. The author further argues that compliance checking need to
be applicable in process models with multiple concurrent executed process flows, as
process modelling languages such as icebricks and EPC contain branching elements.

Lastly, regarding the visualization of compliance violations, there is a significant
difference comparing graph matching with temporal logic. As graph matching is able to
directly operate on the process model, the pattern is directly mapped to elements of the
process model using algorithms of graph matching. If the pattern is found in the model,
there is a relation of elements in the pattern to the matched elements in the model,
which allows the GMQL implementation provided by [3] to highlight the matched
parts directly in the model. This is possible, because [3] provides an implementation in
form of a plugin as part of a modelling tool. The visualization of matched results is a
very convenient feature for users, as it makes it easy to find the part of a process which
has caused the compliance pattern to match – even for very large process models.
Contrastingly, to the best of the author’s knowledge, a comparable visualization of
results is not possible, as CTL, LTL and CRL only return a Boolean value whether a
process contains a certain compliance pattern or not. Furthermore, it is questionable if
such a visualization feature could be implemented using CTL, as CTL only operates on
the computation trees and therefore, there is no direct relation of identifiers used in the
compliance pattern and elements in the process model.
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6 Conclusion and Outlook

This paper has shown and discussed different approaches for checking business process
models for compliance violations. CTL as a representative of temporal logic was used
and compared it to the GMQL, representing graph matching. By specifying compliance
patterns for both approaches, it was possible to point out a gap in the capabilities of
both languages in regards to compliance checking. The examples presented revealed
several disadvantages of CTL in comparison to GMQL.

Firstly, two patterns could not expressed using CTL, which shows that CTL is not
fully capable to capture the functionality of GMQL. As only four patterns were
specified, the author suggests that further research should focus on these edge cases, by
comparing the functionalities of GMQL and CTL further. This may reveal situations in
which GMQL is not applicable, whereas CTL is. In general, further research in this
area would allow to state more accurately the limitations of GMQL and CTL compared
to each other, to improve both approaches in the future. Secondly, the importance of
the visualisation of compliance violations stressed. As CTL only returns TRUE or
FALSE for a given statement, this is not supported by CTL. The author therefore asks
researchers to focus on this issue, as an easy-to-use tool with a comprehensible visu-
alization could greatly improve the usage of pattern-based compliance management in
practice.

Lastly, there are several compliance patterns mentioned in literature. However,
these patterns are widely spread over different papers and usually are only specified for
one approach, if not only specified textually. Therefore, no integrated catalogue exists
providing an overview of all compliance patterns researchers have described up till
today. Future research should develop such an integrated catalogue of compliance
patterns and to invent techniques for automatically transferring compliance patterns,
e.g., from CTL to GMQL and vice versa. Additionally, practitioners could benefit from
the presence of such a catalogue and researchers could conduct empirical studies on the
effectiveness of BPCM in practice with regard to compliance patterns.
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Abstract. This industry study presents work in querying manufacturing pro-
cesses using a portal to navigate query results in the broader context of enter-
prise architecture. The approach addresses the problem of helping stakeholders
(e.g., management, marketing, engineering, operations, and finance) understand
complex BPM models. Stakeholders approach models from different viewpoints
and seek different views. Gleaning insight into improving model quality is
challenging when models are large and complex. The focus of this work was on
process models only, not process execution, because many legacy organizations
have done initial BPM modeling but do not have BPM systems in production or
have yet to realize the benefits of coupling log mining with incremental model
refinement. The use cases presented address the complexity of multi-year,
process models used by *10,000 workers globally to develop new products.
These models were queried to find quality issues, isolate stakeholder data flows,
and migrate BPMN [1] activities to cloud-based, micro-services. The approach
presented creates filtered process views, which serve as starting points for
stakeholders to navigate interconnected models within TOGAF [2] enterprise
architecture models. The process querying lifecycle—query, manipulate, and
transform—was also applied to other enterprise models. Lessons learned from
introducing BPM into a legacy organization, model refinement, limitations of
research, and open problems are summarized.

Keywords: Process querying � Business process management �
Business intelligence � Process compliance � Process standardization �
Architecture portal

1 Introduction

This paper examines the question of how to query, filter (i.e., manipulate), and
transform large, complex process models to gain insight into improving model quality.
The focus is on process models only; process execution and log mining are out of
scope, as many of the world’s largest organizations have fragmented process man-
agement efforts, in various stages of maturity, scattered across disconnected depart-
ments. There is value in applying process querying to business process models without
considering downstream process execution.
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The query method presented was tested on enterprise architecture models in
automotive manufacturing. The development lifecycle for new vehicles – from initial-
marketing-concepts through to ready-for-mass-production – spans years. At any given
time, there are dozens of concurrent vehicle programs in progress globally. The life-
cycle was modeled as one process with variants by program scale and vehicle model.
The process models shared 700+ different activity types (both sub-processes and tasks),
instantiated as 4,000+ activity instances, interconnected via 7,000+ workflows, per-
formed by 10,000+ process workers, assuming two dozen roles.

Modeling was performed in OpenText ProVision [3], a commercial, enterprise
architecture modeling tool. ProVision integrates with Excel, providing rapid model
creation and manipulation using tabular data. The process querying lifecycle involves
three steps, model inquiry, manipulation, and update. Model inquiry involves searching
process XML data to focus on key process areas, generally to improve model quality.
Model manipulation alters the process model XML using XQuery, XSL, and Excel
macros. Model update applies the changes so that ProVision renders revised process
model data to highlight the query results.

Prior to establishing a BPM practice with ProVision, the product development
lifecycle was planned as a Gantt-style program schedule in Microsoft Project with
occasional efforts to model processes in Visio. Neither Project nor Visio adequately
met process modeling needs, as model size and complexity were overwhelming. Even
after the introduction of ProVision models, some stakeholders resisted enterprise
modeling. To secure BPM buy-in, stakeholders needed a way to move from process
complexity to insight so they could incrementally refine model quality. The solution
came in the form of process queries that filter out irrelevant details to focus attention on
problems and opportunities within process models. Once value was established,
demand for BPM and process querying increased.

This paper is structured as follows. Section 2 states the problem being addressed,
namely the challenges of understanding, analyzing, and improving large, complex
manufacturing processes when the subject matter experts responsible for authoring the
process definitions approach them from different perspectives. Section 3 describes our
method for querying these process models (i.e., model inquiry, manipulation, and
update) to generate filtered process views from multiple perspectives that focus
attention on opportunities for improvement. Section 4 presents results and extensions
of work into related areas. Section 5 concludes with limitations, open problems, and
lessons learned.

2 The Problem: Large, Complex Process Models

The automotive product development pipeline (from marketing concept to ready-for-
mass-manufacturing) takes years. In this case, the entire process spanned 50 + process
maps. Each map was printed on a one by two meter poster and displayed at least 70
activities. These posters – taped across the walls of a large room – presented a degree of
complexity such that even with a magnifying glass, workflows were nearly impossible
to follow. These maps were unwieldy, difficult to read, with too much unfiltered,
detailed process information (see Fig. 1).
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2.1 Differing Stakeholder Perspectives

Stakeholders, particularly the authors responsible for process design, approached
models from different viewpoints (e.g., management, engineering, purchasing). From
these viewpoints, they searched for different views (e.g., value streams, program
schedules, workflow simulations, functional, business information, applications &
services). The combination of viewpoints and views established search perspectives.

2.2 Quality Issues

BPM models were created by aggregating program management data from different
teams using Microsoft Project, Visio, and custom, in-house applications. Once col-
lected, data was loaded into Excel and split across object tables (e.g., activities) and
link tables (e.g., workflows to interconnect activities). The resulting Excel files were
imported into ProVision’s inventory of modeling objects and links between objects.
This approach to creating BPM models was faster than creating them by hand, but there
were quality issues with the input data that led to model inconsistencies such as:

• Graph completeness problems [4]: missing inputs or outputs.
• Temporal problems [5]: inputs available after activity start, outputs produced too

late, missing activity duration.
• Attribute quality problems: missing author/resources, typing errors in description.

Fig. 1. Complex process maps, before query and filtering.
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3 Querying Business Processes

Process queries helped stakeholders to navigate interconnected models and to discover
model improvement opportunities. For example,

• Given an author, find all of his/her activities within a workflow model.
• Given an artifact, find all activity usages (i.e., instantiations of an activity).
• Given a milestone, find the distinct list of artifacts that cross swim lane boundaries.
• Given a milestone, find the distinct set of artifacts that are associated with work-

flows that cross swim lane boundaries. (e.g., bill-of-material information handed off
from one team to another).

• Given a role, highlight all activities performed by that role (e.g., marketing).
• Given a parameter, find model objects a matching attribute (e.g., find activities).
• Quality query: given a process model, verify that there are no workflows with one

end detached (i.e., no dangling workflows).
• Quality query: given a process model, assert (number of activities where author is

NOT missing = total number of activities).
• Compliance query: given a process model, compare it to the APQC reference model

for automotive manufacturing to assess standards compliance noting drift [6].
• Navigation queries. Use query results as input to the next query. Repeat to navigate

within and across models. For example, given an author, find all of his/her activ-
ities. Then, for each activity, trace all input workflows to find only those upstream
activities owned by a different author. In this way, two authors can discover their
dependencies other and coordinate their teams’ planned process details.

3.1 Model Inquiry

Process data conformed to ProVision’s common interchange format (CIF.xsd), an
XML schema supporting model portability across vendor platforms (Fig. 2).

Fig. 2. An XML fragment of a process activity
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On lines 7–9 of this XML fragment, the stakeholder responsible for this activity is
stored in the author custom property, an important query search key. On line 1, the
activity id “157896” is referenced throughout the process model to refer back to this
activity (e.g., to connect it to workflows). These reference IDs chained together to
enable navigation queries and nested searches and were invoked repeatedly as users
traversed workflows. Missing data on line 4, <workTime>, is an example of poor
quality input data that hinders queries such as finding critical paths to reduce time-to-
market. Consider the query in Fig. 3: given an author, find all of her activities.

When this query runs, the result is a set of zero or more <member> elements as
shown on lines 3–5 in Fig. 4. The set <members> in <modelScenario> includes only
those activities owned by $author.

ProVision uses the <modelScenario> element to manage process simulation sce-
narios, which it renders as graph layers. We discovered that this element can be
overloaded to create a collection of model layers, which, when superimposed on each
other, filter out irrelevant process details to focus attention on query results.

3.2 Model Manipulation

This stage of the querying life cycle alters XML in a process model. For instance:

• Given query results, insert the results as rows into a new process model layer
• Given task duration data, populate the work time for each activity
• Given inter-activity timing data, populate transit time for each Workflow

Fig. 3. XQuery to return a collection of all activities owned by $author

Fig. 4. XQuery result set with references to all activities owned by $author = “John Doe”
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This stage was challenging because most of this work was performed manually by
editing boilerplate CIF.xml process data similar in format to XPDL and inserting query
results. Note that the process definition files were often over 100 GB in size.

3.3 Model Update

Updating a model involved uploading a manipulated model definition into ProVision.
In some cases, post-processing was applied to color workflows using JavaScript, which
had the effect of highlighting workflows to draw attention to gaps, overlaps, and errors.
See Fig. 5.

Fig. 5. JavaScript to highlight process model elements during model update

Fig. 6. Filtered workflow map with query results highlighted for visibility. (Color figure online)
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When the collection of activities owned by a given author was combined with color
highlighting of the workflows by stereotype, the resulting filtered process layer overlaid
the ghosted process layer and was rendered as shown in Fig. 6.

4 Results and Extensions of Work

This process querying work helped a multi-disciplinary team realize a significant,
undisclosed reduction in time-to-market for a multi-year manufacturing process, while
improving overall model quality. Further, BPM gained acceptance among skeptics
within the organization. Accordingly, the success of this work expanded beyond the
original scope of improving BPM model quality.

4.1 Queries Applied to Other Enterprise Models

TOGAF, as it was used, specified seven types of enterprise models: strategy, organi-
zation, capability, process, information, application, and technology. This approach to
querying process models was equally useful when applied to querying other enterprise
models. Examples follow:

• An executive might start with a process model, and then search for the TOGAF
business capability it implemented, and in turn, navigate to the associated TOGAF
value stream.

• An enterprise architect might start with a process model, navigate to the information
model it required, and then navigate to the application models that produced the
information required by the process.

• A process author, assuming the role of purchasing manager, might start by
searching an activity within the purchasing swim lane, then navigate upstream to
work performed within other swim lanes (such as marketing or engineering). S/he
could examine the attached artifacts (e.g., inputs such as marketing features or CAD
data), and then create a new sub-process activity to handle bottlenecks (e.g., if
substitute parts had become necessary due to supplier issues).

4.2 Enterprise Architecture Portal

Process models were part of a broader collection of enterprise model portfolios [8],
collectively containing over 800,000 model objects and covering all aspects of the
company. The approached to process querying also applied to other model types within
the TOGAF framework. An enterprise architecture portal was built so stakeholders
could query all models types and navigate interconnected, filtered model views. This
was done by selecting a model portfolio (e.g., vehicle design) and then selecting from
configurable filters (e.g., filter by process map stage and organization perspective) as
shown in Fig. 7.

Model metadata drove the portal’s content and included support for multiple
portfolios of models as shown in Fig. 8. This approach can be useful when comparing
two sets of models, each from different authoring tools.
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4.3 Querying Workflows and Artifacts to Discover Micro-services

A firm-wide effort existed to replace legacy information systems with cloud-based,
micro-services. Part of this work involved identifying workflows where process par-
ticipants used email to hand off information across swim lane boundaries, a practice
which led to document management issues and rework. Combining query results that
identified sets of candidate workflows with lists of end-of-life systems provided a short-
list of migration-eligible system as shown in Fig. 9.

Fig. 7. Portal for exploring TOGAF enterprise models which included process models.

Fig. 8. XML data to populate model entries in enterprise architecture portal
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An example of a candidate information flow is the activity “PR-849 Purchase Parts”
in the purchasing swim lane of Fig. 6. Such activities were identified by exporting
process models to Excel and searching the descriptions of system, workflow, artifact,
and activity objects via regular expressions to find target data (e.g., parts data, order
data, CAD files, etc.). While this worked, a better approach would have been to use a
process query language [7] with a search query along the lines of the following SQL-
like pseudo code:

Ideally, such a PQL statement would be able to invoke regular expression searches
(e.g., “[part|BOM].*data”) of artifacts outside the process model being searched in a
manner similar to Transact-SQL’s xp_cmdshell() [9], but without security issues.

The end goal was an inventory of service-ready activities (SrActivities). In Pro-
Vision, when a process modeler drags an SrActivity onto the process designer canvas,
the tool validates and instantiates the web services interface to the correct micro-
service. A proof-of-concept was produced in ProVision using the Excel approach.

Fig. 9. Querying information flows to map legacy information systems to microservices
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SrActivites were inventoried separately from non-service-ready activities, and web
service interfaces were generated. Thus, it was possible to measure progress towards
migrating activity inputs from legacy information systems and external MS Office
documents (passed by email) to micro-services.

4.4 Filters to Normalize Models for Vendor-Neutrality

The long-term preservation of model assets is an important part of corporate records
retention. Enterprise model artifacts must be portable across evolving modeling tools.
Unfortunately, model fidelity is sometimes lost when exporting/importing models
between tools (e.g., using BPMN or XPDL). There is an inherent problem in relying on
import/export features of BPM modeling tools because tools to manage enterprise
content (ECM) and models (e.g., BPM) have different objectives than archival tools
[13]. Anticipating the long-term need to preserve models across tools, a repository was
created of rendered model views in both PDF and HTML formats. To create these static
model views, process queries filtered out tool-specific branding (e.g., ProVision,
Activiti, Sparks Enterprise Architect) and aggregated models published by all vendors.
Thus, stakeholders could focus on unified views of enterprise models independently of
the tools used to produce them. In this way, the modeling lifecycle and modeling-tool
vendor management lifecycle could evolve independently.

5 Conclusion

This work focused exclusively on process querying as it relates to BPM modeling, not
the mining of process logs, because many organizations are not yet ready for log
mining. Even with this narrow focus, there was still much value in applying process
querying to models.

5.1 What Worked Well; What Did Not

The most useful query was finding timing gaps (i.e., leads), overlaps (i.e., lags), and
errors in workflows between activities. A gap exists when an upstream activity finishes
one or more weeks before a downstream activity starts. An overlap exists when both
activities execute concurrently for one or more weeks. A workflow error exists when
the downstream activity starts before the upstream activity starts, or when one end of a
workflow is unattached to a process element (activity, start, end, or gateway). Reducing
time-to-market involved iteratively refining process models to close gaps, maximize
overlaps, and eliminate errors.

Process models were planned backwards so the first activity (Design vehicle
concept) had negative start and finish times, and the last activity (Confirm ready-to-
manufacture) had a finish time of 0. Thus, given two activities Ai [Si, Fi] and Aj [Sj,
Fj], a Gap exists when Sj < Fi an Overlap exists when Si � Sj > Fi, and an Error
exists when Sj > Si, where A = Activity, S = Start, F = Finish, and Aj depends on
input from Ai.
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ProVision version 9.2 has a defect when importing model data from Excel: it does
not load the activity.workTime column into the process model’s activities, which
prevents automated, critical path analysis. To circumvent this problem, workflows
between activities where inventoried in Excel with one row per workflow, sorted by
activity.workTime to prioritize leads, lags, and errors between adjacent process
activities. With this prioritized list in hand, filtered views of process maps were created
to highlight timing problems.

Regarding performance, the models exported by ProVision in its common inter-
change XML format were big, often over 100 MB. Loading them into OxygenXML
Designer and ProVision led to non-linear processing delays (and occasional crashes),
which seemed to grow exponentially with file size as the model was loaded into
memory. In XML processing, streaming has better performance than loading large
DOMs. [10] This is a consideration when designing process query languages and PQL
processors.

The manipulation stage of process querying involved labor-intensive, batch work
for developers, which proved challenging. The turn-around time to produce a filtered
process layer could be as much as 20 min. Using shell scripts with regular expressions,
experiments with XSL, and manual processing, layers were created. An area of future
work would be to automate model manipulation so that stakeholders could execute ad-
hoc PQL queries on the fly to explore and navigate models. Process modeling tools
would have to support a PQL-compliant API in order to dynamically render ad-hoc
queries.

5.2 Limitations, Open Problems, and Lessons Learned

Resources such as code snippets are available on github [11]. Areas for future research
include:

• Improving XML processing performance—not enough effort was spent on mea-
suring model size vs. processing time.

• PQL portability across modeling tools—based on this experience using a specific
BPM modeling tool (ProVision and its common interchange format), it is clear that
PQL portability across BPM tools will be in demand in industry.

• Support for ad-hoc queries and model navigation—the enterprise portal was popular
among stakeholders. However, as implemented, it was limited in its ability to render
dynamically-generated model views on the fly in response to ad-hoc queries. Such
queries support exploration and discovery of interconnected models and are valu-
able to stakeholders.

• Model design drift and compliance—just as process instances drift during execu-
tion, so too does design intent drift when subject matter experts design and maintain
large, complex process models over years. There was interest in archiving model
changes for corporate history and in measuring the cost of model drift [12]. A big
driver is tracking process compliance and alignment to industry standards, partic-
ularly the APQC standard for automotive manufacturing processes.
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• The biggest lesson learned from stakeholder feedback was that PQL techniques are
applicable to all TOGAF enterprise architecture layers, not just the process layer.
Thus, an open problem and area for future research is whether and how to apply
PQL techniques to performing queries in the broader context of enterprise archi-
tecture models.
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Business process management (BPM) is a well-established discipline that deals with
the identification, discovery, analysis, (re-)design, implementation, execution, moni-
toring, and evolution of processes. The Internet of Things (IoT) is a network of
interconnected computing devices that are seamlessly embedded in objects, animals,
people, which are called the things in the IoT. By embedding these computing devices,
we enable things to sense and respond to their surrounding environment and to build a
bridge between the digital and the physical worlds (e.g., all effort around cyber-
physical systems). While BPM and the IoT are very different domains, they can
mutually benefit from each other. However, several challenges need to be tackled.
Particularly, it has to be understood:

– How BPM can improve the IoT by (a) taking a process-oriented perspective and
considering the process history, (b) bridging the abstraction gap between raw sensor
data and higher level knowledge extracted from this event data, and (c) optimizing
decision-making in the large

– How to exploit the IoT to improve processes along their lifecycle by (a) considering
sensor data for automatically detecting the start and end of activities, (b) using event
data for making decisions in a pre-defined process model, and (c) detecting dis-
crepancies between the pre-defined model and actual enactment using event data for
online process compliance checking and exception management.

In the second edition of the BP-meet-IoT workshop, the following three full papers
were presented: “Retrofitting of Workflow Management Systems with Self-X Capa-
bilities for Internet of Things” by Ronny Seiger, Peter Heisig and Uwe Assmann; “On
the Contextualization of Event-Activity Mappings” by Agnes Koschmider, Felix
Mannhardt and Tobias Heuser; and “A Classification Framework for IoT Scenarios” by
Sankalita Mandal, Marcin Hewelt, Maarten Oestreich and Mathias Weske.
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Retrofitting of Workflow Management
Systems with Self-X Capabilities

for Internet of Things

Ronny Seiger(B), Peter Heisig, and Uwe Aßmann

Software Technology Group, Technische Universität Dresden, Dresden, Germany
{ronny.seiger,peter.heisig,uwe.assmann}@tu-dresden.de

Abstract. The Internet of Things (IoT) introduces various new chal-
lenges for business process technologies and workflow management sys-
tems (WfMS’s) to be used for managing IoT processes. Especially the
interactions with the physical world lead to the emergence of new error
sources and unanticipated situations that require a self-adaptive WfMS
able to react dynamically to unforeseen situations. Despite a large num-
ber of existing WfMS’s, only few systems feature self-x capabilities to
be used in the dynamic context of IoT. We present a retrofitting process
and generic software component based on the MAPE-K feedback loop
to add autonomous capabilities to existing WfMS’s. Using a smart home
example process, we show how to retrofit different WfMS’s in an inva-
sive and non-invasive way. Experiments and a brief discussion confirm
the feasibility of our retrofitting processes and software component to
add self-x capabilities to service-oriented WfMS’s in an IoT context.

Keywords: Workflow management systems · Self-management ·
Internet of Things · Retrofitting

1 Introduction

The application of Business Process Management (BPM) technologies in the
context of the Internet of Things (IoT) is a new and vibrant research field as
it promises easily configurable, flexible and reusable processes to be modelled,
executed and analysed among the typical IoT entities including sensors, actu-
ators, smart objects and humans. However, with these novel interactions and
application domain, new challenges for both research fields arise that need to be
addressed [4,9,13]. Especially the new dimension of interactions with the physical
world and associated sensors and actuators introduces additional requirements
for Workflow Management Systems (WfMS’s) as the IoT devices are mobile,
embedded and more constraint regarding their resources. The IoT entities and
environment are the source of new errors, imprecisions and unforeseeable situa-
tions for the process execution that an IoT WfMS has to cope with.

c© Springer Nature Switzerland AG 2019
F. Daniel et al. (Eds.): BPM 2018 Workshops, LNBIP 342, pp. 433–444, 2019.
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A common approach for dealing with these new kind of unanticipated sit-
uations is to implement feedback loops and adaptation mechanisms to make a
system self-aware and self-adaptive [7]. These mechanisms usually rely on goals
specifying aspects regarding the expected outcome of particular actions, adap-
tation strategies for dealing with unexpected behaviour, and interactions with
sensors and effectors of the respective target systems to monitor and manipu-
late the components of the self-managed system [11]. Several approaches inves-
tigate the implementation of autonomic capabilities for specific WfMS’s–with
and without relations to IoT. Despite a very large number of existing WfMS’s
being actively used in industry and academia, these implementations are tied to
specific proprietary WfMS’s and not reusable within other systems, though.

In this work, we present a general framework and process for retrofitting
existing (legacy) WfMS’s with self-x capabilities (self-awareness, self-adaptation,
self-healing, etc.) based on the MAPE-K control loop from engineering self-
adaptive software systems and autonomic computing [5,7]. We discuss two ways
of retrofitting service-oriented WfMS’s and existing processes using an imple-
mentation of the MAPE-K loop by a generic software component (Feedback
Service) to realize self-x mechanisms with respect to arbitrary quality criteria.
We show how to retrofit four different WfMS’s with the help of a simple scenario
process from the smart home domain as an example of an IoT environment.

2 Smart Home Scenario Process

The smart home is an excellent example of an IoT environment. It consists of
various sensors for environmental factors (e.g., light levels, temperature, humid-
ity) and actuators for controlling domestic appliances (e.g., light switches, ther-
mostats, service robots) as well as smart objects equipped with sensing technolo-
gies (e.g., RFID and NFC). All these IoT devices interact with each other, with
the physical environment and other objects, and most importantly with the res-
idents of the smart home. Due to the nature of these interactions with the phys-
ical world and the entities being more imprecise, unreliable and unforeseeable,
new sources of errors emerge for smart home control applications. Therefore, a
WfMS orchestrating the interactions among all involved smart home entities on
the business process level needs to be able to adapt the processes and itself to
deal with unanticipated situations and errors.

Figure 1 shows a simple smart homeprocess inBPMN2.0 notation.The process
only switches on a specific light via a service call. In our case, a middleware for IoT
(OpenHAB1) provides aRESTfulweb service interface to all sensors andactuators,
including a HomeMatic dimmer switch for controlling the light. The process shows
the typical interaction between the virtual and physicalworld in IoT environments.
The WfMS calls the IoT middleware and with that the control software of the light
dimmer to influence the physical environment. After executing this process, the
light levels are expected to have reached a certain threshold in the physical world
and the room is assumed to be lit up (assumed state). However, simple errors like
1 https://www.openhab.org/.

https://www.openhab.org/
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a burnt or worn off light bulb may lead to an incorrect assumption of the lighting
state (light is on) compared with the actual state in the physical world (light is
off ), which may not be detected by the WfMS or the dimmer switch. To detect
and remedy this kind of issue, the workflow execution has to be self-aware and self-
adaptive to support the self-healing of the process. For our scenario, an additional
light sensor is used to detect the broken light bulb and an alternative dimmer switch
is triggered to light up the room. We call this detection and repair of inconsistent
physical and virtual process execution states Cyber-physical Synchronization [20].

Fig. 1. Scenario process showing the synchronization of cyber and physical worlds.

3 MAPE-K as Framework for Autonomous Capabilities

The MAPE-K control loop is the most common approach to implement self-x
capabilities for software systems operating in IoT and Cyber-physical Systems
(CPS) [16]. In this section, we introduce the MAPE-K (Monitor-Analyse-Plan-
Execute over a shared Knowledge) feedback loop [5] as the basic framework for
adding autonomic capabilities to WfMS’s.

3.1 The MAPE-K Feedback Loop Applied to Processes

The application of the MAPE-K feedback loop [5] to manage processes and indi-
vidual process steps is discussed in detail in [20]. In general, data from additional
virtual and physical sensors is used to Monitor and Analyse the process execu-
tion with respect to certain success and error criteria defined in Goals. In case of
unexpected behaviour, a compensation strategy is selectedby the Planner and
performed by the Executor. The necessary Knowledge regarding sensors, actua-
tors and compensation strategies is contained in a shared knowledge base [20].

We use Goals to specify relevant data and success/error criteria for a process
used within the MAPE-K loops [20]. Figure 2 shows our proposal of a generic
extension of a component-oriented workflow meta-model [22] to specify these
goals. The basic concept is the ProcessStep, which can be composed of other
process steps or an atomic activity. By adding the ManagedStep interface to
the abstract ProcessStep class, a Goal can be specified for the process step
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Fig. 2. Meta-model extensions to specify goals for self-management of process steps.

Listing 1.1. Goal and Objective for SwitchOnLight Process Step.

1 {"name": "enough light for working",

2 "objectives": [

3 {"name": "kitchen light > 600 lux in 2 seconds",

4 "satisfiedCondition": "#light > 600",

5 "compensationCondition": "#objective.created.isBefore

6 (#now.minusSeconds (2))",

7 "contextPaths": [ "MATCH (thing) -[:type]->

8 (sensor {name: ’LightSensor ’})",

9 "MATCH (thing) -[:isIn]->(room {name: ’Kitchen ’})",

10 "MATCH (thing) -[:hasState]->(state:LightIntensity)",

11 "MATCH (state) -[: hasStateValue ]->(value)",

12 "WHERE toFloat(value.realStateValue) > 0",

13 "RETURN toFloat(value.realStateValue) AS light" ]}]}

(i.e., on the level of atomic activities, subprocesses and entire processes). This
goal aggregates one or more Objectives defining data to be monitored in the
contextPaths, success criteria for the process execution in the satisfiedCondi-
tion, and error criteria in the compensationCondition. Listing 1.1 presents the
exemplary goal “enough light for working” (Line 2) for our smart home pro-
cess SwitchOnLight. The goal contains one objective “kitchen light > 600 lux
in 2 seconds” (Line 4). The satisfied condition defines the success criterion for
the process step as reaching a light intensity of at least 600 Lux (Line 5). If this
light value is not reached within 2 seconds, an error is assumed as defined in
the compensation condition (Line 6). The context paths specify that the sensor
values of the “LightSensor” in the room “Kitchen” should be monitored and
analysed (Lines 7–12).
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3.2 Implementation in the Feedback Service

We implemented the MAPE-K loop (Autonomic Manager) as a component-
based micro-service called Feedback Service2 (FBS) with components for each
phase of the MAPE-K loop [20]. During process execution, the “Legacy” WfMS
sends the goal and instance information regarding a managed process step to the
FBS (cf. Fig. 3). Monitoring agents being part of the Monitor collect and update
sensor data in the Knowledge Base continuously. The Knowledge Base is a cen-
tral graph database storing all information regarding the IoT entities and process
execution. Significant changes in relevant (according to the context paths) data
(Symptoms) are forwarded to the Analyser component. The Analyser evaluates
the execution based on the criteria defined in the satisfied condition (success) or
compensation condition (error). If the satisfied condition is evaluated positively,
then the FBS terminates the MAPE-K executions and the WfMS continues with
the “regular” process execution. If the compensation condition is evaluated posi-
tively, then a Change Request is sent to the Planner to search for a compensation
strategy. The Planner uses the determined mismatch contained in the change
request and an extensible Compensation Repository to find suitable replacement
resources and commands to be executed by the respective effectors. The derived
Change Plan is then enacted by the Executor instructing the IoT actuators. In
our example, the planner queries the knowledge base for an alternative process
resource (dimmer switch) in the same context (kitchen) able to influence the
same context factors (light levels) as the original resource and measured by the
respective sensors (light sensor) specified in the context paths [20].

4 Retrofitting Process

After introducing the MAPE-K control loop as framework for self-managed soft-
ware systems and its implementation for process-aware information systems by
the Feedback Service (FBS), we show how to add self-x capabilities to exist-
ing service-oriented WfMS’s. We distinguish between an invasive and a non-
invasive retrofitting process. In general, we exploit the fact that most WfMS’s
are designed to orchestrate invocations of web services and applications to also
call the FBS in parallel to the “original” service calls defined in the business
processes.

4.1 Invasive Retrofitting

The invasive retrofitting process requires modifications to the WfMS’s underlying
workflow meta-model as well as to its execution logics. The meta-model has to
be adapted as proposed in Sect. 3 to support the specification of Goals and
Objectives for a process, subprocess and atomic process step. Figure 3 shows the
required changes regarding the execution behaviour of the “legacy” WfMS when
executing a managed process step. In parallel to executing the basic process
2 https://github.com/IoTUDresden/feedback-service.

https://github.com/IoTUDresden/feedback-service
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activity, the WfMS has to evaluate if this activity should be managed and issue
a service call containing the respective goal to the FBS. The WfMS then has to
wait/listen for a response from the FBS concerning the execution of the MAPE-K
loop and the State of the goal (success or no success) [20]. The process execution
continues w.r.t. this result–either execute the next process steps or initiate the
WfMS’s error handling mechanisms when the FBS is not able to fix the issue.

Fig. 3. Retrofitting of existing WFMS’s with the feedback service.

4.2 Non-invasive Retrofitting

While the invasive retrofitting process requires modifications to the meta-model
and execution logics of the WfMS, the non-invasive retrofitting process relies on
modifying the existing process models. The additional task of invoking the FBS
depicted in Fig. 3 has to be modelled as an explicit process activity describing an
(asynchronous) call to the FBS in parallel to the managed process step. This call
contains the respective goal as input parameter. The process execution continues
once the “regular” process step and FBS call were executed successfully.

5 Evaluation

In this section, we show the application of both retrofitting processes to existing
WfMS’s. The chosen WfMS’s are open source software projects that rely on
different workflow notations and execution engines. The process to be executed
is the smart lighting process described in Sect. 2. We “break” the lamp to be
switched on by removing its bulb, which cannot be detected by the respective
WfMS or HomeMatic switch, i.e., the light is still off. The FBS uses an additional
TinkerForge light sensor and a second dimmer switch to check and repair the
“broken” process. This process is executed in a controlled lab environment once
per WfMS. The WfMS’s, FBS and OpenHAB run on a central computer (Intel
Core i7, 4 × 3.1 GHz, 8 GB RAM, 32 GB SSD, 2 TB HDD, Ubuntu Linux 14.04).
The processes and services used in the experiments can be found on GitHub3.
3 https://github.com/IoTUDresden/fbs-retrofit.

https://github.com/IoTUDresden/fbs-retrofit
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5.1 Invasive Retrofitting of Existing WfMS’s

PROtEUS. The PROtEUS WfMS is designed to be used in the context of IoT
and CPS [21]. It relies on a component-based architecture [21] and process meta-
model [22]. We extended the meta-model and execution behaviour as suggested
in Sect. 3. Figure 4 shows the process model of the smart lighting process. The
basic process activity is a RESTful service call to the IoT middleware to switch on
the light. This process step is augmented with the goal attribute from Listing 1.1.
The execution of the LightInvoke process step–an asynchronous REST service
to the middleware–took 193 ms with PROtEUS. The parallel invocation, error
detection and compensation of the broken light bulb by the FBS dimming up the
second light stepwise from 85 Lux to 657 Lux took approx. 24 s. A more detailed
performance evaluation of PROtEUS and the FBS can be found in [20].

Fig. 4. Retrofitted smart lighting process for PROtEUS.

5.2 Non-invasive Retrofitting of Existing WfMS’s

Activiti. The extended BPMN 2.0 smart lighting process executed with
Activiti4 6.0.0 is depicted in Fig. 5. The Input process step is used to provide
input parameters (goals). The basic process activity is the LightInvoke service
task to call a custom service triggering the dimmer switch via OpenHAB. In
parallel, the FBSInvoke service task calling the Feedback Service with the goal
parameters is specified. Activiti relies on intermediate services that are locally
deployed for executing external functionality. In our example, these services are
custom implementations that delegate the calls to the actual RESTful services
provided by the IoT middleware and FBS. The execution of the basic LightInvoke
step took 459 ms with Activiti. The parallel invocation of the Feedback Service
dimming up the second light stepwise from 89 Lux to 766 Lux took approx. 22 s.

Fig. 5. Retrofitted smart lighting process for Activiti.

4 https://www.activiti.org/.

https://www.activiti.org/
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Fig. 6. Retrofitted smart lighting process for YAWL.

YAWL Engine. The extended YAWL smart lighting process executed with
the YAWL engine5 4.2 is depicted in Fig. 6. The YAWL system also relies on
custom services/classes that are deployed locally to invoke external applications
or services. The input and output services print input/output parameters for
debugging purposes. The LightInvoke step is the basic process activity that
calls the IoT middleware delegated via our custom service to activate the light
dimmer. The FBSInvoke service is the “retrofitting” process step that invokes
the FBS with input parameters (goals) in parallel. The execution of the basic
LightInvoke step took 171 ms with the YAWL system. The invocation of the FBS
dimming up the second light from 81 Lux to 685 Lux took approx. 22 s.

Apache ODE. The extended WS-BPEL smart lighting process executed with
Apache ODE6 1.3.8 is depicted in Fig. 7. The first process step is used to receive
input data and assign it to the following requests. The LightCall branch contains
the assignment of input parameters to the following basic LightInvoke step,
which calls a custom service to then call OpenHAB to switch on the light. In the
parallel FBSCall branch, the FBSInvoke process step invokes a custom service
to execute the FBS with goals provided as input parameters. Apache ODE also
requires us to provide intermediate services to delegate the service calls to the
actual RESTful web services of the middleware and FBS. The execution of the
basic LightInvoke step took 98 ms with Apache ODE. The invocation of the FBS
dimming up the second light from 93 Lux to 639 Lux took approx. 24 s.

6 Discussion

With the MAPE-K feedback loop as general framework, we are able to provide
a flexible way of retrofitting existing WfMS’s with autonomic capabilities. Due
to the Feedback Service being implemented as a micro-service, a loose coupling
with service-oriented WfMS’s is possible. The retrofitting processes rely on an
additional invocation of the FBS in parallel to the execution of the basic work-
flow activity, which is straightforward to realize as most WfMS’s main purpose is
the orchestration of web services. The invasive way of retrofitting requires minor
changes to the workflow meta-model and internal mechanisms of the execution

5 http://www.yawlfoundation.org/.
6 http://ode.apache.org/.

http://www.yawlfoundation.org/
http://ode.apache.org/
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Fig. 7. Retrofitted smart lighting process for Apache ODE.

engine, which is not always possible due to inflexible and proprietary software
architectures and the lack of support for service invocations–requiring a tighter
integration of the FBS as an additional software component of the respective
WfMS. However, compared to the non-invasive way, the modelling of the basic
workflows and additional goals can be introduced more naturally into the pro-
cess landscape and tools. The non-invasive retrofitting process does not require
changes to the underlying WfMS but to the existing process models. The mod-
elling of the service call with the goal parameters parallel to the managed process
step is less intuitive but maintains compatibility with the basic WfMS. Software
or process engineers have to decide about which retrofitting process to choose
based on these criteria. The selection of an appropriate “basic” WfMS depends
on features and properties the WfMS has to provide and fulfil (e.g., formal ver-
ification or scalability) in the respective application domain or enterprise.

The operations executed by the Feedback Service introduce only little over-
head to the overall process execution. In our evaluation examples, the major
parts of the MAPE-K execution times relate to performing and analyzing actions
in the physical world (e.g., increasing light levels by actuators and waiting for
the sensors to detect these changes), which are usually much slower than virtual
computations. The execution times for the basic service invocations are in sim-
ilar orders of magnitude for all tested WfMS’s. The Feedback Service adds the
same execution times to the overall process execution.

Using the Feedback Service on the more abstract level of business processes
to manage mostly discrete and asynchronous workflow activities proves to be
feasible for our smart home IoT use case. Its suitability for managing more real-
time demanding and synchronous processes on layers closer to the hardware
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remains to be investigated. The component-based architecture of the FBS facil-
itates the exchange and improvement of the individual algorithms used in the
phases of the MAPE-K loop. Our implementations of the analysis and plan-
ning phases are relatively simple but can be exchanged with more sophisticated
approaches, e.g., from artificial intelligence as proposed in [14]. The Feedback
Service can be used with respect to arbitrary context factors, key performance
indicators, services levels, virtual and physical sensor values and other criteria
to be considered within the MAPE-K feedback loops. Based on that, various
self-x properties (self-awareness, self-adaptation, self-healing, self-optimization,
self-configuration, etc.) can be added to existing WfMS’s.

7 Related Work

A large number and variety of WfMS’s exist and are widely used in academic
and industrial contexts. Various works discuss the realization of autonomic capa-
bilities for WfMS’s in general (e.g., the MABUP system [18] or ViePEP [8])
and in the context of IoT and CPS (e.g., SmartPM [14], SitOPT [23] or Wise-
Ware [15]). These approaches tie their realization of self-x mechanisms to spe-
cific self-developed WfMS’s, which prevents reuse with other systems. With our
implementation of the MAPE-K control loop in the Feedback Service [20], we are
able to flexibly couple the autonomic service with other “legacy” WfMS’s. Vari-
ous works discuss aspects regarding the implementation of adaptive and flexible
business processes most prominently as part of the ADEPT workflow system [6]
and follow-up works [17]. Worklets [1] and Exlets [2] provide mechanisms for
dynamic flexibility and exception handling in workflows. These approaches do
not relate to IoT and they do not implement feedback loops to achieve self-*
capabilities. However, they could be integrated into the planning and execu-
tion phases of the proposed MAPE-K loop for workflows to implement more
sophisticated planning and adaptation strategies.

A general approach to implement self-managed systems is proposed in [11]
and follow-up works. The retrofitting of a manufacturing system with fault-
tolerance and security based on an external event-coordination layer is proposed
in [24]. In [12] the authors present a way to add adaptivity to an existing sci-
entific workflow engine by new components realizing the MAPE-K loop. Sen-
sors provide data about the status of jobs running on the computation grid;
once resources are available, the workflow engine is instructed to execute new
workflows. The retrofitting of assembly processes with more high-level business
processes based on components and services to facilitate synchronization across
workflows is discussed in [3]. A general methodology for retrofitting autonomic
capabilities onto legacy systems is presented in [19]. Sensors gather informa-
tion (Probes) from the legacy systems that are analysed by Gauges, decision and
coordination of adaptations are performed by controllers instrumenting the effec-
tors of the legacy system. These works discuss specific retrofitting processes or
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general frameworks for adding autonomous capabilities to legacy systems based
on feedback loops. None of the approaches discusses this retrofitting specifically
for WfMS’s. Our retrofitting processes and software component can be used with
arbitrary WfMS’s in IoT but also in more traditional business process domains.

8 Conclusion

In this work, we presented an approach for retrofitting existing workflow man-
agement systems (WfMS’s) with autonomous capabilities to be able to handle
unanticipated situations that emerge with new properties of IoT environments.
We presented an invasive and a non-invasive way of retrofitting WfMS’s using a
generic software component that implements the MAPE-K feedback loop from
autonomic computing. Our approach proves feasible for adding self-healing mech-
anisms to existing WfMS’s executing smart home processes, but it can also be
applied in wider business process contexts with respect to arbitrary self-x capa-
bilities and service-oriented WfMS’s. The application of our retrofitting frame-
work to WfMS’s operating in production contexts to implement self-adaptive
workflows for Industry 4.0 is subject to future work [10]. This domain usually
imposes more real-time and safety-related constraints on the process executions.
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Abstract. Event log files are used as input to any process mining algo-
rithm. A main assumption of process mining is that each event has been
assigned to a distinct process activity already. However, such mapping
of events to activities is a considerable challenge. The current status-quo
is that approaches indicate only likelihoods of mappings, since there is
often more than one possible solution. To increase the quality of event
to activity mappings this paper derives a contextualization for event-
activity mappings and argues for a stronger consideration of contextual
factors. Based on a literature review, the paper provides a framework for
classifying context factors for event-activity mappings. We aim to apply
this framework to improve the accuracy of event-activity mappings and,
thereby, process mining results in scenarios with low-level events.

1 Introduction

Event log files are used as input to any process mining algorithm. Often, the
aim of these algorithms is to derive an as-is model of the process that created
these logs that can be used to further analyze the actual process execution.
Usually, process mining is applied to historical data and, thus, event log files that
were recorded from IT systems (e.g., ERP systems). Recently, the application of
process mining to real-time data became more common where log files of low-
level sensor data is increasingly being leveraged for process mining and for such
data the event-activity mapping is especially challenging [1].

In process mining, events are commonly defined as the observable and instan-
taneous occurrences of specific well-defined business activities [2] within the
scope of specific process instances (i.e., cases). In fact, most process mining
methods rely on these two requirements and results have shown to been poor if
any of the requirements is not met [3–6]. Many of the different kind of events,
e.g., a sudden change in sensor data, do not comply with the strict assumptions
of process mining methods. Therefore, we use the term event in a wider meaning
than its typical usage in process mining. Events can be any kind of observations
(e.g., a sensor value changed) with relevance to a certain process and are not
necessarily already linked to a specific (business) process activity.
c© Springer Nature Switzerland AG 2019
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Fig. 1. Two examples for event-activity mappings are shown. The behavior of a process
in the physical world is captured through sensing of low-level events from the observ-
able behavior, aggregation and abstraction to high-level events, inference of activity
instances from the process context and correlation to a specific process instance. The
objective of the derived as-is model influences the event-activity mapping.

Generally, process mining algorithms assume that each event has already
been assigned to a distinct meaningful process activity in the context of the
process in question. Although several mapping approaches exist in the literature,
the status-quo is that approaches can only indicate likelihoods of mappings, since
there is often more than one possible solution [7,8]. Figure 1 looks at different
levels of events and their mapping to process activities. The first and lowest
level of events are low-level events generated through sensing or observation
of the physical world. Let us assume that in this hospital example the low-level
events were generated through sensors. Looking at low-level events in isolation
is usually not useful for the analysis of a process since their semantics may be
unclear or even ambiguous. Low-level events need to be aggregated or abstracted
to high-level events through aggregation or abstraction using methods such
as CEP, which derives events on a higher level of abstraction from a set of low-
level events. High-level events already carry a semantics in the terms of the
process under observation since they are often derived through rules based on
domain knowledge. However, it is also possible to derive high-level events through
unsupervised abstraction techniques [6], in which case their exact semantics may
not be clear. Sometimes high-level events may already be correlated with the
occurrence of a specific (business) activity that is recognizable in the context of
a particular process. Yet, often additional information on the context in which
one or several high-level events occurred needs to be taken into account. Through
contextualization of events into the realm of a specific process, occurrences of
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activities, i.e., activity instances can be identified and correlated to a specific
process instance. Referring to Fig. 1 the high-level event “image on” requires in
the left hand process the aggregation of two events, while on the right hand the
event is aggregated by three low-level events due to the stronger light needed
for the nightly diagnostic imaging (i.e., in this example time is a contextual
factor). Also the event “image on” is mapped to more activities of the nightly
intensive care process than for the oncology at daytime process. Thus, accuracy
of event-activity mappings is difficult to be benchmarked if contextual factors
are not fully considered.

Traditionally, event-activity mappings consider the order of events, times-
tamps and related persons (resource) as sole context attributes. However, a more
comprehensive view of the process context in which the event was recorded is
necessary in order to increase the quality of event to activity mappings. To
understand how events-activities mappings can be contextualized, we studied
context taxonomies. From this study we provide a framework for classifying
context factors for event-activity mappings and demonstrate the applicability of
the framework.

The remainder of this paper is structured as follows. The next section dis-
cusses context dimensions. These dimensions are applied in Sect. 3 to our litera-
ture search. Section 4 defines the context framework for event-activity mappings
and demonstrates its application. The paper ends with a summary and an outlook.

2 Context Dimensions

In [9] context is defined as “any information that can be used to characterize
the situation of an entity. An entity refers to a person, place, or object, which
is related to the interaction between user and application.” A process context is
“...the set of process context information that characterizes the current execution
situation of a process...” [10]. To understand the process context of event-activity
mappings several context taxonomies were studied [11–19]. From this study, we
classify context information into four context dimensions as depicted in Fig. 2:

1. Personal and Social Context: describes all tasks in which an entity is
involved and also mental and physical information about an entity and on
her interaction to others [17]. The tasks in which an entity is involved are
discriminated by the context property activity, the mental and physical infor-
mation by ability and interaction to others is addressed by relationship [13].
The personal and social context of entities might be additionally described
by properties that are not covered elsewhere (i.e. workload).

2. Environmental Context: addresses an entities’ surrounding [18] such as
tool and device aspects (equipment) [17] and the performance of the algo-
rithm [14].

3. Task Context: is related to the history [14], the goal or intention behind
the process [17], the frequency of tasks or events (causality) [19], its applica-
tion [12], and rules [17]. The task context might also be described by properties
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Fig. 2. Context information classified into four context dimensions with properties.

that are not covered elsewhere (such as costs, the cycle time of tasks, security
issues) [19,20]. Particularly, historical information on the process are recorded
within history [19]. Causality can be uncovered through the following metrics
such as the overall frequency of task, the frequency of task directly preceded,
the frequency of task directly succeeded, the frequency of directly or indirectly
preceded, but before the next appearance, the frequency of directly or indirectly
succeeded, but before the next appearance of tasks [21]. The context property
application refers to the domain of the task such as health care or mobile bank-
ing. Rules refer to business rules that involve tasks (e.g., if more than two per-
sons travel together, the third pays only half price.) and structural constraints
and can be specified in a formalized or textual form [22].

4. Spatial-temporal Context: is related to the spatial-temporal coordination
of the entity and subsumes location and time [17–19].

Context information results from an aggregation or abstraction of a set of simple
context information, which are observed or sensed from raw data and can be
classified as:

– simple context information, such as location or time, or
– complex context information that is aggregated from simple context infor-

mation, such as that the entity was in a room on the 28rd of February1.

The next section summarizes the results of a literature review on context in
process mining and on event-activity mappings. The context dimensions from
Fig. 2 are used to classify the results.

1 This figure is adopted from [10] and extended for our purpose of understanding
event-activity mappings.
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Fig. 3. Hierarchy of context information where simple context information can be
captured from raw data and a complex context information is obtained by aggregation.

3 Event to Activity Mapping

To understand context-awareness in event to activity mappings we performed
two different literature searches. First, we intended to extract event attributes
from log files that are related to each of the four context dimensions (see Fig. 2)
in order to give guidelines when developing event-activity mappings. Second,
we were interested about the degree to how these event attributes have been
tackled for event to activity mapping approaches already. The literature reviews
have been conducted between November 2017 and February 2018. We searched
the research databases ACM Digital Library, IEEE Xplore, ISI Web of Science,
ScienceDirect, Scopus and Springer Link. We additionally used Google Scholar
to widen the scope of our search.

3.1 Context Awareness for Process Mining

The literature analysis on context awareness in process mining reveals that sev-
eral context properties have already been taken into account when mining a
process model from an event log. Table 2 summarizes the results.

1. Personal and Social Context: The social context of individuals was consid-
ering for process mining by work environment [23–26] or organizational struc-
tures [20]. For this purpose, events were attached with the attributes per-
former, identity, originator or some approaches differentiate between
role and resource. These works cover the context properties activity and
relationship. Another contribution uncovered the abilities of entities through
the analysis of the attributes service line, entity position [27] or capa-
bilities [29]. Interactions of entities can be extracted through the mining of
performers and their relationships. Entity properties such as department iden-
tifiers (group) have been used to discover sub-processes per department [3]
(Table 1).

2. Task Context: Objectives behind a task (goal) or a process can be uncov-
ered by the order of activities and activity labels [28]. History and causal-
ity are directly determined from a “common” event log as shown in Fig. 1
[2]. The context property application was considered in the attribute-subject
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Table 1. Literature identified for event-activity mappings organized according to con-
text dimensions and context properties.

Context dimension Property Source

Personal & social context Activity [20,23–25]

Relationship [20,23,24,26]

Ability [27]

Entity property [3]

Task context History [2]

Goal [28]

Causality [2]

Application [29]

Rule [30,31]

Task property [32]

Environmental context Equipment –

Performance [33]

Spatial-temporal context Time [34]

Location [34,35]

domain [29]. To uncover rules either a rule attribute was used to point to
rules [31] or alignments to LTL-based descriptions or transaction protocols
are defined [30].

3. Environmental Context: The context property performance (measured by
recall or fitness) was determined through meta-data analysis of a log file
in case that the user indicated the performance of the mapping algorithm
(e.g., exact, approximate) or through the size of a trace [33]. To uncover tool
and device aspects, i.e., the equipment property, the attribute medium was
attached as event attribute2.

4. Spatial-temporal Context: When mining process models related to
spatial-temporal information, the timestamp attribute was refined by start-
Time and endTime [34] (time context property) as well as location
area, location level, and location category (location context prop-
erty) [35] were attached to events.

To sum up, mostly the personal and social context of entities, causality, history
or rule were considered as context properties when mining a process model. The
context properties history and causality are implicitly used by all process mining
approaches since they can be determined directly from the minimal event log
requirements [36]. Properties such as goal, application or equipment were mostly
disregarded, which might be explained due to the difficulty of that challenging
task.

2 https://fluxicon.com/blog/2012/02/data-requirements-for-process-mining/.

https://fluxicon.com/blog/2012/02/data-requirements-for-process-mining/
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3.2 Context Awareness for Event-Activity Mappings

This section summarizes the literature review on context awareness for event-
activity mappings. Additionally, the results of this review should be used to com-
pare the status-quo of context awareness in process mining (i.e., which context
properties have been tackled for event-activity mappings already). The literature
results are again crossed with the context dimensions listed in Sect. 2.

1. Personal and Social Context: Folino et al. [37] enrich the event logs with
the attribute team that indicates the team associated with the first event
of a trace and employ a clustering approach to obtain activities. Mannhardt
et al. [38] uses information about the department in which events occurred
to determine per-department activity patterns for the use of event-activity
mapping. Moreover, the event log attribute workload as the number of
problems open on the time when a trace of an event log started [37] is also
related to the property entity property.

2. Task Context: Domain knowledge is a key-word often used in the litera-
ture which refers to knowledge about the direct task context in the terms
of the context property history. Two examples for domain-knowledge based
approaches are Baier et al. [39], who uses domain knowledge extracted from
process documentation to semi-automatically match events and activities, and
Mannhardt et al. [38] who uses activity patterns to capture domain knowledge
for event-activity mapping. The behavior defined by the activity patterns is
aligned with the observed behavior in the event log, which records historical
information about the process. Mounira et al. [14] propose historic related
context with regards to patient’s immediate members to use for developing a
context-aware process mining framework for maximizing business process exi-
bility illustrated in hospital environment. Another context property is causal-
ity: Tax et al. [40] propose entropy of an activity in an event log based on
its directly follows ratio vector and the directly-precedes ratio vector. Lu et
al. describe a semi-supervised approach for log pattern detection. They refine
causal dependencies into directly causes and eventually causes. In addition,
Diamantini et al. [41] refer to their work to relevant subtraces from an event
log by considering process execution patterns. Also, attributes like one-to-
many correspondence (an event corresponds to a set of low-level events). The
third context property we deal with is application: We identified Folino et al.
[37] as related paper dealing with combining the discovery of different exe-
cution scenarios with the automatic abstraction of log events. Finally, the
last context property we deal with is rule: Goedertier et al. [42] propose the
use of first-order logic to define preconditions and time-varying properties
to overcome difficulties like the limitation of process mining to a setting of
non-supervised learning since negative information is often not available.

3. Spatial-temporal Context: Time as a context property is found in sev-
eral papers [14,37,40,42,43]. Particularly, [37] enrich the time dimensions by
attributes such as week-day, month and year. Location of activities can be
found via RFID tracking [43].
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Table 2. Literature identified for event-activity mappings organized according to con-
text dimensions and context properties.

Context dimension Property Source

Personal & social context Activity –

Relationship [37]

Ability –

Entity property [3,37]

Task context History [5,14,38,39,45]

Goal –

Causality [41–43,46–49]

Application –

Rule [5,38,39,49]

Task property –

Environmental context Equipment –

Performance –

Spatial-temporal context Time [14,37,38,40,42,43]

Location [40,49]

In fact, many context properties have not been covered yet when mapping
events to activities, which can be concluded from the comparison to the analy-
sis on context-awareness in process mining. Particularly, the context properties
“activity”, “ability” and “entity property”, “equipment”, and “location” are not
sufficiently covered by the literature we identified within our review. This might
be explained due to the challenging task to retrieve the information. Addition-
ally, more attributes for the personal & social context have been addressed.

Both literature reviews elicit that several contextual factors have been
already tackled when mining a process from an event log and developing an
event-activity mapping. Properties such as goal, application, privacy or equip-
ment should attract more attention. One solution that allows to identify the
application from a log might be the linguistic analysis of activity labels [36]. The
development of privacy-aware event-activity mappings might be inspirited by
privacy-aware modeling approaches [44] where privacy policies or privacy restric-
tions are considered. We are convinced that in the further mapping approaches
will emerge addressing these context properties. This can be justified by the
increase interest in this topic and particularly in the rise of IoT.

4 Framework for Event-Activity Mappings

To improve the accuracy of event-activity mappings we developed a framework
based on the literature results found on context awareness in process mining
and event-activity mappings. The pillars of the framework are the four con-
text dimensions presented in Sect. 2. The properties of each dimension are those
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Fig. 4. Context framework for event-activity mappings and the applications of the
framework. The benefit of the framework is decision support improving the accuracy
of event to activity mapping approaches.

event attributes that are tackled for context awareness in process mining and
event-activity mappings. Depending on the objective, these properties might be
on different abstraction levels. For instance, in case of event-activity mappings
according to personal & social relationships either one might subsume resource
and role to performer or consider role and performer as synonym. The sole con-
sideration of performer without any other event attributes is not sufficient in
any way.

The benefit of the framework is twofold. For those, who intend to develop
an event to activity mapping, it is recommended to first specify the objective
of the event-activity mapping. Next, it should be decided whether a simple or
complex context information is of relevance. Depending on the extent of context-
awareness, event attributes have to be distilled and attached to the trace. Cer-
tainly, the decision in favor which attributes to attach to the log file depends on
the mining objective or even on the accessibility and availability of information.
Definitely, the more complete the log file the more accurate the results obtained
from process mining. In this way, this framework is applied as guide towards
developing an accurate event-activity mapping.

On the other hand, the application of the framework might be the compari-
son of event-activity mapping approaches (i.e., find the event-activity mapping
that consider more attributes of the spatial-temporal context). The accuracy
in this scenario correlates with the number of used attributes. In this way, the
framework benchmarks event-activity mapping approaches.
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5 Conclusion and Implications

Events need to be contextualized through the use of context information for a
successful mapping to activity instances. However, a systematic discussion on
the use of context information for event-activity mappings is missing. To fill this
gap, we conducted a comprehensive literature review on existing event-activity
mappings as well as on the general use of context properties in process mining
methods. The literature was structured according to four context dimensions:
personal and social context, task context, environmental context, and spatial-
temporal context, which we identified from work on context taxonomies. As a
result, we identified 14 context properties that should be recorded in event logs
and that should be used by event-activity mapping methods to improve the map-
ping accuracy. We found that the context properties causality and history, which
belong to the task context dimension, are supported most frequently. However,
other properties such as, e.g., activity, ability, goal, equipment, performance,
and location are not or only rarely described in the literature on event-activity
mappings. Thus, it remains challenging to consider the wider context for event-
activity mapping problems.
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Abstract. The Internet-of-Things (IoT) is here to stay, as applications
increasingly make use of IoT devices to deliver value to customers and
organizations. Smart home, predictive maintenance, asset tracking are
just a few examples of business scenarios that employ the IoT. As con-
cepts from the domain of Business Process Management (BPM) are used
to realize IoT scenarios, the need arises to classify which scenarios can
profit from BPM concepts. In this contribution, we present a range of IoT
scenarios and discuss the dimensions to classify them. Further, we sug-
gest the BPM concepts that might be advantageous to use for realizing
IoT scenarios.

Keywords: Internet of Things · Business Process Management

1 Introduction

It is estimated that in 2020 around 20 billion devices will be connected to the
internet, forming the Internet-of-Things (IoT). Traditionally, networks connected
computers with each others and facilitated the exchange of data among dis-
tributed nodes. With the advent of the IoT many heterogeneous devices joined
these networks that were not computers in the traditional sense: GPS sensors
built into cars, smart meters, fitness tracking wristbands, smart fridges, NFC
readers, and many more. These devices provided capabilities that computers did
not offer: sensing the world around them and acting towards the world. These
connected devices facilitated business scenarios that were not possible before,
like tracking of containers with GPS sensors, remotely controlling the heating at
home, or coordinating thousands of devices in a smart factory. Most of these sce-
narios center around collecting data employing distributed sensors, exchanging,
processing and visualizing this data, as well as acting on it.

In several implemented IoT scenarios concepts from the domain of Business
Process Management (BPM) have been successfully used [1]. However, not all
IoT scenarios benefit equally from BPM concepts. The single app-controlled
Phillips Hue lamp1 will not profit from BPM concepts, while a scenario that
schedules maintenance appointments for a fleet of cars might. The diversity of
1 Philips Hue. https://www2.meethue.com/en-us.
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existing scenarios poses a problem, when trying to decide whether to apply BPM
concepts for a projected IoT application [2]. To answer that, we need to under-
stand the IoT world better, with several features it might offer. Unfortunately,
a classification of IoT scenarios with regard to supporting them with BPM con-
cepts has not been undertaken so far.

Looking at the other direction – supporting business processes with IoT –
one obvious scenario is to use the events produced by sensors to drive exe-
cution of processes, e.g. by starting a new case, adding case data, or making
routing decisions [3]. The process model can be considered “IoT-enabled” and
is enhanced by the events. In this case, the process model just needs to know
the expected events, which “abstract” from the devices, while the devices them-
selves are transparent. The situation changes, when actuators are added to the
mix, which need to be triggered by the case. Here, it is important to find a
good abstraction layer, instead of communicating with multiple, heterogeneous
devices directly. The possibilities as well as the challenges of integrating complex
event processing and BPM are discussed extensively in [4].

In this contribution we describe a variety of implemented or projected IoT
scenarios and analyze them for commonalities and differences in Sect. 2. From
this description we derive criteria, e.g. number and type of involved devices or
locus of control, that enable a classification of IoT scenarios. The classification
framework with these criteria is presented in Sect. 3. Next, in Sect. 4, we look at
how various BPM concepts [5] can help to realize them. In addition, we consider
flexible process execution as provided by the fragment-based case management
approach Chimera [6] as a mean to support the realization of IoT applications.
Finally, we conclude in Sect. 5.

2 Evolution of IoT

Internet of things started gaining popularity during 1980s. During the last two
decades, many more applications based on IoT are coming into the play. However,
even if the term was coined later in 1999 [7], the concept of interconnected objects
has been introduced much earlier. This section gives a brief history of IoT and
also sketches the future trends of IoT with the help of example applications.

2.1 The Beginning of the IoT

A good way to get an overview of the possibilities of the IoT is to have a look
at various scenarios and how these evolved over time. Therefore, this section
covers the beginnings of connected devices and their more recent developments
in different domains. While the possibility to access funds almost everywhere
is taken for granted today, the first ATMs were based on static tokens, which
could be exchanged for cash [8]. In 1972, IBM developed a platform [9] that
allowed cash machines to work as connected devices enabling the current system
of accessing customer’s bank account via machines. Therefore, ATM s can be
considered as the earliest IoT devices [10]. The concept of ‘product as a service’
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proposes a shift to usage based payment instead of ownership of products [11],
although the concept existed before sensors could transmit operational data to
the manufacturer in real-time. Examples include turbines as a service2, product
based car sharing3 and bike sharing4. The introduction of connectivity in these
services enabled much more convenient versions afterwards, e.g. by tracking the
location via phone.

2.2 Towards Smarter Solutions – the Status Quo of the IoT

While phone-based mobile payment5 platforms are a much more recent develop-
ment than the credit card, their functionality still closely resembles their ances-
tors. However, information about the account balance or past transactions is
additionally available through the smartphone apps. The smart car cockpit6

takes this a step further: instead of numerous analogue dials and gauges, there
is only one display for all relevant information from various systems. As part
of the sharing economy, platform based car sharing7 uses the existing smart-
phones of its users for data collection (e.g. location) and interaction (e.g. find
a car). Unlike product based car sharing, where the operator owns the vehi-
cles, all kinds of cars can be seamlessly integrated with the platform service.
Therefore, supply and demand for mobility can be matched in a novel way.
A recurring theme among IoT applications is the so-called smart home, where
previously unconnected devices are equipped with additional remote monitor-
ing and control capabilities. Examples include the smart fridge8, smart oven9,
or the smart thermostat10, where one can check and set the temperature from
anywhere. Instead of monitoring the internal operations of one device, other
scenarios rather follow a tangible asset. This ranges from tracking individual
parts in intelligent automotive manufacturing11 over the completed product to
arbitrary valuable objects in luxury freight tracking12. On the other hand, it can
also be desirable to use a smart parking meter13 to find and manage a spot for
the car.
2 Rolls Royce Power-by-the-Hour. http://www.rolls-royce.com/media/press-releases/

yr-2012/121030-the-hour.aspx.
3 Car2go. https://www.car2go.com/.
4 Call a Bike. https://www.callabike-interaktiv.de/.
5 Apple Pay. http://www.apple.com/apple-pay/.
6 Bosch Smart Car Cockpit. https://www.bosch-presse.de/pressportal/de/en/bosch-

unclutters-vehicle-cockpit-139008.html.
7 Uber. https://www.uber.com/.
8 Samsung Family Hub. http://www.samsung.com/us/explore/family-hub-

refrigerator/.
9 June Oven. https://juneoven.com/.

10 Nest Learning Thermostat. https://store.nest.com/product/thermostat/.
11 Daimler Smart Production. http://www-05.ibm.com/de/pmq/ assets/pdf/

IBM SPSS Case Study Daimler de.pdf.
12 DHL Luxury Freight Tracking. http://www.dhl.fr/en/logistics/industry

sector solutions/luxury expertise.html.
13 Smart Parking Limited. http://www.smartparking.com/.
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In agriculture domain, some plants require a narrow range of conditions for
optimal growth. However, it is not feasible for farmers to constantly check their
fields in person. Hence, it makes sense to automate the monitoring of environ-
mental conditions for crops14 by leveraging sensors to collect real-time infor-
mation about weather conditions. By setting a threshold value for changes in
temperature and humidity, farmers receive notifications via an app so that they
can react quickly to ensure the well-being of their crops. When using more than
one sensor, it is possible to correlate multiple input streams to infer more accu-
rate predictions – e.g. while a single high temperature might be an outlier, rising
temperatures across the field indicate a high probability of reaching the thresh-
old value. By recognizing this, the farmer can be notified beforehand so he can
proactively protect his plants.

In healthcare, medical professionals as well as personal fitness enthusiasts
leverage small wearable devices (e.g. watches, bracelets) to constantly monitor
vital information (e.g. hearth rate). For example, tele-ECG15 for heart patients
sends the current status to the doctor regularly to prevent accidents and for
immediate medical support on demand. For medical professionals as well as
personal fitness enthusiasts, real-time fitness tracking16 gained popularity. In
a physicians practice, the use of medical devices as a service17 allows doctors
to avoid high upfront payments and the logistics associated with an external
laboratory. Instead, they can perform the analysis of samples directly in office.
Combined with constant remote monitoring of the machines by the manufac-
turer, this provides sufficient data to create good estimates of downtimes. Con-
sequently, repairs can be scheduled before problems occur. The same principle
applies to smart grid18 where utility providers can run a hosted grid, while their
supplier can monitor the usage of all participants to support maintenance and
product development.

2.3 Living in a Connected World – the Future IoT

Looking at predictions and products currently in development, it can be said
that in spite of having several technical and social challenges, in near future,
connectivity will become truly ubiquitous [12]. The start-up Myriota19 creates
robust micro units to track the position and motion of assets, which are not
covered by traditional means of communication. While not operating in real time,
the system uses “Low Earth Orbit Satellites” to gather data from many devices
at once every 90 min, thus enabling the monitoring of previously unavailable
assets.
14 Bosch Deepfield Connect. http://www.deepfield-robotics.com/en/Deepfield-

Connect.html.
15 Getemed PM100. http://www.pm100.de/.
16 Fitbit Flex. https://www.fitbit.com/flex.
17 Sysmex Medical Analysis. https://www.sysmex.com/us/en/Pages/Beyond-A-

Better-Box.aspx.
18 GE Grid IQ. http://www.gegridsolutions.com/DemandOpt/Catalog/GridIQ.htm.
19 Myriota. http://myriota.com/.
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The EU project ecall20 leverages the information from many cars on the
road to find new opportunities to improve security and efficiency of traffic in
cities, as well as to enable the adaptive redirection of drivers when a congestion
threshold is met. Taking effect in 2018, ecall is concerned with the combination of
emergency detection in cars with an automated notification of response personal.
If the car’s sensors indicate a crash, the ecall device will establish a connection
to an emergency hotline – depending on the situation of the driver, a voice call
can clarify the situation. In all cases, the last available information from the
car’s sensors is transmitted via a cellular data connection in order to enable
an appropriate response. Another big application of IoT is the extended smart
factory concept, namely the strategic initiative Industry 4.0 [13] where German
Government promotes the digital structural change in industrial manufacturing
and offers a framework to realize it.

3 IoT Classification Framework

In Sect. 2, several IoT scenarios have been introduced. Definitely, many other
scenarios are already implemented or will be materialized in future. The classifi-
cation framework is based on an analysis of the presented scenarios. It revealed
the specific features shared by the IoT scenarios which are needed to be con-
sidered to understand the scenarios better, or one step ahead, to implement a
scenario. In this section, the framework containing the features for classifying
the IoT scenarios is presented.

Participants. The first aspect to be considered is to explore the participants in
a particular scenario. This includes the number of components present as well as
the type of components. In most of the cases, an IoT scenario includes a subset
of the following type of participants:

– Sensor: The thing or device that detects the change in the environment and
sends the information to other thing(s) or a processor.

– Actuator: The thing or device that receives information from a processor or
other thing(s) and reacts on that to manipulate the environment.

– Display: The device responsible for visualizing relevant information about the
scenario such as the interactions among the things, change of status in the
environment, failure of a thing and so on.

– Controller: A central processor that sends and receives data and processes
the information to control the next operations. It can be a central computer
or a platform where the logic for interactions reside.

– Complex Device: A device which can perform certain combination of the above
functionality. For example, a smartphone can act as a sensor, an actuator, a
display, and a controller at the same time.

– Web Service: The services provided by the web applications which can be
outsourced by the controller for processing data, if needed.

20 EU Project ecall. https://ec.europa.eu/digital-single-market/en/ecall-time-saved-
lives-saved/.
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– Human Beings: The human resources responsible for operating the controller
and the end users receiving the benefit of the internet of things.

The scope of IoT applications ranges from single devices to complex sys-
tems spanning across continents and this influences the dynamics of executing
interactions among them. Table 1 shows different scaling possibilities.

Table 1. Levels of participation in an IoT scenario

Level Description Example

Device A use case can be realized with a single device Fitness tracker

Group The scenario is enabled by the collaboration of a few (2–5) devices Smart car cockpit

Site Multiple devices operate within a well defined location Crop monitoring

City Loose combination of many things within a large yet continuous area Bike sharing

Wide Collaboration across multiple remote location Industry 4.0

Control. The control logic for the interaction among the devices can be placed
as per the need of the scenario. It can be distributed in the following ways:

– Central: A central controller takes the decision. The devices execute instruc-
tions from a remote location. For example, a sensor in crop monitoring field
only measures the temperature and sends it to the processor.

– On Device: A local program directs the operations of the device. Note that
this does not restrict external communication, it only means that decisions
are made locally. An example can be a smart car.

– Distributed: Though the controller is in charge, the devices have minimal
logic to perform certain tasks by themselves. A smart fridge can serve as an
example; it is part of a smart home, but can itself control the temperature
inside the refrigerator.

Interaction. The interaction among the participants of an IoT scenario can be
of the following types. Note that the interfaces of the display, web service or UI
are not discussed, since they follow the same technicalities as a non-IoT setup.

– Things to Things: Things (sensors/actuators) in one net talk to each other.
– Things to Controller: The sensors send data to the controller and the con-

troller sends instruction to the actuators. Often a gateway is used for such
communication which is an entry point for the cumulative data gathered from
sensors. Generally the protocol used to transfer information from the things
to the gateway is different than the protocol used to communicate with the
controller.

Data. Every IoT application is based on the data from the participating IoT
devices. We distinguish between different types of data that can be commu-
nicated from the IoT device to the controller: (1) identifier, (2) location, and
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(3) sensor values. An identifier allows to connect the device with further data
related to the device stored in the controller, e.g. the ID of an NFC card estab-
lishes contact with data of the card holder and can be used for access control.
Location data allows to track devices in a spatial context, thus enabling asset
tracking. Finally, data produced by sensors allows to gather information about
the environment of a device. The data from devices is collected and stored, e.g.
in a log file, either on the device itself or on the controller. Collected data can
be further processed, as detailed in Table 2. The third aspect regarding data in
IoT scenarios is their further usage.

– Dashboard: the potentially aggregated data is visualized in a dashboard to
provide information to human participants. Those will make decisions based
on the data and trigger a reaction, which might potentially involve other IoT
devices. We consider scenarios that involve sending notifications to human
participants as part of this category.

– Automated decisions: the collected and potentially aggregated data is used
by the controller to make automated decisions, e.g. sending commands to
actuators or starting business processes.

Table 2. Levels of data processing in an IoT scenario

Level Description Example

None Data from sensors is just collected for further manual processing Device error log

Group Information from multiple similar devices is used together to detect

spatial trends or outliers

Crop monitoring

Temporal Data from a device is collected over time which are not feasible to be

done manually

Freight tracking

Temporal group Historical information across multiple dimensions is collected for a

group of devices

Smart parking

Complex Advanced aggregation supplements sensor input

with additional data sources

Dashboard

Automation. Modern technology connected with IoT devices can often ease or
replace manual labor. This work considers the degrees of automation shown in
Table 3.

Table 3. Levels of automation in an IoT scenario

Level Description Example

Minimal Little or no replacement of manual activity i.e. the

process closely resembles the analogue version

ApplePay

Incremental Increases efficiency in tasks that can be done by

humans

Crop monitoring

Enabling Creates new functionality or enables tasks which are

not feasible to be done manually

Real-time fitness tracking
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Ownership. The ownership details are needed to make the right design decisions
like the data or device access control. The owner of an IoT scenario can be
homogeneous where the end user decides the policies, such as a smart home
application. In contrast, the ownership can belong to one or more heterogeneous
private or public corporation. For example, a smart factory scenario would be
controlled by the factory owner(s).

4 Application of BPM Concepts to IoT

This section discusses the relevant concepts from BPM that might be beneficial
for implementing and managing specific IoT scenarios. Based on the analysis of
scenarios in Sect. 2 and the classification dimensions discussed in Sect. 3, exam-
ples are provided for which certain BPM concepts will be suitable. Often, the
traditional process model languages are not enough to represent the context-
adaptiveness in a dynamic scenario [14]. We propose the case management app-
roach for scenarios demanding high flexibility. Since BPM has more human-
centric perspective than the automated device interactions required for IoT, the
BPMN extension proposed in [15] can be applied for an efficient integration of
IoT and BPM.

Business Process Management. Business process management (BPM) is an
established mean for modeling, executing and improving organizational business
processes. BPMN 2.0 [16] is the industry standard for modeling, implement-
ing, and enacting business processes. A process has a specific set of goals and
activities are executed, either automatically or by process participants, in a spe-
cific order to achieve those goals [5]. Communication with the environment is
represented as events in a process model and a process execution can be hugely
influenced by such environmental interactions [17]. Processes can consume events
(catching events) as well as produce events (throwing events). These events can
trigger a process (start event), abort certain activities (boundary event), and
choose between many possible execution branches (event-based gateway). The
information carried by events can be used to make decisions in the course of the
process execution.

Often, several participants collaborate in a process. These participants can
belong to one organization or can be separate entities, shown as swim-lanes and
pools, respectively. Process participants can interact with each other by means
of message exchange. In case only the interaction is needed to be visualized,
choreography diagrams are useful.

Now, process models can be used for several purposes in an IoT setup.
Being an expressive language, BPMN artifacts can be used to model the interac-
tions among the things and with the controller. This allows designers to better
understand and communicate the IoT scenario they are developing. For exam-
ple, processes can show the internal behavior of an IoT setup with a group of
devices, having a homogeneous owner, like in the smart car scenario. For sce-
narios like Car Sharing, the interactions in a city context can be modeled with
message exchanges between different pools. On the contrary, with a wide range
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of devices owned by heterogeneous stakeholders, a choreography diagram will be
more appropriate to show the interactions while abstracting from the internal
processes.

Going beyond representation of the IoT scenario, a business process man-
agement system (BPMS) can be used to implement the application logic of the
scenario. In this case the BPMS acts as the controller: It receives the environmen-
tal occurrences from the sensors using the catching event construct, stores the
event payload for further processing, chooses the appropriate execution branch
based on event data, and sends instructions to the actuators via the throwing
event construct. For exceptional situations, the error event can be executed with
the semantics of a boundary event to abort the ongoing activities and follow the
exception handling path.

The authors previously suggested to decouple event sources, e.g. the sensors
in an IoT scenario, from the process logic acting on event data that is imple-
mented in the BPMS [18]. Instead, the BPMS should be connected to a complex
event processing (CEP) system that analyzes the raw events received from sen-
sors and aggregates them to generate the higher level business events required
for the process. The benefit of this approach is that the BPMS does not have to
deal with the management of subscriptions, which is a challenging task due to
the heterogeneous technologies used by different event sources. This approach is
also well suited for IoT scenarios, which include many, heterogeneous sensors that
frequently send events, for which a reaction is not always required. For exam-
ple in a smart home scenario, only if five consecutive thermostat events report
the temperature to be above a certain threshold, should the air conditioner be
turned on.

Case Management. Case management has been proposed to support flexible
and knowledge-intensive business processes [19] that cannot be represented well
using standard approaches like BPMN [16] and traditional process engines. We
focus the discussion on the Chimera approach proposed in [6]. The Chimera app-
roach captures business scenarios in a case model that consists of (a) a domain
model, (b) a set of object lifecycles, (c) a set of process fragments, and (d) a goal
state, also called termination condition. During runtime a case model is instanti-
ated into a case that at any time is in a certain case state, which changes through
knowledge workers performing activities, but also due to external events. Cases
are similar to process instances in traditional workflow systems, however, con-
trary to those, cases can contain several concurrently running fragment instances,
as well as data objects. Each fragment, just like a BPMN process model, consists
of event, gateway, activity, and data nodes, connected by sequence and data flow
arcs. The domain model defines the business objects relevant for the scenario as
a set of data classes and their relations. To each data class an object lifecycle
(OLC) is associated specifying valid behavior of its instances, i.e. data objects.

Since IoT is about integrating the physical world into digital systems, excep-
tions and uncertainty are a significant part of IoT scenarios [20]. Depending on
the occurrence of (sensor) events, as well as user decisions for some IoT scenar-
ios, the execution path gradually emerges over time. Thus, predefined processes
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might not be a good match for them. Instead, process fragments as defined in
the Chimera approach can be used to represent possible execution variants, that
are triggered by certain events.

When considering the high degree of uncertainty involved in some of the use
cases, it is sensible to include case management in more advanced versions that
go beyond plain tracking in scenarios like freight tracking or crop monitoring.
If the distributed participants run their internal processes in individual process
engines, a case management approach can be used to have an overview of the
whole scenario.

Fig. 1. The IoT architecture

The IoT Architecture. There are many variations of the architectural layers,
the components and the interactions among them. In [21], the authors com-
pared different architectures for several IoT applications and came up with a
reference architecture, shown in Fig. 1a. The architecture contains the drivers
where sensors and actuators are embedded, the gateway, the middleware where
the processing logic is executed and the application that uses the processed
information. The architecture (shown in Fig. 1b) proposed in [22] gives a similar
overview of the IoT layers. The perception layer includes sensors and actuators
whereas the transport layer can be mapped to the gateway. The additional busi-
ness layer here takes care of the ownership and is responsible for the application
management. Based on the IoT application scenario and required participants;
the components, the layers or the interfaces can change. However, if the BPM
concepts are to be applied in an IoT scenario, the processing layer can be mapped
to the CEP engine and the application layer can be mapped to the BPMS.
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5 Conclusion and Future Work

The explosion of IoT devices have been significant in past two decades. This
new technology tries to digitize the physical world with the help of sensors and
actuators embedded in the things around us. These things talk to each other
and are controlled by one or more logical unit. New business scenarios emerged
due to IoT can benefit from the existing concepts from the area of business
process management. However, to implement the suitable BPM concepts to IoT,
first it is needed to realize the IoT scenarios better. This work provides an
elaborate analysis of the IoT scenarios implemented currently and going to be
implemented in near future. The classification framework covers the dimensions
to be considered while analyzing or realizing an IoT setup.

To this end, BPM concepts that might be beneficial for IoT are discussed
along with the IoT reference architecture. The framework will ease the design
decisions for setting up the interconnected things in future. The insight into IoT
scenarios with its important features will strengthen the bridge between business
processes and IoT. Future work includes clustering the scenarios according to
the described levels of each dimension and prescribing the specific BPM concepts
applicable to the clusters.
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21. Guth, J., Breitenbücher, U., Falkenthal, M., Leymann, F., Reinfurt, L.: Comparison
of IoT platform architectures: a field study based on a reference architecture. In:
2016 Cloudification of the Internet of Things (CIoT), pp. 1–6. IEEE, November
2016

22. Wu, M., Lu, T.J., Ling, F.Y., Sun, J., Du, H.Y.: Research on the architecture of
Internet of Things. In: 2010 3rd International Conference on Advanced Computer
Theory and Engineering (ICACTE), vol. 5, pp. V5-484–V5-487, August 2010

https://doi.org/10.1007/978-3-319-70241-4_8
https://doi.org/10.1007/978-3-642-38709-8_6
http://www.omg.org/spec/BPMN/2.0/
https://doi.org/10.1007/978-3-319-69462-7_13
https://doi.org/10.1007/978-3-319-69462-7_13
https://doi.org/10.1007/978-3-319-42887-1_1
https://doi.org/10.1007/978-3-319-42887-1_1
https://doi.org/10.1007/978-3-319-52181-7_2


First Declarative/Decision/Hybrid
Mining and Modeling for Business

Processes (DeHMiMoP)



First Declarative/Decision/Hybrid Mining
and Modeling for Business Processes

(DeHMiMoP)

The recent years have witnessed a rising interest of the business process management
community in the investigation of the decisional and normative aspects of workflows.
Processes and business process models involve rules and decisions describing the
premises and possible outcomes of specific situations. However, important though they
are, rules and decisions are often hidden in process flows, process activities, or in the
head of employees (tacit knowledge), so that they need to be discovered using state-of-
art intelligent techniques. For knowledge-intensive processes, it is common that rules
and decisions, as opposed to the process-flow, define the allowed behavior of a process.
To cater for it, a new declarative modeling paradigm has been proposed that aims to
directly capture the business rules or constraints underlying the process. The approach
is recently attracting considerable interest, and several declarative notations have been
developed such as declare, dynamic condition response (DCR) graphs, decision
modeling and notation (DMN), case management model and notation (CMMN), guard-
stage-milestone (GSM), and extended compliance rule graphs (eCRG). Lately, there
has been a rapidly growing interest in hybrid approaches, which combine the strengths
of different modeling paradigms. The main focus of the workshop is thus on the
application and challenges of decision- and rule-based modeling in all phases of the
BPM lifecycle (identification, discovery, analysis, redesign, implementation, and
monitoring).

The sixth edition of the Workshop on Declarative/Decision/Hybrid Mining and
Modeling for Business Processes (DeHMiMoP 2018) began with the keynote of Rik
Eshuis, entitled “Modeling Decision-Intensive Processes with Declarative Business
Artifacts.” Starting with a discussion centered around the need of modern business
processes to support knowledge workers in making decisions, he showed how
declarative business artifacts can be a promising ingredient to support such decision-
intensive processes. His inspirational talk illustrated some challenges to be tackled to
that end, and promising solutions to overcome them.

Three full papers and two short papers were subsequently presented at the work-
shop. The reported research endeavors spanned over all the topics of the workshop, as
they focussed on declarative process models, declarative specifications as a means to
generate imperative models, decision-aware processes, and decision models.

In particular, Andaloussi et al. investigate in how far the understandability of DCR
Graphs can be improved through the combined adoption of different visual artifacts.
Their paper entitled “Evaluating the Understandability of Hybrid Process Model
Representations Using Eye Tracking: First Insights” also shows the initial results of
their experiments conducted with users. In “Generating Decision-Aware Models and
Logs: Towards an Evaluation of Decision Mining” by Jouck et al., a novel simulation-



based framework is proposed that allows for the comparison of decision-mining
techniques. The software tool that implements their framework is presented in the paper
as well. Haarmann et al. describe their approach and software prototype to check
compliance rules expressed in temporal logic against process models endowed with
decision models. Their solution is described in the paper entitled “Compliance
Checking for Decision-Aware Process Models.” The generation of imperative process
models based on a declarative partial specification of their activities, input and output
data dependencies, and process states is the aim of the approach proposed by Wiś-
niewski et al. Their paper “Towards Automated Process Modeling Based on BPMN
Diagram Composition” describes their approach and discusses its application in the
context of process modeling and mining. In “Measuring the Complexity of DMN
Decision Models,” Hasić et al. propose a set of metrics to assess the complexity of
DMN models. Their paper also presents the results of an empirical evaluation con-
ducted as an exploratory survey.
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Abstract. The EcoKnow project strives to promote flexible case man-
agement systems in the public administration and empower end-users
(i.e., case workers) to make sense of digitized models of the law. For this,
a hybrid representation combining the declarative DCR notation with
textual annotations depicting the law text and a simulation tool to sim-
ulate the execution of single process instances was proposed. This hybrid
representation aims to overcome the notorious limitations of existing
declarative notations in term of understandability. Using eye tracking,
this paper investigates how users engage with the different artifacts of
the hybrid representation.

1 Introduction

The Ecoknow project aims at integrating hybrid technologies in public admin-
istration as part of the effective digitization of knowledge work processes. In
this context, a hybrid representation combining the declarative DCR (Dynamic
Condition Response) notation [1] with textual annotations depicting the law
and a simulation tool allowing to simulate the possible process executions was
proposed (cf. Fig. 1). While the use of declarative notations (i.e., DCR graphs)
enables flexibility and higher adaptability, their understandability is controver-
sial especially with regards to novice users [3]. This hybrid representation (called
“hybrid DCR representation”) aims to overcome the understandability limita-
tion by offering a multi-artifact representation to help end-users to make sense
of digitized models of the law.

Work supported by the Innovation Fund Denmark project EcoKnow (7050-00034A);
the second author additionally by the Danish Council for Independent Research project
Hybrid Business Process Management Technologies (DFF-6111-00337).
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As part of an exploratory study investigating the understandability of the
hybrid DCR representation, this paper uses eye tracking to provide some first
insights about the way end-users engage with the different artifacts of this hybrid
representation. The outcome of this study will provide insights into the use of the
DCR platform. Section 2 presents briefly the related work. Section 3 describes the
research method pursued to plan and conduct the exploratory study. Section 4
unveils some first insights into the study results, and finally Sect. 5 highlights
the future work and concludes the paper.

2 Related Work

The literature about hybrid process model representations can be categorized
into the following groups: (a) The first group comprises hybrid representations
that combine two or more notations into a single artifact. For instance, in [2]
and [7] the authors combine imperative and declarative notations into a single
process model. This part of the literature is beyond the scope of this paper.
Instead, this work focuses on a hybrid representation that combines several arti-
facts. (b) The second group considers approaches that combine a graphical model
with textual annotations. For instance, Pinggera et al. in [5] proposed the Liter-
ate Process Modeling technique (LiProMo). Inspired by the dual coding theory,
LiProMo aims at fostering the communication at the process modeling stage by
fusing textual descriptions with a process model. Likewise, Wang et al. in [8] pro-
posed a hybrid representation that combines a process model with linked rules
expressed as textual annotations. Both approaches demonstrated higher compre-
hension accuracy and lower mental effort. (c) The third group of the literature
comprises hybrid representations that combine a graphical model with a tool that
allows the execution of single traces. For instance, Zugal et al. in [10] proposed
a test driven approach to support modelers in maintaining declarative process
models. Hereafter, the authors introduced a tool that allows to test whether the
process model complies with a set pre-defined (positive and negative) test cases.
The evaluation (cf. [9]) demonstrated an increased process maintainability with
reduced mental effort. Similarly, this work combines a graphical model in DCR
notation with textual annotations referring to the law. In addition, the scruti-
nized hybrid representation includes a simulation tool that allows to simulate
the execution of single traces and perceive the allowed behaviour.

3 Research Method

To investigate the factors affecting the understandability of the hybrid DCR
representation, we have planned and conducted an eye tracking experiment.
This section highlights the key aspects considered in the design phase of the
experiment and provides insights into the measurements deployed in the analysis.
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Research Question. To obtain a better understanding about the way the
hybrid DCR representation is used, we formulate the following research question:
“How end-users engage with the different artifacts proposed by the
hybrid DCR representation?” To answer to this question we analyze the
following: (a) the distribution of attention between the different artifacts, and
(b) the common reading patterns seen in different groups of end-users.

Subjects and Objects. The end-users (called “subjects” in an experimental
context) who took part in this study have varying levels of expertise in using
DCR. They have been recruited among case-workers from Syydjurs municipal-
ity in Denmark and students/employees from Technical University of Denmark
(DTU) and IT university of Copenhagen (ITU). The DCR model used in this
study originates from Section §45 of the“Consolidation Act on Social Services”1.

Design. The experiment begins with a brief training session where all the sub-
jects receive basic guidance about the hybrid DCR representation. Throughout
the experiment eight comprehension tasks are displayed sequentially. The tasks
evaluate the subjects’ capacity to understand the semantics of the DCR graph as
well as engage them to read the law fragments and to use the simulation. After
each comprehension task, a set of questions investigating the artifacts used, the
cognitive load and the subject’s emotional state are prompted. By the end of the
experiment, a think aloud session is held. Finally, a post-experiment question-
naire is used to collect data about the subjects’ demographics, domain knowledge
and experience2. For the sake of brevity, this paper will put emphasis only on the
gaze data collected from the eye tracker, and the artifacts data. The rest of the
data will be investigated in upcoming work. The experiment material used for
this paper is available online at http://andaloussi.org/papers/DeHMiMoP2018/
Material.pdf.

Measures. To investigate the distribution of attention between the different
artifacts, we have used the following fixation-derived measures [6]: (a) fixation
count which quantifies the number of fixations on a specific area of the stimu-
lus [4, pp. 412–415], and (b) total fixation duration which sums up the duration
of all the fixations on a specific area of the stimulus [4, pp. 377–386]. Indeed, as
shown in Fig. 1, the stimulus can be divided into several areas called “Areas Of
Interest” (AOIs), such that each AOI corresponds to a different artifact (DCR
graph, law text, simulation). Finally, we have compared the distribution of atten-
tion with the subjective artifact data used by the subjects to answer the com-
prehension tasks.

1 http://english.sm.dk/media/14900/consolidation-act-on-social-services.pdf (Eng),
https://www.retsinformation.dk/Forms/R0710.aspx?id=197036 (Dan).

2 The post-experiment data is available online at http://andaloussi.org/papers/
DeHMiMoP2018/demographicsAndBackground.xlsx.
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Fig. 1. A view showing the hybrid DCR representation. At the analysis phase, this
view is split into 3 areas of interest, each representing a distinct artifact.

To investigate the common reading patterns, we have developed a new app-
roach to analyze the transitions between the different AOIs. Given a times-
tamped log file containing the sequence of fixations and their corresponding
AOIs, we have generated an event log and used the process mining tool Disco3

to discover and analyze the underlying reading pattern. More insights about the
experimental settings and the measures are demonstrated in the video available
online at https://youtu.be/8OsY9PYAs3I.

4 Early Results

This section provides insights about the understandability of the hybrid DCR
representation. Section 4.1 investigates the distribution of attention, and Sect. 4.2
analyzes the different reading patterns.

4.1 Distribution of Attention

The data used for the analysis and the tables described in this section are avail-
able in an online spreadsheet at http://andaloussi.org/papers/DeHMiMoP2018/
Analysis.xls. By looking at the total fixation duration for all participants, we have
noticed that the DCR graph was the most focused artifact (duration: 881.767 s,
proportion: 0.511), followed by the law text (duration: 443.251 s, proportion:
0.257), then the simulation (duration: 398.954 s, proportion: 0.231). Comparing
these values with the fixation count for all participants, we have noticed a similar
distribution of attention with almost similar proportions. The same observation
holds with the subjective artifact data. Overall, this comparison between the
artifacts shows that the graph caught most of the subjects’ attention. However,

3 Available online at https://fluxicon.com/disco/.

https://youtu.be/8OsY9PYAs3I
http://andaloussi.org/papers/DeHMiMoP2018/Analysis.xls
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this observation does not provide enough insights into the usability of the law
text and the simulation, since the different AOIs differ in size and content.

As an alternative, we have compared the subjects based on their proportions
of fixation duration and fixation count on each artifact (cf. AOI artifacts Sheet).
Hereafter, we have observed the following: (a) subjects with highest fixation
duration and fixation count proportions on the graph (P03, P07, P09 and P10),
(b) subjects with highest fixation duration and fixation count proportions on
the law text (P01 and P05), and (c) subjects with highest fixation duration and
fixation count proportions on the simulation (P02, P06 and P08). These obser-
vations allow distinguishing between three user profiles with varying artifacts
preference (DCR graph, law text, simulation), which lead to the question: “Do
the three user profiles exhibit different reading patterns?”

4.2 Reading Patterns

To investigate the reading patterns for the different user profiles, we have ana-
lyzed the transitions between the different AOIs using the process mining tool
Disco. For sake of brevity, this analysis was conducted on a single question (Ques-
tion 3, cf. online material). Figure 2 depicts the reading patterns for the different
profiles. The activities in the model represent the different AOIs of the stimulus,
the digits on the activities refer to the absolute frequency of AOI visits, the arcs
between the activities indicate the transitions between the AOIs, and the digits
on the arcs count the number of transitions. The arcs looping around the same
activity refer to intermediate transitions to areas that are not relevant to our
analysis.

Figure 2a shows that the graph profile has high abs. visit frequency on the
graph and few transitions from the graph to the law text and simulation. By
looking at the gaze video recordings, we have noticed that the graph profile
subjects were constantly checking the graph semantics to identify the answer-
ing clues. However, since the graph is not providing clear answering clues to
all the questions, some subjects have used the law text and the simulation to
complement their understanding. Figure 2b shows that the simulation profile has
balanced abs. visit frequency on the graph and the simulation, and more transi-
tions between the graph and simulation compared to the transitions between the
graph and the law text. By looking at the gaze video recordings, we have noticed
that the simulation profile subjects were constantly checking the DCR relations
surrounding the activities targeted by the simulation, which explains the high
frequency of transitions between the graph and simulation AOIs. Finally, Fig. 2c
shows that the law text profile has two thirds of the abs. visit frequency on
the graph while the remaining is on the law text. By looking at the gaze video
recordings, we have noticed that the subjects from this profile have not used the
simulation, thus, the fixations on the simulation AOI for this profile were ignored.
Hereafter, frequent transitions were between the graph and the law text. This
observations demonstrate that each user profile has a distinct reading pattern.
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Fig. 2. Reading patterns for the different user profiles. Higher resolution at http://
andaloussi.org/papers/DeHMiMoP2018/userprofiles.pdf

5 Conclusion and Future Work

This paper describes the approach used to investigate the understandability of
the hybrid DCR representation. The analysis depicts the distribution of atten-
tion between the different artifacts, and shows that each user profile exhibits a
different reading pattern. It has to be noted that the reported results are sub-
ject to limitations due to the small number of subjects, and the use of domain
knowledge by some subjects (i.e., case workers from the municipality) to answer
to some of the experiment questions.

As future work, the user interactions and the verbal data transcribed from
the think aloud will be used to explain the transitions between the different
artifacts, and to identify the circumstance of using each of them. Moreover, the
verbal data will be analyzed to spot the typical challenges faced by the subjects,
and the questionnaire data will be used to measure the comprehension accuracy.
Finally, the subjects’ cognitive load and emotional reactions will be examined
using the pupil data and the Galvanic Skin Response (GSR) data.
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Abstract. During the last decade several decision mining techniques
have been developed to discover the decision perspective of a process
from an event log. The increasing number of decision mining techniques
raises the importance of evaluating the quality of the discovered deci-
sion models and/or decision logic. Currently, the evaluations are limited
because of the small amount of available event logs with decision infor-
mation. To alleviate this limitation, this paper introduces the ‘DataEx-
tend’ technique that allows evaluating and comparing decision-mining
techniques with each other, using a sufficient number of event logs and
process models to generate evaluation results that are statistically signif-
icant. This paper also reports on an initial evaluation using ‘DataExtend’
that involves two techniques to discover decisions, whose results illustrate
that the approach can serve the purpose.

Keywords: Decision mining · Evaluation · Log generation

1 Introduction

Automated process discovery from event logs has mainly focused on the control-
flow perspective of processes. The control-flow perspective can be considered as the
process backbone; however, many other perspectives should also be considered to
ensure that the model is sufficiently accurate. The decision perspective (a.k.a. the
data or case perspective) focuses on how the routing of process-instance executions
is affected by the characteristics of the specific process instance, such as the amount
requested for a loan, and by the outcomes of previous execution steps, e.g. the ver-
ification result. The representation of this decision perspective on a process in an
integrated model or as separate tables is nowadays gaining momentum due to the
introduction of the Decision Model and Notation (DMN) standard [1]. Decision
mining focuses on discovering the decision perspective of a process from an event
log. Some techniques (e.g. [2,3]) augment the routing decisions of a control-flow
model with the decision logic induced from the data attributes in the event log.
Other techniques (e.g. [4,5]) have focused on discovering a decision model in the
form of a Decision Requirements Diagram.
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The increasing number of decision mining techniques raises the importance
of evaluating the quality of the discovered decision models and/or decision logic.
Currently, no standard evaluation framework has been proposed in literature.
The techniques presented in [2,4,5] have been evaluated informally: by showing
it can rediscover some example routing decision logic [2], an example decision
model [4] or by demonstrating it on a real-life data set [5]. In contrast, the
techniques of [3,6] have been formally evaluated, yet they have applied their
techniques on a small number of data sets. Due to their small scale, no statistical
tests can be applied to determine the significance of the results.

Current decision mining evaluations have used only 5 of the publicly available
repository of event logs1. Moreover, the repository does not contain a reference
process and decision model and thus the characteristics of the real underlying
process are unknown. As a consequence, the evaluations cannot generalize the
results to conclude that technique A on average outperforms technique B when
confronted with certain process and decision characteristics. However, this is
necessary to gain insights in the strengths and weaknesses of the existing decision
mining techniques.

This paper introduces a framework to evaluate and compare decision mining
techniques with some guarantee that the results are statistically significant, and,
hence, generally valid. The framework, which is presented in Sect. 2, extends the
existing method in [7] to generate random artificial control-flow models with a
decision dimension and simulates those into event logs. It allows users to control
for the process and decision characteristics of the generated event logs as needed
during evaluation. An initial validation was conducted on two techniques in
Sect. 3. Related work is discussed in Sects. 4 and 5 summarizes the paper with
conclusions and future work.

2 Evaluation Framework

Decision mining algorithms discover the decision perspective of a process based
on an event log that contains both control-flow and decision perspectives. Arti-
ficially generating such event logs is challenging. It requires to generate an arti-
ficial sound process model and a decision model with decision rules (i.e. data
dependencies) first and then simulate the process model and rules into a mul-
tiperspective event log. Soundness is a necessary condition for the generated
models with rules as otherwise runtime errors can occur during simulation [8]:

– Deadlock: a case gets stuck in the middle of the process where it is not possible
to execute any activities.

– Dead activity: an activity part of the process can never be executed for any
case.

1 https://data.4tu.nl/repository/collection:event logs real.

https://data.4tu.nl/repository/collection:event_logs_real
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Simply adding decision rules to random process models generated by existing
control-flow based techniques, e.g. [7], would not guarantee soundness. On the
other hand, the only existing method for generating multiperspective models and
logs [9] is not tailored for adding decision information to the control-flow model
(see Sect. 4). Therefore, this paper introduces the ‘DataExtend’ approach for
generating artificial event logs with both control-flow and decision perspectives.
In the next part of this Sect. 2.1 we will present the idea behind the ‘DataExtend’
using an example. The final part of this Sect. 2.2 formally describes the steps of
‘DataExtend’.

2.1 Illustration of Generating Multiperspective Logs

The make-to-order process as illustrated in Fig. 1 will be used as an example
throughout the rest of the paper. The process handles the production of a
customer order: it starts with issuing the customer order, then materials are
prepared, the products are produced, possibly followed by an inspection, then
products are packaged, and finally, the products are delivered or the order is
canceled when something went wrong. It contains three XOR-splits (indicated
in the figure as ‘choice x’) where choices between multiple activities need to be
made:

– the first choice is whether to use new materials or mixed (recycled and new)
materials,

– the second choice is about the inspection of the produced products: no inspec-
tion, a normal inspection or a thorough inspection,

– the third choice is whether the products will be delivered or canceled.

Fig. 1. Make-to-order process

The process model in Fig. 1, without the tasks in grey and the data object,
presents the control-flow perspective of the process, i.e. it does not contain infor-
mation on the decision perspective of the process. In this paper we assume that
the decision perspective consists of a decision model and rules that explain the
choices in the process. From DMN [1] we adopt the DRD as a decision model
that visualizes the dependencies between decisions and the inputs (here case
attributes). This paper assumes that each exclusive choice (XOR-split) in the
process is preceded by a decision that is modelled in Fig. 1 using a business
rule task: ‘Determine materials’ (choice 1), ‘Decide inspection’ (choice 2), and
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‘Decide delivery’ (choice 3). Each decision in the DRD corresponds to one busi-
ness rule task in the process model. For each of the decisions in the DRD we can
specify the logic as rules in a decision table.

In the example, the ‘Determine materials’ (see Fig. 1) decision cannot depend
on an earlier made decisions in the process as it is the first decision in the
process. It can depend on case attributes, but it is not necessary. Suppose that
in this process the decision between new and mixed materials relies upon some
contextual information not embedded in the underlying information system. In
that case we do not generate decision rules but rather represent the decision
stochastically by assigning a probability of choosing each decision output: on
average for 50% of the orders the activity ‘prepare new materials’ is executed
and for 50% of the orders the activity ‘prepare mixed materials’ is performed.

The ‘Decide inspection’ decision (see Fig. 1) can depend on the decision about
the used materials and case attributes. In this example the inspection decision
depends on the outcome of the first decision and a case attribute ‘premium’
which is related to the type of the customer placing the order. This results in
the DRD in Fig. 2 where the ‘Determine matrials’ decision and the customer
type are inputs of the inspection decision. The policy is that products produced
with mixed materials always need to be inspected thoroughly regardless of what
the customer type is. Products consisting of new materials are only inspected
for premium customers, otherwise the inspection is skipped to save costs. Such
decision logic can be represented as rules as illustrated in Table 1.

Table 1. Decision tables for ‘Decide inspection’ (left) and ‘Decide delivery’ (right)

Finally, the ‘Decide delivery’ decision could depend on the outcome of the
first and second decision and some case attribute(s). Suppose that the inspection
results in an inspection report (the data object in Fig. 1) based on which the
quality of the products is labeled as acceptable or non-acceptable. If an inspec-
tion was skipped, acceptable quality of the products is assumed. A delivery will
only be executed if the quality of the products are acceptable, otherwise the
order is cancelled. These decision dependencies can be illustrated in the DRD in
Fig. 2 and the decision logic as shown in Table 1.

The control-flow model together with the above decision model and rules can
then be simulated into an event log. The simulator evaluates the rules tied to
each decision in the process in order to decide which outcome, i.e. choice branch,
to activate. An example case is shown in Table 2. Notice that we only displayed
the inputs of each decision as case attributes to save space.
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Fig. 2. Decision require-
ments diagram of example
process

Table 2. Example case of the produce order process

Event ID Activity Materials OK quality? Premium?

1 issue True

2 prep. mixed mater. mixed material True

3 produce mixed material True

4 inspect thoroughly mixed material True True

5 package mixed material True True

6 deliver mixed material True True

2.2 Formal Method for Generating Multiperspective Logs

This subsection formalizes the steps of the ‘DataExtend’ method we propose
to generate an event log containing both control-flow and decision perspectives.
‘DataExtend’ involves the following five steps:

1. Generate a random control-flow model from a population of models
2. Randomly build a decision model
3. Randomly generate decision logic for decisions in the decision model
4. Simulate control-flow model with decision model and logic into event log

Step 1: Generating Random Control-Flow Models. For this step we rely
on the existing method in [7] to generate a random control-flow model from a pro-
cess model population. This method always generates block-structured models
that are guaranteed to be sound. A block-structured model can be decomposed
in properly nested subprocesses such that each subprocess has a single entry and
singly exit point, e.g. the model in Fig. 1. The population definition describes the
behavioral characteristics of the models: the size and the control-flow patterns
of the models. The user defines a population of models by setting the following
parameters:

– Model Size Parameters = {mode, min, max}.
– Control-flow Characteristic Probabilities = {sequence (WCP-1), parallelism

(WCP-2/3), exclusive choice (WCP-4/5), multi-choice loop (WCP-6/7), loop
(WCP-21), silent activity, reoccurring activity, infrequent path}.

The model size parameters define a triangular distribution that will be used
to determine the number of activities that will be present in the model. The
WCP-x between brackets refers to the standard control-flow workflow patterns
as defined by Russell [10]. A silent activity is used for modelling a skip (e.g.
the third branch of the second choice in Fig. 1). Reoccurring activities allow
the same activity to appear in different parts of the process. Infrequent paths
make some outgoing branches of an exclusive choice more likely to occur than
others. The control-flow characteristic probabilities influence the probability for
each characteristic to be included in the resulting model. For example, if the
probability of an exclusive choice is 0.2, then on average 20% of the nested
subprocesses will be exclusive choices.
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Step 2: Randomly Build Decision Model. This step will initiate the deci-
sion perspective that is added on top of the generated control-flow model. This
paper assumes that the routing of the cases throughout the process depends on
decision outcomes. This corresponds to adding the business rule tasks before
each exclusive choice in the model of the example in Fig. 1, e.g., the outcome
for ‘Determine materials’ influences whether activity ‘prepare new materials’ or
‘prepare mixed materials’ is executed for a particular case. Adding these deci-
sions initiates the Decision Requirement Diagram that will contain a decision
for each exclusive choice in the model. As such, we will not add decisions before
multi-choice and loop constructs in this paper. In a next step, we randomly deter-
mine the inputs of the decisions in the DRD. Here we assume that a decision
can depend on a case attribute or a previously made decision.

‘DataExtend’ generates a decision di ∈ D for each exclusive choice in the gener-
ated control-flow model. Then, it assigns zero or more attributes as inputs, either a
case attribute or a previous decision, to eachdecision.Adecisionwithout attributes
means that it is based on some information not embedded in the information sys-
tem (e.g. the ‘Determine materials’ decision in the above example).

Definition 1 (Assign). Given a set D of decisions and a set V of case
attributes (including previous decisions), Assign: D �→ P(V ) is a function that
labels each decision di with a set V ′ ⊆ V of attributes which di is based upon.

The attribues Assign(di) used in decision di can take on values on the basis
of decisions that ‘precede’ di:

Definition 2 (Precedence). Precedence: D �→ P(D) is a function that labels
each decision with a set of preceding decisions. The precedence is based on the
control-flow semantics of the model.

Consider again the example in Sect. 2.1. The ‘Decide inspection’ decision (d2)
is preceded by the ‘Determine materials’ decision (d1): Precedence(d2)�→ {d1}.
Then, in the example, the ‘Decide inspection’ decision is assigned the ‘Determine
materials’ decision and ‘premium’ as attributes: Assign(d2) �→ {d1, premium}.
The assigned attributes of each decision are visualized in the DRD as shown in
Fig. 1 where ‘Determine materials’ and ‘Customer type’ are inputs of the ‘Decide
inspection’ decision.

Step 3: Randomly Generate Decision Logic. This step will specify the
decision logic for each decision in the decision model generated in the previous
step. More specifically, each decision influences a choice between multiple alter-
native branches in the process model. The values of the assigned attributes of
each decision restrict the possible branches that can be activated. These restric-
tions, also called decision dependencies, can be expressed as decision rules. A
decision rule is defined as a mapping:

Definition 3 (Decision Rule). A decision rule is a mapping

V1 �� q1, . . . , Vw �� qw �→ ×jk
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where Vi ∈ V is the set of attributes, �� is a relational operator ∈ {<,≤, >,≥,
=, �=}, q1, . . . , qw are constants, ×jk denotes outgoing branch k of choice ×j after
decision j.

The set of all decision rules related to a routing decision can be represented as
a decision table such as Table 1, where rule 1 of the left table expresses the deci-
sion rule: materials = ‘new materials’, premium? = ‘True’ �→ ‘inspect normally’
(i.e. the second outgoing branch of the second decision ‘Decide inspection’).

‘DataExtend’ initially generates all possible decision rules, i.e. each possi-
ble combination of attribute values can lead to any of the outgoing branches.2

For example, consider Table 3 that shows the initial set of decision rules for
decision ‘Decide inspection’ in the make-to-order example process. When a case
has the following attribute values: materials = ‘new materials’ and premium?
= ‘True’, then the three outgoing choice branches containing activities ‘inspect
thoroughly’, ‘inspect normally’, and skip inspection are all possible according to
rules 1, 2 and 3.
Table 3. Example complete decision table for
the ‘Decide inspection’ decision in the make-
to-order example process.

Rule Materials Premium? Inspection

1 new material True inspect thorougly

2 new material True (skip inspection)

3 new material True inspect normally

4 new material False inspect thorougly

5 new material False (skip inspection)

6 new material False inspect normally

7 mixed material True inspect thorougly

8 mixed material True (skip inspection)

9 mixed material True inspect normally

10 mixed material False inspect thorougly

11 mixed material False (skip inspection)

12 mixed material False inspect normally

Randomly removing rules from
the initial set of decision rules
restricts the decision outcomes,
i.e. the possible outgoing branches
at the choice impacted by each
decision. In this way, ‘DataEx-
tend’ creates decision dependen-
cies. However, it cannot restrict the
behavior too much as this could
create unsound behavior in the
form of deadlocks and dead parts
which break the simulator in the
next step. Therefore, the following
soundness constraints are imposed
on the rule removal step:

– each decision table has at least one rule for each possible outgoing choice
branch to prevent dead activities

– each decision table has at least one rule for each value combination of the
attributes values to prevent deadlocks.

Additionally, the user can set a stopping criterion for the removal of random
decision rules. Without such a stopping criterion, ‘DataExtend’ will remove rules
until no removal can happen without violating the soundness constraints. This
results in fully deterministic decisions, i.e. for any combination of attribute val-
ues there is only one outgoing branch possible. However, business rules are often
non-deterministic and this ‘cannot be solved until the business rule is instanti-
ated in a particular situation’ [11]. This ambiguity can occur due to conflicting
2 Impossible combinations happen when a decision depends on two other decisions

that are mutually exclusive. Such combinations are removed from the decision table.



A Framework to Evaluate and Compare Decision-Mining Techniques 489

rules or missing contextual information. Therefore, the approach allows users to
set a determinism level as stopping criterion. The determinism level is defined
as the number of decision rules removed relative to the maximum amount of
decision rules that could possibly be removed (without violating the soundness
constraints). The maximum determinism level of 1 results in a fully deterministic
decisions. The minimum value of 0 denotes the initial state, i.e. any combination
of attribute values can lead to all possible decision outcomes. The user specifies
the target determinism level, which is the average determinism level over all
decisions with input attributes after the removal of rules. We explicitly leave out
decisions without assigned attributes, e.g. ‘Determine materials’ decision in the
make-to-order example, because these decisions always have a determinism level
of 0, i.e. no rules can be removed, which makes it impossible to reach an average
determinism level of 1.

Definition 4 (Determinism level). Let di be a decision and #rule(di) be the
number of rules in di. Let d̄i be a decision obtained from di after removing a
number of rules, then:

DeterminismLevel(di, d̄i) =
#rule(di) − #rule(d̄i)

#rule(di) − #minimum(di)

where #minimum(di) is the minimum number of rules to ensure soundness and
is determined by taking the maximum of the number of possible decision outcomes
for di and the number of attribute value combinations of Assign(di).

In the make-to-order example (see Sect. 2.1) the desired determinism level is
set to 1. This means that as much rules as possible have to be removed from
the decision table of the ‘Decide inspection’ and ‘Decide delivery’ decisions.
The initial decision table for ‘Decide inspection’ (see Table 3) contains 12 rules.
The soundness constraints imply that at least one rule for each of the three
possible decision outcomes should remain to avoid dead activities. Additionally,
the soundness constraints require that the decision table should contain at least
one rule for unique combination of case attribute values: {‘prepare new’, ‘prepare
mix’} × {‘True’, ‘False’} = 4 thus #minimum = max(3, 4) = 4. Removing rules
1, 2, 4, 6, 8, 9, 11 and 12 from Table 3 results in the decision Table 1 with a
maximum determinism level: 12−4

12−4 = 1. Similarly, decision rules are removed
for ‘Decide quality’ which ends in the decision Table 1 with determinism level
1. This makes the average determinism level equal to 1 as all routing decisions
with assigned attributes are fully deterministic.

Algorithm 1 summarizes the steps 2 and 3 of ‘DataExtend’.

Step 4: Simulate Control-Flow Model with Decision Perspective into
Event Log. ‘DataExtend’ will simulate the models with decision rules into an
event log. It takes a user specified number of cases to be generated, the process
model, and the set of decision rules as input. Then, each attribute, except the
ones that correspond to a previous decision3, are initialized with a random value.
3 These attributes are initialized with the decision outcome when it is executed.
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Algorithm 1. Extend process model with decision perspective
1: Input:

2: M : process model

3: dl : target determinism level

4: Output:

5: M : process model

6: R : set of decision rules

7: Start ExtendModel(M,dl)

8: for each exclusive choice in M do

9: Assign(di) �→ Vrandom

10: Rdi
← initial decision table di

11: R ← R ∪ Rdi

12: end for

13: while AverageDeterminismLevel(PT ) < dl do

14: Remove random rule from Rwithout violating soundness constraints

15: end while

16: return R

For example, in the make-to-order process the ‘premium’ case attribute gets
value ‘True’.

The simulation algorithm will execute each activity in the model according
to the control-flow semantics and include this in the resulting event log. When it
encounters a decision di (business rule task) it will execute the decision using the
generated decision rules Rdi

∈ R. Therefore, ‘DataExtend’ will collect the values
of each of the assigned attributes {V1, . . . , Vw} to make a state of the current
case. Then it will iterate over all the decision rules to collect the possible decision
outcomes. A decision outcome is possible if a rule condition matches with the
state. Finally, the decision outcome leads to a particular outgoing choice branch
to be executed after the decision.

The simulation of a process model with the decision perspective yields an
event log with both control-flow and case information as needed for decision
mining evaluation.

3 Demonstration

This section presents an empirical analysis of two decision mining algorithms
to validate ‘DataExtend’. ‘DataExtend’ has been implemented in the ProM
framework as part of the ‘PTandLogGenerator’ package.4 It enables the eval-
uation of decision mining techniques that discover a decision model from an
event log (e.g. [4,5]) or techniques that discover the decision logic from an event
log (e.g. [3,6]). Due to a lack of space, the experiments will focus on the latter
type of techniques.

4 See https://svn.win.tue.nl/repos/prom/Packages/PTAndLogGenerator/.

https://svn.win.tue.nl/repos/prom/Packages/PTAndLogGenerator/
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Experiment Setup. The experiment will evaluate the mutually-exclusive tech-
nique [3] that discovers fully-deterministic decision rules based on case attributes
in the input event log, and the overlapping technique [6] that allows to discover
non-deterministic decision rules. The goal is to determine the effect of differ-
ent determinism levels of the generated decision rules by ‘DataExtend’ on the
quality of the discovered decision rules. We have generated a random sample of
129 process models for each miner from six model populations shown in Table 4,
i.e. one population for each value combination for the determinism level {0.5,
0.75, 1} and infrequent paths {0 (False), 1 (True)} parameters. The other pro-
cess characteristics are fixed for each model population. The probability of the
sequence, exclusive choice and parallelism patterns is fixed at values 46%, 35%
and 19%, respectively based on the analysis of a large collection of models by
Kunze et al. [12]. The size of the models varies between 6 and 10 activities, with
a mode of 8 activities. Furthermore, we have specified that the case attributes
introduced by ‘DataExtend’ are of three different types: boolean, string and
numerical. Each numerical attribute is discretized to a random number of inter-
vals, between 1 and 4, following a uniform distribution to make a finite number
of decision rules for each decision. Secondly, the number of case attributes that
are assigned to a decision varies between 0 and 3 following a discrete uniform
distribution. Each model with rules is simulated into an event log containing
between 200 and 1000 cases.
Table 4. Model population parameters for
the experiments, where X and Y are assigned
all 6 combinations of values in {0, 5.75, 1} and
{0 (False), 1 (True)} respectively.

Parameter MPdata

No visible activities (6,8,10)

Sequence (Π→) 0.46

Parallel (Π∧) 0.19

Choice (Π×) 0.35

Infrequent paths (ΠIn) Y

Sample size (# models) 129

Logs per model 1

Number of cases [200,1000]

Determinism level X

Attribute type ∈ {bool, string, numerical}
# intervals ∼ uniform(1, 4)

# assigned attributes ∼ uniform(0, 3)

For each generated control-flow
model, ‘DataExtend’ will first gen-
erate decision rules and an event
log. Each generated log is split into
a training log (90% of the cases)
and a test log (10% of the cases).
The generated control-flow model
and the training log are used as
input of the decision mining tech-
niques to discover decision rules.
Then, we evaluate the discovered
rules using a classification app-
roach. We first alter the attributes
of half of the cases in the test log
such that they do not comply with
the generated decision rules. Next,
the discovered rules are used to

classify the cases in the test log as fitting or non-fitting (violating the discovered
rules). This enables us to quantify the quality of the discovered rules using the
quality metrics recall (how much fitting cases are classified as fitting), precision
(how much cases classified as fitting are actually fitting) and their harmonic
average the F1 score.
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Fig. 3. F1 scores for decision mining tech-
niques for different levels of determinism

Analysis of Results. The graph
in Fig. 3 illustrates the average F1

scores for the two decision mining
techniques over different determin-
ism levels. The bars indicate the
95% confidence interval for the aver-
ages. The graph indicates a posi-
tive trend, i.e. increasing the deter-
minism level has a positive effect
on F1 scores. The Kruskall-Wallis
test [13] shows that the differences in
F1 scores between fully-deterministic (determinism of 1) and non-deterministic
decision rules (determinism of 0.5 or 0.75) are statistically significant for the
mutually-exclusive technique. For the overlapping technique only the differences
in F1 score between the largest and the smallest determinism levels are statis-
tically significant. Therefore we can conclude that the determinism level has an
effect on the quality of the two decision mining techniques. This effect is smaller
for the overlapping technique than the mutually-exclusive technique. This result
is not surprising given the fact that the overlapping technique specifically focuses
on discovering non-deterministic decision rules as included in the experiments.

4 Related Work

PLG2 [9] allows for extending control-flow models with data attributes, but
in a more general sense. It can add case attributes to activities such that an
activity can either generate a case attribute or require a case attribute. The latter
is implemented by automatically generating the required case attribute before
the execution of that activity. The user cannot control that this case attribute
requirement happens to activities after a decision in the process.5 Nevertheless,
this is necessary for the evaluation of decision mining techniques as they focus
on discovering the decision model and rules.

5 Conclusion and Future Work

This paper has introduced the ‘DataExtend’ framework that allows evaluating
and comparing decision-mining techniques using a sufficient amount of event
logs and process models to detect statistically significant quality differences.
For the generation of event logs enriched with data attributes we developed a
novel approach, because the only technique to generate such event logs, namely
PLG2 [9] does not allow to control the generation of attributes values to influence
the decision perspective. A demonstration of ‘DataExtend’ involved two decision

5 This is for the random model generator. PLG2 allows users to add the requirements
also manually, however, that would not lead to random samples and thus obstruct
the generalization of evaluation results.



A Framework to Evaluate and Compare Decision-Mining Techniques 493

mining techniques and its results illustrated that the novel approach can serve
the evaluation purpose. Future work needs to provide a more extensive evaluation
that includes more techniques, such as [4,5]. Furthermore, we want to extend the
framework so as to incorporate the loop and multi-choice patterns that involve
decisions. The initial evaluation is also based on an implementation that requires
a lot of tedious and manual repetition of the application of the techniques for
each of the generated event logs. As future work, we aim to integrate it in a
scientific-workflow tool, which would automate the currently-tedious work.
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Abstract. The business processes of an organization are often required
to comply with domain-specific regulations. Such regulations can be
checked based on the models of the respective processes. These mod-
els’ main focus is on the operational part of the process. However, also
decisions play a major role in the execution behavior of processes, and
they are expressed in separate decision models. In this paper, we inves-
tigate the influence of decision models on business process compliance
checking. To this end, we formalize decision-aware processes as colored
Petri nets, extract the state space, and check compliance rules using
temporal logic model checking. The approach improves the quality of
existing compliance checking by reducing the risk of false negatives. We
provide a prototype and discuss advantages and disadvantages.

Keywords: Business process management ·
Business process compliance · Decisions

1 Introduction

Business process compliance is the topic of ensuring that an organization’s busi-
ness processes comply with internal and external domain-specific regulations.
Such regulations often refer to the sequence of certain activities that must or
must not occur. Given that the organization documented its processes in respec-
tive models, it is possible to uncover potential violations of the regulations at
design time already to ensure a compliant execution of the process.

Compliance checking for business process models has been given a lot of
attention in the literature in recent years [1–3,18,19]. These approaches focus
on process models specifying aspects such as control flow and high level data
dependencies, which may be subject to internal and external domain-specific
regulations. However, particular instances of these processes often depend on
additional decision logic defining fine-grained data dependencies, which are not
specified in the process model, but in a separate decision model.

This paper presents a semi-automated approach to design-time compliance
checking of decision-aware process models. To this end, we formally capture the
c© Springer Nature Switzerland AG 2019
F. Daniel et al. (Eds.): BPM 2018 Workshops, LNBIP 342, pp. 494–506, 2019.
https://doi.org/10.1007/978-3-030-11641-5_39
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execution semantics of decision-aware processes (i.e., the logic of the process and
the decision as well as the data dependencies between the two). Subsequently,
we show that considering decisions increases the size of the processes’ state
space by adding more information to the data objects. However, at the same
time, the amount of traces is limited, since there may be interdependencies
between decisions that rule out certain traces. Therefore, compliance checking
with decision-aware processes may actually lead to more accurate results since
in the decision-unaware process rules were violated by traces that could actually
never occur.

The remainder of this paper is structured as follows. Section 2 presents related
work. In Sect. 3, we provide definitions of the structures used and an example.
The paper presents the decision-aware compliance checking approach in Sect. 4.
We evaluate the approach using a prototypical implementation in Sect. 4.4.
Finally, Sect. 5 concludes the paper and discusses future work.

2 Related Work

Business Process Compliance received increasing attention of BPM research from
2000 to 2007 and is still actively researched [15]. Recently, Hashmi, Governatori,
and Lam summarized the developments and gave possible directions for future
work in a survey paper [15]. They distinguish between design-time, run-time, and
auditing approaches—based on their application during the process life cycle.
This paper contains a design-time approach that checks models for potential
violations using a model checking approach [4,11]. It addresses an open issue
[15]: consideration of activities’ effects.

Various approaches for design-time compliance checking have been developed.
Awad et al. introduce BPM-Q (and its visual counterpart BPMN-Q) to formally
(and visually) model queries for process models by reusing BPMN elements and
annotating them with additional information [1]. Later they used it for modeling
compliance rules [2], and they added data support [3]. The compliance rules are
formalized using temporal logic and checked with the model checker NuSMV1.
Awad et al. only investigate compliance rules based on control-flow relationships
and data; however, data based rules can only constrain the state of the data
object.

In contrast, (Extended) Compliance Rule Graphs (eCRGs) are capable of
expressing fine grained data conditions and additional perspectives such as time
and resources [19,20,26]. While most eCRG based approaches are used for run-
time or auditing compliance approaches, Knuplesch et al. present an approach
for checking data-aware rules on process models [18], which is strongly related to
this paper. In contrast to Awad, fine grained data conditions can be evaluated.
Knuplesch et al. infer respective knowledge from arc-conditions and derive
abstraction predicates (contraints for possible values) for all data attributes.

1 NuSMV’s web page: http://nusmv.fbk.eu/ (retrieved 4/10/2018).

http://nusmv.fbk.eu/
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They embedded their approach in the SeaFlow compliance checker, which mod-
els rules as Compliance Rule Graphs (CRGs) [23]. However, our method addi-
tionally considers decision models and supports operations on data.

The approach of this work uses a colored Petri net (CPN) based formalism
for process models. The translational semantics are based on Dijkman’s et al.
approach of mapping processes to Petri nets [13] and Lee’s et al. method for
modeling decisions as Petri nets [22]. Instead of classical Petri nets, we use CPNs
[17]. CPNs have been used for analyzing data aware processes in [27]. In our
paper, CPNTools2 is used for implementation: the formalization, the state space
extraction, and the compliance checking using the ASK-CTL extension [10].

Decisions and decision models receive increasing attention from BPM
research. Recently Jansen et al. and Batoulis et al. defined criteria for consistent
integration of process and decision models [7,16]. Further, Batoulis et al. inves-
tigates soundness notions for decision-aware processes and thereby domain inde-
pendent correctness criteria [6,8]. Compliance is based on domain specific rules.
Therefore, our approach complements existing correctness criteria for decision-
aware processes.

3 Foundations

A decision-aware process model contains imperative and declarative parts of a
business process. The imperative parts are captured by a traditional process
model (e.g., a BPMN model [24]) while the declarative parts are captured by
decision models (e.g., a DMN model [25]). Process models link decision models
through decision tasks, which refer to a decision in a decision model. This section
contains a description of decision-aware processes, an running example, and a
brief description of compliance checking.

3.1 Decision-Aware Process Models

A business process consists of a set of tasks that contribute to a common business
goal and are executed in a technical and organizational environment [28]. A pro-
cess model describes these tasks and their temporal and causal dependencies.
Further, it has one start event and one end event. The model contains gateways
to express exclusiveness (XOR gateways) and concurrency (AND gateways) of
tasks. Additional dependencies can be expressed by using data objects and data
flow: an activity can read data objects in specific states and write data objects
in specific states. Each activity has, therefore, a set of input sets and a set of
output sets. At least one input set must be available to enable the activity. One
output set is chosen and its elements are written by the activity.

Consider the sample process model in Fig. 1. It depicts the inquire process
of a car rental company. If an order is received, then the company automati-
cally checks if discounts apply and grants them. Afterwards, additional fees are

2 CPNTools’ web page: http://cpntools.org (accessed 4/10/2018).

http://cpntools.org
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determined and calculated. Eventually, the final price is set and the updated
order is sent to the customer. Throughout the process, various data objects are
used: Offer comprises the key information, Special Offer contains information
about potential discounts, Fees contains the determined fees which are saved in
separate objects when calculated (Young Driver Fee and Last Minute Fee).

Fig. 1. Sample process model (BPMN) of a car rental company

A decision model consists of two layers: the decision requirements and the
decision logic. The former comprises high-level information about the necessary
inputs the data and the preceding decisions that are required to execute a certain
decision. The logic level contains a specification of how decisions are made. These
can be informal or formal. We assume that all decisions are formally specified
by a decision table. A decision table comprises a set of rules, which consist of
conditions for the inputs and expressions for producing outputs. Although rules
can, in general, be overlapping, we only consider unique decision tables where
only one rule matches an input. For unique tables, the order of rules is irrelevant.
It has been shown, that all DMN decision tables can be transformed into unique
ones [9].

The car rental scenario contains two decisions, the logic of which is given by
Table 1a and b. A rule is represented horizontally. The first decision (Table 1a)
has the input Offer.Lead Time, which is the time in weeks between book-
ing and picking the rental up. The output is either rejected (no discount),
mileage (increased free mileage), or discount (monetary discount). The decision
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in Table 1b considers the lead time and the driver’s age to determine the fees: a
driver younger than 25 must pay a young driver’s fee. If the booking occurs less
than one week in advance, then a last minute fee is due.

Table 1. Decision tables for the sample process

Decisions are linked to processes via decision tasks. Whenever a decision task
is reached, the process provides the required inputs to the decision, the logic is
executed, and the process handles the decision output. We make the following
assumption about the input-output behavior of decision tasks: the inputs of the
decision task directly correspond to the inputs of the linked decision table. The
decision’s outputs are reflected in the task’s output sets. If a decision task has
multiple output sets, the decision logic chooses an output set. To do so, the
attribute State is set. The sample process model has two decision tasks linking
the respective decisions. Decide Early-Bird Special links to Table 1a so that the
decision determines the task’s output set. Determine Additional Fees refers to
Table 1b. The decision sets attributes of the only output Fees.

3.2 Compliance Checking

A decision-aware process model is a blueprint for process instances: it describes
the possible behavior. The model structures the process and constrains it (e.g.,
limits the order of activities). The process can be implemented, for example by
using a process engine, to support and control instances. However, real world
process instances are subject to laws, guidelines, and regulations, which might
or might not be captured in the process model. Violating these constraints can
carry penalties and jurisdictional consequences. Thus, it is important to assert
compliant behavior.

One step towards business process compliance is the verification of process
models with respect to compliance regulations. The compliance regulations are
expressed as so called compliance rules (properties that must not be violated).
Table 2 contains rules for the car rental process. In general, we consider the
occurrence and order of activities (rules c1, c2, c3) and might use data conditions
for further restrictions (c4, c5).
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Table 2. Compliance rules for the example process

c1 Every received order will eventually be sent back to the customer

c2 The price will only be calculated after additional fees have been determined

c3 If a discount applies, the order must not be subject to a last minute fee

c4 The young driver fee must be calculated if the driver is younger than 25

c5 If an early-bird special applies, calculate price reads the offer in state discounted

4 Decision-Aware Compliance Checking

Compliance checking can take place during different phases of the business pro-
cess lifecycle. The decision-aware compliance checking approach of this paper
takes place during design-time, i.e., models are checked for compliance viola-
tions. Although different methods for verifying models (e.g., theorem-proofing
and simulation) exist [15], model checking is the most common one for compli-
ance checking [15]. Therefore, our approach follows the general model checking
paradigm depicted in Fig. 2 [21]. The decision-aware process model describes the
system and defines a state space. We use colored Petri nets (CPNs) to assign
formal behavioral semantics to such models. The compliance rules are properties
that must not be violated, and we formalize them as Computational Tree Logic
(CTL) formulas. The formal rules and the formal model are then consumed by
a model checker, which verifies the properties.

Fig. 2. Schematic description of the general model checking approach (cf. [21])

4.1 Requirements and Challenges for Formalizing Decision-Aware
Process Models

A formalism for a decision-aware process comprises the behavior of the process
as well as the logic of the decisions, which is why we chose CPNs for this task.
CPNs can model conditions and operations on data. Since we assume decision
tables to be unique—i.e., its rules are non-overlapping—the set of rules of a
table extensionally define a function, mapping an input to exactly one output.
Therefore, decisions are just data operations. Further, the structure and tempo-
ral and casual constraints of process models can be captured in a (colored) Petri
net [13]. Consequently, CPNs are suited for formalizing decision-aware process
models.
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To model check a Petri net for compliance rules, one needs to investigate its
state space which in case of Petri nets is called occurrence graph. This graph
must be complete in order to find all possible violations of a compliance rule, i.e.,
every possible trace has to be represented. However, decisions operate on data
attributes, which may have large domains (such as the integers). Representing
every possible instance explicitly leads to large state spaces (i.e., 232 × |states|,
if a single integer is involved). Thus, model checking can become infeasible and
a proper abstraction is required.

Some model checkers, such as NuSMV, support symbolic abstraction [12].
Instead of considering each possible instance separately, an attribute is repre-
sented by a symbol (i.e., Offer.Lead Time= N). Whenever the state space extrac-
tion reaches a condition or operation, it is applied to the abstract symbol (i.e.,
Offer.Lead Time= {n ∈ N|n < 2} after executing the first rule the decision). If
alternative conditions exist, the state space branches. Each branch considers one
alternative [5]. But no symbolic model checker for CPNs exists. To overcome this,
we incorporate the abstraction into our formalization and implemented required
operations and conditions for symbolic execution [12].

4.2 Mapping Decision-Aware Process Models to CPNs for Symbolic
Execution

This paper’s mapping of decision-aware process models to CPNs builds upon
the mapping of process models to Petri nets given by Dijkman et al. in [13]. In
this section, we highlight major differences especially those caused by the data-
awareness of CPNs and the use of symbolic abstraction. For one, a data object
is represented by exactly one colored token on exactly one place. When the state
of the object (or an attribute) is updated, the color of the token changes, but
the location remains the same. A formal mapping is described in [14].

Fig. 3. Mapping of a sample task and a sample decision task linking a decision table

An activity has a set of input sets and a set of output sets. Consequently,
the chosen output set is reflected in the process state. For this reason, we map
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an activity to a set of transitions—one for each output set. The precondition
given by the input set is checked by the transitions’ guards. Figure 3a shows the
mapping of the task calculate young driver fee. It has exactly one input set (Fees
in state determined) and one output set (Young Driver Fee in state calculated)
and is therefore mapped to one transition.

Fig. 4. Generic mapping of a decision task including the decision logic

The outcome of a decision task depends on the decision logic. At this point, we
assume that the decision logic determines the output set and may also set other
attributes. Figure 4 contains the generic mapping: we create a CPN transition
for each row. The transitions can fire if the condition of the rule is fulfilled. Since
data objects are described by symbols, it is enough if only one instance fulfills
the condition. However, we need to update the input’s symbolic abstraction
respectively. We denote this by update(i,cond) where i is an input and cond
the corresponding condition. Further, we update the symbols for the outputs
according to output value of the corresponding rules (expr(i) where i is the
input and expr the output expression).

Consider the decision task Decide Early-Bird Special and its corresponding
decision table (Table 1a). The formalization is depicted in Fig. 3b: for the three
rules we create three transitions. Each transition corresponds to one rule and
has a respective guard. For the first rule, the symbol for Offer.Lead Time must
comprise at least one value that is less than two. If the transition fires, the token
o for Offer is updated so that Offer.Lead Time describes only the values less
than two. Further, the output data objects are updated. For the first rule, the
transition sets the state of Special Offer to rejected.

Finally, also XOR splits are treated differently than in [13], namely similar
to decision tasks: they are like decisions with no output. Thus, they must read
all the data required for the branching and may update the respective symbols.
In contrast to decision tasks, each transition created for the XOR split has a
separate control flow place.
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4.3 Compliance Checking for CPN Formalism

Since CPNs have formal semantics, it is possible to extract their state spaces,
given that they are finite. In case of (colored) Petri nets, the state space corre-
sponds to the net’s occurrence graph. That is to say, the current state of the net
is given by its current marking, and by firing a transition in the net a state tran-
sition in the state space is performed. Our approach checks the compliance of
the decision-aware process by verifying temporal logic queries against the state
space.

Compliance rules can originate in laws, guidelines, or regulations. Table 2
lists some compliance rules for the sample process, and Table 3 the corresponding
CTL formulas. A rule can restrict the occurrence or order, and a rule can be
conditional: its restriction must only be satisfied given certain data conditions.
So, how does decision-awareness influence the compliance of a process model?

Decisions encode information about the data attributes, which are repre-
sented as abstract symbols in our CPN and accordingly in our state space. In
decision-aware compliance checking, we consider these attributes; consequently,
the state space grows (it is larger than the decision-independent one). However,
decisions also encode instance-level dependencies. These dependencies restrict
the possible traces of the process further to the existing control flow. For this
reason, a decision-independent state space can have more traces than its decision-
aware counterpart.

If compliance rules only constrain the occurrence and order of activities (with
or without data conditions), each trace contributes to the result. If traces are
removed, a rule that previously held will still hold, but a rule that did not
hold must be reevaluated because all violations could be part of the removed
traces. As an effect, decision-awareness can reduce the number of false negatives
(compliance rules that are violated in the model, but not in reality).

For example, consider rule c3: if a discount applies, a last minute fee must
not apply. The CTL formula says that in all traces, if Apply Discount is exe-
cuted, Calculate Last Minute Fee must not be executed. However, if we ignore
decisions it is impossible to infer whether the two XOR-splits are independent.
Hence, we have to consider the trace in which Special Offer.State = discount
and Fees.lmf=true. In that trace, the rule is violated. If, however, we take deci-
sions into consideration, this would imply that Offer.Lead T ime ≥ 4 and
Offer.Lead T ime < 1. This is a conflict, and such a trace is not part of the
state space. Hence, the decision-aware process model is compliant to c3.

Furthermore, based on decision-aware processes, we are able to check rules
based on data object attribute values (cf. rule c4). This was previously not
possible, because the process model does not reference this attribute and every
knowledge about its valuation is based on the decision model. Since our mapping
of decision-aware processes includes decision models, we can now verify rules
involving data attribute conditions. We only need to check if one value contained
in the symbolic abstraction satisfies the data condition. For instance, the sample
process is compliant to rule c4.
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Table 3. Compliance rules for the sample process expressed as CTL formulas

Fig. 5. Screenshot showing partly the colored Petri net and a compliance rule including
the compliance checking result

4.4 Prototype

This paper’s approach is a CPN based method for compliance checking of
decision-aware processes. We applied this approach using CPNTools. Process
models were manually translated to CPNs to extract the state space, and formal
compliance rules were specified as ASK-CTL queries to be checked (cf. Fig. 5).
ASK-CTL is an extension of CPNTools, that allows to evaluate CTL formulas
on the state spaces of CPNs.

CPNTools does not support symbolic execution. Therefore, respective data
types, comparisons, and operations need to be defined. We added the function-
ality for int, bool, and real to show the feasibility of the approach. Since large
sets (such as int) cannot be represented explicitly, we use intervals to describe
the current abstraction of a symbol. Examples (including compliance rules) are
provided online3.

5 Discussion and Conclusion

In comparison to other design-time compliance checking approaches, decision-
aware compliance checking reduces the number of false alarms. Since decisions

3 Example CPNs: https://owncloud.hpi.de/index.php/s/negAQyTLYPj45xH.

https://owncloud.hpi.de/index.php/s/negAQyTLYPj45xH
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encode relationships that might not directly be visible in the process model,
the possible traces are further restricted. If less traces exist, fewer violations of
occurrence-based and order-based compliance rules can occur.

Although the knowledge about decision logic allows inferring attribute-level
information on used data objects leading to more states, it is impossible that the
decision-aware process model produces traces that are not part of the decision-
independent model. Since we treat everything that is unknown using the open-
world assumption, additional knowledge can be only equally restrictive or more
restrictive. However, there are some edge-cases in which decision-aware com-
pliance checking is too restrictive: violations can stay undiscovered if the envi-
ronment changes the value between to occurrences in the process model (e.g.,
between a decision task and an XOR gateway).

Decision-awareness can also lead to problems in the model checking process.
Translating a process model to a CPN that uses symbolic abstraction allows
finding the right data abstraction during the state space extraction. In general,
decision-aware process models are Turing-complete. As the execution of a Turing-
complete program is undecidable, the symbolic execution is also undecidable.
Research in symbolic abstraction presents methods (e.g., loop summarization)
to support more models [5].

To summarize, this paper presents a decision-aware compliance checking app-
roach. At design-time a process model and complementary decision-models are
formalized as a CPN and model checking is applied to verify the model with
respect to compliance rules. Thereby, symbolic abstraction is used to reduce the
state space.

Tools, such as CPNTools, can model and analyze (e.g., apply model checking)
to CPNs. However, it uses proprietary formats and requires expert knowledge.
The manual formalization is an error-prone step. Future work should automate
formalizing decision-aware process models and checking compliance, respectively.

CPNTools model checking extension provides only Boolean feedback. A rule
holds or it is violated, but the cause of the violation is not exposed. Future work
can overcome this by extending the model checking capabilities, using a different
model checker, or integrating other approaches such as anti patterns. The latter
finds all violating traces in a process model, which is a super set of the violations
in a decision-aware setting [3].

Altogether, we showed that decision-aware compliance checking can improve
the results compared to traditional design-time compliance checking.
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Abstract. Modeling a business process is a complex task which involves
different participants who should be familiar with the chosen modeling
notation. In this paper, we propose an idea of generating business process
models based on a declarative specification. Given an unordered list of
process activities along with their input and output data entities, our
method generates a synthetic, complete log of a process. The generated
task sequences can then serve as an input to a selected process mining
method or be processed by an algorithm constructing a BPMN model
directly based on the log and additional information included in the
declarative process specification.

Keywords: Business processes · BPMN · Automated planning ·
Constraint programming · Process mining ·
Business process composition

1 Introduction

One of the challenges within the area of business process management is the
constant improvement and optimization of business processes. Manual redesign
of a workflow is a time-consuming activity which requires close cooperation of
a business analyst or a process engineer with a domain expert aware of goods
production or service delivery.

As a solution to this problem, the use of a process composition technique is
proposed. Composition, as one of the twenty Business Process Management use
cases [1], may be regarded as a set of methods which, based on the identified tasks
or subprocesses will allow the operator to generate a correct business process
model. Our approach uses declarative activity specifications that include initial
conditions and execution effects of the process activities, as well as rules for task
repetition. Such a specification also focuses on the goal of the modeled process
represented by the produced output data.

The proposed approach is based on Business Process Model and Notation
(BPMN), which is one of the most widely recognized languages for business
workflow modeling. In addition, the composition method presented in this paper
is modeled as a Constraint Satisfaction Problem (CSP), which ensures the correct
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order of tasks and the compliance with business process modeling guidelines. The
set of solutions generated by a CSP solver can be then translated into a business
process model using the existing process mining tools or by executing a dedicated
algorithm for graph-based model construction.

This position paper is organized as follows: Sect. 2 presents the state of the
art solutions in the area of business process planning as well as the application
of constraint programming to process modeling. Section 3 describes our research
methodology and techniques being applied in the proposed approach. The com-
position algorithm presented in Sect. 4 is followed by concluding remarks and
plans for future work included in Sect. 5.

2 Related Works

The composition of business process models is present in the literature in combi-
nation with different approaches. Process models can be composed using reusable
process parts called Relevant Process Fragments [2] which are stored in a com-
ponent repository. Another approach is the service composition problem, which
aims to combine existing functionalities into a new sequence flow. Meyer and
Weske [3] proposed the approach that uses a heuristic search to produce a list
of possible event logs. Another approach provides a conceptual framework for
task composition [4] including structure suggestion and validation regarding task
parallelism and preconditions.

The use of automated planning within the area of business process man-
agement is dedicated to design and rebuild phases of the modeling procedure.
Providing a higher level of automation for a process can be regarded as a way
to overcome issues such as constant changes of requirements and unpredictable
environmental factors [5]. One of the main challenges of applying common AI
planning techniques for service composition is the necessity to consider com-
plex workflow structures such as conditions and loops [6]. Process planning may
focus on the goal of the analyzed workflow by finding a set of models whose task
postconditions are compliant with the desired final state or use partial-order
planning in order to resolve potential concurrency conflicts [7]. Business process
planning can also be used to optimize the workflow by removing unnecessary
redundancies in branches which follow an exclusive gateway [8].

Business processes are represented by their declarative models which specify
relations between tasks and their execution conditions instead of describing the
workflow explicitly [9]. According to the research conducted by Mrasek et al. [10],
automated generation of a process model from such data significantly increases
time efficiency compared to the manual model design. If a process modeling task
is defined as a constraint satisfaction problem, this type of process specification
can be used to create optimal execution plans [11] as well as to modify actual
workflow traces where artifacts appear or relevant events are missing [12].

Our idea also refers to process mining which includes algorithms for generat-
ing BPMN models based on event logs. Although mining tools were created to
process imperfect data from IT systems, there exist several performance mea-
sures which can help to identify the optimal technique for complete logs [13].
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3 Approach Overview

Our research aims to determine how constraint programming may improve the
process model generation and to discuss using the process mining for discovering
BPMN models based on artificially generated logs.

The proposed method can simplify the process of knowledge acquisition from
domain experts who may not be familiar with the appropriate business process
modeling notation. Therefore, a user-friendly form of the input process descrip-
tion has been taken into consideration. One of the possible solutions for this
problem is based on a spreadsheet specification of the process. However, in the
case of process planning, there are no requirements for any ordering of tasks in
the specification of the process. The specification includes:

– an unordered list of activities,
– task input and output data entities,
– maximum number of executions for each task,
– initial state of the process,
– a set of final states: one goal state and a number of error states.

Since business process models usually involve multiple participants, parts of
the process specification can be created independently by each of the contribu-
tors. The reason of basing on a tabular specification is caused by the fact that
during the phase of collecting process data the participants may not be aware
of the interdependencies between activities performed by different actors of the
process. Another idea behind supporting a tabular form of input data is the pop-
ularity of spreadsheet editors being accessible by users. This task is performed
manually by filling a dedicated form or worksheet.

In the next step, all the files are gathered from the process participants
and processed by an automated tool which generates a formal specification, as
required by the constraint programming solver. Figure 1 shows a general illus-
tration of the proposed semi-automated business process composition approach.

Semi-Automated process

BPMN ModelData collection Specification
merge 

CSP Solving 

Predefined 
constraints

Model
Construction 

Process Mining 

Fig. 1. Method overview (it partly uses the method presented in [14]).

According to our preliminary solution [14], a process model is composed
by generating all admissible execution sequences of tasks, based on the input
data and the set of predefined constraints. In the current phase of the research,
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we have included the possibility to represent complex flow structures such as
loops and multiple final states [15]. The generated workflow traces are then used
as an input to one of the process mining algorithms that generates a workflow
net which is then translated into a process model. Another possible solution is
based on constructing a process model by merging the generated workflow traces
into an activity graph [16] and transforming it directly into a BPMN model.

4 Generating Process Traces

A business process can be described as a set of activities that produce a specific
service or product. Therefore, in the initial phase of process composition, it is
necessary to identify the tasks being executed within the workflow. Each task is
assigned a set of triggering conditions and generates an effect of its execution.
This input and output information can be represented as data entities, defined
as variables of the primitive or complex data type.

The proposed approach can be used when a set of tasks and a set of data
entities were identified. Then, it is necessary to define the dependencies between
these sets. Table 1 presents an illustrative example of a task list which can be used
for process composition. Data entities included in parentheses are considered as
optional for the corresponding tasks.

Table 1. An example list of tasks and data entities. The maximum number of execu-
tions for each task is given in parentheses.

Task Id Task name Task inputs Task outputs

01 Create Offer (1) RequestForOffer InitialOffer

02 Include Remarks (1) OfferReviewed RemarksIncluded

03 Review Offer (2) InitialOffer, (RemarksIncluded) OfferReviewed

04 Send Offer (1) OfferReviewed, (RemarksIncluded) OfferSent

If m is the number of data entities in the modeled process, an m-dimensional
vector has to be defined along with the process model. The initial state vector
explicitly indicates which data entities are present before the process execution.
The other structure to be defined is the final state matrix which reflects the
possible combinations of data entities after the process end event. A process
should contain exactly one goal state and several other final states which rep-
resent error and terminate end events. At the current stage of the research, the
following constraints were proposed to ensure the correctness of the process:

1. The number of executions for each task should be lower than or equal to the
value included in the specification.

2. The maximum length of the workflow is equal to the number of defined tasks
multiplied by their number of executions.
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3. Data entities required for the first executed task satisfy the initial state.
4. If the goal state is achieved, then the process ends.
5. The output data entities of the last task satisfy one of the final states.
6. A task can be executed when the current state satisfies the input conditions.
7. The presence of data entities can be changed only by a task execution.

The synthetic workflow log is generated using the Gecode solver with the
assumption that each solution of the CSP is a different trace. Given the simple
specification presented in Table 1 and a final state represented by data entity
OfferSent, a synthetic log of two distinct traces was generated:

WS = {{01, 03, 04}, {01, 03, 02, 03, 04}}. (1)

In the next step, the list of generated solutions was converted to an XES
file and processed in ProM environment using ILP miner. The result of process
mining algorithm is shown in Fig. 2.

Fig. 2. The mined BPMN model representing the generated log.

5 Conclusion and Future Works

The purpose of this paper is to give an overview of the composition approach and
to trigger a discussion on the concept of automated process modeling based on
the existing approaches such as declarative languages, workflow trace generation,
process mining and process constructing algorithms.

In this paper, we briefly discussed the concept of business process composition
based on a partially structured specification. As a contrast to many existing
process planning techniques, our method does not require the ordering relations
of tasks being declared explicitly. Thus, in this approach, no knowledge of specific
notation and modeling guidelines is needed to design business process models.

Since we based our method on different phases, it is more flexible and it may
be controlled in different stages. For example, inconsistencies in the specification
may be discovered before the final process model is generated, e.g. if the con-
straints are unsatisfiable. Every part of the method can be analyzed separately
and replaced with another algorithm.

In the further development, we plan to evaluate other approaches such as
Answer Set Programming and perform a comparative analysis of implementable
techniques. In addition, we would like to analyze and evaluate the suitability of
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different process mining techniques for processing the generated event logs. These
results are going to be compared with the dedicated algorithm for constructing
BPMN models in terms of model fitness and the ability to discover complex
workflow structures.
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Abstract. Complexity impairs the maintainability and understandabil-
ity of conceptual models. Complexity metrics have been used in software
engineering and business process management (BPM) to capture the
degree of complexity of conceptual models. A vast array of metrics has
been proposed for processes in BPM. The recent introduction of the Deci-
sion Model and Notation (DMN) standard provides opportunities to shift
towards the Separation of Concerns paradigm when it comes to modelling
processes and decisions. However, unlike for processes, no studies exist
that address the representational complexity of DMN decision models.
In this paper, we provide a first set of ten complexity metrics for the
decision requirements level of the DMN standard by gathering insights
from the process modelling and software engineering fields. Additionally,
we offer a discussion on the evolution of those metrics and we provide
directions for future research on DMN compexity.

Keywords: Decision modelling · Decision Model and Notation ·
DMN · Complexity · Complexity metrics

1 Introduction

Decision modelling has seen a surge in scientific literature, as illustrated by the
vast body of recent work on DMN [1–7]. DMN consists of two levels. Firstly,
the decision requirement level in the form of a Decision Requirement Diagram
(DRD) is used to portray the requirements of decisions and the dependencies
between the different constructs in the decision model. Secondly, the decision
logic level is used to specify the underlying decision logic, usually in the form
of decision tables. The standard also provides an expression language FEEL
(Friendly Enough Expression Language), as well as boxed expressions and deci-
sion tables for the notation of the decision logic. In DMN rectangles are used to
depict decisions, corner-cut rectangles for business knowledge models, and ovals
to represent data input. The arrows represent information requirements (from
data or decisions). DMN aims at providing a clear and simple representation
c© Springer Nature Switzerland AG 2019
F. Daniel et al. (Eds.): BPM 2018 Workshops, LNBIP 342, pp. 514–526, 2019.
https://doi.org/10.1007/978-3-030-11641-5_41
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of decisions in a declarative form and offers no decision resolution mechanism
of its own. Rather, the invoking context, e.g. a business process, is responsi-
ble for ensuring a correct invocation and enactment of the decision, as well as
ensuring data processing and the storage and propagation of data and decision
outcomes throughout the process. This makes DMN particularly interesting for
a Service-Oriented Architecture, as DMN is independent of the applications and
the invoking context. That way, DMN is able to capitalise on the benefits that
are inherent to service-orientation in terms of maintainability, scalability, under-
standability, and flexibility both for modelling and mining decisions.

Complexity metrics have been adopted in the BPM field for process model
complexity and applied on for instance the Business Process Model and Notation
(BPMN) standard [8]. Despite the adoption of the DMN standard in the BPM
field, a discussion on DMN model complexity is still lacking in literature. This
paper aims at addressing that research gap and at proposing a set of metrics for
the decision requirements level of the DMN standard.

This paper is structured as follows. In Sect. 2, relevant works on complex-
ity are provided, as well as a running example that will be used throughout
the paper. Section 3 provides a first set of ten DRD metrics for DMN mod-
els, while Sect. 4 outlines a discussion on the evolution of the proposed metrics.
Section 5 provides an initial empirical evaluation of the metrics. In Sect. 6 a
research agenda for DMN model complexity is contributed. Finally, Sect. 7 pro-
vides the conclusions.

2 Related Work and Running Example

In this section we provide an overview of related work for DMN, complexity
metrics in the BPM field, and complexity assessments to the DMN standard in
particular. Additionally, we provide a running example which will be used to
illustrate the proposed complexity metrics in the subsequent sections.

2.1 Related Work

Recent BPM literature moves towards accommodating decision management
into the paradigms of The Separation of Concerns (SoC) [3,9,10] and Service-
Oriented Architecture (SOA) [6], by externalising decisions and encapsulating
them into separate decision models, hence implementing decisions as externalised
services. Literature proposes several conceptual decision service platforms and
frameworks [6,11,12] and industry has adopted this trend, as several decision
service systems have appeared, e.g. SAP Decision Service Management [13]. This
externalisation of decisions from processes provides a plethora of advantages
regarding maintainability and flexibility of both process and decision models
[3,6,10,14–17].

A plethora of works on software complexity metrics exists [18–20]. Addi-
tionally, software metrics have been transformed and applied on processes and
workflow nets in a vast array of studies [21–27]. Most of these studies focus on
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the BPMN standard. A systematic literature review of process metrics is pro-
vided in [28], where the authors identify and discuss 65 process metrics found in
BPM literature.

Unlike for processes and BPMN, few works on complexity metrics for DMN
models exist. In [29], the meta model complexity of the DMN modelling method
is assessed according to the theory specified by [30]. Additionally, an explorative
study of the notational aspects of DMN was conducted in [31]. In this study
the authors focus on the cognitive analysis of the DMN notation in the light of
theories on effective visual design. Hence, DMN complexity was assessed on a
meta model level, i.e. the theoretical complexity of the modelling method as a
whole, and on the cognitive visual level. However, no works on the complexity
of DMN decision models are present in literature. In the following sections, we
propose a set of complexity metrics for the DRD level of DMN.

2.2 Running Example

Figure 1 provides a running example of a DRD model that will be used in the
coming section to illustrate the complexity metrics. The DRD represents an
event selection decision based on the preferred location and the food and drinks
that are offered, while taking into consideration the season, the number of guests,
whether children are allowed, the sleeping facilities, and the budget. The value
of every proposed metric will be calculated for this DRD.

Event offer

Drinks Location

Food

Trend

Event managerBudget

Children

Sleeping facilities

Season Number of guests

Contact list

Fig. 1. DRD running example.

3 DRD Metrics

In this section we provide a set of ten DRD metrics that are capable of represent-
ing graph complexity in analogy with business process or software engineering
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literature. For every metric, a brief explanation is provided. Additionally, we cal-
culate the value of every proposed metric for the running example provided in
Fig. 1. An overview of the metrics and the metric values for the running example
is given in Table 1. Later on, we will discuss the evolution of the metrics and
validate them through an exploratory survey.

3.1 Number of Decisions (NOD)

As proposed by [23], BPMN complexity can be measured by counting the num-
ber of activities. They called this metric number of activities (NOA), which is a
summation of all activity elements in the model. A similar metric can be worked
out for DMN, counting the number of decision nodes in the DRD model instead
of counting the activities, thus arriving to the metric of number of decisions
(NOD). Applied to the running example of Fig. 1, the NOD is 4. As the models
grow larger, they tend to have more decision elements. Thus, this metric will go
up if a decision element is added to the model, indicating that the model has
become more complex according to this metric. Given that DMN is a standard
for modelling decisions, we assume that the number of decisions that are mod-
elled within one DRD model will be indicative of the complexity of the model.
However, note that the granularity of the DRD will play a crucial role as well, as
one decision node can possibly be decomposed into a number of decision nodes
each containing a portion of the underlying decision logic. Therefore, it will be
of paramount importance to develop complexity metrics for the logic layer of
DMN as well to capture these changes in granularity of the DRD model.

3.2 Number of Elements (NOE)

The number of elements (NOE) is the sum of all building blocks of the DRD.
Hence, NOE takes into account all elements of the DRD rather than only the
decision nodes, as is the case in the NOD metric. More specifically:

NOE = #decisions + #inputs + #knowledgesources

+ #businessknowledgemodels + #informationrequirements

+ #knowledgerequirements + #authorityrequirements

Applied to the running example model in Fig. 1, the NOE is 27. The larger
the DRD model, the higher NOE will be. This is self-explanatory, as DRD models
are solely made up out of these elements.

3.3 Number of Basic Elements (NOBE)

The most basic elements of a DRD model are decisions nodes, input nodes, and
information requirements. They form the spine of a DRD model. Therefore, the
number of basic elements (NOBE) probably is a good metric. NOBE can be
calculated as follows:
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NOBE = #decisions + #inputs + #informationrequirements

Applied to the running example in Fig. 1, the NOBE is 20. Clearly, the NOBE
metric will be higher as basic elements are added to the DRD model.

3.4 Total Number of Data Objects (TNDO)

As discussed in [28], the total number of data objects (TNDO) represents all data
objects in the BPMN diagram. For a DRD, data objects are represented by all
input data objects present in the model. The running example in Fig. 1 has 5
input data elements, hence the TNDO is 5.

Similar to the explanation of NOD and NODIR, bigger models tend to have
more input data elements. By adding a data input element to a model, the
TNDO metric will grow.

3.5 Sequentiality (SEQ)

As pointed out by [28], the sequentiality (SEQ) of BPMN is equal to one minus
the percentage of nodes with no more than one incoming and outgoing arrow.
In other terms: the percentage of nodes that have more than one successor or
predecessor. This metric can be used in the same way for the nodes of a DRD.
Sequentiality is expressed as a number between one and zero. If the DRD looks
more like a sequence rather than a parallell network, the value of the sequentiality
metric will be low. This corresponds with a less complex model, and vice versa.
Applying this to the running example in Fig. 1, we get the formula

SEQ = 1 − 4/12 = 0.6667.

Models with a lot of single-path sequences will have a low complexity value.
Also note that sequentiality in DMN will be greatly impacted by leaf elements
since DRD models usually have multiple input data elements, thus increasing
the SEQ metric.

3.6 Longest Path (LP)

Unlike BPMN, a DRD model does not allow loops. Therefore, the longest path
(LP) can be measured unambiguously. Calculating the longest path of a DRD
graph, which in essence is a directed acyclic graph (DAG), is done by topolog-
ically sorting the graph [32]. In the running example of Fig. 1, the LP of 4 is
found. This is the length of the path going from Season to Event offer through
Food and Drinks. It is not possible to find a longer path in the model. Typically,
the longest path and the sequentiality metrics of a DRD will oppose in value.
When a model is more sequential, it will have a low complexity according to the
sequentiality metric. However, the model will typically have longer paths and
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thus higher complexity according to the longest path metric. This proves the
importance of using multiple complexity metrics to assess DRD model complex-
ity from different perspectives.

As DRD models are getting bigger and more arcs, i.e. requirements in the
DRD graph, are introduced, the value of LP will indicate a high complexity.

3.7 Average Vertex Degree (AVD)

The average vertex degree (AVD) [33] is calculated as the average of all incoming
and outgoing connections across all nodes of the DRD. This can be applied
directly to DRD graphs. The bigger the AVD, the more complex the model.
Applying this to the running example in Fig. 1, we get the following result:

AVD = (1 + 3 + 1 + 5 + 2 + 6 + 2 + 2 + 2 + 3 + 2 + 1)/12 = 2.5

The average vertex degree heavily relies on the number of connections
between DRD model elements. In other terms, the more the decision require-
ments diagram resembles a strongly connected network, the more complex it is.
Additionally, it might be interesting to look at the modular behaviour of the
DRD model trough fan-in and fan-out metrics that are heavily dependent on
the average vertex degree.

3.8 Coefficient of Network Complexity (CNC)

The coefficient of network complexity (CNC) was proposed to measure the degree
of complexity of a critical pass network [34]. It was adapted by [23] to measure the
degree of complexity in processes by dividing the number of arcs by the number
of the activities, splits and joins in the BPMN diagrams. It is possible to have
identical values of the coefficient of network complexity for different models but
with different comprehensibility due to a different set of used node types. This
metric can be adopted for the DMN standard by focusing on the nodes and arcs
in the decision requirements diagram. Applying this to the running example in
Fig. 1 gives the following result:

CNC = 15/12 = 1.25

Clearly, if an arc is added to the DRD graph, the CNC value will increase
because of the increasing effect on the numerator.

3.9 Knot Count (KC)

In decision models, some components, more specifically requirement associations,
may be forced to cross each other. This is captured in the knot count (KC) metric.
Each occurrence of a crossing is expressed as a knot and each knot occurrence in
a DRD means an increase in the complexity of understanding the model. Unlike
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the metrics used by [18] which focused on counting the knots created by the
crossing of only arrows, counting all requirement relation crossings regardless of
their types is suggested for DMN adoption. The higher the knot count value,
the higher the complexity assumed. The running model in Fig. 1 does not have
knot occurrences, and hence has a knot count value of 0.

As more arcs and nodes are introduced in the DRD model, the more difficult
it becomes to avoid crossing arcs, i.e. knots. This will thus likely result in a
higher knot count.

3.10 Cyclomatic Complexity (CC)

In [23] the adaptation of McCabes cyclomatic complexity (CC) metric [35] for
process is proposed. According to [19], this is one of the most widely used com-
plexity metrics. The cyclomatic complexity formula for non-strongly connected
graphs, such as a DRD graph, is the number of edges (E) minus the number of
nodes (N) plus two times the number of connected components. Since a decision
requirements diagram is one connected component, the formula can be reduced
to the following calculation for the running example in Fig. 1:

CC = E −N + 2 = 15 − 12 + 2 = 5

Thus, larger models, especially those that contain many arcs, are likely to
have a higher CC value.

Table 1. DRD metrics as calculated for the running example in Fig. 1.

Metric Value

Number of decisions (NOD) 4

Number of elements (NOE) 27

Number of basic elements (NOBE) 20

Total number of Data Objects (TNDO) 5

Sequentiality (SEQ) 0.6667

Longest Path (LP) 4

Average Vertrex Degree (AVD) 2.5

Coefficient of Network Complexity (CNC) 1.25

Knot Count (KC) 0

Cyclomatic Complexity (CC) 5

4 Expected Evolution of the Metrics

In this section we concisely discuss the evolution of the metric values when a
certain element is added to the DRD model. We limit our discussion to adding
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arc requirements and decision nodes to the DRD model respectively. When a
decision requirements diagram gets larger in terms of number of elements, most
metrics will indicate that the representational complexity of the decision model
has increased. Model size is what most of the proposed metrics rely on. NOD,
NOE, NOBE, and TNDO are simple count metrics that grow larger as relevant
elements are added to the model. The remaining metrics, i.e. SEQ, LP, AVD,
CNC, KC, and CC, are also indirectly dependent on the number of DRD ele-
ments. Here too, adding an element to the DRD model is likely to result in an
increase in complexity metric values. Note that all metrics have a lower value
when indicating simpler models and a higher value when indicating more com-
plex DRD models.

4.1 Requirement Arcs

The following metrics all rely on the number of arcs in the model, i.e. informa-
tion requirements, authority requirements, and knowledge requirements. When
a requirement is added to a DRD model:

• NOE increases since it is the summation of all elements.
• NOBE increases if that arc is an information requirement.
• LP is not affected or can increase, depending on whether the added arc results

in a longer or another longest path.
• AVD will definitely increase because the new connection will always positively

impact exactly two model elements, which in turn increases the overall average
vertex degree.

• CNC will increase given the increasing effect on the numerator in the formula.
• KC can never decrease as the new arc can either cross existing arcs or not.
• CC will increase given the increasing effect on the first term in the formula.

4.2 Decision Nodes

The following metrics all rely on the number of decision nodes in the model.
When a decision node is added to a DRD model:

• NOD increases by definition.
• NOE increases since it is the summation of all elements.
• NOBE increases since a decision node is a basic element.
• LP is either not affected or it is likely to increase, depending on whether the

added decision node results in a longer or another longest path.
• CC stays unchanged or decreases. While the formula suggests that CC would

increase, this is not the case in reality. When a decision node is added, at
least one edge is added as well to connect the node to the rest of the graph.
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5 Empirical Evaluation

An exploratory survey was held during the master’s course of Knowledge Man-
agement and Business Intelligence at KU Leuven. Students were presented with
11 DRD models ranging from simple to complex in an arbitrary order. The
students were asked to indicate on a visual analogue scale how complex they
perceived each of the DRD models to be. In total 22 students with previous
knowledge about DMN took part in the survey.

To detect how well the proposed metrics describe the perceived complexity as
indicated by the survey, the metric values were compared to the survey results.
This was done by calculating the correlation and the sum of squared differences
(SSD) of the metric values for all the DRD models and the survey averages. In
order to calculate a valid sum of squared differences, the metric values were first
scaled to a range from zero to ten, i.e. reflecting the complexity range of the
visual analogue scale of the survey.

Initial results are presented in Table 2. For all the 11 tested DRD models,
the metric value of all 10 proposed metrics are calculated and included in the
table. Higher (lower) values of the metrics represent a higher (lower) degree of
complexity. The final two rows of the table give the average degree of complexity
as indicated by the students in the survey on the visual analogue scale (on a scale
of 10) and the standard deviation of the complexity as indicated in the survey.
The final two columns in Table 2 depict the correlation and the sum of squared
differences (SSD) of the metric values and the survey results respectively.

By examining the sum of squared differences we can conclude that basic met-
rics such as Number of Elements (NOE), Number of Decisions (NOD), and Total
Number of Data Objects (TNDO) measure the perceived complexity quite well,
indicated by the low values in SSD. Additionally, the Cyclomatic Complexity
(CC) also showcases a low SSD, indicating that the popular CC metric might
be a good measure for DRD model complexity as well.

6 Future Work

In future work, we will expand the set of DRD metrics to include other metrics
from the software engineering and BPM fields. Additionally note that DMN
contains two levels: the DRD and the decision logic level, usually specified in the
form of decision tables. Thus, we plan to constitute a set of complexity metrics
for the decision tables by capitalising on complexity metrics of database tables.
Furthermore, we will look into combining DRD and decision table metrics into
aggregated and holisitc complexity metrics, thus denoting the complexity of the
entire DMN decision model.

Next to this theoretical metric discourse on DMN complexity, we will look
into additional empirical validation for the proposed metrics through additional
surveys. Finally, inquiries into the complexity of integrated process and decision
models will be conducted, by combining and integrating complexity metrics of
DMN decision models and BPMN process models.
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7 Conclusion

This paper provides a first discussion on complexity metrics for individual DMN
decision models. Ten complexity metrics for decision requirement graphs were
proposed and illustrated on a running example. Furthermore, metric evolution
was discussed and an agenda for future inquiry into DMN decision model com-
plexity was suggested. The emphasis was put on expanding the body of metrics
to the decision logic level of DMN and later on combining the metrics of both the
logic level and the requirements level into aggregate metrics for the DMN model
as a whole. Finally, a survey was set up to empirically evaluate the proposed
complexity metrics and initial results revealed that the simple metrics were the
most suitable for capturing DRD complexity.
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This joint workshop brings together practitioners and researchers interested in
requirements engineering and education in BPM. Successful business process man-
agement (BPM) involves the ability to create value through effectively orchestrating,
communicating, and transforming business processes across the organization. These
efforts require a combination of a plethora of knowledge, skills, and abilities that many
organizations find lacking in their current workforce. As BPM continues to evolve as a
discipline, there is a need to study the current state of BPM’s body of knowledge and
how it addresses the BPM capabilities needed in practice. A deeper appreciation on
how process-centric concepts are expressed, understood, and consumed by diverse
learner groups is needed to design well-grounded and applicable BPM-related
curricula.

The first part of the workshop concentrates on the knowledge behind interrelations
between RE and BPM, with a focus on agile and flexible BPM as well addressing the
need of providing users with the required flexibility in defining processes, which has
also risen in importance. Two papers were selected. The first paper, “From Require-
ments to Data Analytics Process: An Ontology-Based Approach” by Madhushi Ban-
dara et al. from UNSW, investigates the use of process patterns and ontologies for
expressing frequently used sets of analytics requirements. The second paper, “Process
Weakness Patterns for the Identification of Digitalization Potentials in Business Pro-
cesses” by Florian Rittmeier et al. from Paderborn University, is concerned with the
systematic identification of digitalization potentials in business processes via process
weakness patterns in BPMN diagrams. The two papers had some similarities by putting
more emphasis on the use of knowledge management techniques and the need to
capture domain knowledge during analysis. In terms of proposed solutions, both papers
advocate the use some form of patterns to capture the essence of the solution.

This second part of the workshop aims to share innovative BPM education
approaches and to promote a dialog between the academy and practice. This year, we
invited two papers: The first paper, “An Assignment on Information System Modeling:
On Teaching Data and Process Integration,” was presented by Jan Martijn Van Der
Werf from Utrecht University. The paper presented the design specification and
experience of running of an assignment specifically aimed at teaching the inter-related
nature of data and process and how the two concepts should be integrated in an
information system. The second paper, “Motivational and Occupational Self-Efficacy
Outcomes of Students in a BPM Course: The Role of Industry Tools vs Digital
Games,” was presented by Jason Cohen from the University of the Witwatersrand. The
paper presented the design and experimental results of student learning activities aimed



at assessing the effectiveness of digital games vs. industry tools in promoting occu-
pational self-efficacy and motivation.

Overall, the presentations provoked many comments and feedback, which created
an active discussion session for all participants.
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Abstract. An important element of digital transformation is the digital-
ization of processes within enterprises. A major challenge is the systematic
identification of digitalization potentials in business processes. Existing
approaches require process analysts who identify these potentials by using
the time-consuming method of pattern catalogs or by relying on their pro-
fessional experiences. In this paper, we classify potentials of digitaliza-
tion and derive corresponding patterns for a future pattern-based analysis
procedure. This shall enable the automated identification of digitaliza-
tion potentials in BPMN diagrams. Those patterns were derived from
our work with five companies from different sectors. In comparison to
existing approaches, our proposed method could support a more efficient
and effective identification of digitalization potentials by process analysts.

Keywords: Digitalization potentials · Process weakness patterns ·
BPI · Digital transformation · Information flow modeling ·
Requirements engineering

1 Motivation

Digitalization is on everyone’s mind as it changes many areas of life. Digital-
ization also changes the general conditions for companies, for example when
competitors make existing products and services more attractive for customers
by exploiting digitalization potentials. Those digitalization potentials for pro-
cesses arise, for example, if existing processes can be improved through the use
of new assistance systems or digital interfaces. Correspondingly, companies have
to adapt by identifying and exploiting digitalization potentials in their own com-
pany and market in order to remain competitive.

When discussing digitalization potentials, it is important to emphasize what
is meant by digitalization. The differences between digitization, digitalization
and digital transformation are explained using an example from Fischer et
al. (2017). If the business process of an industrial picking scenario is performed
c© Springer Nature Switzerland AG 2019
F. Daniel et al. (Eds.): BPM 2018 Workshops, LNBIP 342, pp. 531–542, 2019.
https://doi.org/10.1007/978-3-030-11641-5_42
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using a “Paper-based Clipboard” and this is replaced by a “Digital checklist on
a tablet” this change represents the change by doing digitization, i.e. replacing
paper by bits and bytes. The “Digital checklist on a tablet ordered dynamically
based on a big data analysis” is an example of the change in the process through
the use of digital technology, which we call digitalization. Thus, digitization is a
more basic and technical transformation, which forms the foundation for more
complex transformations in which digitalization enables news types of processes.
While we will mostly talk about digitalization, this usually also includes digi-
tization. The digital transformation is an even broader term and includes the
transformation of business process, competencies, activities and models.

It is a challenge for companies to systematically identify the digitalization
potentials of their processes. Figure 1 illustrates how process analysts identify
digitalization potentials today. As a common methodical basis, practitioners and
scholars recommend modeling a business process to document the current busi-
ness processes using a language for describing business processes (Process discov-
ery). Process analysts then identify process weaknesses by analyzing the business
processes (Process analysis) and provide digitalization recommendations, which
then are discussed with the process stakeholders and lead to improved business
processes (Process redesign). Thus digitalization potentials are exploited.

Modeling &
Digitalization
knowledge

Digitalization
knowledge

Digitalization
knowledge

Fig. 1. Work of process analysts today related to BPM Lifecycle (Dumas et al. 2013)

Accordingly, process analysts and their knowledge of modeling and digitiza-
tion play an important role today. Such process analysts are in demand and their
use entails considerable costs for small and medium-sized enterprises (SMEs).
Therefore, the question arises as to how the number of process analysts who
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deliver high-quality results can be increased and support from them can become
more cost-effective for SMEs.

Other approaches address these challenges by describing process weaknesses,
such as digitalization potentials, using so-called process weakness patterns. These
allow process analysts to discuss the characteristics of weaknesses and also to
identify weaknesses based on these patterns. This is how the quality of the results
of the process analysts is decoupled from the knowledge they have gathered in
practice. Unfortunately, the systematic application of these patterns in exist-
ing approaches is very time-consuming. Others are more efficient, but focus on
digitalization potentials for the public sector instead on those for SMEs.

We propose using an assistance system that supports process analysts by
automatically identifying digitalization potentials in business process models
using process weakness patterns for digitalization. In addition, we provide guid-
ing questions that support process analysts in capturing relevant digitalization
aspects and describe a relevant language extension for BPMN 2.0 in order to be
able to model these digitalization aspects.

The patterns, guiding questions and insights of our approach are based on our
work in the project “Business 4.0 – New business models and value chains with
ICT”1. The aim of the project is to support small and medium-sized companies in
developing digitalization strategies. Within the scope of this project, workshops
were conducted with five companies in order to identify digitalization potentials
in processes relevant for SMEs. The companies came from different industries
and acted as research subjects.

The rest of the paper is structured as follows: We first discuss the related work
(Sect. 2). Afterwards, our solution approach is explained (Sect. 3) and examples
for digitalization potentials are given (Sect. 3.1). In addition, the guiding ques-
tions are presented (Sect. 4) followed by the introduction of the information
carrier type (Sect. 5). Based on this language extension, the process weakness
patterns for digitalization are described (Sect. 6). The article is concluded with
a summary and outlook (Sect. 7).

2 Related Work

The result of the analyses of process analysts is highly dependent on the experi-
ence and interpretation of the process analyst (Phalp and Shepperd 2000). Less
experienced process analysts produce less effective results. Vergidis et. al. (2008)
emphasize that for analyses of business process models, which should not be
primarily based on experience of the process analyst, support from the business
process modeling language is necessary. This enables implicit knowledge to be
documented explicitly.

Language support would make it possible to identify digitalization potentials
using process weakness patterns. Such a pattern is a formalized description of
a process weakness. As a rule, such a description refers to a part of a process

1 http://owl-morgen.de/projekte/business-40/.

http://owl-morgen.de/projekte/business-40/
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model that can be described on the basis of concrete structural properties. Based
on such a pattern, comparable constellations in other process models can be
identified on the basis of this pattern.

Existing approaches such as Falk (2017) already work with patterns, but the
process analyst must check manually whether a pattern is applicable. For many
patterns this check is very time-consuming (Falk 2017). Our approach focuses on
the use of an assistance system which is intended to identify applicable patterns
and thereby not only make the work of the process analyst more effective, but
at the same time make it as efficient as possible.

Other approaches like Höhenberger and Delfmann (2015) use automated
matching of process weakness patterns to analyze existing process models from
the public sector. Most of the SMEs we had contact with do not have existing
process models. Therefore, modeling the business process usually is the start-
ing point. This allows to use guiding questions when modeling to take relevant
information required for the later analysis into account and also to model digi-
talization aspects in more detail if the process modeling language allows for that.
Therefore, our approach is tailor-made for digitalization and, to the best of our
knowledge, more holistic.

3 Solution Approach

The resulting question is how digitalization potentials in business process models
can be identified on the basis of language elements. We employ the business
process modeling language BPMN 2.0 (Object Management Group 2011), since
it is widely used in practice (Dumas et al. 2013) and comes with a precise
definition of syntax and execution semantics. Therefore, the following research
questions should be noted:

1. How can process analysts be supported in modeling all aspects of a given pro-
cess that are relevant to the detection of process weaknesses in a digitalization
context?

2. Can digitalization potentials be identified by using language elements of
BPMN 2.0?

3. Which process weakness patterns describe digitalization potentials and which
recommendations can be given on the basis of these potentials?

From the previous remarks it follows that it is necessary to identify digitaliza-
tion potentials and patterns for these. Furthermore, it is necessary to describe
the patterns in machine-readable form so that an algorithm can then check
whether an application of a corresponding pattern in an (extended) BPMN dia-
gram exists. With regard to such an algorithm, approaches such as Förster et
al. (2007) can be used. Based on this, individual patterns can then also be
assigned to recommendations that exploit the digitization potential. In a first
step, these recommendations can be formulated in textual descriptions. In the
future, these recommendations should be made directly applicable through suit-
able model transformations.
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Weakness
patterns

BPMN Extension
Guiding questions

Digitalization
recommendation

Fig. 2. Solution approach related to BPM Lifecycle (Dumas et al. 2013)

Putting our solution approach in the context of the BPM Lifecycle described
by Dumas et al. (2013), we address the phases Process discovery, Process analysis
and Process redesign. Guiding questions support the process analyst in capturing
as many relevant aspects as possible in the course of the Process discovery. This
supports the Process analysis using process weakness patterns for digitalization,
as these can only be found automatically by the assistance system if the quality
of the model reaches an appropriate level. As those patterns have digitalization
recommendations associated they also provide relevant input for the Process
redesign. Figure 2 illustrates the relationship between our solution approach and
the BPM Lifecycle.

3.1 Digitalization Potentials

In the Business 4.0 project, we identified digitalization potentials in workshops on
the digitalization of processes. These digitalization potentials relate to situations
in which

– only nondigital information carriers are used in a process step,
– a nondigital information carrier is linked to the copy of the information in an

IT system and this link is not simple2 or not efficient3,
– information between process steps is not transferred through digital informa-

tion carriers,
2 It is not considered simple if the digital twin has to be searched for, for example

because no primary key exists or it cannot be used for selection.
3 It is not efficient to type in a primary key, e.g. a customer or order number. Scanning

the primary key with a reader would be considered efficient here.
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– work steps could be supported by the use of a digital assistance system,
– unstructured data can be structured in such a way that it can be further

processed.

4 Guiding Questions

The guiding questions shall support the process analyst in modelling the process
to cover all aspects relevant for identifying process weaknesses in a digitalization
context. Therefore, the structure used in Turban and Schmitz-Lenders (2017) is
followed. Although they derive software requirements from the process model on
the basis of guiding questions, the structuring on the basis of the model elements
seems to be a promising procedure, since it easily allows a systematic check-up
by the process analyst. We have identified the following guiding questions, which
we have grouped according to model elements. This first set of guiding questions
should be asked by a process analyst during modeling per model element to
improve the quality of the model with respect to aspects of digitalization.

Process

– Are all decisions explicitly modeled?

Task

– Are all data inputs for the tasks covered? On which data does the task work?
– Did you specify whether a human user (manual task), a human user using an

application (user task), or a service (service task) is performing the task?
– If a human user is using an application, when performing the task, did you

model the application as data store, if the application has data store charac-
teristics, or as artefact, if it does not have data store characteristics?

Decision (data driven)

– Is there a task in front of the decision node which prepares the decision?
– Does the task preparing the decision makes this based on data? Is this data

modelled?

Data (input and output)

– Did you capture the type of information carrier?

Data input

– Is the source of the data modeled? Is it another task or a data store?
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Data store

– Did you capture the type of information carrier?

When analyzing how a process analyst can use these guiding questions to
model a business process, we faced the problem, that there is no existing good
way in modeling the type of information carrier. The sole existing option is to
model this aspect by writing it into labels of the relevant model elements. But
this leads to ambiguity. We therefore choose to extend BPMN 2.0 to model this
aspect as it is described in the next section.

5 Modeling the Information Carrier Type

In BPMN 2.0 you can only describe textually what kind of information carrier
provides the information. The extension mechanism of BPMN 2.0 has to be
used to add an attribute that formally describes the type of information carrier.
Alternatively, you can insert new types of data objects that represent the values
of the attribute. It would be good to visualize the additional information content
as this supports process stakeholders during the discussion with the process
analyst. Depending on the tool support, you can define a separate display for
either one or the other.

Fig. 3. Taxonomy of information carrier type

Our approach formulates the following possible values for the attribute with
which we describe the information carrier formally. These values build a taxon-
omy illustrated in Fig. 3:

Not specified. This is the default value. Software systems/tools should encour-
age the modeler to set one of the other values.
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Nondigital Unstructured. This classifies the data as unstructured data such
as notes and original sounds that require interpretation.

Nondigital Structured. Although this data has a nondigital information car-
rier, the data is structured in such a way that it can be easily mapped in an
IT system for further processing, e.g. a form.

IT-assignable. Information carriers that have the properties of Nondigital
Structured and where the same data exists in an IT system and can be found
there with little effort using a key, e.g. using an order number.

IT-capturable. For such information carriers, the data in the corresponding IT
system can not only be found with little effort, but the key on the nondigital
information carrier can be machine-recorded, e.g. with a barcode.

Digital Unstructured. It is a digital information carrier but the data has no
or no useful meta-model, e.g. a PDF file.

Digital Structured. It is a digital information carrier and the data has a useful
meta-model, e.g. a Excel file.

The assistance system can support the process analyst in choosing the right
type by providing hints and examples.

6 Process Weakness Patterns for Digitalization

In order to identify the patterns, we have clarified which model elements and
properties of these were used by process analysts to identify the digitalization
potentials in the five SMEs analysed in the project Business 4.0. The first four
patterns have been identified as follows. The headings Intent, Motivation, etc.
are standard structures for patterns.

6.1 Pattern 1: Information on Nondigital Information Carrier

Intent. Enforce the processing of information using Digital Structured informa-
tion carriers.

Motivation. This pattern identifies situations in which information is required
for a task and that information is available on an information carrier that is not
the best choice in terms of digitalization and processing of information by IT
systems.

Applicability. This pattern can be applied if information from order forms, goods
without barcode and scanned documents is used. The use of PDF files whose
contents must be typed for further processing is also an application case.

Structure. This pattern is illustrated in Fig. 4a. A task T1 has an assigned
data input DI1. DI1 is provided by an information carrier that is not Digital
Structured. There is no information in the model on how DI1 is generated, i.e.
DI1 is not assigned to any other model element as data output.
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Recommendation(s). Taking into account the type of information carrier of the
found DI1, there are different potentials at occurrences of this pattern, depending
on the type of information carrier encountered in each case.

If the data is Nondigital Unstructured it would be recommended to first
examine the data to structure or formalize it. This is to be understood as a
preparatory step for a later digitalization. If it is already Nondigital Structured
it would be recommended to select a digital data store in which this data will be
stored and managed digitally in the future. The corresponding data store would
have to be added to the diagram if this potential were to be realized. If the
data is already IT-assignable, it is recommended to make the key capturable.
Examples of different common solutions to make the key capturable, such as the
use of barcodes, QR codes or RFID tags, can be given here. If the data is already
IT-capturable, the recommendation would be to check whether the data cannot
be obtained via a digital interface, because a digital data store must already
exist by definition. In the case the data is Digital Unstructured, it should be
checked whether it can also be provided or being automatically transformed in
a structured format.

T1

DI1

(a) Pattern 1.

T2

D2

T3

(b) Pattern 2.

Fig. 4. Patterns of digitalization potentials

6.2 Pattern 2: Information Transmission via Nondigital Information
Carriers

Intent. Enforce the transfer of information using digital structured information
carriers.

Motivation. The second pattern describes the transfer of information from one
task to another using a nondigital information carrier.

Applicability. This is the case, for example, when a clerk transfers information
from one application to another by typing.

Structure. This pattern is illustrated in Fig. 4b. Data D2 is data output of task
T2 and data input for task T3. D2 is provided by an information carrier that
is not Digital Structured.
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Recommendation(s). The recommendations are similar to those of pattern 1,
but are formulated in relation to the transfer from T2 to T3. They are therefore
somewhat more specific in terms of their wording than in application of pattern
1 in these cases.

6.3 Pattern 3: Nondigital Information Transmission Between
Digital Data Stores

Intent. Enforce the use of digital interfaces between digital data stores.

Motivation. The third pattern describes the transmission between two tasks,
each supported by a digital data store. Transmission takes place using a nondig-
ital information carrier or digital unstructured information carrier. Those trans-
missions should be done using a digital structured information carrier as this
simplifies data processing.

Applicability. This is the case, for example, when information is typed from one
application to another or information is printed from one application so that
a colleague can enter this information from the printout into another business
application.

Structure. This pattern is illustrated in Fig. 5a. A task T4 has a data store DS1
as data input. T4 has data D3 as data output, which is also data input for
T5. Task T5 has a data store DS2 as data output. T4 and T5 have no other
data inputs or data outputs. The information carrier type of D3 is not Digital
Structured. The information carrier type of DS1 and DS2 is Digital Structured.

Recommendation(s). The recommendation is to switch the information carrier
for the transfer from T4 to T5 to a Digital Structured information carrier, which
usually is done by establishing a digital interface between DS1 and DS2.

T4

D3

T5

DS1 DS2

(a) Pattern 3.
D4

T6

DS3

(b) Pattern 4.

Fig. 5. More patterns of digitalization potentials
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6.4 Pattern 4: Storage of Digital Information in Nondigital Data
Store

Intent. Enforce the use of digital data stores.

Motivation. This pattern describes storing digital information in a nondigital
information store.

Applicability. This may indicate, for example, that information is printed out to
be archived in a file folder.

Structure. This pattern is illustrated in Fig. 5b. There is a task T6, which has
data D4 as data input. Furthermore, T6 has data store DS3 as data output. D4 is
Digital Structured and DS3 is Nondigital Unstructured or Nondigital Structured.

Recommendation(s). Substitute DS3 by a data store, which is Digital Structured.

7 Conclusion and Outlook

A number of digitalization potentials were classified and it was shown that
BPMN 2.0 has to be extended if digitalization potentials are to be automat-
ically identified via process weakness patterns in BPMN diagrams. The infor-
mation that has to be expressed in BPMN has been described for this purpose.
Appropriate patterns and associated recommendations were also explained as
examples.

Further guiding questions and patterns are to be developed in the future,
particularly as patterns have not been identified for all the digitalization poten-
tials presented. For example, when it comes to identifying tasks that need to be
supported by assistance systems. It can be assumed that some of these patterns
require additional extensions of BPMN. It is also necessary to investigate how
patterns can be made even more precise in order to identify recommendations
that are even more specific to the respective process context.

Also, the procedure for identifying the pattern matches shall be explained in
detail. The efficiency and effectiveness of the approach will also be evaluated.

Acknowledgements. This article was written in the context of the project Busi-
ness 4.0 (http://owl-morgen.de/projekte/business-40/), which is part of the integrated
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Abstract. Comprehensively describing data analytics requirements is
becoming an integral part of developing enterprise information systems.
It is a challenging task for analysts to completely elicit all requirements
shared by the organization’s decision makers. With a multitude of data
available from e-commerce sites, social media and data warehouses select-
ing the correct set of data and suitable techniques for an analysis itself
is difficult and time-consuming. The reason is that analysts have to com-
prehend multiple dimensions such as existing analytics techniques, back-
ground knowledge in the domain of interest and the quality of available
data. In this paper, we propose to use semantic models to represent dif-
ferent spheres of knowledge related to data analytics space and use them
to assist in analytics requirements definition. By following this approach
users can create a sound analytics requirements specification, linked with
concepts from the operation domain, available data, analytics techniques
and their implementations. Such requirements specifications canbeused to
drive the creation andmanagement of analytics solutions, well alignedwith
organizational objectives. We demonstrate the capabilities of the proposed
method by applying on a data analytics project for house price prediction.

Keywords: Analytics process · Requirements · Ontology

1 Introduction

Analytic projects are complex with large investments being made on data prepa-
ration, tools and knowledge workers. Data analytics processes differ from tra-
ditional repeatable processes, requiring frequent intervention from knowledge-
workers and flexibility to adapt the process when new insights emerge. To engi-
neer correct analytics solutions that match the respective business objectives is
challenging [11]. From the high-level requirements declared by management to
the final analytics model adopted there is a complex process involving different
decision making such as selecting suitable tools, algorithms, data sets and how
to generate results and report them accurately. If the outcome is not accurate
enough, nor considered the appropriate context, nor incorporated the correct
datasets, nor satisfied the stakeholders’ requirements, their time, resources and
money spent on the study are wasted [10].
c© Springer Nature Switzerland AG 2019
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As a solution to these issues, we propose an approach to express analytics
requirements accurately via semantic models in order to support decision making
and drive the process composition. In semantic modelling, ontologies are used
to capture the domain knowledge, to evaluate constraints over domain data, to
prove the consistency of domain data and to guide domain model engineering
[2]. As ontologies provide a representation of knowledge and the relationship
between concepts, they are malleable models good at tracking various kinds
of software development artifacts ranging from requirements to implementation
code [9]. Though there is research devoted to utilizing semantic web technologies
in requirements engineering, most of it concentrates on specific requirements arti-
facts such as goals and use-cases and does not support reasoning over relations
between all concepts [12].

To study this further, we conducted a systematic mapping study [3] to iden-
tify how existing literature leverages semantic web technologies to realize dif-
ferent stages of the data analytics process. The findings reveal a gap between
defining analytics goals and requirements and linking them to the actual process
realizations. The goals or requirements defined in existing literature are either
at a very high level, not linked to operational level or they are expressed at the
query level, limiting their capabilities for declarative analysis.

In this paper, we discuss the potential and limitations of using semantic mod-
els to capture data analytics requirements, relating them to different domain
knowledge spheres, and how such an approach can lead to a requirements driven
process composition in data analytics. Those requirements can be used as a
communication tool, an artifact that enables traceability between requirements
and the analytics solution implementation and a knowledge-base to guide semi-
automated analytics process composition. Section 2 of the paper discusses the
background and related work. Section 3 presents our proposed solution- a system
that uses ontologies to drive the requirements capturing of the analytics process.
Section 4 presents the system capabilities via an application to a predictive ana-
lytics process and paper concludes in Sect. 5.

2 Background and Related Work

In this section some background on the space of requirements related to data
analytics is discussed in details, followed by the related work on how different
existing systems capture or manage requirements to support data analytics.

2.1 Analytic Process Requirements Space

The data analytics requirements an organization should define can be identified
at strategic, operational or tactical levels [14]. Taylor [13], in his work on framing
requirements for predictive analytics projects, presents multiple dimensions that
need to be captured in order to define requirements of an analytics project.
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1. Performance Measures - metrics or business objectives
2. Decision requirements - What decisions are aided by the analysis, which in

return can affect the performance measures, metrics or business objectives
3. Business context - Details of the processes and systems impacted by analy-

sis, organizational units and roles involved, measures and metrics that may
impact the scope of analysis

4. Data requirements - Input data and information useful for the analysis
5. Knowledge requirements - External regulations, internal policies, organiza-

tional practices and existing analytics insights

Among those performance measures, decision requirements and business con-
text fall under strategic level requirements while data and knowledge require-
ments fall under the operational requirements. Wiegers provides a set of guide-
lines to define strategic requirements around an analytics project [14]. Brijs, in
his work [7], presents a list of dimensions to express data requirements with
respect to the data source, data storage, extraction, management and gover-
nance.

When linking the strategic level requirements to the operational level,
another dimension we need to consider in detail is the type of analysis neces-
sary to support certain decisions. There is no complete classification of analytics
needs or problems and it may vary by context.

In addition, there are non-functional requirements that need to be specified
for an analytics process at the operational level such as the model training time,
expected accuracy and memory footprint which may impact the strategic level
requirements as well.

2.2 Role of Requirement Models in Engineering Analytics Processes

Semantic web technologies have been used to engineer different stages of the
data analytics process [11] as well as to compose the analytics process. In the
systematic mapping study mentioned earlier we found that data analytics related
literature use different ontologies to capture four concept classes: domain related,
analytics specific, service related and intent concepts. Domain concepts described
application specific information such as health care and sensor data. Analytics
concepts were focusing on representing data pre-processing, mining and statis-
tical algorithms. Service related concepts captured the implementation details
such as data importing or computing services and work-flow composition. Intent
concepts were the category that captures data analyst’s requirements or goals.

We identified 10 studies that used intent concepts. 8 of them are used to
express requirements at the execution level such as the Analytica Queries (AnQ)
model in [8] that facilitates expressing user queries that need to be performed on
data. Two studies were focusing on representing the high-level goals of the ana-
lysts: the Scientist’s Intent Ontology [10] and the Goal Oriented Model [6]. They
facilitate the modelling of strategic level user goals such as the desired outcomes
of analytics tasks yet fail to link that to the operational level requirements or
tasks related to an analytics process.
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Moreover, we observed that existing techniques only focus on facilitating the
selection of data providers, web services, and computational software modules.
Hence to a large extent, analytics requirements are still a part of the mental
model of the developer or the analyst who performs these tasks. In practice,
several iterations of data cleansing, reformatting, the model selecting and process
composition may be required in order to optimally serve the analytics problem.
This may result in less effective data analytics solutions whose performance is
likely to degrade with time.

As the data analytics community is extending wider into different indus-
tries and organizations and with analytics contexts and requirements changing
rapidly, it is necessary to explore techniques that consider all dimensions such
as business requirements, context and constraints. Hence a potential research
area is a study of how high-level user goals and context can be represented and
incorporated into data analytics solution engineering through data integration,
process construction, and result interpretation. Approaches that link the user
intentions and context into analytics processes have the potential of changing
static analytics models deployed today into dynamic and adaptable analytics
models that change the behavior, responding to changes in user goals or the
operational context.

As discussed throughout Sect. 2, there are multiple levels of requirements
associated with an analytics process. Capturing them accurately via models,
linking them to existing analytics knowledge can improve the analytics solution
design, enabling consistency and constraint checking as well as the requirement-
driven design of data analytics processes.

3 Proposed Solution

We propose a system for managing data analytics requirements supported by a
semantic knowledge-base. Figure 1 illustrates the main components of the pro-
posed system organized into three layers: user interface (UI), business logic and
data. Each component is described in more detail below.
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Fig. 1. Proposed system design
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– Data Layer
At the core of the Data Layer is the Statistical Learning Ontology (SLO) [5]
we designed to capture knowledge related to the data analytics space such as
variables, prediction models and their relationships. The main components of
the SLO are shown in Fig. 2.

Another component of the Data Layer is the Analytics Requirement Tax-
onomy (ART) which extends the different dimensions of analytics require-
ments discussed in Sect. 2.2 to suit the organization perspectives. Figure 3
represents the ART we use in the application discussed in Sect. 4. Require-
ments are classified as strategic and operational. Strategic requirements may
be defined by the management of the organization and passed into the ana-
lysts, who will define operational requirements in line with them. As illus-
trated, users can extend the taxonomy to represent a set of requirements
related to their domain of analytics.

The next component is the Instance Repository which stores actual data
instances of the ontologies related to the analytics process. It contains details
about the actual variables, existing prediction models and related publica-
tions, links between variables and models, available datasets and accessible
data sources. This repository will be kept up to date, so the requirements
definitions are generated based on the latest information.

A requirements template provides the structure for a set of requirements
definitions. It is defined by selecting relevant requirements from the ART and
linking them with the concepts of the ontology repository. Figure 4 provides an
example requirements template we defined for predictive analytics with pre-
trained models. Each requirement in the template is linked to the associated
concept in SLO and captures the dependencies and constraints imposed by
one requirement on the others. In Sect. 4, Fig. 5 illustrates an instance of
this requirements template. What concepts from the instance repository are
mapped to define each requirement in the template is shown by associated
numbers.

– Business Logic Layer
The semantic query engine is responsible for fetching the information from
the instance repository to fulfill each requirement defined in the template.
It will capture the decisions made by the user at each stage of requirements
definition and use them to enrich queries in the following steps. For example,
if the user selects a prediction model, independent variables will be selected
to match that model.

The requirements template manager provides the ability to update or
create new requirement templates.

The dialog manager coordinates the UI layer and communicates with tem-
plate manager and the semantic query engine to drive requirements definition
process. When a user wants to define particular requirements defined in the
requirements template, the dialog manager fetches different options available
in the instance repository through the semantic query engine.
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– UI Layer
User interface layer provides an interface for requirements definition. It uses
a dialog-based approach to capture strategic and operational requirements of
an analytics process. The dialogs are driven by dialog manager, supported by
the requirements template manager and the instance repository. This interface
guides users to create an instance of the provided requirements template that
matches his analytics needs.
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Fig. 2. Main components of the statistical learning ontology [5]

4 Application of the Proposed System

To illustrate how the proposed system can be used to define analytics process
requirements specifications, we applied it to a process of developing a house price
prediction model.

4.1 Application Description

This application aims to develop a framework which builds on existing pre-
dictive house price models and advance them through a range of approaches:
studying and applying other econometric models, testing a range of additional
economic variables, re-focusing predictive model on a 20-year horizon for Aus-
tralian real estate prices in metropolitan areas. One key aspect of this study is
voluminous heterogeneous datasets used in the study as house price prediction
problem is addressed by the different experts with diverse perspectives. In addi-
tion, a plethora of analytics techniques (statistical learning techniques in this
case) is used by users. As a result, knowledge acquisition plays a pivotal role in
defining analytics requirements when implementing the project. The analytics
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Strategic
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Extended Taxonomy for Predictive Analytics with Pre-trained Models
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Fig. 3. Analytics requirement taxonomy - extension of the dimensions (represented by
*) proposed by Taylor [13]

team comprised a group of academics from the two fields: computer science and
economics. They had to go through literature and survey different prediction
models, variables etc. used for house price prediction in different time spans and
various countries. They use spreadsheets to accumulate findings from the liter-
ature. They focused on 30 previous studies and it was difficult for them to link
those studies together, and to identify what studies are using similar models or
variables. There was no naming convention, so the same variable was named
differently or different names were used to refer to the same variable in different
studies. Navigating through such spreadsheets and understanding was difficult
and time-consuming. They needed a better approach to accumulate all that
knowledge in 30 studies and pick the insights that are useful for study-at-hand.
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Fig. 4. Requirement template for predictive analytics with Pre-trained models
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4.2 Template Instantiation

We used the proposed system to generate requirements definition for this appli-
cation. We used the proposed SLO and created an instance repository of con-
cepts identified in the literature related to house price prediction. Figure 5 rep-
resents one template instance generated based on the SLO, driven by different
requirements user specified in the requirements template shown in the Fig. 4.
The numbers are used to match the requirements in the template with the con-
cepts defined in instance repository. Furthermore, each concept type according
to the SLO is indicated in italic.
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4.3 Prototype Implementation

We are developing a complete prototype of the proposed system. As the first
step, the ontologies and instance repository are created on a semantic triple
store. The ART and requirements templates are also defined in OWL XML
syntax. A semantic query engine is being implemented as a REST API where
results are generated when the requirements and parameters are passed.

A web-based front end will be designed to drive the interaction for require-
ments definition based on the requirements templates. Requirement template
manager and dialog manager will be developed on the server side of the web-
based application.

5 Conclusion and Future Work

In this paper, we propose a system for defining requirements related to data ana-
lytics process via ontologies and a requirements taxonomy. The main advantage
of leveraging ontologies is that it provides traceability between different strate-
gic and operational requirements as well as related domain or contexts. Once an
organization develops a rich knowledge repository following the proposed system
design, it becomes easy and efficient to define new analytics requirements. We
express the capabilities of the system by applying it to developing an analytics
solution for house price prediction.

By using the proposed method in the house price prediction application we
observed that it provided a sound approach to define and link the essential prop-
erties of the tacit knowledge of the domain experts from which requirements can
be easily generated. It also enabled us to link the known ontologies in the domain
with the requirements which enabled us to utilize well established knowledge in
the filed. In addition, as requirements generation is automated we can update
the requirements specifications as the domain knowledge changes.

Next step of our research is to design an effective interface that enables users
to communicate with requirements templates, ontologies and instance repository.
We are experimenting with a web-based application that drives dialog-based
communication with the user to finalize the requirements definition [4]. Fur-
ther, we are looking at tools that capture and catalog business models through
ontologies and how they can be extended to support our system design.

Potential extension of this work is mapping the requirements taxonomy with
the traditional requirements definitions expressed in natural languages, enabling
requirements definition for users in more intuitive fashion. We are also planning
to integrate the system into our business process model based requirements gen-
eration model [1]. As the outcome of this system is a well-defined requirements
definition connected to low-level artifacts of the analytics process such as data
sets, incorporating it with a semantic service model such as SA-REST this sys-
tem can be enhanced to support requirements driven service orchestration to
realize execution level analytics processes.
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Abstract. An information system is an integrated system of compo-
nents that cooperatively aim to collect, store, manipulate, process, and
disseminate data, information, and knowledge, often offered as digital
products. A model of an existing or envisioned information system is its
simplified representation developed to serve a purpose for a target audi-
ence. A model may represent various aspects of the system, including the
structure of information, data constraints, processes that govern informa-
tion, and organizational rules. Traditionally, the teaching of information
system modeling is carried out in a fragmented way, i.e., modeling of dif-
ferent aspects of information systems is taught separately, often across
different subjects. The authors’ teaching experience in this area suggests
the shortcomings of such fragmented approach, evidenced by the lack of
students’ ability to exploit the synergy between data and process con-
straints in the produced models of information systems.

This paper proposes an assignment for undergraduate students which
requests to model an information system of an envisioned private teach-
ing institute. The assignment comprises a plethora of requirements
grounded in the interplay of data and process constraints, and is accom-
panied by a tool that supports their explicit representation.

Keywords: Data and process modeling ·
Information system modeling ·
Computer science and information systems education

1 Introduction

In the information age we live, information systems provide core mechanisms for
supporting operational business processes of organizations. Hence, leading Com-
puter Science and Information Systems curricula comprise courses that teach
students the art and rigor of designing information systems. Traditionally, mod-
eling of each aspect of an information system, e.g., data and process constraints,
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is taught separately, often across different subjects. The authors have indepen-
dently taught the foundations of information systems modeling to undergraduate
students at Utrecht University, The Netherlands, and Queensland University of
Technology, Australia (for five and seven consecutive semesters, respectively).
In this paper, the authors report on identified drawbacks of such a fragmented
approach to teaching information system modeling, and argue for the need in
educating students on data and process integration.

As an example, consider a task of designing a learning management sys-
tem that keeps track of course offering, and corresponding lecturers and student
enrollments. A decision to start by developing a high-quality data model for
the proposed scenario may result in a design which requires that every course
offering is assigned at least one lecturer. This design may contradict the corre-
sponding business processes that require to assign a lecturer to a course offering
only once it reaches the minimum number of student enrollments. Conversely, a
decision to introduce a process constraint may limit the number of solutions to
the design of the data model in a way that excludes the required solution. Note
that even if all the data and process requirements of the desired solution are
laid out prior to embarking into modeling, they may lead to a contradiction that
does not manifest neither in a data model nor in a process model that satisfies
the respective requirements. Thus, an effective approach to modeling an infor-
mation system should allow a designer to experience the interplay between data
and process constraints. Building from this understanding, the paper at hand
contributes:

1. An assignment to model an information system of an envisioned private teach-
ing institute;

2. A systematic analysis of challenges experienced by students when solving
the assignment in a traditional way, i.e., by tackling modeling of information
constraints and business processes of the system separately;

3. A proposal to address the identified challenges by using a new tool capable
of representing an interplay between the data and process constraints in an
integrated model of an information system.

The remainder of this paper is organized as follows. The next section exam-
ines how data and process modeling skills are recognized in the curricula of
undergraduate degrees in Information Systems. Section 3 proposes an assign-
ment that aims to teach data and process modeling skills in an integrated way.
Section 4 shares our experience, while Sect. 5 proposes a tool support for design-
ing data and process constraints in an integrated way. The paper closes with
conclusions.

2 Teaching Data and Process Modeling in IS Curricula

In 2010, the Association for Information Systems (AIS) and the Association for
Computing Machinery (ACM) have released IS 2010, the latest in a series of pro-
posed model curricula for undergraduate degrees in Information Systems [15].
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IS 2010 provides guidance regarding the core content of a curriculum in Infor-
mation Systems and suggests possible electives and career tracks.

IS 2010 comprises seven core and several elective courses, among which Data
and Information Management (IS 2010.2) and Systems Analysis and Design
(IS 2010.6) are recognized to play a central role. Next, we examine these two
courses with respect to the proposed learning outcomes and topics that con-
tribute to data and process modeling skills, taking a close look at the skills that
are grounded in the interplay of data and process constraints in the designs of
information systems.

2.1 Data and Information Management

According to IS 2010, the Data and Information Management (IS 2010.2) course
provides students with an introduction to the core concepts in data and informa-
tionmanagement.Concretely, this course teaches studentsmethodsand techniques
for identifying organizational information requirements, constructing conceptual
models of these requirements, converting the conceptual data models into logical
models, e.g., relational data models, verifying the correctness of the models, and
implementing the models, e.g., using a Relational Database Management System
(DBMS) [11,14].

Among the 21 suggested learning objectives of this course, we identify three
core objectives1 that specifically target the data modeling skills of a student:

– Use at least one conceptual data modeling technique (such as entity-
relationship modeling) to capture the information requirements for an enter-
prise domain;

– Design high-quality relational databases;
– Understand the concept of database transaction and apply it appropriately

to an application context.

The topics of the course that contribute to these skills are conceptual, logical,
and physical data models, for example entity-relationship model, relational data
model, and data types, respectively. The curriculum suggests that the focus
should be on conceptual and logical data modeling skills, while “students should
understand the basic nature of the DBA tasks and be able to make intelligent
decisions regarding DBMS choice and the acquisition of DBA resources.”

Two learning objectives of the IS 2010.2 course may be interpreted as such
that suggest an interplay between the data and process modeling skills:

– Apply information requirements specification processes in the broader sys-
tems analysis and design context;

– Link to each other the results of data/information modeling and process
modeling.

1 Note that several other proposed learning objectives can be seen as refinements of
the core ones, e.g., the objective of “Design a relational database so that it is at least
in 3NF” can be seen as a refinement of “Design high-quality relational databases”.
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None of the proposed course topics explicitly contributes to the integration
of data and process modeling skills of a student. One may argue that such
skills are implicit in the topic of “Using a database management system from an
application development environment”. Still, this topics advocates for a compart-
mented approach to data and process modeling. At the same time the curricu-
lum acknowledges that “information requirements specification processes must
be firmly linked to the organizational systems analysis and design processes”.

2.2 Systems Analysis and Design

The curriculum suggests that the Systems Analysis and Design (IS 2010.6) course
should contribute to 13 learning objectives, among which only two implicitly
target process modeling skills, namely:

– Use at least one specific methodology for analyzing a business situation (a
problem or opportunity), modeling it using a formal technique, and specifying
requirements for a system that enables a productive change in a way the
business is conducted.

– Within the context of the methodologies they learn, write clear and concise
business requirements documents and convert them into technical specifica-
tions.

We identify that the topics of the course that can contribute to these objec-
tives are Business Process Management and analysis of business requirements.
The curriculum contains an elective course entitled Business Process Manage-
ment [1,2,8], which refines the learning objectives that address process modeling
skills. The main focus of this elective course is on understanding and designing
of business processes, which manifests in four learning outcomes (out of 11):

– Model business processes;
– Understand different approaches to business process modeling and improve-

ment;
– Use basic business process modeling tools;
– Simulate simple business processes and use simulation results in business

process analysis.

Two proposed learning objectives of the IS 2010.6 course address the inte-
gration of data and process modeling skills, namely:

– Use contemporary CASE tools for the use in process and data modeling.
– Design high-level logical system characteristics (user interface design, design

of data and information requirements).

However, again, similar to IS 2010.2, none of the proposed topics of IS 2010.6, or
those of the elective Business Process Management course, explicitly contributes
to the integration of data and process modeling skills of a student.
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3 Assignment: Supporting the Private Teaching Institute

An effective assignment to modeling an information system should allow stu-
dents to experience the interplay between data and processes. The assignment
should have a sufficiently challenging and realistic case description, while being
manageable in size.

3.1 Learning Objectives

As a first step, we crafted the learning objectives, following the IS 2010 guide-
lines, and the Bloom Taxonomy [4]. As the assignment focuses on learning to
apply techniques, we assume that once the assignment starts, students already
have an initial understanding of data modeling e.g. with ERM [6], and process
modeling, e.g., with Petri nets [13] and BPMN [8]. In other words, we assume
students to start at level 2 (comprehension) of the Bloom Taxonomy. The learn-
ing objectives of the assignment cover the next levels, being application, analysis,
synthesis and evaluation. After the assignment, the students should be able to:

– Model and analyze process and information requirements using formal tech-
niques;

– Critically assess models and make well-informed design decisions to solve real
world problems related to information systems;

– Write clear and concise requirements and convert these into technical speci-
fications using formal techniques;

– Manage the complexity of contemporary and future information systems and
the domains in which these systems are used; and

– Use contemporary off-the-shelf components to integrate models into an infor-
mation system.

Experience from a previous assignment [10], where students had to design
and build an information system for an online shop, showed that students had
difficulties in understanding the underlying problems of the domain. Therefore,
the context of this assignment should be geared to the students’ perception of
their environment. For this purpose, we designed a case around a fictive edu-
cational institute, the Private Teaching Institute (PTI). Several requirements
have been left implicit, or are even underspecified to allow students to reflect
and perform a proper context analysis. In this way, students can use their own
experience to better understand the situation.

3.2 The Case: The Private Teaching Institute

The Private Teaching Institute (PTI) offers education tracks. Each education
track consists of several mandatory courses, and some optional courses. PTI
consists of a small team per track, the track management, and a small student
administration for all tracks together. To deliver the courses, PTI has a pool
of lecturers who are qualified to deliver several courses. Everybody is entitled



558 J. M. E. M. van der Werf and A. Polyvyanyy

to enroll for a track. As soon as somebody registered themselves, and they are
accepted by the track management, they become a student of that track. Stu-
dents enrolled have to create an educational plan, consisting of the courses they
want to follow. This plan has to be approved by the appropriate track manage-
ment, and filed by the administration.

As soon as the plan is approved, students may register for courses. Once
there are sufficient registrations for a course, the management creates a tender
and sends it out to the lecturers who are qualified to give that course. After
the response offers by the lecturers, the management selects the best offer and
appoints the corresponding lecturer for that course. Every course at PTI consists
of several lectures, either in a classical class room setting or on-line, practical
assignments, and one or more exams, depending on the wishes of the appointed
lecturer. Once the student meets all criteria set by the lecturer, i.e., passing a
sufficient number of assignments and exams, the student receives a certificate of
passing. In all cases, the result is filed by the administration.

Once a student passed all the courses agreed upon in the educational plan, the
student is eligible to receive a diploma for that track. The track management
verifies the course certificates and the plan, after which the management can
award the diploma. Students can choose for a formal ceremony, or to receive
their diploma by post.

PTI wants a process-aware information system that supports them in their
primary processes, to ease the administrative burden.

3.3 Phases and Deliverables

The information system should be designed and implemented, while ensuring
that all deliverables remain consistent. The assignment identifies two phases:
the specification phase, and the implementation phase. Instead of following the
traditional waterfall approach, the phases run concurrently, and the deliverables
of the two phases should be synchronized regularly. Having small cycles assist
in keeping the problem at hand manageable, and also allows the teaching staff
to provide the students with early feedback.

During the first phase, the students have to analyze the assignment, and
identify the involved stakeholders and their interactions with the to-be-designed
information system. For this analysis, students may apply different techniques.
Some students prefer to create use cases [5], other students perform a PACT
analysis [3]. A PACT analysis studies the People involved, their Activities, the
Context in which these activities are performed, and the main Technologies used
to support these.

Once the context of the assignment has been analyzed to gain a better under-
standing of the environment, the students have to derive the information require-
ments and build a specification. Part of the specification is a data model in ERM
notation. Many choices have been left implicit in the case description, such as the
number of courses a track consists of, whether courses are mandatory for the com-
plete institute, or only for tracks, etc. Students have to discover these choices, and
make and document their design decisions. To model the flow of information, the
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different processes in the case have to be identified, analyzed and modeled using
Petri nets. The resulting models should be analyzed for correctness using formal
approaches, such as weak termination (i.e., absence of deadlocks and livelocks)
and boundedness. Additionally, the different models created should be consistent,
and validated with the context analysis, i.e., the use cases and scenarios created
initially should be supported by the models.

The context description, information model and process models together with
their analyses are captured in the Specification Document that the students
have to deliver. The resulting document should be concise, clear and contain all
important requirements of the case.

Once an initial version of the specification document, containing one or two
processes, is being created, the implementation phase starts. The goal of the
implementation phase is to use packaged solutions, rather than implement a
system from scratch. The assignment relies on the Business Process Management
Suite (BPMS) ProcessMaker2, which has both an open source edition, as well as
a commercial cloud service. For the implementation of the information system,
each process designed in the specification document should be converted into
a BPMN model, together with the forms and triggers for each activities. As
the complete information system comprises several processes, the data model
has to be implemented, and the forms and activities of the different processes
should manipulate the data model. This phase results in two deliverables: the
Implementation Guide, and the implementation itself.

Table 1. Grading schema for the assignment

Fig. 1. Gantt chart of the assignment. The open diamonds are feedback moments, the
filled diamonds are official deadlines, including a demonstration.

2 http://www.processmaker.com/.

http://www.processmaker.com/
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As in real life, processes may be altered, updated or completely revised dur-
ing the implementation. Therefore, during the different phases, the specification
document and implementation guide need to be updated together, ensuring that
the revised models remain correct, and the documentation consistent.

For grading, the schema shown in Table 1 is used. The schema addresses the
different learning objectives. For feedback and grading a rubric based on this
schema is used3. Part of the implementation phase is a demonstration of the
system to the teaching staff, simulating the role of a stakeholder at PTI.

4 First Experiences with the Assignment

Last year, the assignment has been executed for the first time during the Informa-
tion Systems course at Utrecht University, with about 170 first year Information
Science Bachelor students. Although the group is quite large, we decided to have
the students to create pairs, instead of larger groups. In this way, students are able
to cooperate, and discuss design options, at the same time preventing free riders.

The course is taught in the final block of the year, and runs over a period
of 10 weeks. As a 7,5 EC credit course4, students are expected to work 20 h
per week on the subject, including lectures on process modeling and analysis.
In total, each student is expected to dedicate in total 100 h to the assignment.
Each phase had two intermediary deadlines for feedback, and a final deadline at
the end of the period (see Fig. 1). The demonstrations were in the same week as
the final deadline.

Process Identification. During the first feedback moment, we noticed that
many students found it challenging to discover the different processes in the
assignment. Many groups had problems in dividing the case description into
smaller, manageable components. Several authors acknowledge the difficulty of
discovering the processes in an organisation (cf. [8]), and point e.g. at categories
of Processes according to Porter, to assist in this activity. However, as these
categories are tailored towards businesses, students found it difficult to apply
them on a different context.

Some students delivered a single large model that covered all facets of the
institute. For example, the student’s enrollment and the tender process for lec-
turers were combined in a single process. They failed to recognize that by com-
bining these two processes, the complete tender process had to be repeated for
each student enrollment. A possible cause is that BPMN leaves the notion of a
case implicit. As a consequence, students do not notice that halfway the process
the case changes from the “student following a course instance”, to “the course
instance for which a lecturer needs to be selected”. By providing feedback after
the first round on how to read the case description, and by posing questions

3 The rubric can be found at http://www.architecturemining.org/publications/
WerfP18a.pdf.

4 https://ec.europa.eu/education/resources/european-credit-transfer-accumulation-
system en.

http://www.architecturemining.org/publications/WerfP18a.pdf
http://www.architecturemining.org/publications/WerfP18a.pdf
https://ec.europa.eu/education/resources/european-credit-transfer-accumulation-system_en
https://ec.europa.eu/education/resources/european-credit-transfer-accumulation-system_en
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like “what is the subject of this process?” explicitly in the feedback, students
understood the notion of cases and processes much better.

Other groups divided the assignment in many small processes, such as “do
assignment”, which comprised two activities: the student creating an assignment,
and a lecturer grading the assignment. Although in essence this is not wrong,
the finer the granularity of the processes identified, the more challenging it is
to understand the interplay of the different processes. For example, is a student
allowed to receive a grade if one of the assignment processes is still running?
Having a too fine-grained solution simplifies modeling and analyzing the separate
models, but complicates the overall design of the information system.

In the end, most student groups delivered an information system that imple-
mented two to four business processes. These processes capture different aspects
of the information system, from enrolling in an educational track, following a
course instance, the lecturer tendering process, and obtaining the diploma. Some
students combined the enrollment and obtaining the diploma, i.e., the process
a student follows in an educational track. Others combined the students follow-
ing a course instance process with the lecturer tendering process, by taking the
course instance as a case, rather than a student following a course instance.

Process Modeling. Although having Petri nets as the primary modeling nota-
tion helps students in making the state, and thus the case, explicit, it turned out
to be difficult for students to give proper meaning to tokens and places. Tokens
resembling a single object, such as a lecturer or a student were often found at
a first round. However, combining different notions, like “a token in this place
resembles a student that is following a course” turns out to be more difficult than
initially anticipated. After the first round of feedback, students were taught the
concept of place invariants. This increased the students’ understanding of the
idea of tokens and places resembling combinations of elements, rather than just
being single elements representing the state of the net.

As in a previous course on information modeling, students learned to design
forms to populate their data model, several groups created “screen-based” pro-
cesses. Each activity represented a screen a user would see in the system, and
the process flow depicted the possible orders in which the screens would be
displayed. Discussing their solution after the first feedback round, revealed that
these student groups had similar problems in understanding the notion of a case.

Another challenge many students faced is the level of abstraction in activities.
For example, several groups produced process models with small activities like
“fill in address”, “fill in telephone number”, and “select education track”, rather
than having a larger activity “enroll for education track”, leaving the details
of what data is needed for an enrollment to a later stage in the process. These
small activities appeared either in a large parallel construct, or were modeled
consecutively, in a fixed order.

In the final deliverable, all student groups delivered process models with each
containing ten to twenty activities. Each activity had a clear form and roles
assigned. The interplay between the different processes was expressed both in
Petri nets, and implemented using triggers on the activities, and by connecting
the data model to the different activities in the process models.
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Process Analysis. During the lectures of the course, many different analysis
techniques, such as reachability and invariant calculus are discussed. Relating
these abstract properties, like liveness, boundedness and place invariants to prop-
erties turns out to be a good exercise in understanding why these properties help
in improving their solutions.

The students had to analyze their solution in different dimensions. The first
dimension is intra-process versus inter-process. Within a single process, all prop-
erties are relatively easy to verify, especially if their solution contains many small
processes. The challenge is in analyzing the interplay between different processes.
For example, dependencies may exist, like in the example of the small assign-
ment process: who is allowed to start this process, and when? Similarly, to model
a check whether a course instance has sufficient students enrolled, can be chal-
lenging if each student enrolls in a separate process instance.

A second dimension is verification within the models versus validation with
the context. Verification of the models, i.e., checking whether the models satisfy
properties like liveness, boundedness and weak termination, was performed by
all students. Validation, i.e., checking whether the models are appropriate for the
problem at hand turns out to be more difficult. Most students delivered initially
reports containing many, large user stories, but no analysis whether their solution
can actually replay the scenarios they described earlier in the same document.

Implementation. Another challenge remains in transforming the formal pro-
cess models designed with Petri nets into BPMN models that are executable by
Business Process Management Suites (BPMSs) like ProcessMaker. On the one
hand, the formal semantics of Petri nets allow the students to simulate and ana-
lyze their processes, and test their dependencies by composing all models into a
large Petri net. On the other hand, a BPMS requires the model to be divided
into small processes, in which the state is left implicit. In addition, several con-
structs are needed in Petri nets to keep models analyzable, e.g. the amount of
lecturers available to teach a course. In BPMN specialized constructs exist, such
as parallel repetition via multi-instance activities, that are designed to solve
such situations, as an example shows in Fig. 2. This requires the students to be
creative in their solutions on how to move from a formal specification into a
technical implementation, while showing that their ideas remain consistent with
the specification.

Fig. 2. Situation modeled in Petri nets (a) for which the multi-instance activity in
BPMN (b) gives a more natural solution.
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Balancing Data and Processes. An important observation we made during
the assignment is how subtle the connection between processes and data is.
Although these subjects are being taught in different courses, these go hand in
hand in an integrated information system.

To give an example, most students create a data model in which a course
instance always has a lecturer (a one-to-many relation), has one exam and one
assignment. However, in the process of running a course instance, the track
management first decides that a course instance, for which students already could
subscribe, will start, and only then decide to start a tender for which lecturers can
apply. Hence, although the course instance already exists, no lecturer is assigned
to it. Consequently, the data model is violated, as the one-to-many relationship
is not valid, whereas adding a lecturer while creating a course instance violates
the process model. This results in a deadlock caused by the integration of the
two models. Although the example seems trivial, it turns out that many such
integration issues occur in the assignment.

The interplay between processes and data is very difficult to analyze and
discover at design time, and is mostly found only while testing the information
system, which is already difficult and challenging in itself. This debugging and
“bug hunting”, as some students named it, is a very time-consuming and frus-
trating process, as it is scattered over the different forms, triggers and database
handling in all processes.

Overall Perception. All student groups delivered an integrated information
system that supported most functionality. The specification document and
implementation guide typically were consistent. Reduction rules [13] combined
with reachability graphs were the most used analysis tool to verify the models,
and several groups used place invariants to show that their resources, such as
lecturers, courses and students remained constant in the system.

Afterwards, the course was evaluated by the students (n = 41) using closed
questions on a 1–5 likert scale. Students pointed out that the lectures were well
usable for the assignment (85% scored ≥4), and that they learned “a great deal”
(83% scored ≥4). Although labor intensive, the students valued the early feed-
back rounds and stated that the feedback helped improving their results (73%

Fig. 3. ISModeler. The tool combines CPN Tools with a theorem prover for the data
model.
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scored ≥4). In the open feedback questions, students posed that the used sys-
tem has its problems and peculiarities. This made it often difficult to understand
what went wrong, and how this could be mitigated. However, the students val-
ued the freedom the assignment provides, ensuring that everybody has a different
solution, enabling them to discuss alternatives among each other.

5 Next Steps

Based on the results of the first run of the assignment, we found that integrating
data and processes is experienced as challenging by the students. For many prac-
titioners, experience plays an important role in knowing how to adapt processes
and data, and when. In some cases it is better to alter the data model, in other
cases the process model. This requires experience, and practice.

In our view, integrating processes and data is given too little attention in
current curricula. The assignment shows that students find it very difficult to
analyze the specification on deadlocks caused by the integration of data and
process models. To our knowledge, hardly any analysis technique taught in text-
books is grounded in both data and processes. At the same time, we see that
courses on Data and Information Management (IS2010.2) focus on information
requirements and data modeling. Processes are acknowledged, but play a very
small role in the IS 2010 guideline. Similarly, process modeling courses, like the
elective on BPM, focus on processes, but tend to ignore that these processes
manipulate (structured) data.

A course on information system modeling should not only focus on these two
aspects, but also show the synergy between the two modeling paradigms. We
therefore developed the tool ISModeler that makes this synergy explicit [16].
It combines a process model in the form of a Petri net in which tokens carry
identifiers [10,12], a data model, and a transition specification that defines how
each transition manipulates the data model through transactions. The tool builds
upon CPN tools [17], and a theorem prover to validate the transactions on
populations of the data model. In ISModeler, a transition is enabled if it is both
enabled in the Petri net, and the transaction yields a valid population. Figure 3
shows a screenshot of the system. In the top part of the window, the enabled
transitions are shown, whereas the bottom part depicts the population of the
data model, by listing per entity type and relationship the elements it contains. In
this way, we envision that students will better understand the synergy between
data and processes, and thus design and build better integrated information
systems. The tool is planned to be put into action in next year’s edition to
evaluate its effectiveness.

6 Conclusions

In this paper, we propose an assignment that allows students to experience
the design and implementation of an information system using a BPMS. The
proposed assignment combines data and process modeling, forcing students to
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design and analyze their solution using formal techniques, and translate their
solution into an information system.

Running the assignment for the first time shows that the assignment helps
students to experience design issues that arise while studying the case descrip-
tion. Students discovered that abstract properties used in verification can be
linked to actual properties in the case description, and assist them in improving
their solution.

However, the run also shows that students find it difficult to understand
the synergy between data and processes. Although in scientific literature sev-
eral approaches exist that allow to model this (cf. [7,9,12]), experiences with
the assignment show that these have not yet been embedded sufficiently in our
education curricula.
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Abstract. While past studies have considered the educational benefits of
industry tools and simulated games within BPM courses, the relative efficacy of
these interventions for student outcomes has not yet been established. In this
study we sought to determine whether added exposure to industry tools would
be more, or less, effective at influencing students’ perceived competence,
intrinsic motivation and occupational self-efficacy for BPM than exposure to a
digital BPM game. An experimental study was carried out on 38 students and
revealed that students exposed to additional industry tools reported increased
levels of occupational self-efficacy, while those exposed to the digital game
reported lower levels of perceived competence. Results have useful implications
for BPM educators.

Keywords: Digital-game based learning � Occupational self-efficacy �
Motivation

1 Introduction

In response to a growing demand from industry for individuals with business process
capability, universities continue to invest in the design and delivery of Business Pro-
cess Management (BPM) curricula [43]. Much effort has been devoted by the BPM
academic community to innovating course curricula, textbooks and teaching materials.
However, BPM remains a particularly challenging subject as students learn skills
across the lifecycle of process identification, discovery, analysis, redesign, execution,
monitoring and control [18].

Unsurprisingly, BPM educators have devoted much attention to the question of
how such curricula can best be delivered. Efforts include presenting content and syllabi
for BPM courses [4, 5, 43] and mapping course content to the BPM capabilities
required in practice [16]. Importantly, past work has demonstrated that BPM education
requires an emphasis on both theory and practical application [33, 42]. Authors discuss
the use of case studies and tools [37], and the importance of ensuring students develop
practical skills and ability to apply BPM knowledge to complex problems and mod-
eling scenarios [39].

One stream of research has brought attention to the importance of using professional
BPM tools in practical components of course delivery, e.g.ARIS [4];MSVisio,ARIS and
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YAWL [43]; BPMS platforms such as Adonis, Tibco and Bizagi [5]; ARIS and Web-
Sphere [16] and, in some cases, ERP software [22]. Industry software tools have clearly
come to play an important role in the teaching of BPM concepts. Hands-on exposure to
industry systems develops skills, helps student understand how software actually works
and improves their business process knowledge [41]. They are clearly important to
building skills, but little empirical research exists to identify best practice [5].

Another stream of research has focused on how educational games can be used to
provide students an environment in which to practice BPM. IBM’s Innov81 has been
argued as particularly useful given its professional orientation (e.g. [7, 27, 30, 50]).
Students benefit from experiencing hands-on, role-play within the game environment
[51]. Games might also stimulate interaction, teamwork and promote more social and
communicative learning [51]. Games are argued to be useful because of their potential
to illustrate the relevance of what students have been learning as they navigate the
simulation to apply their knowledge in realistic scenarios.

Taken together, these two streams of research provide evidence that the incorpo-
ration of hands-on training in the use of industry software as well as the incorporation
of digital games can be used to help students learn BPM. However, past work does not
explore the relative efficacy of these tools for student outcomes. This presents a
dilemma for BPM educators who must decide with the limited resources available,
which types of intervention will yield the best returns for student outcomes.

In this study we thus sought to determine whether exposing students to additional
workplace tools to enhance their knowledge of BPM practice would be more, or less,
effective at influencing outcomes than exposing students to a digital BPM game. We
focus on three outcomes, namely students’ perceived competence in performing BPM
tasks, intrinsic motivation toward performing BPM and their occupational self-efficacy
i.e. belief in their ability to succeed in a BPM career. We considered these outcomes
appropriate because BPM curricula should not only develop student skills but also their
confidence and motivation to pursue careers in BPM.

We have previously explored the effect of the inclusion of digital game-based
learning on students’ motivation and perceived competence in an earlier offering of our
BPM course [21]. This study extends that work to examine within a new cohort of
students the relative efficacy of games versus industry tools in the teaching and learning
of BPM.

2 Study Design

2.1 Context of the Study

Our study context was a core (required) undergraduate class in BPM for information
systems majors. The students were enrolled in a seven-week BPM course in their third
year of study. The course consisted on 28 lecture hours, 7 workshop hours, and 14
hands-on computer laboratory hours. The course uses project-based learning where
students work on an assigned project case in small teams. The project reinforces

1 IBM’s “Innov8 2.0” (http://www-01.ibm.com/software/solutions/soa/innov8/index.html).
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concepts by requiring students to apply knowledge to assigned process modelling,
analysis, redesign and automation tasks in the case study. In practical laboratory ses-
sions, students use Bizagi to learn to model processes in BPMN and then to enact
processes through Bizagi’s BPMS engine (Bizagi Suite).

2.2 Conceptual Background and Research Variables

Digital game-based learning (DGBL) can be defined as the use of computer games (or
digital games) within an educational context to supplement learning and support a
particular learning outcome [2, 49, 54]. Digital games have also been termed “serious
games” [20], “simulation games” [29] and “digital learning games” [40].

Digital learning games can be effective in addressing knowledge and skill and
motivational outcomes. They can be used to illustrate the relevance of what students
have been learning, provide them an opportunity to apply their knowledge in realistic
scenarios that mimic real world problems, practice skills in a “virtual” real life situa-
tion, experience hands-on role-play and immersion in the virtual world, stimulate
interaction among students and promote more social and communicative learning.
Moreover, they provide an environment where students can express their autonomy,
make their own choices, try out new skills and feel a sense of mastery or competence
[6, 12, 19, 28, 34, 38, 46, 48]. Digital games should allow users to experience an
optimally challenging environment but to be effective must contain positive feedback
that is free from judgmental evaluation [14]. However, the efficacy of DGBL is being
questioned [10]. Several recent studies, reviews and meta-analyses of DGBL have
shown no impact on motivation and learning achievement or it has been shown to
perform worse than a traditional classroom setting [3, 17, 20, 24, 53, 54]. The impact of
DGBL on outcomes thus remains an open question.

Industry software tools have come to play an important role in the teaching of BPM
concepts. Emerging curricula are emphasizing practical application and use of mod-
elling tools in course delivery (e.g. [33, 42]). The use of industry software platforms
has been considered among the requirements for ‘state of the art’ in BPM education [5].
It is difficult to argue that a course in BPM is relevant if it does not ensure students
develop practical skills in use of professional industry tools [37]. BPM educators are
often making choices about which BPM tools to include, such as ARIS; MS Visio;
YAWL; Adonis; Bizagi; WebSphere [4, 5, 16, 43].

The incorporation of tools helps students develop practical skills and ability to
apply BPM knowledge to complex problems and modeling scenarios [39], improve
their knowledge by understanding how software actually works [41], experience the
modelling grammars and notation as implemented within marketing leading process
tools [43], and obtain up-to-date skills highly valued by industry [42]. Undoubtedly the
incorporation of professional tools into the curriculum can help students to assimilate
concepts by connecting theory and practice. However, the question remains as to
whether ‘more is better’ when it comes to the use of these tools in the classroom.
Unfortunately, little empirical research exists to identify best practice [5]. More
specifically, BPM educators are left wondering which specific tools are useful to
include and how many tools should one incorporate and for which types of outcomes.
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Consequently, we contribute by examining the relative effects of digital games
versus exposure to additional industry tools. The study was grounded in social cog-
nitive career theory [31] along with Deci and Ryan’s [15] self-determination theory.
Together, they suggest an important set of constructs that represent higher-order out-
comes that educators should look to achieve in a course on BPM.

Deci and Ryan [13–15] introduced their self-determination theory (SDT) and its
underpinning of cognitive evaluation theory (CET) in an effort to explain and under-
stand human motivation in any context. According to the theory humans actively seek
to improve themselves by pursuing and engaging with challenges that allow them to
realize their potential and capacity [15]. Moreover, the social environment that the
individual is in will either support or diminish this process of self-realisation [15]. The
theory views intrinsic motivation as the highest level of human motivation.

Intrinsic Motivation can be defined as an individual’s internal motivation towards
performing a task. When someone is intrinsically motivated they are willing to devote
extra effort to an activity because of the interest and enjoyment derived from its
performance [15]. Students with higher levels of intrinsic motivation are more engaged
in the learning process and put more effort into their academic activities to achieve
higher levels of academic performance [23, 44]. According to SDT, intrinsic motiva-
tion is the most powerful form of motivation that an individual can feel towards an
activity and should therefore affect behaviour in a far more powerful way than external
rewards. Consequently, we considered that a student’s intrinsic motivation toward
BPM as reflected in their expression of enjoyment and interest in BPM is an important
outcome of interest when considering the efficacy of curriculum and classroom
interventions.

According to SDT and CET, for an individual to be motivated, there are basic
psychological needs that must be supported by the social environment. These needs can
either be reinforced by the social environment to result in high levels of motivation or
can be diminished by it. In an educational context, competence is considered the most
influential of these psychological needs for developing intrinsic motivation. Prior work
supports perceived competence as a predictor of intrinsic motivation [13, 15].

Perceived Competence can be defined as a person’s perception of how skilled they
are at performing an activity or task. Previous studies have found that perceived
competence felt towards a subject domain has a positive relationship with learning
achievement in that particular subject domain [8, 25, 35]. When perceived competence
is low, academic performance diminishes [36]. Therefore, BPM coursework should be
designed to so that students perceive themselves as growing in competence and skill
along the BPM lifecycle, and across the theoretical and practical components of BPM.

Social cognitive career theory (SCCT) purports that there are sociocognitive
determinants of career and academic interests, where such interests subsequently
promote career-related activity involvement and skill acquisition [31]. The core con-
struct within SCCT is occupational self-efficacy, which is considered to mediate
between occupationally relevant abilities and occupational interest. Drawing on the
work of Bandura, SCCT defines self-efficacy as an individual’s judgment of their
capabilities to successfully execute a course of action and is considered a central
mechanism of personal agency determining one’s choices and effort expenditure [31].
According to SCCT, self-efficacy is prominent in the formation of career interest such
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that people form enduring interests in activities in which they view themselves as
efficacious [31]. Moreover, individuals are likely to perceive greater rewards and
anticipate greater satisfaction from pursuing those activities in which they consider
themselves more able to succeed.

Occupational Specific Self-efficacy is considered to have effects on career choice
[45] and is defined as an individual’s belief in their ability to succeed in a given career.
Lent et al. [32] consider self-efficacy to influence choice of major directly and indi-
rectly through effects on interest and outcome expectations. In the IT education context,
past work has shown that feeling “not suited for IT type work” is among the reasons for
students not wanting to pursue IT studies or an IT career [52]. Occupational self-
efficacy has been shown to correlate with IT career intention and choice to major in IS
[11] and is important to forming positive attitudes toward IT jobs [26]. This link
between occupational self-efficacy and career interest and choice is likely to also hold
in the more specific case of BPM. It is unlikely that students will pursue BPM as a
career option or even learn more about the opportunities available to them for careers in
BPM if they have low levels of BPM occupational self-efficacy.

2.3 Experimental Design

To achieve our research objective, our study followed a between group randomized
experimental design [47]. This design is characterized by the comparison of multiple
groups that are randomly assigned participants. Random assignment ensures groups are
on average equal and that any effects observed in the study can be attributed to the
interventions [47]. Data collection followed a pre-test post-test design, which allows for
the comparison of groups before and after interventions have been implemented [1].
The comparison of scores from a pretest ensures that there are no differences between
groups prior to the interventions, and the comparison of pre-test and post-test scores
enables the calculation of any differences in each group after the interventions have
taken place [1].

As our study was exploratory, we did not establish a priori hypotheses as to which
between DGBL and industry tools would be more effective than the other. However,
our general expectation, based on the literature presented above, was for both DGBL
and the additional exposure to industry tools to have positive impacts on perceived
competence, intrinsic motivation and occupational self-efficacy. This is because digital
games have demonstrated potential to impact learning and motivational outcomes in an
educational context [12], while exposure to industry tools may help signal career
readiness and build relevant skills [33, 37, 42].

Although all students had the same exposure to lectures, project work and Bizagi
laboratory sessions, the experimental design allowed one randomly selected group
(Group B) to extend their knowledge of industry BPM tools by additional exposure to
modelling and simulation tasks using the Signavio Editor and the online BIMP simulation
tool. These students had knowledge of BPMN and modeling experience from Bizagi, but
now learned to extend that to a new editor (Signavio). They could either use their own
Signavio bpmn file for simulation or use an instructor provided solution. The second
randomly selected group (Group I) played the IBM Innov8 game as an opportunity to
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apply their understanding of BPM in a virtual business environment. The call-centre
scenario within the Innov8 game was used in the session.

Students were randomly allocated to one of the two groups at the beginning of the
experimental session, at the end of 5-weeks into the 7-week course. A baseline
questionnaire was administered to each group to establish their existing levels of
motivation (5 items), competence (6 items) and occupational self-efficacy (3 items). All
items were measured on 7-point Likert scales. The motivation and competence items
were adapted from Deci and Ryan’s intrinsic motivation inventory, and occupational
self-efficacy adapted from Lent [32]. Negatively phrased items were reverse-coded.

3 Results

We carried out pre (baseline) and post (after exposure) comparisons of both groups.
Results are summarized in Table 1. Baseline tests show that the randomization resulted
in two equivalent groups prior to our intervention with no significant differences across
the 14 questionnaire items.

Table 1. Pre- and post-test comparisons.

Before/After
(Group I,
n = 20)

Before/After
(Group B,
n = 15)

Group I/B
(Pre) (I = 21,
B = 17)

Group I/B
(Post)
(I = 21,
B = 17)

1. I think I am pretty
good at BPM

4.677*** −0.323 −0.045 −2.674 *

2. I am pretty skilled at
BPM

3.577** 0.899 −0.554 −1.725

3. I am satisfied with my
performance at BPM

4.924*** −1.451 0.841 −3.723**

4. I think I do pretty well
at BPM, compared to
others

3.269** −0.823 1.582 −0.444

5. I think I am good at
BPM

3.335** −0.323 0.494 −2.432*

6. After working at BPM
for a while, I felt pretty
competent.

2.99** −1.099 0.347 −2.353*

7. I think BPM is quite
enjoyable

3.199** 1.835# −0.29 −0.277

8. I think BPM is very
interesting

2.557* 1.103 −0.494 −0.373

9. I think BPM is fun 1.831# 0.764 0.135 0.125

(continued)
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Within Group I, significant decreases were observed from pre-test to post-test in
perceived competence, aspects of intrinsic motivation such as interest and enjoyment,
and in occupational self-efficacy indicators (see Fig. 1).

Table 1. (continued)

Before/After
(Group I,
n = 20)

Before/After
(Group B,
n = 15)

Group I/B
(Pre) (I = 21,
B = 17)

Group I/B
(Post)
(I = 21,
B = 17)

10. While doing BPM I
often think about how
much I enjoy it

0.547 0.676 −1.028 −0.411

11. I think BPM is
boring (-)

−0.309 −0.774 0.349 −0.535

12. I believe that I poses
the necessary skills to
pursue a career in BPM

5.08*** −0.979 0.863 −2.226*

13. I would prefer a
career in BPM over other
careers in IS

1.560 −1.247 0.457 −0.548

14. I would prefer a
career in BPM over a
career in any other field

−0.438 −2.168* 0.915 0.198

***p < 0.001 **p < 0.01 *p < 0.05 #p < 0.10
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Fig. 1. Pre- and Post-Test comparison of group I (Innov8).
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On the other hand, Fig. 2. illustrates no significant differences for Group B, except
for a slight marginal decrease in enjoyment (p < 0.10), but a significant increase in
career preference for BPM. An examination of post-test differences shows that Group I
is lower than Group B on perceptions of competence. Their lower levels and drop in
perceived competence could be due to the immediate feedback provided by Innov8
when students failed to adequately redesign the process models to achieve improve-
ments in the KPAs as envisaged by the game. Games appear to embed feedback
mechanisms that allowed students to recognize limitations and work to improve them,
which is absent in industry toolsets. Frustration with success in the game also spilled-
over into motivational and career outcomes. By contrast, Group B students believed
post-test that they possessed more skills needed for a BPM career and reported
increased feelings of competence. This suggests that exposure to industry tools signals
workplace readiness to students far more than the game experience.

Figure 3 graphs the composite means for perceived competence, intrinsic motiva-
tion and occupational self-efficacy for the post-test comparison of the two groups.
There were no significant differences in post-test motivation.
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Fig. 2. Pre- and Post-Test comparison of group B (Signavio and BIMP).
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4 Discussion and Conclusion

Given the demand for additional BPM skills in the market, educators must focus on
strengthening students’ beliefs in their ability to succeed in BPM careers. BPM course
evaluations should therefore collect data on outcomes such as occupational self-efficacy
along with traditional motivation and competence-related factors.

In our study, the group selected to learn an additional set of industry-relevant tools
scored higher on post-test perceptions of competence, motivation and occupational
self-efficacy than those in the DGBL group. These results suggest that students
appreciated the opportunity to gain hands-on experience with industry tools and that
such exposure is important, particularly for increased occupational self-efficacy out-
comes. However, industry tools may not increase outcomes beyond a specific point.
Our course had introduced students to Bizagi and the subsequent exposure to additional
tools did not significantly increase perceived competence from pre-test baseline of this
group. There were small non-significant increases in most perceived competence items
possibly because students could see how their skills transferred across tools. Motiva-
tions were not significantly affected, but were slightly lower possibly due to the
experimental tasks adding little additional enjoyment.

In the DGBL group, we observed an unexpected general decrease in perceived
competence along with indicators of motivation and self-efficacy among the DGBL
group. One explanation for this finding could be a “Dunning-Kruger Effect” that occurs
when individuals are unaware of their own incompetence, or are in a stage of uncon-
scious incompetence, where they have a tendency to over-estimate their level of com-
petence [9]. This means that perceived competence could be inflated before students
have been truly ‘tested’ by the game. A digital game such as Innov8 can provide
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Fig. 3. Post-Test comparison of groups.
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students the chance to apply skills and to move them from unconscious incompetence to
conscious incompetence, observable in a reduction of their perceived competence.
Based on this, we do not necessarily conclude that a drop in perceived competence
resulting from digital game play is a negative outcome to be avoided, but rather we
speculate whether the direct feedback mechanism embedded in the game allowed stu-
dents an opportunity to reflect on their actual skills. These students were exposed to an
initial ‘reality’ check that escaped their colleagues in the other group. Thus, although
games should not substitute in the curriculum for exposing students to industry tools,
games can usefully provide a feedback mechanism absent from BPM tools. However, it
is important to note that digital games are considered to work best when they provide
feedback that is free from negative judgements [46]. However, the Innov8 game resulted
in many students being ‘fired’. Ending the game as a ‘loser’ will very likely having a
negative effect on motivation and cause a student to question their self-efficacy.
Moreover, because perceived competence is a predictor of motivation with SDT, the
drop in perceived competence would subsequently result in reduced motivation.

An alternative explanation for our finding is that there was a confounding learning
problem stemming from lack of sufficient background knowledge in the business case
of the game [43]. Innov8 game was based on a call-centre context and students may
have faced additional learning in attempting to understand and relate to the specific
processes and key performance targets.

Taken together, we recommend the incorporation of both industry-relevant tools
and games into the practical components of BPM courses as they have differential
effects on competence, motivation and occupational self-efficacy. Industry tools
increase occupational self-efficacy and games present a ‘reality’ check against per-
ceived competence. Games must however be implemented to ensure students receive
positive and constructive feedback. Where BPM educators do not have control over
game design, they may wish to make use of a post-game briefing to deal with any
unintended consequences of negative judgement experienced during game play.
Enhancing student background knowledge of the context of the game prior to game
play can also help to reduce any confounding learning problems.

Much work also remains to determine best-practices in the use of industry tools and
future work should determine which tools produce the best outcomes and in what
sequences. Mastery of one tool may be sufficient for development of interest and
motivation toward BPM. However, if educators combine multiple professional tools
along with digital games, they may wish to consider how to position game play within
the course so that students have an added opportunity to build confidence in market-
place readiness and mastery over real-world BPM tools following the ‘reality’ check of
game play.

A major limitation of our work is that it was restricted to a single session with a pre-
and post-test design. Future work should consider comparing outcomes in longitudinal
studies with ongoing exposure to different interventions.
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