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Preface

In its 12th edition, the “Traffic and Granular Flow” (TGF) conference was held
for the first time on the North American continent with a setup facilitating the
exchange of scientific ideas between professionals, academicians/researchers and
students. The conference took place between July 19 and July 22, 2017. The venue
was the Science and Engineering Hall, home of the George Washington University
(GW) School of Engineering and Applied Science (SEAS). The conference was
organized by the GW Transportation Engineering Program that is part of the Civil
and Environmental Engineering Department.

Originally conceived to facilitate new ideas by considering the similarities of
traffic and granular flow, the latest TGF conference covered a broad range of topics
related to particle and transport systems. Such topics included granular flow and
dynamics of granular materials, pedestrian and highway traffic interactions, and the
collective motion in biological systems.

The TGF’17 comes at a time when the field of traffic and granular flow is
experiencing a major development seen in the participation of new researchers and
professionals from different disciplines (e.g., electrical engineers, computer scien-
tists, mathematicians, and economists). Such participation has led to the adoption of
new theories and approaches (e.g.: game theory and artificial intelligence) and the
utilization of new technologies (e.g., LIDAR technologies, smartphone devices, and
supercomputers) with multiple new contributions and breakthroughs. In line with
such development, the 2017 TGF’s theme was:

From Molecular Interactions to Internet of Things and Smart Cities: The Role of Technol-
ogy in the Understanding and the Evolution of Particle Dynamics.

Accordingly, further attention was dedicated to the latest research efforts in
connected and automated vehicles (CAVs), intermodal integrated urban traffic,
pedestrian detection and artificial intelligence, complex networks, intelligent trans-
portation systems, and big-data analytics.

In total, 81 researchers/students attended the conference. The program consisted
of one plenary session, seven parallel lectern sessions, and two poster sessions.
These sessions allowed for 99 total presentations consisting of 3 plenary presen-
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tations, 60 oral podium presentations, and 36 poster presentations. The attendees
produced 56 high-quality research chapters included in this book. These chapters
do not represent all the contributions included in the TGF’17 program. All chapters
in this book were reviewed by up to three members of the international scientific
committee. Out of the 56 chapters, 17 chapters were invited to be extended
and submitted for consideration for publication in the Journal of Transportation
and Traffic Engineering. 16 different chapters were invited for extension and
consideration for publication in the Journal of Intelligent Transportation Systems.

The success of this conference and the resulting contributions were made
possible because of the TGF research community, the authors, and the attendees.
Special appreciation is extended to the conference international scientific committee
for the review and selection process of the chapters included in this book.

I am also grateful to the members of the local organizing committee (Ms. Claire
Silverstein, Ms. Joyce Randolph, Mr. Shiju Varghese, Mr. Adam Casper, Mr. Raoul
Gabian, Ms. Edna Aguilar, and Ms. Madison Haley) for translating our conference
plans into a reality. Last but not least, I thank Ms. Anne Comment and the Springer
publication team members for their efforts in the final preparation of this book.

The conference series will continue with the next conference being held in
Pamplona, Spain, in 2019.

Washington, DC, USA Samer H. Hamdar
July 2018
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Exact Formula of Time-Headway
Distribution for TASEP
with Random-Sequential Update

Pavel Hrabák

Abstract The analytical derivation of time-headway distribution for random-
sequential totally asymmetric simple exclusion process (TASEP) with periodic
boundaries is presented. The finite and periodic nature of the lattice together with the
lattice-size-dependent hopping probability related to the random-sequential update
does not allow to use common method for the derivation of the time-headway
distribution. Another method is presented in this article. The exact derivation of the
time-headway distribution leads to several interesting combinatorial tasks. Further,
after proper time scaling and using the large L limit we obtain the approximation of
the distribution, which can be considered as exact result for TASEP with continuous
time.

1 Introduction

The distribution of the spatial and temporal headway serves as a useful tool for
traffic engineering since it may reflect microscopic properties of vehicular/traffic
flow as, e.g., repulsion forces between vehicles and uncertainty/stochasticity of
driver’s reactions. A systematic review of vehicle headway studies can be found
in [4].

The aim of this paper is to investigate analytically the temporal-headway distri-
bution for the well-known totally asymmetric simple exclusion process (TASEP)
with the random-sequential update. Such study completes the studies on the
time-headway distribution of parallel [2], generalized backward-sequential, and
continuous update [3].

P. Hrabák (�)
Faculty of Information Technology, Czech Technical University in Prague, Prague 6, Czech
Republic
e-mail: pavel.hrabak@fit.cvut.cz; hrabapav@fit.cvut.cz

© Springer Nature Switzerland AG 2019
S. H. Hamdar (ed.), Traffic and Granular Flow ’17,
https://doi.org/10.1007/978-3-030-11440-4_1

3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11440-4_1&domain=pdf
mailto:pavel.hrabak@fit.cvut.cz
mailto:hrabapav@fit.cvut.cz
https://doi.org/10.1007/978-3-030-11440-4_1


4 P. Hrabák

The TASEP can be considered as the simplest model of traffic and vehicular
flow. Despite its simplicity the model evinces complex properties of collective
motion. The model belongs to the class of interacting or hopping particle systems,
the overview applicability of such processes in traffic flow modelling can be found
in [6].

The TASEP can be considered as Markov chain or process and is usually
investigated in stationary/steady state. The stationary-state properties of TASEP
with variety of updates are investigated in [5] and well summarized in [1]. The
main result used in this article is the fact that the stationary measure of TASEP with
random-sequential update is the Bernoulli measure, i.e., in the periodic boundary
case all configurations have uniform probability.

2 Model Definition

For simplicity the periodic boundary conditions are considered. The model consists
in N particles moving along the lattice consisting of L sites by hopping from one
site to the neighbouring site in one given direction, i.e., a particle sitting in site x can
hop to the neighbouring site x + 1 with probability p ∈ (0, 1], if the target site is
empty. The periodicity means that the neighbouring site to the last site is the first site
of the lattice. For illustration see Fig. 1. The periodic boundary conditions preserve
the number of particles on the lattice defining the particle density as ρ = N/L.

In the random-sequential update, during each time step of the algorithm one site
is chosen at random (uniformly, i.e., with probability 1/L). If the chosen site is
occupied by a particle, the particle hops according to the above-mentioned rules.
Under this update the value of hopping probability p does effect only the temporal
scaling of the model dynamics [5] and therefore can be set equal to one without
loss of generality. Due to the dependence of the dynamics on the lattice size it is
convenient (and even necessary) to scale the time in the way that one algorithm step
corresponds to 1/L of the time unit.

It is worth noting that the random-sequential dynamics simplifies the derivation
of the stationary-state distribution and therefore simplifies the derivation of spatial
quantities in comparison to the parallel updates, under which all particles hop
simultaneously. However, the derivation of temporal related quantities is then rather
more difficult due to the dependency of the motion of individual particles on the
lattice.

p

0 2 424

NO!

1 2 N

0 1 L 1

Fig. 1 To the definition of TASEP dynamics
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3 Time-Headway Distribution

The time headway between two consecutive vehicles is defined as the length Δt of
the time interval between the passing of the vehicles through given detector. In the
case of lattice hopping models, the role of the detector is played by the reference
site, which can be chosen arbitrarily due to the periodic nature of the dynamics.
In the following, the time measured in algorithm steps will be denoted by letter k.
The transition to the time t measured in time units is performed by means of the
time-scaling transformation t = k/L.

Let us consider two consecutive particles. For purposes of the derivation let us
denote the first particle as leading particle (abbr. L) and the second as following
particle (abbr. F). The step-headway between these two particles is the time interval

Δk = kout
F − kout

L , (1)

where kin
i denotes the arrival time of particle i to the reference site (denoted as 0) and

kout
i denotes the departure time of i from site 0. For illustration see the space-time

diagram in Fig. 2.
The investigated quantity called step-headway distribution is then characterized

by the probability density function f , i.e.,

f (k;L,N) = P(Δk = k | L,N). (2)

Here, the number of sites L and the number of particles N are parameters of the
distribution and are often omitted in the notation.

The common concept of calculating the temporal headway distribution, intro-
duced in [2], is to decompose the probability with respect to the time interval
between the departure of the leading particle and the arrival of the following particle,
i.e.,

P(Δk = k) =
∑

k1

P
(
kin

F − kout
L = k1

)
P
(
kout

F − kin
F = k − k1

∣∣∣ kin
F − kout

L = k1

)
.

(3)

k · · · −4 −3 −2 −1 0 1 2 3 4 · · ·
-1 · · · 0 F 0 0 L 0 1 1 0 · · ·
0 · · · 0 F 0 0 0 L 1 1 0 · · · koutLP
1 · · · 0 0 F 0 0 L 1 0 1 · · ·
2 · · · 0 0 0 F 0 L 0 1 0 · · ·
3 · · · 1 0 0 0 F 0 L 0 1 · · · kinFP
4 · · · 1 0 0 0 F 0 0 L 0 · · ·
5 · · · 0 1 0 0 F 0 0 0 L · · ·
6 · · · 0 1 0 0 0 F 0 0 L · · · koutFP

Fig. 2 Illustration to the step-headway notation. The space-time diagram is presented, F, L, and 1
denote the position of following, leading, and other particle, respectively
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This concept works for updates under which the motion of leading and following
particle is independent during the time interval between kout

L and kin
F . But this is not

the case of the random-sequential update, since at most one particle can move within
given algorithm step.

4 Calculation for Random-Sequential Update

The dependence of the motion of leading and following particle induces us to
consider the situation of both particles at ones. The first step is to decompose the
problem to situations with given number m of empty sites in front of the following
particle F and the number n of occupied sites in front of the leading particle L, i.e.,

f (k) =
∑

m,n

P (m, n)P(Δk = k | m, n) , (4)

where

P(m, n) = P(m sites in front of F ∧ n particles in front of L) (5)

= (L−n−m−2
N−m−1

)(
L−2
N−1

)−1
. (6)

The latter equality holds because all configurations have the same probability. The
situation is depicted in Fig. 3.

In such situation, the following particle has to hop m-times to reach the reference
site 0, there is cluster of n leading particles, which need to hop sequentially by one
site to empty the site 1, and then the following particle needs to hop at exactly k-th
step. This means that there are z = k − m − n − 1 steps, during which none of
the involved particles hops. And this is the crucial moment of the derivation. Let
us code the process trajectories by letters F, L, and 0 denoting the hop of following
particle, the hop of particle in cluster in front of the leading particle, and not hopping
of involved particles. Three possible situations have to be distinguished:

1. Following particle still did not reach site 0 and leading particle is still in site 1,
i.e., both can hop. Then the symbol 0 appears with probability (1 − 2/L).

2. Following particle still did not reach site 0 and leading particle already left site
1. Then the symbol 0 appears with probability (1 − 1/L).

3. Following particle already reached site 0 and leading particle is still in site 1.
Then the symbol 0 appears with probability (1 − 1/L).

Fig. 3 Illustration to the
situation of the type (m, n)

m× n×k

0−m n
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The situation when following particle reached 0 and leading particle left 1 is not
interesting, because then 0 appears with probability 1 or 0 depending on the number
of 0s in the trajectory before.

The conditional probability P(Δk = k | m, n) can be then decomposed with
respect to the number of zeros appearing before the last F or the last L, i.e.,

P(Δk = k | m, n) =
z∑

j=0

(
1

L

)k−z (
1 − 2

L

)j (
1 − 1

L

)z−j

Cn,m,z(j) , (7)

where Cn,m,z(j) is the number of trajectories in which there are exactly j zeros
before the last F or the last L given that there are m symbols F, n symbols L, and z

symbols 0. This leads to the following combinatorial task:

• I have a bag with m F-balls, n L-balls, and z 0-balls.
• I drag sequentially all balls from the sack.
• What is the probability that I dragged exactly j 0-balls before the last F-ball?

The solution of this combinatorial task is provided in Appendix. We obtain that

Cn,m,z(j) =
(

j + n − 1

j

)[(
z + n + m

m

)
−
(

j + n + m − 1

m

)]
+

+
(

j + m − 1

j

)[(
z + n + m

n

)
−
(

j + n + m − 1

n

)]
. (8)

Before the final formula can be presented, one situation is to be discussed. So far,
we have assumed that the motion of the first particle in the cluster and the motion
of following particle are dependent only because of the random-sequential update.
However, in case that k ≥ L, we have to calculate with the situation that all particles
are in one cluster and therefore the following particle is actually the first particle of
the cluster in front of the leading particle. In such a case, we will “wait” until the
first particle hops one site further and then we can proceed in the same way as above.

The final formula is then

f (k;L, N) =
∑

n

∑

m

PL,N (n, m)

Ln+m+1

z∑

j=0

Cn,m,z(j)

(
1 − 2

L

)j (
1 − 1

L

)z−j

(9)

+ 1{k≥L}
(

L − 2

N − 1

)−1
L−L

∑

w

∑

i

CN−1,L−N−1,k−w−L(i)

(
1 − 2

L

)i (
1 − 1

L

)k−L−i

,

where z = k − 1− n−m, n = 1, . . . , min{k − 1, N − 1}, m = 1, . . . , min{k − 1−
n,L − N − 1}, w = 0, . . . , k − L, and i = 1, . . . , k − w − L.

Here it is important to note that the time t measured in time units in random-
sequential update scales by the factor 1/L, i.e., one algorithm step corresponds to
1/L time unit. In Fig. 4, the exact values of scaled time headways f (t) := f (k/L)



8 P. Hrabák

0 1 2 3 4 5 6 7 8 9 10

t

0

0.05

0.1

0.15

0.2

0.25

0.3

L
 f(

t)

L=4
L=10
L=20
L=40
cont. time

Fig. 4 Step headway for random-sequential TASEP for ρ = 1/2. Values f (t) are multiplied by
the lattice size L to visually compensate the fact that one time unit contains L values k/L

Fig. 5 Time headway for continuous time TASEP

are plotted. It is obvious that the exact formula converges to the continuous time
approximation quite fast.

Expected value of the time-headway distribution f (k/L) is reciprocal to the flow
J = N

L

(
1 − N

L

)
L

L−1 . Denoting by ρ = N/L the particle density, we get EΔt =
1

ρρ̄
L−1
L

.

To obtain the large L limit it is convenient to use the result for parallel update [2].
The limiting distribution is then

f (t; ρ) = ρ

ρ̄

(
e−ρt − e−t

)+ ρ̄

ρ

(
e−ρ̄t − e−t

)
− te−t , t ≥ 0 , (10)

where ρ is the parameter preserving the density of particles, i.e., N = �ρL�, and
ρ̄ = 1− ρ. Expected value and variation of the distribution are EΔt = 1

J
= 1

ρρ̄
and

varΔt = 1−2ρρ̄−2(ρρ̄)2

(ρρ̄)2 . We refer the reader for more details to [3]. The distribution
f (t) is for illustration plotted in Fig. 5.
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5 Conclusions

The main goal of this paper was to complete the studies on temporal headway
distribution of the TASEP model under variety of updates by the exact derivation
of the random-sequential update.

The exact derivation illustrates that several problems appear due to the depen-
dency of the motion of leading and following particle caused by the random-
sequential update. Despite the solution of augmented combinatorial tasks the exact
formula is still given in the form of “not summed” sums, which lead to hyper-
geometric functions. However, for small lattice size L, this formula can be used
for precise calculation of the distribution. This seems to be sufficient, since the
distribution quickly converges to the distribution of the continuous time TASEP,
which is provided in more pleasant form.

Acknowledgement This work was supported by the Czech Science Foundation under grant
GA15-15049S.

Appendix

Lemma 1 For n,m ≥ 1 and z ≥ 0 it holds

Cn,m,z(j) = (j+n−1
j

) [(
z+n+m

m

)− (j+n+m−1
m

)]+

+ (j+m−1
j

) [(
z+n+m

n

)− (j+n+m−1
n

)]
(11)

Proof This combinatorial task leads to the expression

Cn,m,z(j) =∑z−j

d=0

∑m−1
rL=0

(
z−j−d+rL

rm

) (j+m+n−rL−2)!
k!(n−1)!(m−1−rL)!

+∑z−j

d=0

∑n−1
rF=0

(
z−j−d+rF

rn

) (j+m+n−rF−2)!
j !(m−1)!(n−1−rF )! , (12)

as can be seen from Fig. 6. This can be summed using combinatorial Lemmas 2 and
3 shown below.

0 0 0LF F

{F,L,0} {L,0}

t = 1 2 kk -1

s= s0+ sF + sL r = r0+ rL d = d0

Fig. 6 To the derivation of Cn,m,z(j), where s0 = j , r0 = z−j −d, rL+sL = m−1, sF = n−1.
Exchanging F and L leads to the second sum of (12)
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Lemma 2 For a, b,m ≥ 0 it holds

m∑

k=0

(
a + k

k

)(
b + m − k

m − k

)
=
(

a + b + m + 1

m

)
. (13)

Proof

+∞∑

m=0

(
a+b+m+1

m

)
zm = (1 − z)−(a+1)−(b+1) =

+∞∑

m=0

m∑

k=0

(
a+k
k

)(
b+m−k
m−k

)
zm . (14)

Lemma 3 For a > b ≥ 0 and m ≥ 0 it holds

m∑

d=0

(
a + d

b

)
=
(

a + m + 1

b + 1

)
−
(

a

b + 1

)
. (15)

Proof The relation can be directly derived using

(
a + d

b

)
=
(

a + d + 1

b + 1

)
−
(

a + d

b + 1

)
. (16)
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Impact of Next-Nearest Leading Vehicles
on Followers’ Driving Behaviours
in Mixed Traffic

Akihito Nagahama, Daichi Yanagisawa, and Katsuhiro Nishinari

Abstract The number of vehicles on the road is increasing across all vehicle types,
especially in developing countries. The rise of heterogeneity in traffic causes greater
mixed traffic congestion. This study focuses on the impact of next-nearest leading
vehicles on the driving of following drivers in mixed traffic. Although previous
studies reported that traffic stability can be improved with the introduction of
followers’ anticipatory driving that references multiple leaders, these works did not
consider whether anticipatory driving occurred in mixed traffic. Using data collected
in experiments with groups of two and three vehicles, we found that the operational
delay and the maximum acceleration and deceleration of the followers were affected
by the presence of next-nearest leaders. In addition, we also found that the height
of the next-nearest leading vehicles affected followers’ deceleration. These findings
imply that model parameters for determining the deceleration of following vehicles
should take the height of the next-nearest leading vehicle into account.

1 Introduction

The number of vehicles being driven on roads is increasing across all vehicle
sectors and types, and traffic heterogeneity is particularly pronounced in developing
countries [6]. This leads to greater traffic congestion, which causes problems such
as economic losses and traffic accidents.

This study focuses on the impact of next-nearest leading vehicles on followers’
drivings in mixed traffic. Although whether the followers refer the next-nearest lead-
ers’ driving is still unclear [4, 5], several studies have reported that in homogeneous

A. Nagahama (�)
Department of Advanced Interdisciplinary Studies, Graduate School of Engineering,
The University of Tokyo, Tokyo, Japan
e-mail: nagahama0814@g.ecc.u-tokyo.ac.jp

D. Yanagisawa · K. Nishinari
Research Center for Advanced Science and Technology, The University of Tokyo, Tokyo, Japan
e-mail: tDaichi@mail.ecc.u-tokyo.ac.jp; tknishi@mail.ecc.u-tokyo.ac.jp

© Springer Nature Switzerland AG 2019
S. H. Hamdar (ed.), Traffic and Granular Flow ’17,
https://doi.org/10.1007/978-3-030-11440-4_2

11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11440-4_2&domain=pdf
mailto:nagahama0814@g.ecc.u-tokyo.ac.jp
mailto:tDaichi@mail.ecc.u-tokyo.ac.jp
mailto:tknishi@mail.ecc.u-tokyo.ac.jp
https://doi.org/10.1007/978-3-030-11440-4_2


12 A. Nagahama et al.

traffic flow comprising one type of vehicles, stability improves if the followers
anticipate driving of the nearest leaders with reference to next-nearest leaders’
driving [3]. In heterogeneous traffic, anticipation can also improve stability because
visibility of the next-nearest leaders can be improved due to the varying vehicle
sizes, e.g. heights and lengths.

In this study, using data collected on a test course, we applied a statistical test to
compare the driving characteristics of the followers with and without next-nearest
leaders present. These observations clarified which driving characteristics of the
followers were affected by the presence of the next-nearest leaders. In addition, we
also developed regression models for these affected characteristics and found factors
that affect the next-nearest leaders. From these comparisons, we suggest guidelines
for how to determine parameters in car-following models under the assumption that
followers refer to multiple leaders in heterogeneous traffic.

2 Experiment

To investigate the effects of the next-nearest leaders as well as effective factors of
vehicle and driving characteristics, we observed following behaviours in groups
comprising two and three vehicles as shown in Fig. 1. A group with two vehicles
comprised a follower and a nearest leader. A group with three vehicles included a
follower, a nearest leader and a next-nearest leader. We refer to measurements with
two vehicles and those with three vehicles as Type A and Type B, respectively.
Vehicles were chosen from motorcycles, normal passenger cars and container
trucks. The motorcycles were 50-cc scooters. For the normal passenger cars, Toyota
Corolla Axios were used. For the trucks, Isuzu Elfs with a container were used.

In the test course, three types of cones instructed the leading vehicles to start,
brake or stop. We instructed the leading front end vehicles to commence acceleration
from the start cones. After reaching 50 or 60 km/h, the front end vehicles maintained
constant velocity. The front end vehicles were instructed to brake starting at
the braking cones to stop at the stop cones. In contrast, we did not give any
instructions to the followers and next-nearest leaders other than telling them to
follow the vehicles in front of them. While these vehicles were driving based on
our instructions, the positions of the vehicles were recorded to an accuracy of 60 cm

Fig. 1 Configuration of the
test course
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Table 1 Vehicle combinations and measured sample numbers in experiments for Type A and
Type B

Test type Follower Nearest leader Next-nearest leader Trial number

Type A (two vehicles) MC MC – 2

Car MC – 16

Truck MC – 11

Type B (three vehicles) MC MC MC 4

Car 4

Truck 4

Car MC MC 3

Car 18

Truck 3

Truck MC MC 10

Car 4

Truck 10

MC denotes for motorcycle

by GPS antennas (Hemisphere A100) on top of the vehicles. The details of our
measurement methods were the same as those in [7].

We conducted our experiments in December 2015 (Day1) and September 2016
(Day2) to obtain sufficient trial numbers. We utilised test courses of the Japan
Automobile Research Institute on both days. On Day1, the experiments were held
on a straight course. On Day2, an oval course was used. The oval course was divided
into several sections. Some of these sections were not used due to their sags and
curves.

Table 1 shows the numbers of trials that we performed for vehicle combinations.
By fixing the nearest leaders as motorcycles, we can ignore the effects from the
type of the nearest leaders. All drivers participating in the experiment were males
between the ages of 20 and 50 and had at least 3 years of driving experience.

3 Driving and Vehicle Characteristics

To compare differences in driving behaviour, we need to introduce the characteristic
features of driving behaviour. Additionally, the physical and performance character-
istics of each vehicle need to be considered to explain the changes in the followers’
driving. We selected characteristic features from the velocities and accelerations
of the leaders and followers as well as the distance gaps between vehicles. V , a
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and S denote the velocities, accelerations and distance gaps, respectively. From
the velocities, we chose the maximum value, i.e. Vmax. From the accelerations,
the maximum and the minimum values denoted as amax and amin were chosen.
From the distance gaps, the initial and maximum values (Sstart and Smax) were
chosen. In addition the εa was considered as operational delay, and it represents the
difference of emerging times of the maximum accelerations between the followers
and the nearest leaders, and the nearest leaders and the next-nearest leaders. We
refer to these variables as driving characteristics. Note that we use superscripts
“f”, “1st l” and “2nd l” to indicate the followers, the nearest leaders and next-
nearest leaders, respectively. For example, a2nd l

max indicates the next-nearest leaders’
maximum acceleration and V f

max indicates the followers’ maximum velocity. The
superscripts of “1st” and “2nd” represent the relationships between the followers
and the nearest leaders, and the nearest leaders and the next-nearest leaders,
respectively. In following sections, we analyse ε1st

a , V f
max, af

max, af
min, S1st

start and S1st
max

one by one.
For vehicle characteristics, we applied the vehicle longitudinal length, height

(including the drivers for motorcycles) and the maximum power divided by the
weight, i.e. the power-to-weight ratio (PWR). L, T H and P stand for the length,
the height and the PWR, respectively. Note that the same superscripts, i.e. “f”, “1st
l” and “2nd l”, are used to indicate the relations between vehicles.

In addition to these characteristics, we initially considered whether the vehicle
weight, width, height or torque-to-weight ratio should be included to the vehicle
characteristics. However, we finally removed these parameters because they were
strongly correlated with other characteristics, at least in our datasets. Such strong
correlations could cause problems of multi-collinearity in the analysis that we
present in Sect. 5. In Sect. 5, we develop regression models of the driving char-
acteristics of followers using these vehicle characteristics along with other driving
characteristics.

4 Impact of Next-Nearest Leaders’ Presence

In this section we consider whether or not ε1st
a , V f

max, af
max, af

min, S1st
start and S1st

max
are affected by the presence of next-nearest leaders. If we statistically conclude
that these characteristics are different with and without next-nearest leaders present,
we will find that follower driving is affected by the presence of next-nearest
leaders. Therefore, we applied a statistical test for whether driving characteristics
are different with two (Type A) or three vehicles (Type B) in a group. To evaluate
only the effect of next-nearest leaders’ presence, we compared only the data when
the follower is the car for Type A and the data when the follower is a car and the
next-nearest leader is the car for Type B.

We applied the Wilcoxon–Mann–Whitney test because the parameters we mea-
sured could not be necessarily assumed to follow a Gauss distribution. The p-values
of S1st

start and S1st
max were over 20%. We could not conclude that the distance gaps were
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affected by the presence of a next-nearest leader. As the p-value of ε1st
a was less

than 0.1%, ε1st
a was affected by the next-nearest leaders. The maximum acceleration

and deceleration of the followers returned p-values of 16% and 13%, respectively.
These values leave possibility that these characteristics are driven by the leaders’
behaviour open. Therefore, we focus more closely on effects of next-nearest leaders
in the next section

5 Effective Factors of Next-Nearest Leaders

In this section, we compare differences between linear regression models for Type
A and Type B to clarify which characteristics of the next-nearest leaders affect
the followers’ behaviour. We assume that explanatory variables included in the
regression model for Type A are also included in the model for Type B for the
same follower driving behaviours.

Figure 2 shows how we developed our models. We refer to the procedures to
develop models for Type A and Type B as Step A and Step B, respectively. To
obtain the models for Type A datasets, we first calculated the relative importance of

Fig. 2 Selection procedure for models for Type A and Type B (two- and three-driver groups).
Respective coloured ellipses represent driving and vehicle characteristics, i.e. explanatory and
objective variables
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variable candidates, i.e. IOV. Variable candidates included all vehicle characteristics,
dummy variables for Day and test drivers and related driving characteristics from
the perspective of the timing of emergence. The IOV is a value from 0 to 1 and is
often used to practically check which explanatory variables play important roles in
candidate models. IOV can be obtained by summing up the Akaike weights [2, 8]
for possible models using every combination of explanatory variables. Since the
Akaike weight of a certain model grows large when the model is close to the best
model from the perspective of the Akaike information criterion (AIC) [1], large
IOVs for each variable mean that the explanatory variable is frequently included in
better models from the AIC perspective. Here we summed up the Akaike weights of
models within 2.0 of AIC difference from the best model.

Using all the variables with high IOVs, a regression model to explain the
objective variable can be constructed. Although it is common in practice to apply
a threshold IOV of 0.8 as the standard for variable importance, we eliminated
variables for which the IOV became small suddenly. As each variable has a p-
value whether its regression coefficient is significant or not, we finally developed
a regression model for Type A, i.e. Model α with variables with p-values less than
0.1.

Next, we explain Step B. Using the explanatory variables in Model α, excluding
the characteristics in Step A and characteristics of next-nearest leaders, we calcu-
lated IOVs again. Note that we only summed up the Akaike weights of models
including all variables in Model α. Once we obtained a set of variables with high
IOVs, we made a model that included all of these variables. Based on the p-values
in the model, we collected variables with p-values less than 0.1 and developed a
model for Type B, i.e. Model β. Although we assumed that the variables in Model
α would also be included in Model β, some variables in Model α were eliminated
in Step B due to their p-values.

Models β of respective driving characteristics are shown in Fig. 3. Characteristics
with red font indicate that they were added in Model β and not present in Model
α. The characteristics marked with chequered pattern indicate that they were
eliminated in Step B due to their statistical significance. The numbers shown next to
the explanatory variables are their regression coefficients in standardised regression
models. In other words, we can evaluate degree of effectiveness of variables based
on their regression coefficients. In Fig. 3, we do not display the effects of the dummy
variables that represent the Day and which test drivers operated the variable.

Regarding operational delay, i.e. ε1st
a , no effects were detected except for T D3

in model β. The follower length, i.e. Lf, included in Model α was removed due
to its significance in Model β. In Fig. 3b, the maximum velocity of the next-
nearest leaders, i.e. V 2nd l

max , was added to Model β. From the regression coefficients,
we recognised that effectiveness of V 2nd l

max was more strong than that of V 1st l
max .

In contrast, regarding the acceleration in Fig. 3c, the effect of nearest leaders’
behaviour seemed to be larger than that of the next-nearest leaders. In Fig. 3d, the
vehicle characteristics of the next-nearest leaders are included. The model implies
that the followers’ deceleration decreases as the height of the next-nearest leader
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Fig. 3 Obtained Model β for each driving characteristic of the followers. Characteristics printed
in red indicate that they were newly added in Model β and not included in Model α. The
characteristics marked with a chequered pattern indicate that they were eliminated in Step B due
to statistical significance. (a) Delay. (b) Velocity. (c) Acceleration. (d) Deceleration

increases. This seems to be a natural effect from the perspective of driver safety and
anticipatory behaviours.

6 Conclusion

In this study, we investigated the factors of next-nearest leaders that affect followers’
driving as well as what driving behaviours of the followers are affected by the
presence of next-nearest leaders.

We conducted experiments with groups comprising of two and three vehicles
on a test course. While varying the collection of vehicle types in the groups, we
observed the following behaviours of each driver. Our experimental context enabled
us to measure differences in car-following behaviour without any interference such
as lane changes.

From the statistical tests, we conclude that the initial and maximum distance gaps
were not affected by the presence of next-nearest leaders. In contrast, we suggest
that the maximum velocity, acceleration, deceleration and operational delay of the
followers were affected by the presence of next-nearest leaders.

In addition, we developed regression models to explain follower behaviours in
terms of other drivers’ behaviour and vehicle characteristics. By comparing the
statistical models of experimental data from groups of two and three vehicles, we
conclude that the maximum velocity and acceleration of the followers are both
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affected by those of the nearest leaders and the next-nearest leaders. These effects
naturally appear from car-following models that consider multiple leading vehicles.
We also conclude that the maximum deceleration of the followers was affected
by the height of the next-nearest leading vehicles. This implies that the height
of the next-nearest leading vehicles should be considered when we fit parameters
dedicated to reproducing following drivers’ deceleration.
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15K17583.
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Higher-Order Continuum Model and Its
Numerical Solutions for Heterogeneous
Traffic Flow with Non-lane Discipline

Hari Krishna Gaddam and K. Ramachandra Rao

Abstract The aim of this study is to capture the behaviour of non-lane based
heterogeneous traffic flow which is predominantly occupied by vehicles with
varying physical and dynamical characteristics and their staggered car following
behaviour. In order to describe this behaviour, the study presents the higher-order
heterogeneous continuum model considering the effect of roadway width and the
lateral friction offered by sideways movement. Further, the model also incorporates
the viscosity term by considering the higher-order terms. The eigenvalues of the
system show that the new model overcomes the non-physical solutions such as
isotropic behaviour and wrong way travel which can be seen in other higher-order
models. The numerical simulation results show that the proposed model is able to
capture complex traffic flow patterns such as shock and rarefaction waves, stop-
and-go, local cluster effect, etc. One-sided lateral gap in the model improves the
stability region of the traffic flow and able to dissipate the perturbation quickly when
compared to other models. The results obtained are consistent with the empirical
observations.

1 Introduction

A considerable amount of literature is available on higher-order macroscopic
continuum models representing the traffic flow on homogeneous car following
traffic environment [3, 7]. These models are either phenomenological in nature or
derived from car following theories. The main assumption behind these theories is
that the vehicles strictly travel at the center of the lane and they assign leadership
fully to the front vehicle. The follower vehicle response strictly depends on the
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relative distance and a relative speed between the leader and follower vehicles and
lane changing is strictly prohibited. However, in developing countries such as India,
vehicles do not follow lane discipline, and they always deviate from its center-line
positions. Moreover, each vehicle has multiple leaders ahead, and disruptive lane
changing can also be observed. Further, complexity increases due to the presence
of slow and fast moving vehicles and their wide range of physical and dynamical
characteristics. Therefore continuum models developed from the lane based car
following models will poorly represent the dynamics of non-lane heterogeneous
traffic (NLHT) and cannot be applied directly. Even though few researchers [8, 9, 11]
attempted to model the traffic in NLHT environment, they are successful only to
some extent. Gupta and Dhiman [1] proposed a non-lane based continuum model
using one-sided lateral gap car following model [5]. However, their model does not
take into account the interactions between slow moving and fast moving vehicles
and driver memory is absent. The present study attempts to improve the one-
sided lateral gap continuum model by incorporating vehicle heterogeneity, frictional
effects of slow moving vehicles on fast moving vehicles and driver memory.

2 Development of New Dynamic Model

Modified non-lane based car following model for heterogeneous traffic on a single
lane road is presented in Eq. (1):

an(t) = α{U [�xn,n+1(t),�xn,n+2(t),�xn,n+3(t)] − Vn(t)}
+κG[�Vn,n+1(t),�Vn,n+2(t),�Vn,n+3(t)]

(1)

Here �xi
n,n+1(t) =

n∑
j=1

Pij (x
j

n+1(t) − xi
n(t)), �V i

n,n+1(t) =
n∑

j=1
Pij (V

j

n+1(t) −
V i

n(t)) are the space headway and speed of vehicle class i, respectively. N is the
number of vehicle classes, and Pij is the number of times vehicle class i followed
vehicle class j. αi = 1

Ti
and κi = 1

τi
are the driver reactive coefficients of vehicle

class i. The next step is to develop the macroscopic continuum model for NLHT
stream from the improved car following model, given in Eq. (1). In order to develop
macroscopic continuum model, suitable transformation technique must be used to
convert discrete variables into the continuous variables. The method suggested in
Eq. (2) is applied to transfer the variables from microscopic to macroscopic ones:

V [(1 − pn)�xi
n,n+1(t) + pn�xi

n,n+2(t)] → Vie

(
K(x, t)

1 + δi

)
, V i

n(t) → Vi(x, t),

V
j

n+2(t) → Vj (x + 2�x, t), Pij → Pij (x + �x, t), αi = 1

Ti

, κi = 1

τi

, pi → δi

(2)
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where Vie(.) is the equilibrium speed of vehicle class i with respect to density K(
n∑

i=1
Ki

)
and LSD parameter (δi) of same vehicle class. Ki(x, t) and Vi(x, t) are

the density and speed of vehicle class i, respectively, at point (x, t). Ti and τi are
the drivers relaxation coefficient and reactive coefficient at macrolevel, respectively.
Pij (x +�x, t) is the proportion of j th vehicle classes present in front of ith vehicle
class in section x + �x at time t and can be simplified as Pj (x, t). Substituting
transformation variables (Eq. (2)) into Eq. (1) and after applying Taylor expansion
series and considering the higher-order terms, the final form of the model is shown
below:

∂Vi

∂t
+ Vi

∂Vi

∂x
= 1

Ti

[
Vie

(
K

1 + δi

)
− Vi

]
+ 1

τi

(1 + δi)

n∑

j=1

Pj�x
∂Vj

∂x
+

1

τi

(
1 + 3δi

2

) n∑

j=1

Pj�x2 ∂2Vj

∂x
+ 1

τi

n∑

j=1

Pj (Vj (x, t) − Vi(x, t)) (3)

Even though the macroscopic continuum model present in Eq. (3) is logically
sound, some engineering corrections need to be applied to capture complex driving
behaviour present in Indian driving environment. The interaction between different
vehicle classes has been observed to obtain the suitable macroscopic parameters and
those observations are incorporated into the model. The final form of the proposed
model is given in Eq. (4):

∂Vi

∂t
+ Vi

∂Vi

∂x
= 1

Ti

[
Vie

(
K

1 + δi

)
− Vi

]
+ (1 + δi)

n∑

j=1

Pjcj (K)
∂Vj

∂x
+

(
1 + 3δi

2

) n∑

j=1

Pjc
2
j (K)τi

∂2Vj

∂x2
+

n∑

j (	=i)

μij

Pj

τi

(Vj − Vi) ∀ i, j = 1, 2, 3 . . . n

(4)

Here, Vit and Vix are the average speed of ith-class vehicle with respect to time and
space, and Vie is the equilibrium speed of the ith-class vehicle. K is the vehicle
density, Pj (x, t) is the proportion of j th-class vehicle at (x, t) and Ti and τi

are the driver reactive coefficients. Further, cij = �x
τi

, c2
j (K) ∗ τi =

(
�x
τi

)2 =
(
−k ∗ V

′
je(k)

)2 ∗ τi . In the present model, δi = 0 if K > 2
3Kjam;μij = 1 if

Vif > Vjf , otherwise zero. μij = 0 for density greater than K > 2
3Kjam for all

vehicle classes. The first term in the right-hand side of the equation represents the
relaxation term; the second term represents the driver reactions to sudden change in
the density. The third term considers the effect of slow moving vehicles on fast
moving vehicles in the non-lane heterogeneous traffic. Disturbance propagation
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speed cj (K) = −K ∗ V
′
je(K) and c2

j (K) =
(
−K ∗ V

′
je(K)

)2
. Modified lateral

separation distance (LSD) factor for heterogeneous traffic δij = LSDij

3.5 and δi =∑n
j=1 Pij δij .

3 Mathematical Properties

Mathematical properties such as hyperbolicity and anisotropy have been studied
using eigenvalues of the system. The combination of dynamic velocity equations
given in Eq. (4) and vehicle conservation equation produces the heterogeneous
continuum model for the non-lane based system. The quasi-linear form of the
model is

Ut + A(U)Ux = S(U) (5)

Here A(U) is the Jacobian matrix and for N vehicle classes. However, it is difficult
to obtain the eigenvalues for more than two vehicle classes. Therefore system matrix
for N = 2 vehicle classes is chosen for estimation. The mathematical formulation
for two vehicle classes is

U = [K1 V1 K2 V2]T

A(U) =

⎡

⎢⎢⎢⎣

V1 K1 0 0

0 V1 + P1(1 + δ1)KV1(K)
′

0 P2(1 + δ2)KV2(K)
′

0 0 V2 K2

0 P1(1 + δ1)KV1(K)
′

0 V2 + P2(1 + δ2)KV2(K)
′

⎤

⎥⎥⎥⎦

S(U) =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

1
T1

[
V1e

(
k

1+δ1

)
− V1

]
+
(

1+3δ1
2

) 2∑
j=1

Pj c
2
j (k)τ1

∂2Vj

∂x2 +
2∑

j (	=i)

μ1j
Pj

τ1
(Vj − V1)

0

1
T2

[
V2e

(
k

1+δ2

)
− V2

]
+
(

1+3δ2
2

) 2∑
j=1

Pj c
2
j (k)τ2

∂2Vj

∂x2 +
2∑

j (	=i)

μ2j
Pj

τ2
(Vj − V2)

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

The eigenvalues are: λ1 = V1, λ2 = V2, λ3 = 1
2 (A − √

B), λ4 = 1
2 (A + √

B),

where A = V1 +V2 + (1+ δ1)KP1V1(K)
′ + (1+ δ2)KP2V2(K)

′
and B = (−V1 −

V2−(1+δ1)KP1V1(K)
′−(1+δ2)KP2V2(K)

′
)2−4(V1V2+(1+δ1)KP1V2V1(K)

′+
(1 + δ2)KP2V1V2(K)

′
).

Eigenvalues [λ1, λ2, λ3, λ4] of the system are real and distinct. It shows that the
model is strictly hyperbolic in nature. The analysis also proves that the proposed
model overcomes the isotropic problem where vehicles only respond to the frontal
stimuli. The in-homogeneous system (Eq. (4)) behaves more or less similar to that



Continuum Model for Non-lane Heterogeneous Traffic 23

of its corresponding homogeneous system. However, the additional viscosity term
introduced in the model further smoothing out the shock fronts, frictional term
considers the effect of slow moving vehicles on traffic stream and the relaxation
term drives the system to the equilibrium state.

4 Numerical Simulation

To explore the full potential of the new model and to avoid the numerical instabilities
at large gradients, the present study adopted first order finite difference scheme to
discretize the model (Eq. (4)).The numerical schema of the model is given below:

Kr+1
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i,m −
(

�t

�x

)
[(V r

i,m)(Kr
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i,m(V r
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Here Kr
i,m, V r

i,m are, respectively, the density and speed of the mth-class vehicle
at point (i, r), Kr

i is the total density of vehicles at point (i, r) on the road and
i, r,�t,�x are the spatial index, time index, time step and spatial step, respectively.
The homogeneous version of the scheme is used for the analysis.
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4.1 Shock and Rarefaction Waves

The numerical simulations will be carried out to show the formation of shock
fronts between congested and free flow traffic using the following Riemann initial
conditions:

Ku = 0.04 veh/m,Kd = 0.18 veh/m (9)

Ku = 0.18 veh/m,Kd = 0.04 veh/m (10)

Here Ku and Kd are the upstream and downstream conditions, respectively.
Condition (9) represents the shock wave situations where free flow vehicles meet
a congested portion of the road. Condition (10) represents the dissipation of traffic
jams where vehicles from stopped position were catching up with the freely moving
traffic stream; it leads to the formation of rarefaction waves. Initial speeds of
vehicles on the road are

V 1,2
u = Ve

(
K

1,2
u

1 + δ

)
, V

1,2
d = Ve

(
K

1,2
d

1 + δ

)
(11)

Free boundary conditions, i.e. ∂K
∂x

= 0 and ∂V
∂x

= 0, are used for the simulation on
both sides of the road stretch. The equilibrium speed–density relationship used for
the simulation is

V =
Vf

[
1 −

(
K
Kj

)a]b

1 + E
(

K
Kj

)θ
(12)

Here Vf is the free flow speed;Kj is the jam density and E, a, b are the shape
parameters. The length of the test road considered is 20 km and it is divided into
100 equal sections. The simulation time step is 1 s. The parameter values used in
the simulation are Vf = 30 m/s, Kj = 0.2 veh/m, E = 10.30,= 2.14, a = 4, b =
1, T = 10 s, c = 11 m/s,= 7.5 s. The simulation results are shown in Fig. 1. The
results show that the proposed model successfully predicts the formation of shock
waves and rarefaction waves under the given traffic conditions.

4.2 Perturbation

The numerical simulations will be carried out to localized perturbation assumed in
an initially homogeneous traffic environment. The initial distribution of the density
and mean speed of the traffic stream are given in Eq. (13):

K(x, 0) = K0+�K(x), x ∈ [0, L], V (x, 0) = VKK(K(x, 0)), x ∈ [0, L] (13)
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Fig. 1 (a) Shock waves and (b) rarefaction waves under Riemann initial conditions

Here �K(x) is the localized perturbation caused due to the sudden stopping of
vehicles, unexpected changing of lanes, etc. The shape of the localized perturbation
�K(x) assumed for the numerical investigation is estimated using Eq. (14) [2]:

�K(x) = �K0

{
cosh−2

[
160

L

(
x − 5L

16

)]
− 1

4
cosh−2

[
40

L

(
X − 11L

32

)]}

(14)

Here L is the circumference of the circular road section under consideration. In this
study, we assume L = 30 km as a circumference of a ring road. Periodic boundary
conditions (Eq. (15)) are used for the numerical simulation:

q(0, t) = q(L, t), V (0, t) = V (L, t),
∂V (0, t)

∂x
= ∂V (L, t)

∂x
(15)

Equilibrium equation VKK(K) [6] used for the analysis is

VKK(K) = Vf

⎧
⎪⎨

⎪⎩

⎡

⎣1 + exp

⎛

⎝
K
Kj

− 0.25

0.06

⎞

⎠

⎤

⎦
−1

− 3.72 ∗ 10−6

⎫
⎪⎬

⎪⎭
(16)

Let �K0 = 0.01 veh/m and the circumference of road section is divided into 300
equal sections, i.e. �x = 100 m, and the simulation time step, i.e. �t = 1 s.
The other parameters selected for the study are: Vf = 30 m/s, Kj = 0.2 veh/m,
T = 10 s, c = 11 m/s and τ = 7.5 s. The simulation is carried out for δ = 0.15
without viscosity term. The results are compared with speed gradient (SG) model
[4] (Fig. 2).
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Fig. 2 Spatio-temporal evolution of density on a 30 km ring road for 30 min time where (a), (c),
(e), (g), (i) are outputs from the SG model (where δ = 0) [4] and (b), (d), (f), (h), (j) are the outputs
from the one-sided lateral gap model with viscosity term (where δ = 0.15) with K0 = 0.035,
0.042, 0.05, 0.07 and 0.08 and amplitude �K0 = 0.01
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5 Conclusions

The new model presented in the study considers the effect of lateral separation
characteristics of drivers, frictional resistance offered by slow moving vehicles and
viscosity. The model captures all the complex interactions of vehicles on single lane
road without lane discipline. It is a general form of SG [4] and Tang et al. [10]
models. The model overcomes several non-physical solutions such as isotropy and
wrong way travel. Moreover, it is able to replicate many complex traffic flow
phenomenon such as local traffic perturbations, phantom traffic jams and queue
dissipations. Comparison with SG model [4] implies that one-sided lateral gap
parameter in the model dissipates the small traffic perturbation quickly and thus
improves the stability. It is expected that the presented model will help in studying
alternative transport policy measures in future.

References

1. Gupta, A.K., Dhiman, I.: Analyses of a continuum traffic flow model for a nonlane-based
system. Int. J. Mod. Phys. C 25(10), 1450045 (2014)

2. Herrmann, M., Kerner, B.S.: Local cluster effect in different traffic flow models. Physica A
255(1), 163–188 (1998)

3. Hoogendoorn, S.P., Bovy, P.H.: State-of-the-art of vehicular traffic flow modelling. Proc. Inst.
Mech. Eng. I J. Syst. Control. Eng. 215(4), 283–303 (2001)

4. Jiang, R., Wu, Q.S., Zhu, Z.J.: A new continuum model for traffic flow and numerical tests.
Transp. Res. B Methodol. 36(5), 405–419 (2002)

5. Jin, S., Wang, D., Tao, P., Li, P.: Non-lane-based full velocity difference car following model.
Physica A 389(21), 4654–4662 (2010)

6. Kerner, B.S., Konhäuser, P.: Structure and parameters of clusters in traffic flow. Phys. Rev. E
50(1), 54 (1994)

7. Mohan, R., Ramadurai, G.: State-of-the art of macroscopic traffic flow modelling. Int. J. Adv.
Eng. Sci. Appl. Math. 5(2–3), 158–176 (2013)

8. Mohan, R., Ramadurai, G.: Heterogeneous traffic flow modelling using second-order macro-
scopic continuum model. Phys. Lett. A 381(3), 115–123 (2017)

9. Nair, R., Mahmassani, H.S., Miller-Hooks, E.: A porous flow approach to modeling heteroge-
neous traffic in disordered systems. Proc. Soc. Behav. Sci. 17, 611–627 (2011)

10. Tang, T., Huang, H., Zhao, S., Shang, H.: A new dynamic model for heterogeneous traffic flow.
Phys. Lett. A 373(29), 2461–2466 (2009)

11. Thankappan, A., Vanajakshi, L., Subramanian, S.C.: Significance of incorporating heterogene-
ity in a non-continuum macroscopic model for density estimation. Transport 29(2), 125–136
(2014)



Static Traffic Assignment on Ensembles
of Synthetic Road Networks

Alonso Espinosa Mireles de Villafranca, Richard D. Connors,
and R. Eddie Wilson

Abstract We present a systematic approach for studying how performance of road
networks is affected by changes in their geometry. We develop a new family of
random planar graphs that models road networks and interpolates between a square
grid and the β-skeleton of uniformly random points. The capacities of streets are set
according to a rule that models a fixed provision of total resources. Ensembles of
graphs are generated for different geometric parameter choices and the static traffic
assignment problem is solved for a range of traffic demands. We find that variations
in network efficiency, measured by the price of anarchy, are small both across
demand values and geometric parameters. However, the best-performing networks
are those which preserve some grid structure. We find that the price of anarchy does
not correlate well with standard network statistics.

1 Introduction

An open question is how to compare the road network performance of cities of
different shapes and sizes. Youn et al. [8] calculate a performance metric known as
the price of anarchy [5] (PoA) for networks representing the street maps of the cities
of New York, London and Boston—as well as for regular lattices and ensembles of
standard random graph models (small-world, Erdos–Renyi and Barabasi–Albert).
These networks have clear structural differences and this is reflected in their PoA
metrics. They find that networks with shortcuts tend to have poorer PoA metrics and
while they find that the PoA does not vary greatly for different types of networks,
their method for choosing cost parameters does not take into account the geometry
of the networks.
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The aim of this paper is to develop a systematic approach for studying the
topological dependence of the PoA and in this light re-examine the claims of Youn et
al. [8]. We generate a parameterised continuum of proximity graphs that homotopes
between a regular square lattice and the β-skeleton [2] of a set of uniformly random
points. In contrast to [8], we take special care to ensure that the total road capacity
in each network is the same, so that the comparison between networks is fair and
differences in PoA relate only to topology.

Traffic routing is done by solving the standard static traffic assignment problem
(STAP) which we review in Sect. 2. In Sect. 3 we describe our model for generating
the graph ensembles and allocating cost parameters to edges. From the numerical
results showing the dependence of the PoA across network ensembles in Sect. 4, we
conclude in Sect. 5 that the results of Youn et al. [8] for PoA fail to capture fully the
role that network structure plays in the efficiency of road networks.

2 Review of Static Traffic Assignment

The static traffic assignment problem (STAP) describes how traffic demand dis-
tributes itself across the routes and edges (i.e. streets) of a network in a time-
independent setting [6]. The key inputs are:

• Cost functions ci for each edge i that describe how the travel time on that edge
increases with the flow xi . Here we use the affine choice ci(xi) = ai + bixi ,
where ai represents the free-flow travel time and bi (a kind of inverse capacity)
models the congestibility of the edge.

• An origin–destination demand matrix that describes the flows per unit time that
begin and end journeys at all possible pairs of nodes. Here for simplicity we use
a single origin node and a single destination node with demand d in vehicles per
unit time.

Our approach throughout is to work in terms of flows on edges (rather than on
routes) because the edge flow solutions x are unique. In this setting, all valid
assignments (solutions) satisfy

x ≥ 0 (1)

and a set of linear constraints

Ex = d (2)

that model flow conservation at nodes (i.e. at street intersections). Here E is the
matrix

Eij =
⎧
⎨

⎩

−1, if edge j is outgoing at node i,

+1, if edge j is incoming at node i,

0, otherwise,
(3)
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and the demand vector d takes the form

di =
⎧
⎨

⎩

−d, if node i is the origin,

+d, if node i is the destination,

0, otherwise.
(4)

There are then two assignments of interest. The system optimal (SO) assignment
xSO minimises the network’s total cost

FSO(x) =
∑

i

ci(xi)xi = aTx + xTBx (5)

per unit time and models the best that a ‘benevolent dictator’ could achieve. Here
B = diag {bi}.

In contrast, the user equilibrium (UE) assignment xUE models a Nash game
where individual drivers are self-optimising, so that the cost of used routes is equal
and less than or equal to the cost of unused routes. Although UE is naturally
expressed as a complementarity problem in route flow variables, the Beckmann
transformation [1] shows that edge flows xUE minimise a functional that (in our
affine cost setting) takes the form

FUE(x) = aTx + 1

2
xTBx. (6)

Note that minimising (5) or (6) with respect to (1) and (2) gives a quadratic
optimisation problem with linear constraints which can be solved numerically using
widely available packages.

The price of anarchy (PoA) [7]

PoA := FSO(xUE)

FSO(xSO)
(7)

measures the efficiency of the UE assignment by benchmarking its total network
cost against the best achievable. Clearly PoA ≥ 1 and (non-trivially [7]) PoA ≤ 4/3.
The PoA is known to depend upon the structural configuration [3] of available routes
in a network and higher values of PoA represent a greater loss of efficiency due to
free will.

3 Network Synthesis Model

Our model for synthesising road networks consists of three steps. The first two
generate the network geometry by sampling the nodes and wiring the edges. The
third step models cost functions for the edges.
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C1 C2

C3C4

D1 D2

D3

(a)
ℓ

r = ℓβ /2
νν

(b)

D4

Fig. 1 Construction diagrams for generating our synthetic networks: (a) illustrates the construc-
tion of re-sampling boxes from the primitive square lattice; (b) shows the construction of proximity
neighbourhoods for β-skeletons. For different values of β, well-known graphs can be recovered: as
β → 0 the Delaunay triangulation is recovered; for β = 1, we have the Gabriel graph; for β = 2,
we have the relative neighbourhood graph. For β ∈ [1, 2] the skeleton also contains the minimum
spanning tree

See Fig. 1. We start with a square lattice of n points contained inside the unit
square. Consecutive points in a row (or column) have a spacing of 1/

√
n and

the distance between the outer points and the boundary of the square is 1/2
√

n.
From each lattice point P we trace straight lines to each corner of the unit square
C1C2C3C4. We then construct a smaller re-sampling box D1D2D3D4 by choosing
corners points on the lines PCi (i = 1, . . . , 4) that split the line PCi such that
α = PDi/PCi . A node is then generated by choosing a random point uniformly
from D1D2D3D4.

For α = 0, the original lattice points are the nodes. For α = 1, the nodes
are distributed uniformly over the unit square since it coincides with all of the re-
sampling boxes. Intermediate values of α result in an increasingly perturbed lattice
that loses regularity as α grows past αcrit, where

αcrit := 1√
n + 1

, (8)

at which point the re-sampling boxes begin to overlap.
Streets (edges) are placed by constructing the lune-based β-skeleton (a type

of proximity graph [2] that is useful for reconstructing road networks [4]) of
the nodes as generated above. Proximity graphs are constructed by associating a
neighbourhood U(ν1, ν2) ⊂ �2 to each possible pair of nodes (νi, νj ) in a vertex
set V . If U(νi, νj ) is empty of all other νk ∈ V (with νk 	= νi, νj ), an edge
connecting νi with νj is placed. For β-skeletons in particular, the neighbourhood
for a pair of points is the intersection of two disks whose centres lie on the line
segment νiνj , with radii r = βd(νi, νj )/2, each containing one of the points of the
pair in its boundary. To construct a directed graph, we replace each existing edge
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0.03 0.15

1.0

1.4

2.0

= 0

0.09

Fig. 2 Examples showing the topology of synthesised networks for different values of α and β. To
visualise nodes that are adjacent through the periodic boundaries, edges have been drawn leaving
the square

by two directed edges with opposite orientations. Finally, during the β-skeleton
construction process, we associate the edges of the unit square toroidally with each
other to achieve periodic boundaries so that edge effects are eliminated. Example
networks for different parameter values can be seen in Fig. 2.

At this point, the three parameters n, α and β have defined (together with random
sampling) a road network geometry. We now set the free-flow parameters ai equal
to the Euclidean length of the corresponding edges. However, the congestibility
parameters bi require more thought. We may consider each 1/bi as a kind of
capacity, which in simplistic terms scales with the width (or number of lanes) of
the corresponding street.

To enable a fair comparison between different networks, we suppose they have
an equal infrastructure budget achieved in the form of equal road surface area. In
re-scaled form, we thus impose

∑

i

ai

bi

= 1. (9)

To determine unique values of bi , we suppose each node ν has the same constant
‘intersection capacity’ λ that is shared equally between its incoming edges i ∈ Iν

so that

1

bi

= λ

kν

, (10)
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where kν := |Iν | is the in-degree. By substituting (10) in (9), we obtain

λ = 1
∑

ν∈V

1

kν

∑
i∈Iν

ai

, (11)

so that the bi may be determined by (10).

4 Results

Figure 3 shows the traffic assignments of one network instance and the correspond-
ing PoA as demand is varied. As demand increases, traffic distributes itself across
the whole network, with the toroidal boundaries generally enabling an even spread
except in close proximity to the origin and destination.

Figure 4a, b show the dependence of the ensemble-averaged PoA across the
demand range for different ensembles. In both figures, the best-performing networks
(with lower PoA) are the ones with α < αcrit that preserve some of the grid structure.
This is consistent with the findings of Youn et al. [8] that networks with ‘shortcuts’
(such as small-world networks), which are absent in lattices, tend to perform worse.
The change in PoA with respect to β, while less remarkable, is detectable in the tail
of the PoA traces.

To measure how the ensemble performs across the demand range, we integrate
the area under the PoA curve. How this changes with (α, β) is compared in Fig. 5 to
the mean degree of the ensemble, the mean algebraic connectivity (which broadly
reflects how well connected networks are) and the total street length. Note the
mean degree of a planar graph is strongly related to its topological structure and
is well-known to be bounded above by six. In contrast, the algebraic connectivity is

α = 0.09,
β = 1.4

Demand
0.0 0.1 0.2 0.3

1.000

1.005

1.010

1.015

1.020

P
oA

d = 0.007 d = 0.298 

Fig. 3 The traffic flow patterns of a network instance with α = 0.009 and β = 1.4 are shown.
The leftmost column shows the network structure, with the green (bottom left) and red (middle)
dots marking the origin and destination, respectively. The middle two columns show the used
roads for different values of demand: the darker shades of orange indicate higher traffic volumes.
The rightmost column shows the PoA profile as demand increases. With the resource allocation
heuristic, the peak in the PoA for different networks tends to occur at a similar demand value even
for different parameters α and β
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Fig. 4 (a) The ensemble-averaged variation of PoA with demand is shown for ensembles with
β = 1.8 and different values of α. The ribbons for the traces corresponding to α = 1.0 and
α = 0.03 show one standard deviation above and below the mean. (b) The ensemble-averaged
PoA as a function of demand for ensembles of different values of β for α = 0.15. The ribbons
show a standard deviation above and below the mean for β = 1.2 and β = 2.0. For all (α, β)
pairs the ensemble average for 100 networks was computed, and the demand range was sampled
at intervals of length 0.003. The inlays show individual instances of the networks

Fig. 5 Different averaged graph metrics and integrated PoA over the demand range for ensembles
with different (α, β). The best-performing networks have large β and small α, which from Fig. 2
can be seen are the ones that preserve the grid-like structure the most

typically used to analyse dynamical processes such as diffusive-like phenomena on
the networks.

We can see that while some standard network metrics correlate with each other,
namely the mean degree of the ensemble and the mean algebraic connectivity, the
PoA shows completely different behaviour. This suggests that the properties of the
traffic equilibria depend more on the extraneous structure imposed on the network
by the modelling parameters than perhaps on the shape of the network itself.

5 Conclusions

The family of random planar graphs that we have constructed allows for the network
topology to be controlled by the (α, β) parameter pair. The order of magnitude of
the variations in the price of anarchy metric was found consistent with [8]; however,
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there are two main differences in our model to the ensembles used there. Firstly,
our networks are planar, which is a significantly better approximation to real-world
urban street plans than can be achieved with small-world or scale-free models.
Secondly, edge parameters are informed by geometry and by a resource allocation
model that is naturally parsimonious (in fact, parameter-free) and allows networks
with very different topologies and sizes to be compared fairly.

We have found that the total loss of efficiency across demand levels, as measured
by the integrated PoA, does not directly correlate with standard network topology
metrics such as the mean degree, total edge length or the algebraic connectivity.
Therefore it is not sufficient to consider network topology alone in order to
understand the efficiency (relative to system optimal) of transportation networks.
Rather, the choice of cost functions for the edges seems to play a more important
role.
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The Effect of Traffic Signals
on the Macroscopic Fundamental
Diagram

Boudewijn Zwaal, Victor L. Knoop, and Hans van Lint

Abstract Since the recent empirical evidence of the existence of the macroscopic
fundamental diagram (MFD), there are already numerous applications for it, ranging
from traffic management to traffic flow modelling. However, little is known what
effect internal network control has on the shape of the MFD. This research will
investigate the shape of an MFD on a regular network with and without traffic lights.
To this end, we consider a regular grid network of infinite length. This is represented
in a microscopic traffic simulation model as a two-ring network. We compare the
situation without traffic lights to the situation with traffic lights with fixed timing.
The uncontrolled case shows a higher flow for lower densities, while the controlled
case shows a higher flow for higher densities. Analysis of the underlying process
shows that this is due to the fact that traffic lights keep the vehicles spread more
homogeneously over a network. In contrast, uncontrolled intersections result in an
unstable situation where one part of the network becomes fully congested and the
other part almost empty. This shows that traffic lights are reducing the performance
for the low-density situations, but improving the traffic performance in high-density
situation. In particular, the stability of a homogeneous spatial traffic distribution can
be improved, even with fixed traffic light settings.

1 Introduction

The idea of describing traffic dynamics within a neighbourhood, or zone, by means
of a single function is very recent. This macroscopic fundamental diagram (MFD)
relates traffic production (i.e., the average flow) to traffic density within an urban
network and can therefore be used in traffic flow models for large urban areas.
Introduced by Godfrey [11], the MFD has been shown to exist empirically [9],
where they averaged loop-detector data from the city of Yokohama in Japan. This
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concave relationship appears to have one value for the density at which the flow in
the network is maximal, which is called the critical density. Increasing the density
beyond this value decreases the flow and this is where we speak of congestion.
Daganzo [1] proposed that a necessary condition for the existence of an MFD is
that the spatial distribution of traffic (and therefore of congestion) is homogeneous
over the network. While Geroliminis et al. [10] indeed showed that the spatial
distribution has an important impact on the shape and the amount of scatter in
the MFD, Knoop et al. [12] showed that the MFD is actually a cross-section of a
generalized MFD. This GMFD is a continuous three-dimensional function relating
density and inhomogeneity to average flow, therefore suggesting that there is no
single MFD for every traffic state. Another condition often considered as necessary
to have an MFD is that the demand changes slowly over time. Daganzo [2] states that
in rapidly changing demand situations, the MFD may exhibit too much scatter. Next
to these conditions, little is known about network-specific properties that influence
the MFD.

The most common urban-network elements are intersections, with or without
traffic lights. A first step to find the influence of specific urban elements on the
MFD would therefore be to investigate the effect of traffic lights at intersections on
the MFD. Gayah et al. [6] propose a simple network of two one-way roads with
periodic boundary conditions, which intersect each other at one location. At this
location it is possible to change from one road to the other road, see Fig. 1. While the
authors study the flow using different densities and turn fractions, therefore creating
an MFD, they do this using kinematic wave theory. This means that they assume a
fundamental diagram (FD) for each road.

The shape of an MFD considering (adaptive) traffic lights has already been
researched with microscopic simulations [4, 8]. Both papers conclude that the
network outflow is higher when the traffic signals are adapted such that they prevent
gridlock from happening, especially in the uncontrolled parts of the network. Both
studies test this however on a relatively large network with multiple intersections,

Fig. 1 The network
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where we will try to bring the shape of the MFD back to the very basics by means
of one single intersection.

The research as presented in this paper is therefore to investigate the impact
of traffic lights on the shape of the macroscopic fundamental diagram, using a
microscopic traffic simulation on the simple double ring road as presented in Fig. 1.
The results show a more stable traffic state for the controlled intersection, which can
be used in determining the layout of an aggregated network for which we assume an
MFD, which in turn can be used in large-scale traffic models that utilize the MFD.

The outline of this paper is as follows. We first present the methodology
in Sect. 2, stating the simulation set-up, the calculation of the MFD, the model
parameters, traffic light and turn fraction settings in respectively Sects. 2.1–2.3.
We then present the analyses that we have performed in Sect. 2.4. The results of
these analyses are shown in Sect. 3, and we discuss and conclude these results in,
respectively, Sects. 4 and 5.

2 Methodology

2.1 Simulation Set-Up

To study the effect of traffic lights on the MFD, we use a simple intersection where
two one-way roads cross, see Fig. 1. Here, the vehicles that exit the intersection on
road 1 return to the intersection on road 1, so there are periodic boundary conditions.
We assume that both roads have the same length (1 km in our simulations) and that
all vehicles have the same probability to turn according to predetermined turning
probabilities. The model includes the intelligent driver model for the car-following
behaviour of the vehicles.1 At the start of the simulation, a predetermined number
of vehicles are evenly spread along the two roads, and all start with a speed of zero.
The simulation is run for 10,000 s, or 2.8 h, with a time step of 0.1 s, after which it
terminates. To compute the average flow we use Edie’s generalized definitions [5]
for t = 5000–10,000 s, yielding one observation.

2.2 Car-Following Parameters

For the intelligent driver model, we aimed to choose the most appropriate and
realistic parameters. A list is given in Table 1. For an explanation of these
parameters, see [13].

1See, for example, [13, chapter 2].
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Table 1 Parameters used in
the intelligent driver model

Free-flow speed 15 m/s

Safe time headway 1.6 s

Maximum acceleration 0.73 m/s2

Comfortable deceleration 1.67 m/s2

Acceleration exponent 4

Length of car 4 m

Linear jam distance 2 m

Non-linear jam distance 3 m

2.3 Traffic Lights and Turn Fractions

The intersection consists of a simple traffic management system which allows
vehicles on one road to pass through (where vehicles either continue on the same
road or change roads) while the vehicles on the other road have to wait for red.
During all simulations we use a cycle time of 60 s with a green time of 30 s. Every
vehicle in the simulation chooses to either stay on their road or turn to the other
road at the intersection. The four probabilities are thus: p11 to stay on road 1,
p12 = 1 − p11 to change from road 1 to road 2, and in a same manner p22 to stay
on road 2 and p21 to change from road 2 to road 1. During all simulations we set
p11 = p22 = 0.5 since this is required for a stable situation, at least stable as a result
of the turning fractions. We should remark here that in the uncontrolled situation,
the priority rules are such that the vehicles cross the intersection alternately, which
is equivalent to an all-stop intersection as is often used in the USA and Canada.

2.4 Analyses

The analyses we will perform with this model consist of the comparison between
the uncontrolled intersection and the controlled intersection. We will compute the
average flow as described above for all total number of vehicles between 0 vehicles
and 160 vehicles (jam accumulation) per road, using an interval of 10 vehicles, for
both scenarios. Notice that this results in 256 simulations per scenario. These 256
number of average flows will be visualized in an MFD and a contour plot, where the
latter helps to visualize the impact of the initial distribution among the two roads.
As described above, we will use the same cycle time and turning fractions for all
simulations.
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3 Results

In this section we will present the results of the analyses. Both MFDs from the
uncontrolled and controlled simulation are shown in Fig. 2. Here all data points
are shown, where one point is based on one simulation. The white line represents
the median, the dark blue filling represents the first and third quartiles, and the
light blue filling represents the outliers. Both the uncontrolled and the controlled
MFD show a linear increase of flow for densities lower than 50 vehicles, which
is the case where all or nearly all vehicles can drive at free-flow speed. Then
we see in both figures a line representing the capacity, which in the case of the
uncontrolled simulation is higher (380 veh/h) than the controlled case (260 veh/h).
The uncontrolled MFD starts to decrease when exceeding an accumulation of
100 vehicles, where the controlled declines after 140 vehicles, allowing some
simulations up to an accumulation of 200 vehicles to keep their flow at the high
value of 260 veh/h. The fact that there are different outcomes of different initial
accumulation distributions that have the same total number of vehicles can be seen
in Fig. 3. When the initial spatial distribution is more balanced in the controlled
situation, i.e., a total number of 200 vehicles consisting of 100 on the first road
and 100 on the second road in contrary to, for example, 140 and 60, the flow will
remain higher. This is not seen in the uncontrolled case, visible through the straight
diagonals in Fig. 3a. This ‘plateau extension’ of high flows in initially unbalanced
high-accumulation situations on the controlled intersection, visible between a total
accumulation of 150–200 vehicles and a total accumulation of 240–300 vehicles, is
the biggest difference between the controlled and uncontrolled designs.

(a) (b)

Fig. 2 Macroscopic fundamental diagrams. (a) Without traffic lights. (b) With traffic lights
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(a) (b)

Fig. 3 Average flow (in colours). (a) Without traffic lights. (b) With traffic lights

4 Discussion

In this research we studied the effect of a simple intersection with and without traffic
lights on the shape of the corresponding macroscopic fundamental diagram. We
used a microscopic simulation on a double ring road with an increasing number
of vehicles on both roads. For each case we computed the average flow which we
plotted against the accumulation in an MFD graph. We showed that both situations
lead to a concave MFD. The uncontrolled case had a higher peak at lower densities
but a steeper and sharper decline after the peak, while the controlled case had a lower
flow at lower densities but was able to maintain this flow also for higher densities.
In the controlled scenario, it is interesting to see that there are two ‘plateaus’ in the
MFD. The first plateau is the one which has a flow of 260 veh/h, which corresponds
to the situation where most of the cars are driving at free-flow speed, while a part of
them is standing in a queue to wait for green. The second plateau in the controlled
MFD has a flow of 130 veh/h, and is especially interesting because it extends up until
a total accumulation of 300 vehicles. These are situations where there are almost no
vehicles driving at free-flow, and most vehicles are driving in a stop-and-go manner
with the same frequency as the traffic light cycle. As long as there is space for such
a stop-and-go wave to exist, the flow remains at a relatively high value of 130 veh/h.
This shows that for higher densities, a traffic management system increases the
throughput at a basic intersection such as the one used in this simulation, and thus
that it would be interesting to turn the traffic lights off at lower densities, and on at
higher densities.

When we investigate the different simulations from the uncontrolled case, we
notice that after the critical accumulation of 100 vehicles in total, the system
became unstable. Here we mean that there always will be one road filling up almost
completely while the other roads empty itself. The system is unable to recover
from this, and the flow therefore becomes remarkably low from an accumulation
of 130 and onwards. It causes the flow to rapidly decline after an accumulation
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of 200 vehicles, and this is an important difference between the uncontrolled
and the controlled case. The controlled intersection is much better at abiding a
stable configuration where the flow remains at a higher level. This also has the
consequence that the vehicles are more homogeneously spread along the network,
which is what we generally accept as a necessary condition for a low-scatter MFD.

Drawbacks of our approach are obviously that both the network and the
intersection itself are very simplistic. While this does gives us interesting insights
in very basic situations, the applicability of this research to real urban networks
is limited and therefore extending this research to larger networks is vital for our
understanding of the macroscopic fundamental diagram. Another drawback is that
the car-following model, the intelligent driver model (IDM), is very sensitive to
its parameters and although we attempted to choose the parameters as realistic as
possible, further research using different car-following models might give us more
feedback on the effect of the model on the MFD.

Another interesting application of the double ring road is the two-bin model
presented firstly by Daganzo et al. [3] and extended by Gayah et al. [7]. Here they
start with a square-grid network, which they divide into two halves, each represented
by a bin, i.e., the aggregated accumulation of that half of the network. They
assume a homogeneous spread in accumulation and model each bin with an MFD,
investigating the dynamics and more specifically the instability of the dynamics
considering different densities. They conclude that the recovery of congested areas
is relatively slow causing an unstable situation in which this hardly recovers at all. In
Gayah et al. [8] the authors extend upon this research by comparing it with a network
that uses adaptive traffic lights, giving green time according to the upstream demand.
This showed to improve the stability. They did not, however, used static traffic lights
as well in their comparison, which could be interesting as our study shows that they
already improve the stability by quite a margin. Their network size is also relatively
large, which makes the comparison with our results difficult.

5 Conclusions

Our study shows that the spatial distribution of traffic on a small network with at
least one intersection using (static) traffic lights is much more homogeneous and
stable than without any form of traffic control. This shows that when partitioning
a network into reservoirs for which an MFD is assumed, this assumption might be
invalid if the reservoir contains mostly un-signalized intersection, since this may
lead to a more unstable and heterogeneous distribution of vehicles.
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Braess Paradox in Networks of Stochastic
Microscopic Traffic Models

Stefan Bittihn and Andreas Schadschneider

Abstract The Braess Paradox describes a counterintuitive situation that can arise
in traffic networks which are used by selfish drivers who want to minimize their
own traveltimes. For specific combinations of demand and traveltime functions
of the roads in such networks the addition of a new road, resulting in a per
se faster origin–destination connection, can lead to higher traveltimes for all
network users. As an important addition to previous research on the paradox
which focused on deterministic macroscopic models of traffic in road networks, we
study its occurrence employing a stochastic microscopic traffic model—the totally
asymmetric exclusion process (TASEP). We find that the paradox also occurs in
these more realistic traffic models and that, depending on the degree of stochasticity,
it dominates large parts of the phase space.

1 Introduction

The Braess Paradox was first found by D. Braess in 1968 [4, 5]. He introduced
a mathematical model of a transport network which is used by selfish drivers. In
his model all drivers want to go from the same origin to the same destination and
they can choose between two equivalent routes. Then a new road is built, resulting
in a third possible origin–destination route which is shorter than the two former
ones. Braess showed that for specific demands and traveltime functions of the
roads, this additional road leads to a stable network state in which all drivers have
higher traveltimes than in the stable state of the network without the new road.
The stable network states correspond to so-called user optima of the systems in
which the drivers distribute onto the routes such that all used routes have the same
traveltime which is smaller than that of any unused routes [17]. The fact that an
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additional faster origin–destination connection can actually render the situation of
all network users worse sparked the interest of traffic researchers because of its
significant consequences for road network design: Building new roads, inducing
not only monetary but also environmental and other costs, can in some cases render
the road network’s situation worse. This implies that traffic congestion problems
could in some cases be relieved by closing roads instead of building new ones.

Since its first discovery a lot of effort went into understanding the paradox in
more general terms. It was shown that its occurrence is prevalent in congested
networks [15]. The regions of its occurrence in certain models were determined [11,
12] and the paradox was also observed in the real world [8]. Furthermore,
analogues were found, e.g., in mechanical networks [13], energy networks [18] and
pedestrian dynamics [6]. Most studies focused on deterministic macroscopic models
of the transport in the networks where the individual roads are treated as being
uncorrelated and the functions employed to describe the road traveltimes are linear
in the number of road users. This results in an overall rather unrealistic modelling
of traffic. While nevertheless many insights on the paradox were obtained already in
these previous works, we consider it important to extend the studies by employing
more realistic traffic models. By doing this, we hope to gain a deeper understanding
of the paradox and try to work towards the aim of being able to predict its occurrence
in real road networks and thus contributing to the efficiency of future infrastructure
planning. As first steps, we considered the same network that Braess addressed in
his original work but with modelling the traffic using totally asymmetric exclusion
processes (TASEPs) [9]. The TASEP is basically the vmax = 1 version of the Nagel–
Schreckenberg model [10]. It is a cellular automaton which includes microscopic
exclusion dynamics, jamming effects and inter-road correlations. We studied the
network of TASEPs with two levels of stochasticity [1, 2] and could determine the
phase diagrams of both systems. We proved that the paradox not only occurs in both
systems but even dominates large parts of their phase spaces.

2 The Model

In this section we briefly introduce the TASEP which is used to model all the roads
in our network before presenting the network itself and its two different levels
of stochasticity. Then the possible states that can occur in the comparison of the
network with and without the new road are discussed.

2.1 The Totally Asymmetric Exclusion Process

As already stated in Sect. 1, the individual roads of our network are given by
TASEPs. The TASEP is a simple cellular automaton which was originally intro-
duced to describe protein translation [9] and is now renowned as the paradigmatic
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Fig. 1 The TASEP consists of L cells, which are either empty or occupied by maximally one
particle. If a site is chosen to be updated and is occupied by a particle, the particle can jump to the
next site, if the next site is empty. The case of open boundary conditions is shown, where site 1
feeds from a reservoir which is occupied with probability α and site L exits into a reservoir which
is empty with probability β

model for single-lane traffic. A sketch of a single (open boundary) TASEP segment
is depicted in Fig. 1. A TASEP segment consists of L cells (L is also called the
length of a TASEP), which are either empty or occupied by a single particle. All
particles move in the same direction (here: left to right).

In the case of open boundary conditions, particles are fed onto the first site of the
system from a reservoir which is occupied with the entrance probability α. Particles
can jump out of the last site of the system into a reservoir which is empty with exit
probability β. In the case of periodic boundary conditions, site L + 1 is identified
with site 1. Then the total number of particles is constant and the system becomes
effectively a ring.

In our analysis we employed the so-called random sequential update procedure:
One of the sites1 is chosen with uniform probability. If the chosen site contains a
particle, the particle can jump to the next site, iff the next site is empty. After L or
L+1 (periodic or open boundary conditions) such updates, a time step is completed.

In the case of periodic boundary conditions, the stationary state is always given
by a flat density profile, where all sites have an average density which is equal to
the global density. For the case of open boundary conditions, the stationary state
depends on α and β. The TASEP with open boundary conditions can be solved
analytically [3, 7, 14]; high density, low density and maximum current phases
develop, depending on the values of α and β. For the special cases α = β < 1/2,
a so-called domain wall phase develops, in which a domain wall which separates
a low density phase on the left and a high density phase on the right performs a
random walk through the TASEP segment.

2.2 The Braess Network

We consider the same network Braess analysed in his original work, as shown
in Fig. 2. All cars want to go from the origin, which is at junction site j1 to the
destination at junction site j4. They can choose between the three different routes

1For periodic boundary conditions one of the L sites is chosen. For open boundary conditions the
entrance-reservoir is included into the update procedure. Then one of the total L+1 sites is chosen.
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Fig. 2 The network consists
of edges Ei, i ∈ {0, . . . , 5},
which are given by TASEPs
of length Li and are
connected through junction
sites jk, k ∈ {1, . . . , 4}.
Periodic boundary conditions
are achieved through E0 with
L0 = 1. All particles want to
go from the same origin at j1
to the same destination at j4.
They can choose between
routes 14, 23 and the new
route 153, resulting from the
new edge E5. When reaching
the destination, they are fed
back to the origin via E0

14, 23 and 153. Edge E5 (note: from here on the terms ‘road’ and ‘edge’ are used
interchangeably) is considered the new road/edge which is added to the system.
Thus route 153 is the new route.

In his original work, Braess assigned deterministic, linear traveltime functions
to all roads and showed the occurrence of his paradox in this model. In our case,
all the roads Ei, i ∈ {0, . . . , 5}, are given by TASEPs of lengths Li and are
connected through junction sites jk, k ∈ {1, . . . , 4}, which can take upto one
particle. Additionally, we added periodic boundary conditions through E0 of length
L0 = 1. Thus the total number of particles M (note: from here on the terms particles,
drivers and cars are used interchangeably), also called the demand, in the network
is constant. The network without the new road is chosen to be symmetric with
L1 = L3 and L2 = L4. The two routes 14 and 23 are of equal lengths. The length
of the new road is chosen to be

L5 ≤ L2 − L1 − 1, (1)

which results in the new route 153 being shorter than routes 14 and 23:

L̂153 = 5 + L1 + L3 + L5 ≤ 4 + L1 + L2 = L̂14 = L̂23. (2)

Lengths of routes are indicated as L̂i . We thus end up with a network that consists of
two equal-length origin–destination routes and an additional shorter (and thus faster
route, if routes are used by a single particle) route which is added to the system. We
look at two versions of the system with different levels of stochasticity that differ in
the route choice mechanism.

Drivers with Fixed Strategies In the version of the model with less stochasticity a
network state is given by the amounts N14, N23, N153 of drivers choosing route 14,
23 and 153, respectively. These amounts are then the tunable parameters for each
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combination of the Li and M . The stochasticity is in this case limited to the random
sequential update mechanism which is described in Sect. 2.1.

Network with Turning Probabilities In the model version with higher stochas-
ticity the route choices are given by turning probabilities γ and δ which are
the probabilities of drivers turning left on junctions j1 and j2, respectively. In
this version, individual drivers do not have individual fixed strategies. Only on
average the same amounts of drivers keep choosing the same routes. The turning
probabilities γ and δ are the tunable parameters for each combination of the Li and
M in this version of the model.

2.3 Possible States in Our Networks

A network state is given by the distribution of the particles onto the different routes.
In the model with fixed strategies it is thus given by the N14, N23, N153 and in the
model with turning probabilities it is given by γ and δ (Sect. 2.2). Two different
states are the most important ones when analysing network transport. The first one
is the stable state of a network of selfish users, the so-called user optimum (uo).
This has to be distinguished from the system optimum (so), which optimizes the
system’s performance but is not necessarily stable [17]. The uo is the state in which
traveltimes (traveltime of route i is denoted as Ti and describes the number of time
steps, a particle needs to get from origin to destination via this route) on all used
routes are equal and smaller than those of any unused routes. If this, and the fact
that all drivers have knowledge about traveltimes of all possible routes (which is
assumed in the context of Braess paradox), is the case, no driver will change to a
different route since this change would increase their traveltime. Thus this state is
stable for selfish drivers. The so, on the other hand, does not have to be stable. It is
the state in which the maximum traveltime out of all routes is minimized compared
to all other possible distributions of drivers. Thus it optimizes the system as a whole.
Note that throughout literature, different definitions of so are considered, e.g. the
state minimizing the total traveltime [16]. We chose this definition since it is the
same as the one that Braess used in his original work.

To analyse whether Braess paradox occurs in our model one has to find the
user and system optima of the systems with and without E5 for the same demand
(same total number of particles M) and compare their representative traveltimes.
The systems with and without E5 are also referred to as 5link or 4link system and
corresponding variables are indicated by superscripts (5)/(4). The traveltimes to be
compared are those of the uo, i.e. T (uo), where all roads have the same traveltime
and the maximum traveltime in the so, i.e. Tmax(so). In our network the states
depicted in Fig. 3 are possible. In the states “E5 optimal” and “E5 improves”, the
new road leads to lower traveltimes in the user optimum of the system. In the “Braess
1/2” states, it increases the traveltimes in the user optimum. In the “E5 not used”
state, the new road will not be used at all in the user optimum of the 5link system.
For more details on these states the reader is referred to [1].
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Fig. 3 The possible states which can occur when comparing uo and so states of the 4link and
5link systems with the same M . The tree is derived from the natural starting point uo(4) = so(4)

which is true due to the symmetry of the 4link system. Five states can occur: In the two states on
the right side (“E5 improves” and “E5 optimal”) the new road leads to lower traveltimes in the uo.
In the “E5 not used” state, the new road will not be used at all and in the two states “Braess 1/2”,
the road will lead to higher uo-traveltimes

3 Results

Here we present our results for both versions of the model. The results were obtained
through extensive Monte Carlo simulations of the systems. The phase the system is
in depends on the global density ρglobal which is the total number of particles divided
by the total number of cells in the system and the length of the new route compared
to the lengths of the two old routes given by the ratio L̂153/L̂14.

The phase diagrams of the systems with drivers following fixed strategies and
with drivers obeying turning probabilities are shown in Fig. 4a, b. The phases F and
V are trivial phases, since at these high 5link global densities, the 4link system is
already full and the two systems cannot be compared.

For low global densities ρ
(5)
global � 0.1 (phases A1/2/phase Ia/b) the system is in an

“E5 optimal” phase for both route choice mechanisms. Here, the new edge improves
the system in the sense that all drivers will have lower traveltimes in the uo due to
adding E5 to the network. The “E5 optimal” phases are subdivided into two parts. In
parts A1 and Ia in the 5link systems all particles will choose the new route 153. In the
other sub-phases A2 and Ib all routes will be used in the 5link uo. The uo traveltimes
of the 5link systems will be lower than the uo traveltimes of the 4link systems.

Proceeding to higher global densities, in both stochasticity levels the “Braess 1”
phase (phase B/II) follows. Whereas in the system with fixed driver strategies, it
dominates almost the whole phase space up to densities ρ

(4)
global ≈ 0.8 (phase B)

followed by a small “Braess 2” phase (phase C), in the more stochastic system
it only fills a relatively small part of phase space (phase II) for densities up to
ρ

(4)
global ≈ 0.3.
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Fig. 4 The phase diagrams of the systems with fixed strategies (part (a)) and with turning
probabilities (part (b)). In both cases results were obtained by simulating systems with L1 = L3 =
100 and L2 = L4 = 500. The phases are coloured according to the scheme in Fig. 3. The relevant
parameters for the systems are the global density in the 4link/5link systems ρ

(4)/(5)

global and the ratio

L̂153/L̂14 of the lengths of old and new routes. The small ‘x’s indicate parameters at which Monte
Carlo simulations were performed

In the hatched areas of the phase diagrams, no exact uo could be found: In the
system with turning probabilities a phase (phase III) which is not expected from
the straightforward reasoning in Sect. 2.3 follows for the whole density region up
to ρ

(4)
global ≈ 0.9. In phase III, fluctuating domain walls dominate the system. They

develop since individual TASEPs are in the domain wall state which was briefly
mentioned in Sect. 2.1. Here, no stable traveltimes can be measured and thus no uo

and so can be deduced. There is also a phase similar to the “E5 improves” phase
(phase IV ′) at really high densities.

In the less stochastic system, i.e. for drivers with fixed strategies, the phases in
the hatched area are similar to the “Braess 1” and “Braess 2” phases (phases B ′
and C′), “E5 not used” phase (phase D′) and the “E5 improves” phase (phase E′).
Additionally to the fact that no uo can be found in these phases, the system is prone
to total gridlocks in all of these phases. The system tends to be in states, where route
153 has lower traveltimes than the others. As more particles switch to this route it
suddenly becomes blocked and the whole system is gridlocked.

4 Summary

By simulating the same network that Braess investigated in his original work
with two different route choice mechanisms and with TASEPs as edges we could
prove that Braess paradox occurs in these networks. Depending on the level of
stochasticity, the paradox occurs in a large part of the system’s phase space
(fixed drivers strategies, low stochasticity) or a smaller part of the system (turning
probabilities, higher stochasticity). No fine tuning is needed to achieve the paradox.
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Additionally to its occurrence we could show the importance of fluctuations in
networks of these stochastic transport models as manifested in the fluctuation
dominated phase of the model with turning probabilities. The results are a first step
towards understanding the paradox in a more realistic context. In future work, the
network will, e.g., be simulated employing the more realistic Nagel–Schreckenberg
model [10].
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Dynamical Universality Class
of the Nagel–Schreckenberg
and Related Models

Andreas Schadschneider, Johannes Schmidt, Jan de Gier,
and Gunter M. Schütz

Abstract Models for vehicular traffic fall into distinct dynamical universality
classes of non-equilibrium systems. Such models share model-independent aspects
of their dynamics, such as current fluctuations. Up to now the universality class
of the Nagel–Schreckenberg (NaSch) model was not known except for the special
case vmax = 1. In this case the model corresponds to the ASEP (asymmetric
simple exclusion process) which belongs to the Kardar–Parisi–Zhang (KPZ) class
characterized by the dynamical exponent z = 3/2. We have shown that the NaSch
model for general vmax also belongs to the KPZ class. Here we demonstrate that the
universality class is not changed by extending the model to a two-lane NaSch model
with dynamical lane changing rules. As an application we estimate the relaxation
time to the (generally unknown) stationary state.

1 Introduction

A central goal of traffic science is the formulation of model paradigms that capture
the essential features of road traffic. Dynamical, non-equilibrium systems fall into
distinct universality classes that can be modeled by a variety of stochastic, statistical
physics simulation models whose properties are similar. It is important therefore to
identify such universality classes.
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So far the universality class of the Nagel–Schreckenberg (NaSch) model was not
known except for the special case vmax = 1 where the model corresponds to the
ASEP (asymmetric simple exclusion process) which belongs to the Kardar–Parisi–
Zhang (KPZ) class with z = 3/2 [5]. Up to now it was unclear whether in the case
for general maximum velocities vmax > 1 the internal degree of freedom (i.e., the
velocity) might lead to a different universality class since previous numerical studies
were inconclusive [4, 12].

In [14] we have shown that the NaSch model indeed belongs to the KPZ class and
thus shows superdiffusivity, non-Gaussian current fluctuations, and statistics that
strongly depends on the initialization of the simulation. Here we demonstrate that
the universality class is not changed by extending the model to a two-lane NaSch
model with dynamical lane changing rules. As an application we provide an estimate
for the relaxation time to the (generally unknown) stationary state.

2 Dynamical Universality Classes

Dynamical universality classes are distinguished by the dynamical exponent z which
encodes the asymmetry of space and time in dynamical processes. For example, it
relates the relaxation time to the stationary state T and the system size L by

T � λLz , (1)

where λ is some non-universal constant that depends on the details of the dynamics,
e.g., interaction parameters. Systems in the same universality class show for large
times of order 1 � t � Lz identical statistical properties such as current
fluctuations or relaxation of initial configurations towards the non-equilibrium
stationary state. The two most prominent examples are the diffusive class with
dynamical exponent z = 2 and the superdiffusive Kardar–Parisi–Zhang (KPZ) class
with z = 3/2.

The dynamical exponent z is not only relevant for relaxation, but also character-
izes, e.g., fluctuations in the stationary state where the broadening and amplitude

Fig. 1 Dynamics of a (density) fluctuation or perturbation of the stationary state. Different colors
indicate snapshots at different times. The perturbation moves with the non-universal collective
velocity v. Its broadening and amplitude are controlled by the dynamical exponent z
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of a perturbation are controlled by z (Fig. 1). An initial perturbation moves with the
non-universal velocity v through the system. This collective velocity can be obtained
from the fundamental diagram J (ρ) by vcol = ∂J/∂ρ.

The dynamical exponent can be determined from measurements of the dynamical
structure function

Sx(t) = 〈nx(t)n0(0)〉 − ρ2 � κ(Et)−1/zf
(
(Et)−1/z(x − vt)

)
, (2)

where nx(t) is the density at position x at time t and ρ the average density.
The generic form of the dynamical structure function can be determined using a
hydrodynamic approach called nonlinear fluctuating hydrodynamics (NLFH) [15],
i.e., one works in a continuum approximation and looks for asymptotic solutions. It
allows for a distinct identification of the universality class via its dynamical expo-
nent z and associated scaling function f . E is a non-universal scaling factor and

κ = 1

L

∑

x

Sx(t) (3)

the static compressibility which is a time-independent measure of the stationary
density fluctuations.

A fluctuation (perturbation) moves with the non-universal collective velocity v.
The decay of the amplitude and the broadening are controlled by the dynamical
critical exponent. The scaling function f describes the typical shape of the
fluctuation. Both z and f are universal, i.e., do not depend on the microscopic details
of the dynamics (e.g., interaction constants).

In the following we will briefly present the most important dynamical universal-
ity classes of traffic-like systems.

• Diffusive Class: The diffusive class is well known. It is characterized by the
dynamical exponent z = 2 as is evident from the well-known relation

〈x2〉 − 〈x〉2 = 2Dt (4)

for the mean-quadratic displacement of the diffusing particle where D is the
diffusion constant.

A simple realization is a system of diffusing, non-interacting particles (Fig. 2).
This system is characterized by the dynamics exponent z = 2 and a normalized
Gaussian scaling function

f (x) = 1√
4πDt

exp

(
− (x − vt)2

4Dt

)
(5)

which is known from the exact solution of the diffusion equation (with drift)

∂f

∂t
= −v

∂f

∂x
+ D

∂2f

∂x2
, (6)
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Fig. 2 (a) Dynamics of a system of non-interacting diffusing particles. Particles move synchro-
nized with parallel update rule within one time step to right (left) with probability p (q) irrespective
of the occupancy of the target site, whereas the probabilities satisfy p + q ≤ 1. (b) The ASEP
(asymmetric simple exclusion process) is a simple system of interacting particles. The dynamics
is similar to the non-interacting case, but now motion to sites occupied by a particle is not allowed
(“exclusion”)

Fig. 3 Left: Data collapse of the structure function for the NaSch model with vmax = 1 (ASEP
case) and various slow down probabilities ps for global density ρ = 1/2. The system size is
L = 107. Right: The NaSch structure function data collapse for ps = 0.25 and vmax = 2, 3 shows
a nice agreement to the asymptotic scaling function Eq. (2). The hydrodynamic parameters are for
vmax = 2 (top) κ = 0.07 ± 0.001, E = 4.94 ± 0.04, vcol = 0.6308 ± 0.0003 and for vmax = 3
(bottom) κ = 0.0524 ± 0.0008, E = 15.1 ± 0.1, vcol = 1.0513 ± 0.0002. The system size is
L = 2 × 105. For better visibility not all data points are shown. Statistical errors are of the order
of the symbol size

with drift velocity v = p − q and diffusion constant D = (p + q)/2. The
compressibility is given by κ = ρ, where ρ ∈ R+ is the particle density of the
system.

• KPZ Class: The KPZ class is characterized by the dynamical exponent z = 3/2.
It first has been discovered in the context of surface growth which is described
by a nonlinear stochastic partial differential equation known as Kardar–Parisi–
Zhang equation [5]. Figure 3 (left) shows the structure function of the ASEP
with parallel update obtained from computer simulations at different times. Time
is rescaled with the dynamical exponent z = 3/2 to show the data collapse for
the structure function that is predicted by Eq. (2). The Prähofer–Spohn scaling
function f [11] for this class has not been determined in closed form up to now
but is tabulated to very high precision in [10].

• Fibonacci Class: Recently it has been shown that the diffusive and KPZ classes
are members of an infinite hierarchy of universality classes [8, 9]. There new
classes have been found which are realized in models that have more than
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one conserved quantity. The diffusive and KPZ class have only one conserved
quantity, the particle number. A natural generalization are multispecies models
where the particle number of each species is conserved. This includes multilane
models where the particle number on each lane is conserved separately while
overtaking in the same lane and interactions between particles in different lanes
are allowed. These systems are characterized by dynamical exponents of the form
zα = Fα+3/Fα+2 where Fα is the α-th Fibonacci number defined by Fα+2 =
Fα+1 + Fα , i.e., Fα = 1, 1, 2, 3, 5, 8, . . .. Furthermore it includes the golden
mean class which corresponds to the limit z∞ = limα→∞ zα = (1 + √

5)/2.
The scaling functions fα have been determined in [8, 9]. They turn out to be
asymmetric Lévy-distributions.

For obvious reasons this hierarchy of universality classes is called Fibonacci
class. For α = 1 we have z0 = F3/F2 = 2, i.e., the diffusive class, for α = 2 the
KPZ class with z1 = F4/F3 = 3/2.

3 Nagel–Schreckenberg Model

The seminal Nagel–Schreckenberg (NaSch) model [7, 13] is the minimal cellular
automaton model for highway traffic. It can be considered as a generalization of the
ASEP with parallel dynamics (synchronous update). Each particle (car) j has now
an internal state (the “velocity”) vj that can have integer values v = 0, 1, . . . , vmax
which determines the number of cells that the vehicle moves forward. The velocity
of each car is updated in four steps: (1) acceleration: the speed is increased to
vj = min(vj , vmax); (2) braking: to avoid accidents, the speed is reduced to
vj = min(dj , vj ) if necessary, where dj is the number of empty cells in front of car
j ; (3) randomization: the velocity is reduced by 1 with probability ps ; (4) motion:
the car moves vj cells forward. All rules are applied to all cars at the same time
(parallel update).

Figure 3 shows rescaled structure functions for the NaSch model with vmax = 1
and vmax > 1. The structure function is rescaled by a t2/3 and plotted as a function
of the rescaled variable y = (x − vcol t)t

−2/3 where vcol is the collective velocity.
If the dynamical structure function is of the form (2) with z = 3/2 all curves
for different times should be identical. This is indeed the case showing that the
dynamical exponent is z = 3/2.

For the standard ASEP with vmax = 1 and random-sequential update this was
already known. Figure 3 shows that the use of a parallel update does not change
the universality class. For the general case of the NaSch model with vmax > 1
previous results were inconclusive due to the limited computational resources which
did not allow to relax larger systems sufficiently [4, 12]. The results of [12] could
not exclude a density dependent dynamical exponent. However, the results shown
in Fig. 3 and [14] provide convincing evidence that the NaSch model belongs to the
KPZ class for all values of the maximal velocity vmax, the randomization parameter
ps , and all densities.
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Fig. 4 Left: Definition of the 2-lane NaSch model. Typical configuration showing a vehicle (red)
satisfying the incentive and safety lane changing criteria. Right: Structure function of the 2-lane
NaSch model [14]

3.1 Generalizations

In order to determine which properties are essential for a system to be in the KPZ-
class we have studied a 2-lane generalization of the NaSch model. The focus here
was not on obtaining a realistic behavior, but rather to check whether allowing to
change the sequence of particles (i.e., deviations from single-file behavior) will drive
the system into a different universality class.

In Fig. 4 the definition of the 2-lane model is shown. As usual the lane changing
step is subdivided into an incentive and a safety criterion. If these criteria are fulfilled
the lane change is performed with some probability pc. For details of the rules, we
refer to [14]. Figure 4 shows a typical situation where a vehicle changes the lane.

In addition, Fig. 4 shows the (rescaled) structure function of the 2-lane model. It
is in very good agreement with the Prähofer–Spohn function [14]. This shows that
the possibility of reordering of particles in this model, i.e., deviations from single-
file motion, does not lead to a different universality class. In this respect the KPZ
class is rather robust.

4 Relaxation of Models

For a stochastic model the relaxation time T is properly defined through the
spectral gap gS of the time evolution operator [13] which depends on the system
size as T ∼ 1/gS ∼ Lz. Here z is the dynamical exponent which was already
introduced in Eq. (2). Since the spectral gap is a quantity that is hard to calculate,
one can use the structure function to define an equivalent relaxation time. The
structure function carries the information about the slow relaxation mode and tells
how a perturbation/fluctuation evolves through the system. The amplitude of the
structure function will decay exponentially instead of t−1/z after its width has
reached the size of the system. The width σ of the structure function spreads as
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σ ∼ t1/z. In case of the KPZ universality class one finds for the Prähofer–Spohn
scaling function

∫ 0.5
−0.5 fPS(x)dx = 0.505(7). Therefore, the width (Et)2/3 covers

50.57% of the structure function and solving L = (Et)2/3 for t with λ determined
by NLFH-theory will give a lower boundary for a proper relaxation time:

T � L3/2

√
2κ |J ′′(ρ)| (7)

where J ′′(ρ) is the second derivative of the (stationary) fundamental diagram and κ

the compressibility which is typically of the order 10−3 up to 10−1. Note that T can
now be estimated from quantities which are easy to access in experiments even for
“short” relaxation times.

Although quantities like the fundamental diagram can relax much faster, espe-
cially for dynamical quantities one could be lead to erroneous conclusions if the
system has not been relaxed sufficiently. For example, in [1] it was concluded
from velocity statistics that the NaSch model might undergo a second order phase
transition. However, with T = 105 and L = 2 × 104 the criterion (7) is strongly
violated which sheds severe doubts on this conclusion.

5 Summary and Conclusions

We have shown that the NaSch model belongs to the KPZ universality class
characterized by the dynamical exponent z = 3/2 for all densities and independent
of the maximal velocity vmax and the randomization parameter p. Somewhat
surprisingly, a 2-lane generalization belongs to the same universality class. This
raises the question, what actually determines the universality class? It turns out that
the number of conservation laws is essential. All the models considered here, the
ASEP, the NaSch model, and its 2-lane generalization have only one conserved
quantity, the particle number N . In such a case it can be shown that only z = 2
(diffusive class) and z = 3/2 (KPZ class) are possible [8].

In models with more than one conserved quantity, other universality classes
can be realized [8, 9]. A possible realization of such a model is a 2-lane model
where lane changes are not allowed, but which includes interactions between cars
on different lanes. Such a model has two conservation laws, namely the particle
numbers (densities) on each lane.

A next step would be to determine the universality classes of traffic models
that are not strictly one dimensional. Recently it has been shown [6] that the two-
dimensional variants of the ASEP are marginally superdiffusive, i.e., the 2-point
correlation function grows as t · (ln t)2/3. It would also be interesting to determine
the universality class for the NetNasch model [16] and the extension of the NaSch
model to urban traffic introduced in [2, 3].
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Prediction of Moving Bottleneck
and Associated Traffic Phenomena
for Automated Driving

Dominik Wegerle, Boris S. Kerner, Sergey L. Klenov,
and Michael Schreckenberg

Abstract A slow driving vehicle within traffic flow is considered as a moving
bottleneck (MB). In this paper, we present simulations made with a microscopic
stochastic flow model with a moving bottleneck in the framework of the three-phase
theory by Kerner. The goal is to predict traffic phenomena that may occur if traffic
breakdown is realized at the moving bottleneck. Considered is a traffic flow in which
different percentages of probe vehicles are randomly distributed, which send their
position and their speed each second (simFCD). We investigate what percentage of
probe vehicles is necessary to reliably detect a moving bottleneck and predict its
motion.

1 Moving Bottleneck Scenario

A moving bottleneck (MB) had probably been predicted first by Gazis and Herman
[1] as well as by Newell [7, 8]. For this paper consider the MB caused by a
constant slow driving vehicle on the right lane within traffic flow on a two-lane
motorway strip as shown in Fig. 1. Due to the difference in velocities between the
moving bottleneck and the other vehicles, these have to brake. Ascending vehicles
want to bypass the bottleneck and try to change the lane. Both behaviours cause a
disturbance in the traffic flow and may lead to a traffic breakdown. In this case there
is an area upstream of the moving bottleneck where synchronized flow patterns
can be observed. For safe driving in mixed traffic, automated driving vehicles (AV)
should have information about such disturbances in traffic flow, when they are at
some distance (2–2.5 km) upstream of the bottleneck. Therefore we analyse if those
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Fig. 1 Simulation scenario: a slow driving car as moving bottleneck (MB) with vMB =28.8 km/h
in the right lane on a two-lane motorway strip. Ascending cars with vmax =108 km/h have to
change the lane behind and in front of the MB (L, R) or need to brake, due to the slow MB (BR)
or lane changing cars (BL). The vehicle assumed to be automated (AV) should receive information
about the downstream traffic situation within a distance of 2–2.5 km

characteristics of traffic breakdown can be found in simulated floating car data
(simFCD) and if those characteristics enable us to predict the presence of a moving
bottleneck. Since it is more or less impossible to study such a traffic scenario with
the presence of floating car data in the real world, the traffic scenario as well as the
data acquisition will be simulated.

2 Kerner–Klenov Simulation Model

The simulations are based on a microscopic stochastic flow model in the framework
of the three-phase theory by Kerner which is described in full detail in [4, Appendix
A (Pages 553–623)]. The simulations have been done with the moving bottleneck
moving in traffic flow on a two-lane highway section under open boundary
conditions. The parameters for the simulation are chosen accordingly to earlier
simulations done by Kerner and Klenov [5] and are listed in [5, Table A2]. The speed
of the moving bottleneck and the flow rate at the beginning of the simulated road
strip are similar to [5, Figure 6(c)]: vMB = 28.8 km/h and qin =1375 V eh.

lane·h . Behind
the moving bottleneck we assume an area with a length of 300 m, where ascending
vehicles try to change the lane by specific lane changing rules [5, Appendix A.2].
The simulation covers a period of 1 h and a road length of 20 km. The generated
result is shown in Fig. 2.

3 Identification of Phase Transition Points

The goal is to gain information about the traffic situation from floating car data
(FCD) obtained by data transmitting vehicles. We expect the position of the moving
bottleneck to be correlated with a front between a synchronized flow phase and
the free flow phase denoted as an S → F phase transition. There is a model
for an approximate detection of phase transition points along a vehicle trajectory,
denoted as SF transition point [6, Chapter 4]. A phase transition is assumed when
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Fig. 2 Simulation result as three dimensional plots of the speed on the left and the right lane.
Shades of grey vary from light to dark with decreasing velocity. The red line marks the position of
the moving bottleneck (MB) on the right lane in this simulation

Table 1 Parameters for the
recognition of phase
transition points in vehicle
trajectories

Phase transition points Speed threshold Time threshold

FS transition v < 85 km/h t > 15 s

SF transition v > 90 km/h t > 10 s

Thresholds for speed and time intervals

85
90

60

110

11 12 13 14 15
Time [min]

]h/
mk[

deepS

Traffic phase:
free flow
synchronised flow

Transition points:
F transitionS
S transitionF

↑ SF threshold
↓ FS threshold

No transition due
to time threshold

Fig. 3 Identification of phase transition points in a vehicle trajectory: starting at maximum speed
within free flow. After a decrease in speed it passes the FS transition threshold into synchronized
flow. The SF transition occurs in the final acceleration section, in which the vehicle returns to
maximum speed

the velocity of the vehicle passes a certain speed threshold and remains in that new
phase for a threshold time interval. The chosen parameters used in this study are
listed in Table 1. Figure 3 is an example of the recognition of the FS transition
point and the SF transition point in a vehicle trajectory. In contrast to [6] the speed
thresholds for the FS transition and the SF transition have been raised for our
application by 25 km/h to gain a better sensitivity on smaller speed reductions.
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4 Reconstruction of the Moving Bottleneck Velocity

Figure 4 shows that the SF transition points are situated in the vicinity of the moving
bottleneck. But in the first 6 min only a few transition points can be found due to the
fact that a breakdown in traffic has not happened until then. As shown in Fig. 5b the
occurrence of SF transitions stabilizes after the 12th minute of the simulation.

As a first test, we examined a 2 min time interval between minute 12.5 and
14.5 to study if it is possible to reconstruct the velocity of the moving bottleneck
by a linear regression through the points of the SF transitions. The slope of that
linear regression is then considered the reconstructed velocity (vrec.) of the moving
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Fig. 4 Spatiotemporal plots of the simulation result for each lane. Shades of grey vary from light
to dark with decreasing velocity. The red line is the trajectory of the moving bottleneck (MB)
driving on the right lane. The coloured dots mark the transition points recognized in all vehicle
trajectories. For our tests we assume the simulated vehicle with ID = 1330 as an automated driving
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transitions (green dots) leads to a reconstructed velocity of 32.3 km/h. The trajectory of the moving
bottleneck is drawn in red

bottleneck (vMB = 28.8 km/h). In this setup, we consider one of the vehicles as
an automated driving vehicle (AV). The vehicle with ID = 1330 in the simulation
was chosen arbitrarily. As shown in Fig. 6, there occur 57 SF transitions on the left
lane within this time interval. A linear regression of all transition points leads to a
reconstructed velocity vrec. = 32.3 km/h. That results in a deviation of about 12%
to the real velocity of the moving bottleneck.

5 Statistical Analysis for Different Penetration Rates
of Probe Vehicles

In reality until now, it is infeasible to obtain data from each and every vehicle.
Only few vehicles or navigational devices are able to collect and send data about
their position and speed known as floating car data (FCD). At the moment it can be
assumed that the penetration rate of such probe vehicles is in the range of a smaller
single-digit percentage. For this reason, such research can only be performed by
simulations. To study the effect of the penetration rate on the ability to reconstruct
information about a moving bottleneck we did a statistical evaluation for penetration
rates between 1% and 30%. We generated 100,000 independent samples with
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Fig. 7 Density of the
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randomly assigned vehicles as probes according to each of this penetration rates.
As an example Fig. 7 shows the distribution of the number of SF transitions in the
samples for a penetration rate of 10%. From samples with less than two transition
points a reconstruction by linear regression is not possible. But that happens in less
than 1% of the samples. How such single reconstructions can look like is shown
in four examples in Fig. 8. To quantify the results in their quality we define the
deviation as

deviation in percent =
∣∣∣∣
vrec. − vMB

vMB

∣∣∣∣ . (1)

The selected time window was evaluated in dependence of the deviation to the
velocity of the MB as well as to variable penetration rates of the probe vehicles.
The statistical results are presented in Fig. 9. The possibility to identify the moving
bottleneck raises with higher percentages of probe vehicles, but the general accuracy
is limited. The red curve clearly indicates that with low penetration rates the
percentage of samples without enough transition points for a reconstruction is very
high. The black curve (g) illustrates that 10% of probe vehicles are sufficient to
identify the moving bottleneck in 90% of the samples with an accuracy of the
reconstructed velocity with a deviation of less than 20% to the real velocity of the
MB.

6 Results and Discussion

The moving bottleneck can only be detected if a significant speed disturbance has
occurred, so that there is an amount of vehicles which have transitioned from free
flow to synchronized flow and back into the free flow phase. In this simulated and
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Fig. 8 Four reconstructions of the velocity of the MB. (a) Sample 1 shows a reconstructions with
a deviation to vMB of 49% out of 8 SF transition points. (b) Sample 2 shows a reconstructions
with a deviation to vMB of 52% out of 9 SF transition points. (c) Sample 3 shows a good
reconstruction with a deviation to vMB of 3% out of 14 SF transition points. (d) Sample 4 shows a
false reconstruction out of only two SF transition points

studied case, it is possible to detect a moving bottleneck with an identification rate
of 90% within a 2 min time interval after a traffic breakdown has happened at a
penetration rate of 10% of probe vehicles and with an accuracy of 20% deviation to
its real velocity.

7 Outlook

Our first results show that it is possible to gain information about a moving
bottleneck within traffic by the method of analysing the transition points in
trajectories of probe vehicles. Future work will consider time-increasing periods,
where we expect an improved quality of the reconstruction. At the same time
smaller penetration rates might be sufficient for a prediction. We consider that the
time-dependence of the probability of the MB prediction and the accuracy of the
estimation of MB location depend considerably on the occurrence of sequences of
Kerner’s F→S→F transitions [3] and large speed oscillations in synchronized flow
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at the MB [2]. However, due to the length limitation of this paper, it is not possible
to explain this important point here. We intend to present this methodological issue
elsewhere.
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F → S → F Transitions in Vehicle Probe
Data

Sven-Eric Molzahn, Boris S. Kerner, Hubert Rehborn, Sergey L. Klenov,
and Micha Koller

Abstract Based on a study of probe vehicle data we have revealed empirical
F→S→F transitions before traffic breakdown at the bottleneck theoretically pre-
dicted by Kerner. Anonymized probe data from connected vehicles of a large fleet
have been collected. The frequency of connected vehicles in our study has been
more than ten times larger (on average about 10 s between probe vehicles) than in
earlier studies. This data shows that disturbances in free flow evolve in a neigh-
bourhood of the bottleneck leading to small regions of synchronized flow (F→S
transition). These regions of synchronized flow dissolve after a random amount of
time (traffic recovers to free flow (S→F transition)) before the traffic breakdown
occurs. In contrast with the F→S→F transitions, traffic breakdown leads to a
long-living congested traffic pattern propagating upstream of the bottleneck. The
empirical findings of this paper support some of the theoretical features of the S→F
instability.

1 Introduction

The classical traffic flow instability [2, 7, 8, 10] causes the moving jam emergence in
traffic flow. In the context of the three-phase traffic theory the classical traffic flow
instability is associated with the S→J instability [11].

Recently, a microscopic theory of a so-called S→F instability has been devel-
oped [13]. In contrast to the classical traffic flow instability leading to a growing
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wave of local speed reduction in traffic flow [2, 7, 8, 10], the S→F instability leads
to a growing wave of local speed increase in synchronized flow and, consequently,
to the transformation of synchronized flow in free flow (S→F transition) [13]. The
S→F instability introduced in the three-phase theory should explain the empirical
nucleation nature of traffic breakdown as follows [13]: Before traffic breakdown
occurs, there should be a sequence of F→S→F transitions that is as follows:
The development of an F→S transition is interrupted through the S→F instability
leading to an S→F transition. As long as F→S→F transitions are realized, no
traffic breakdown occurs at a bottleneck. Thus, F→S→F transitions should play a
very important role in the phenomenon of traffic breakdown [13] [14]. However,
F→S→F transitions have not been studied in empirical data. One of the main
objectives of intelligent transport systems (ITS) is to prevent or decrease traffic
congestion in traffic networks.

One of the main problems of the development of ITS, that can improve traffic,
is the lack of understanding of real microscopic features of traffic breakdown at
a highway bottleneck. To study microscopic features of traffic breakdown, single
vehicle data should be measured. In this paper, we study anonymized global
positioning system (GPS) data from vehicles driving on the entire road network.
The vehicles provide the location data in a 5 or 10 s interval which enables precise
microscopic reconstruction and analyses of some microscopic empirical features of
traffic breakdown at the bottleneck.

1.1 Motivation to Study Speed Disturbances Before Traffic
Breakdown

By means of ITS applications users of traffic and transportation networks would
expect that free flow can be maintained in a traffic network. Travel time, fuel
consumption, and other travel costs increase significantly as a result of the traffic
breakdown and congested traffic in comparison to travel costs in free flow. During
the last 30 years significant achievements in a study of empirical features of traffic
breakdown and highway capacity have been made, in particular, by Hall and
Agyemang-Duah [9], Banks [1] and by Elefteriadou et al. [4] (see other references
in a review [6] as well as in a recent book by Elefteriadou [3] and paper [5]).
Nevertheless, traffic breakdown has not been sufficiently studied empirically up to
now.



F→S→F Transitions in Vehicle Probe Data 73

1.2 Background: Kerner’s F → S Instability and F → S → F
Transitions at Highway Bottlenecks

In accordance with the three-phase theory, Kerner’s S→ F instability should govern
traffic breakdown (F→S transition) at freeway bottlenecks [13]. In the theory of
the S→F instability it has also been found that before the traffic breakdown (F→S
transition) occurs with the resulting congested pattern formation, there can be a
series of random F→S transitions that are all followed by S→F transitions caused
by the S→F instability. The F→S transition with the subsequent S→F transition
has been called a sequence of F→S→F transitions in [13].

From the theory of Kerner’s F→S→F transitions [13], it follows that only
microscopic empirical studies of single vehicle data can show and confirm the
F→S→F transitions that have been found in the three-phase traffic theory.
Simulations made in [13] show a random time delay before the breakdown. In
accordance with [13], the random time delay of the breakdown is associated with
the nucleation features of the S→F instability found in numerical simulations. In
particular, it has been found that during the random time period S→F instability
can happen and leads to the dissolution of the former F→S transition. At a random
time instant an F→S transition occurs that cannot be affected by S→F instability.
This F→S transition is traffic breakdown resulting in the formation of a congested
traffic pattern at the bottleneck [13]. It is of high interest if these simulated results
can be seen in measured traffic data, e.g. by the analyses of vehicle probe data.

The theoretical findings of [13] include the microscopic features of sequence of
Kerner’s F→S→F transitions at a bottleneck, which are as follows: During the
time period a permanent spatiotemporal competition between the speed adaption
effect supporting an F→S transition and the over-acceleration effect supporting
an S→F instability is observed. These effects result in a permanent average speed
decrease in the neighbourhood of the bottleneck that is called “permanent speed
disturbance”.

1.3 The Objective and Outline of This Paper

Thus, in accordance with the nucleation theory of traffic breakdown of the three-
phase theory, F→S→F transitions should determine a random character and
random time delay of traffic breakdown [13]. An empirical study of the F→S→F
transitions is the main objective of this paper. The paper is organized as follows: In
Sect. 2 we discuss empirical environment and how the single vehicle data has been
collected. In Sect. 3, microscopic empirical features of F→S→F transitions are
presented. Conclusions and future research of F→S→F transitions is the subject
of Sect. 4.
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2 Floating Car Data and the Problem of Fine Spatiotemporal
Analysis

Handheld personal navigation devices (PNDs) and factory-installed navigation
devices in vehicles allow microscopic gathering and analysis of GPS data for a big
fleet of vehicles. Probably a first analysis of randomly distributed anonymized probe
vehicle data that has confirmed the existence of three distinct traffic phases with
the traffic breakdown being an F→S transition of the three-phase theory [11, 12]
has been done in [15]. However, in [15] the share of randomly distributed probe
vehicles has been only about or less than n = 2% (mean time distance between
cars has been about 10 min). With n = 2% it has not been possible to reconstruct
the traffic dynamics in space and time with an accuracy that is sufficient to observe
F→S→F transitions. Empirical data available from the NGSIM dataset [17] is not
suitable for this particular investigation due to the limited distance covered on the
road with this data. Moreover, the transition from free flow to synchronized flow
(traffic breakdown) cannot be observed in the compiled NGSIM data for highway
traffic [17]. There are two main features of the data used for this work in comparison
to known data up to now:

• In contrast to NGSIM data for highway traffic [17], traffic breakdown (F→S
transition) can be observed in real traffic.

• In contrast to data of [15] in which the mean time distance between cars has
been about 10 min, the single vehicle data used in this study has a time distance
throughout the examined time span of 25 s on average between cars that have
been observed.

With this data we show empirically Kerner’s F→S→ F transitions [13] that
emerge before the traffic breakdown.

2.1 Features of Empirical Single Vehicle Data Used in the
Paper

The data was collected from a large fleet of connected vehicles of more than
one million cars in Europe. To find and analyse the F→S→F transitions in
empirical data made in this paper, the German Autobahn A81 south of Stuttgart
on a 4 km distance from Herrenberg to Stuttgart (Fig. 2) has been chosen. The data
is anonymously gathered by means of a vehicle backend that the fleet vehicles
are continuously connected to while driving (see Fig. 1). The vehicles send their
locations in a 5 or 10 s (depending on model) interval to the data centre where it is
processed to reconstruct the real-world traffic situation for the LiveTraffic service.

The data used in this paper was collected from a fleet of connected vehicles
measured on October 25th 2016 during rush hours.
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Traffic flow data from
Daimler vehicles

Reconstructed traffic jam
with additional information

Data Center

Fig. 1 Illustration of data gathering. Connected vehicles of a large fleet are sending their location
to the data centre continuously where the traffic is reconstructed

3 Microscopic Empirical Features of F → S → F Transitions
Before Traffic Breakdown

For the empirical studies of the microscopic feature of traffic breakdown, trajectories
for the observed freeway section have been extracted and analysed. Figure 2 shows
vehicle trajectories from “Herrenberg” to “Stuttgart” on a 4 km span. The time
interval in this particular section between two cars is on average 47 s. In the three-
phase theory [11, 12], during the time delay of traffic breakdown a permanent
spatiotemporal competition between the driver speed adaption effect supporting
an F→S transition and the driver over-acceleration effect supporting an S→F
instability has been found [13]. In empirical single vehicle data studied in this
article we have found the following traffic phenomena: Fig. 3 shows a subset of the
trajectories of Fig. 2 with a time interval before the traffic breakdown has occurred.
To illustrate speed disturbances before the traffic breakdown has occurred, Fig. 3a
shows a distinct F→S→F transition before the traffic breakdown (from 15:55 h to
16:10 h) with the trajectories coloured accordingly to the speed.
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Fig. 2 Examined freeway section with on- and off-ramps. Two-lane highway in the south of
Germany (A81) near Stuttgart. The trajectories are coloured as follows: green: above 85 km/h,
yellow: between 25 and 85 km/h and red: under 25 km/h
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Fig. 3 Detailed view of trajectories as a subset of Fig. 2. Subfigure (b) shows single marked
trajectories for a more detailed study according to subfigures (c–f). Single velocity trajectories
show F→S transition (c) and S→F transition (f)

Single vehicle trajectories shown in Fig. 3b have been extracted (Fig. 3c–f) that
show the following traffic phenomenon: Vehicle 1 is driving with a constant velocity
and passes the bottleneck with no disturbance. As vehicle 2 approaches the effective
location of the bottleneck (about 3 min after vehicle 1), the driver has to reduce
the speed of the vehicle. The same behaviour can be seen for vehicle 3. Vehicle
4 is driving at a constant velocity. Thus, we observe a sequence of F→S→F
transitions. The F→S→F transitions prevent traffic breakdown with subsequent
development of a congested traffic pattern at the bottleneck. This is in accordance
with the theoretical findings of Kerner [13].

3.1 Benefits for ITS Applications

Modern intelligent transportation systems (ITS) applications rely on data-driven
analytics and models that are based on empirical findings from real-world data.
One aim of ITS is to suppress local traffic disturbances in traffic flow to retain free
flow at a bottleneck. Traffic control and management stakeholders will be able to
react to upcoming traffic jams a lot earlier. Automated driving vehicles require to
know the traffic situation ahead beyond what the sensors detect to ensure a safe and
comfortable driving.
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4 Conclusions

Based on an analysis of single vehicle probe data measured on German freeways,
we have found empirical F→S→F transitions occurring before traffic breakdown
at the bottleneck. Empirical data shows that during a relatively long time interval
before traffic breakdown occurs at the bottleneck many local regions of synchro-
nized flow appear (F→S transition) which is followed by an S→F transition (in
the example for this study two regions of synchronized flow have been identified).
The empirical F→S→F transitions lead to the emergence of local regions of
synchronized flow (due to F→S transition) propagating upstream that dissolves
over time (due to a subsequent S→F transition). This phenomenon leads to regions
of dissolving synchronized flow (see Figs. 2 and 3). The empirical phenomena of
the occurrence of F→S→F transitions with the formation of regions of dissolving
synchronized flow revealed in this article prove the empirical evidence of Kerner’s
F→S→F transitions found recently in the three-phase theory [13]. One aim of
future ITS-control methods that take into account empirical features of F→S→F
transitions could be to suppress local traffic disturbances or even to prevent the
development of traffic breakdown at a highway bottleneck. Future empirical works
include a study of probabilistic features of the F→S→F transitions in empirical
data. To reach this goal, a large amount of datasets for different days and types of
bottlenecks are required. The collection of such data and their study will be a very
interesting task for further empirical investigations. A more detailed consideration
of empirical F→S→F transitions can be found in a recent paper [16].
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Microscopic Jam Tail Warning
for Automated Driving

Sven-Eric Molzahn, Boris S. Kerner, and Hubert Rehborn

Abstract We perform a spatiotemporal differentiation between two different
phases in congested traffic at the upstream front of the congested pattern: (1)
the wide moving jam phase (J) and (2) synchronized flow phase (S) as introduced
in the three-phase theory by Kerner. With this approach one can derive a conclusion
how dangerous certain parts of the congested pattern really are and decide whether
oncoming vehicles should be warned with a jam tail warning system. Each of the
probe vehicles can distinguish either F→J or F→S transitions through a method for
traffic phase identification. With the detailed information about the phase transitions
happening at the upstream front of the congested pattern, the automated vehicle
can drive safer and more comfortable while maintaining an unobtrusive behavior
approaching traffic congestion. In our study made in this paper, empirical data is
obtained through the use of probe vehicles with an average frequency of about
10 s. This allows us to reconstruct the F→J or F→S transitions over time at the
upstream front of empirical congested patterns with a high quality that is sufficient
for microscopic jam warning for automated vehicles.

1 Introduction

Precisely detecting dangerous jams in road networks is one of the main challenges
for traffic safety [7, 12]. In previous empirical studies the jam fronts have been
reconstructed through the use of connected probe vehicles with a time resolution
about 120 s [6]. However, for safety driving in mixed traffic flow, automated driving
vehicles require a more accurate and precise jam warning resolution. In this paper
we present such a method that should permit to predict the value of speed reduction
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at the upstream front of a congested pattern downstream of a vehicle as well as
the location and time at which the vehicle should meet the upstream front of this
congested pattern as accurate as possible.

It is of highly interest for the general public to improve the safety for road users.
One of the most common cases of accidents on highways is to drive into the back
of a jam (27% of all recorded accidents in Germany in 2016 [2]) in a lot of cases
resulting in a mass coalition. Automotive manufacturers and suppliers introduced
solutions for these kinds of situations in the way of using radar, lidar and camera
systems. While this improves the safety to a much higher level, it does not cover all
the security features one wishes to have. For example, in [1] the authors argue that
the radar used in most applications has problems with stationary objects: however,
at a jam tail this is often the case as drivers need to slow down and eventually stop
to not run into the car in front of them.

1.1 Motivation

To perform a reliable jam tail warning, in this paper we present a spatiotemporal dif-
ferentiation between two different phases in congested traffic at the upstream front
of the congested pattern: (1) the wide moving jam phase (J) and (2) synchronized
flow phase (S) as introduced in the three-phase theory. With this approach one can
derive a conclusion how dangerous certain parts of the congested pattern really are
and decide whether oncoming vehicles should be warned with a jam tail warning
system. Reconstructing the different traffic phases has been done by Kerner et al.
[6] and recently by Rempe et al. [9, 10].

With this paper, a process to distinguish the different states a jam front can depict
with floating car data is proposed. The evaluation data is gathered from a large fleet
of continuously connected vehicles and is transferred every 2 min as a collection of
timestamped global position system (GPS) data with a short time interval (usually
5 s or 10 s). The data is stored and processed by means of a vehicle backend and is
primarily used to reconstruct the traffic on the road network by the traffic service
provider. Raw map-matched trajectory data is used for the analysis in this paper.

1.2 Outline of This Paper

This paper is structured as follows: The first section gives a background and
overview of the three-phase traffic theory, explaining the phases itself and the
differences. The method to identify the states and phases from the microscopic data
is shown that concludes the process of identifying jam fronts. Finishing with an
example based on measured vehicle probe data and explanation of a jam tail warning
system, an explanation and discussion about the different states of a jam front, and
the conclusions.
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1.3 Three-Phase Traffic Theory

As method to model and explain spatiotemporal traffic patterns the three-phase
traffic theory introduced by Kerner [3–5] is used. This theory splits traffic into
free flow and congested traffic and furthermore segregates the congested traffic
into two distinct phases: synchronized flow and wide moving jam (see Fig. 2). The
abbreviations F, S, and J for free flow, synchronized flow, and wide moving jams are
used, respectively (Fig. 1).

1.3.1 Free Flow

Free flow (F) is the desired phase for every driver. Free flow describes the
characteristics where a driver can freely choose the speed (up to the speed limit on
the road), overtaking is possible, and the empirical data shows a positive correlation
between the flow rate and vehicle density, meaning that for a higher vehicle density
the flow rate increases accordingly up to a certain point.

1.3.2 Synchronized Flow

The empirical characteristics of the synchronized flow have been well examined,
evaluated, and documented [3–5]. The downstream jam front is typically localized
at a bottleneck, e.g., reduction from three lanes to two lanes on a highway and
off/on-ramps, while the upstream jam front moves stream upwards. Drivers cannot
freely choose the desired driving speed but can adjust the speed according to the
surroundings (hence the name synchronized flow). Vehicles accelerate from a lower

Time

Location

Free flow (F) 
High vehicle velocities, e.g. > 50mph 
High traffic flow during the day, e.g. 2000veh/h 

Synchronized flow (S)
Lower vehicle velocities, e.g. < 50mph and > 15mph
Higher traffic flow, e.g. > 600 veh/h and lane 

Wide moving jam (J) 
Very low vehicle velocities, e.g. < 15mph
Lower traffic flow, e.g. < 600 veh/h and lane 

Trajectory

Time

Speed

Fig. 1 Illustration of the three-phase traffic theory and the three different phases with some of its
characteristics. Traffic values for the related phases are examples only
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speed within the synchronized flow to a higher speed passing the bottleneck at
the downstream jam front (S → F state transition). Inside the synchronized flow
a continuous traffic flow with no significant stoppage is expected.

1.3.3 Wide Moving Jam

Contrary to the synchronized flow the wide moving jam usually propagates through
bottlenecks with little to no influence to the characteristics inside of the wide moving
jam. The main difference to the synchronized flow is the moving downstream and
upstream front, which is continuous throughout the lifespan of the wide moving jam
and as stated before does not change due to outside influences like a bottleneck, but
keeps the mean velocity of the downstream front.

2 Identifying Traffic States from Empirical Microscopic Data

In order to identify dangerous jam tails, one relies on extracting the upstream jam
front for any given congested traffic phase (i.e. synchronized flow and wide moving
jams). Particularly the state transitions from F→S, F→J, and S→J that build up
one jam front are relevant. These transitions symbolize the change of states from
free flow to synchronized flow, from free flow to wide moving jams, and from
synchronized flow to wide moving jams. It is a research topic to investigate the
state transitions further in terms of frequency, accuracy, and speed delta. In previous
works from Kerner et al. [6] a method and algorithm has been developed that
identifies the distinctive states of trajectories according to the three-phase traffic
theory. Furthermore, probe density in combination with the algorithm has been
studied by Kerner et al. [6]. In contrast to these earlier studies, the probe data
availability has increased in the meantime to a much higher degree. In our evaluation
data an average vehicle interval of about 24 s (depending on highway and date)
was present: such probe data is much more precise than loop detector data with
1 min intervals. Rempe et al. [9, 10] showed a method to estimate the traffic flow on
highways based on the three-phase traffic theory that shows an improved algorithm
to the GASM by Helbing and Treiber [11]. For this work the method from [6] is
used and adapted to the needs of a jam tail warning system. The algorithm works
based on combining single vehicle trajectories. For each given time and position
tuple in a trajectory the traffic state (F, S, and J) is assigned, ensuring a continuous
knowledge of every phase the trajectory has been driving and the transitions from
one state to another within one trajectory. The assignment is based on a state
machine that applies the underlying characteristics of their respective traffic phases.
For this analysis the method to assign the traffic states to the time and identify the
state transitions from F→S, F→J, and S→J is used (see Refs. [6, 8] for a detailed
explanation).
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3 Microscopic State Transitions

Jam fronts are identified using the phase transitions F→J and S→J, i.e., coming
from a high speed (free flow) or moderately speed (synchronized flow) to a low
speed or even full stop (wide moving jam). Even though the state transitions from
free flow can generally be considered more relevant, both the transitions from free
flow and from synchronized flow to wide moving jam are incorporated. This is
done because the algorithm to identify state transitions encapsulates wide moving
jams in synchronized flow by design. For this paper, a closer look at different state
transitions in an identified jam front is taken. We evaluate the method and algorithm
with floating car data (FCD) that is gathered from a large fleet of connected vehicles.
The vehicles are continuously connected to a backend and send the GPS location
in a 5 or 10 s interval. The backend in return reconstructs the traffic situation and
provides the vehicles with the live-traffic data, respectively.

3.1 Evaluation

The following section is dedicated to evaluating the method and algorithm with
real probe data. The data was collected from a fleet of connected vehicles on the
motorway M4 towards London on April 5th 2016 during evening rush hour. Figure 2
shows the time–space plot of the M4 with the colorized raw trajectory data of the
connected vehicles. The choice of color is based on the speed of the vehicles and is
defined as follows: 0–25 km/h: red, 26–80 km/h: yellow, and >80 km/h: green. As
seen in Fig. 2 the pattern shows characteristics that are typical. At about 16:15 h a
small jam emerged at the bottleneck that evolved to a wide moving jam at about
17:15 h. This wide moving jam propagates through multiple bottlenecks upstream
and induces small regions at those bottlenecks causing additional jams that evolve
to wide moving jams.

Figure 3 illustrates the state transitions that have been identified with the method
described in this paper. Generally one can derive from the plot that upstream jam
fronts can be recognized qualitatively good. Especially both wide moving jams (see
wmj1 and wmj2 in Fig. 3) that run through multiple bottlenecks can be identified
to a sufficient degree. Surrounding regions of synchronized flow that are induced
by these two wide moving jams are identified as such. Looking at the two wide
moving jams one can also see that there are changes in the jam front propagating
upstream. Indeed, taking a closer look at the two wide moving jams (see Fig. 4)
differences in the jam fronts are revealed. Figure 4a shows the first wide moving jam
(wmj1 in Fig. 3), while Fig. 4b shows the second one (wmj2 in Fig. 3). As seen in
Fig. 4a the wide moving jam has two different front states: the first one (1) runs from
17:10 h to 17:25 h with state transitions from free flow to synchronized flow (F→S).
The second front state (2) runs from 17:25 h to 18:00 h, where F→S transitions are
followed by S→J transitions. This hints to a more dangerous second part of the
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Fig. 2 Plot of connected vehicles colored accordingly to the velocity (0–25 km/h: red, 26–
80 km/h: yellow, and >80 km/h: green)

wmj1 wmj2

Fig. 3 Identified state transitions. Illustrated are the upstream state transitions. Marked are the two
wide moving jams
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Fig. 4 Zoomed in cutout from Fig. 3 with (a) wmj1 and (b) wmj2. Illustrated with green (S) and
blue (J) lines are the different jam front states
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jam front. Interestingly the second jam front acts quite differently: while the front
starts out as synchronized, after about 15 min it does switch to a dangerous state
(Fig. 4b Sect. 2). This state runs for no longer than 10 min and switches states to
synchronized again for 15 min. At about 18:30 h the jam front switches to the more
dangerous state. This results in four jam front states in one single front.

4 Conclusions and Outlook

In this paper we present a method of identifying potential dangerous jam fronts
in congested traffic patterns. Furthermore we showed that jam fronts can have
microscopic differences that should make out the dangerousness of the jam front.

The identification is based on the vehicle autonomous state identification, the
identification of the tailbacks, and the assignment of state transitions (F→J and
S→J). The knowledge of the accurate time–space dimension of the jam fronts
(and its propagation) is crucial to a safer and more comfortable automated and
autonomous driving as well as useful as assistant system for traditional vehicles.
The results show a qualitatively high accuracy of identification of wide moving
jams throughout the examined traffic patterns. With this approach and accuracy it is
possible to develop a microscopic jam tail warning system.

It is possible to distinguish the different jam front states in one single jam front.
It is also crucial to know the propagation of the jam front. As seen in the presented
examples jam fronts can show many different jam front state switches and accurately
predicting the spatiotemporal development of such jam front is not trivial. Therefore
it is needed to investigate jam fronts and front switches in more detail.
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detection for automated driving based on Mobile Edge Computing,” funded by the German Federal
Ministry of Economic Affairs and Energy.
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Study of Vehicle-Following Behavior
Under Heterogeneous Traffic Conditions

Narayana Raju, Shriniwas Arkatkar, and Gaurang Joshi

Abstract The research work is attempted in capturing the following behavior of
vehicles under Indian traffic conditions. In this context, two access-controlled mid-
block sections on multi-lane urban roads were selected in studying the driving
behavior. Later with the help of trajectory data from the two study sections,
time-space plots are developed for the vehicles’ movement in the same lane as
well as from adjacent lanes for studying non-lane based movement. Based on
close inspection on time-space plot of vehicles, vehicles pairs which are in the
tentative following conditions are distinguished along with the vehicles in adjacent
lanes, which may affect the tentative leader–follower pairs. From the distinguished
leader–follower pairs, vehicle-following behavior is thoroughly investigated. The
investigation is carried out by identifying relationship (hysteresis plots) between
relative distance versus relative velocity plots among the leader–follower vehicle
for the vehicles in the same as well as in adjacent lane that is nearby position.
Hysteresis phenomenon (representative of vehicle interaction) for vehicles under
following behavior is examined in quantifying the following behavior of vehicles.

1 Background

Since its inception, car-following concept has been used to model the following
behavior of vehicles on different road segments under varying flow conditions to
assess the capacity and level-of-service of road sections along with safety analysis.
Pipes [1] has given his maiden attempt in understanding the following nature and
modelled a linear car-following model which is based on safety distance and speed
of the following vehicle. With the evaluation of general motors (GM) model, series
of models were formulated on the basis that the driver of a following vehicle
responds to the stimuli, caused by the motion of the vehicle ahead of it. Response
implies mainly acceleration of the following vehicle and this quantity is related
to the behavior of that driver. The stimulus could be considered as the relative
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velocity between the following vehicle and vehicle ahead of it. The main drawback
of the model is that, it assumes same reaction time for all types of drivers and,
moreover, followers can even respond to smaller stimulus also. Further Kerner[2–
4] explained physics of traffic break down in driving behavior and come up with
three phases of fundamental diagram. Gipps [5] proposed a two-regime model for
following, which depends on the desired braking and acceleration rates of following
vehicle for maintaining the sufficient safe distance from the leader. Again, safety
distance is given as a function of maximum desired braking rates of both leader
and following vehicles. Similarly, Bando and Hasebe [6] modelled response of the
follower as a function of optimal velocity, which formulate following behavior as
process to maintain optimal velocity that depends on vehicle spacing. Gunnay [7]
analyzed vehicle interactions based on lateral discomfort among the vehicles, which
is considered as a function of frictional clearance among the vehicles. Further, the
author has defined maximum escape velocity for following vehicles and tested his
model for different leader–follower combinations based on the follower’s response
in the field conditions. Again, model is verified with Gipps model considering the
escape velocity as zero and both models were found to produce similar results.
Wiedemann [8] developed a psychophysical following behavior model, which
assumes that driving behavior can be of four regimes such as free flow, approaching,
following, and braking maneuvers. Based on this, thresholds of following have been
specified based on relative distance and relative velocity. From their study, two
car-following models, namely Wiedmann74 and Wiedemann99 were developed, in
which parameters are defined based on the perception thresholds. All these cars-
following models are widely accepted and are used in various studies across the
world. Further, researchers realized the importance of calibration of these well-
developed car-following models based on field data. In this direction, Menneni
[9] has carried out his work in calibrating Wiedemann99 model using micro-level
vehicular trajectories data collected from US-101 and I-80 freeways.

But studying vehicle-following behavior under heterogeneous traffic (prevailing
in Asian countries including India) is a mammoth task, where vehicle movement
is noted as non-lane based along with heterogeneity in traffic. Arkatkar and
Arasan [10] analyzed the effect of gradient on the performance on the vehicles
and quantified its effect on macro-level characteristics of the road section using
simulation technique. Raju et al. [11] modelled the following behavior by means of
trajectory data and evaluated the modelled behavior using simulation. Furthermore,
some researchers have developed new car-following models for heterogeneous
traffic flow conditions considering behavioral difference among the vehicles. From
the literature, it can be inferred that very few studies were attempted at detailed
calibration of vehicle-following models for vehicular movements under heteroge-
neous traffic conditions. Further, no appropriate methodology for identification of
potential leader–follower pairs for the vehicles involved in following phenomenon is
highlighted explicitly. Very few studies (as mentioned above) highlighted the overall
simulation methodology of modelling traffic under heterogeneous conditions, but
could not provide the sufficient logic lying behind the methodology for capturing
vehicle-following parameters. On this basis, the present study had been carried
forward.
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2 Study Sections

For the present work, two access-controlled midblock road sections were selected,
one is on Delhi–Gurgaon road, the video data of which was collected for a duration
of 12 h for determining macroscopic traffic flow characteristics like free speed,
capacity, and jam density of the roadway section. With the help of video-graphic
survey, 20 min of vehicle trajectory data was developed, with the help of traffic data
extractor, IIT Bombay. Second study section on an urban arterial road in Chennai,
India. For this section, 15 min of vehicular trajectory data is taken from the webpage
of Toledo [12]. Due to the absence of macroscopic traffic flow characteristics, data
is not available for Chennai road section. In both the study sections, six vehicle
categories were observed, namely motorized two-wheeler (2w), car, bus, truck, light
commercial vehicle (LCV), and motorized three-wheeler (3w). Similarly, the study
section characteristics including lane width, road type, and details of data used in
the study are also given in Table 1. By means of trajectory data, time-space plots
(longitudinal distance versus time) were developed for the study sections as shown
in Fig. 1. From the trajectory dataset, it can be observed that major proportion of cars

Table 1 Roadway characteristics and details of data considered in the study

Study section Chennai Delhi

Roadway type Urban arterial road Urban multi-lane road

Trap length 250 m 195 m

Width 11.2 m 14 m

Speed limit 60 KMPH 80 KMPH

Duration of trajectory data analysis 15 min 20 min

Duration of macro-level analysis – 12 h

Vehicles tracked for trajectory data 1506 vehicles 2504 vehicles

Fig. 1 Time-space plots of vehicles in the Chennai section from trajectory data
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were observed in the Delhi section, whereas, in the Chennai section, the dominant
vehicular category is motorized two-wheeler.

3 Identification of Following Pairs

Identification of leader–follower vehicular pairs is one of the crucial elements in
studying the following behavior of vehicles under non-lane based heterogeneous
traffic conditions. In case of homogeneous traffic conditions, it is relatively easy to
identify the leader–follower vehicular combination as traffic flow movement is lane
based. But, under heterogeneous traffic conditions, traffic flow is highly complex, as
it is non-lane based and understanding the following behavior under such scenario
is difficult. Even from the available literature, it was found that only few studies
have been attempted in understanding the following behavior of vehicles under
heterogeneous traffic conditions. In this research work, it is attempted to study the
following behavior of vehicles in heterogeneous traffic conditions using vehicular
trajectory data. For that purpose, time-space plots are developed for vehicles on a
given lane taking lane width as 3.5 m. Based on visual inspection of the vehicular
time-space plots (on a given lane) in an exaggerated sense, vehicles which are in
the following condition are identified as assumed leader–follower pairs (vehicles
in same lane) initially. In a similar way, assumed leader and follower pairs are
also identified for individual lanes. From this approach, we can say that leader–
follower pairs are selected based on ideal lane-wise following behavior, considering
certain lateral staggered behavior (say within 1.5 m from the edge of the leading
vehicle) within that lane. But, under heterogeneous traffic conditions, there exists
a significant influence of surrounding vehicles from other lanes too. In order to
consider this phenomenon, the time-space plots of leader–follower on a given lane
are overlaid with time-space plots of vehicles from the adjacent lanes. Based on the
overlapped time-space plots, the vehicle trajectories from adjacent lane, which are
under the influence of the assumed leader–follower pairs (vehicles in same lane) are
identified. In order to check the influence of these kind of vehicles, relative distance
versus relative speed (follower vehicle minus leader vehicle) hysteresis graphs are
plotted for (1) the assumed leader versus vehicle in adjacent lane and (2) vehicle
in adjacent lane with assumed follower. Then, these plots are also compared with
(3) assumed leader vs assumed follower (lane wise). The overall methodological
framework for identifying leader–follower pairs is clearly explained with the help
of a self-explanatory flowchart as shown in Fig. 2a, in different stages.

The process of identifying true leader–follower pairs is explained below with
the help of schematic diagram (example), as shown in Fig. 2b, where position of
vehicles on the road section at four different time frames is visualized for the subject
vehicles (blue-color car, grey-color car, and orange-color bus). Initially, from the
lane-wise time-space plots, it can be found that orange bus is following the blue car.
Based on the framework, it will be assumed that blue car and orange bus are assumed
as leader–follower pairs. But, under heterogeneous traffic conditions, there will be
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an influence of vehicle present in adjacent lanes. In the present scenario, grey vehicle
is adjacent to the assumed leader–follower pairs, which can be identified, when time-
space plots are overlaid. In order to check the interaction among the three vehicles,
relative distance vs relative velocity plots are made, for different vehicles, as shown
in Fig. 2b(iii), and the data curve had been highlighted with opposite legend color
(i.e., if the relative distance vs relative velocity plot is between blue-color car and
orange-color bus, it is plotted with other remaining grey color). From Fig. 2b(iii),
it can be identified that there is a hysteresis phenomenon (characteristic of vehicle-
following interactions) among the blue car and orange bus. Further, this blue car and
orange bus were taken as true leader–follower pairs. This methodology is adopted
for all the vehicles for each of the lanes across entire available road-space (width)
on the two study sections. Using this, the following behavior of vehicles over the
study road sections had been captured. Similarly, the vehicle interactions at a time
frame of 710 s has been highlighted for a better description in connection with the
subject vehicles.

On similar basis, true leader–follower pairs were selected for the two study
sections and the number of pairs considering following vehicle category is reported
in Table 2. From the relative distance vs relative velocity plots, true leader–follower
pairs along with closing and giving-up pairs are identified based on hysteresis
phenomenon among different combination of vehicles. Based on the hysteresis
frame work, following behavior instincts such as lane based following, staggered
following along with closing up and opening up process is investigated in detail.
Further six leader-follower pairs are presented as examples in Fig. 3a. Each plot
represents the variation of relative distance with respect to relative velocity for
identified vehicular pairs. It was found that there exists high intense variation
of relative distance with respect to relative speed in pair-1 and pair-2. It can be
realized that pair-3, pair-4, and pair-6 shows ideal following behavior as hysteresis
is continuous and resembles like concentric circles. Whereas pair-5 represents a
moderate following behavior which provides the evidence of existence of aggressive
follower with respect to leader. All these pairs exhibiting different following
behaviors are considered for further calibration purpose.

Based on the true leader and follower pairs, hysteresis plots developed for a
particular category of following vehicle are further aggregated for both Delhi and
Chennai sections as shown in Fig. 3b, it was identified that the vehicles (mainly two-

Table 2 Observed true
following pairs based on the
following vehicle category

Following vehicle category Chennai Delhi

Motorized two-wheeler 218 48

Car 190 630

Bus 27 5

Truck 5 3

Light commercial vehicle 14 4

Motorized three-wheeler 59 6

Total number of true following pairs 513 pairs 696 pairs
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wheelers and cars) in Delhi section are having high relative velocity than Chennai
section implies the aggressiveness of the Delhi riders.

4 Conclusions

The following are some of the findings from the study, listed as follows:

• From the literature review, most of the studies used NGSIM data for studying the
driving behavior, this research is one of the few studies, where driving behavior
has been studied from micro-level aspect through vehicular trajectory data from
heterogeneous traffic conditions.

• The frame adopted in the study is helpful in capturing the following behavior
of vehicles under non-lane based heterogeneous traffic conditions. Based on
studies of these kinds the vehicular following behavior will be captured in much
deeper insights and helps in coding driving behavior for autonomous/self-driving
vehicles over the road sections under heterogeneous traffic conditions.

• It was observed that even in mixed traffic conditions, there occur significant
leader–follower interactions among the vehicles. Based on the relative distance
and relative velocity plots among the leader–follower, hysteresis plots are
plotted for all the vehicular category combinations of leader–follower. Proper
visualization of these plots and hysteresis phenomenon forms core basis in
identifying the true leader–follower. Further in heterogeneous traffic conditions,
very few studies attempted in understanding the following behavior of vehicles.

• From the hysteresis loops, it was found that there is a variation in driving behavior
among the vehicular category for a given roadway segment. It was also observed
that there is a significant variation in driving behavior for a given vehicular
category combinations of leader–follower pair over different road segments. This
highlights the importance of calibration of vehicle-following models for all the
vehicular categories under given set of roadway and geometric conditions.

5 Summary

The application of trajectory data and hysteresis phenomenon for the identification
of true leader–follower pairs adds novelty to the state of the art in the area of study
of vehicle-following behavior. For modelling roadway geometry in simulation,
basic inputs like volume, composition, etc. can be derived out with ease, as these
can be captured directly from the field. But, driving behavior parameters form
crux of any simulation model, which cannot be directly captured from the field.
Driving behavior can be better analyzed through the effective use of trajectory
data from field and further developing the microscopic simulation models. Also,
there is no benchmark for quantifying the driving behavior in heterogeneous and
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non-lane based traffic conditions, like in India. It becomes significant to carry out
the calibration process for multiple road sections with same roadway conditions
located in different parts of the country. This may further lead to the establishment of
benchmarking of the unique calibration values for a given set of roadway conditions.
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Development of a Decision-Making
Model for Merging Maneuvers: A Game
Theoretical Approach

Kyungwon Kang and Hesham A. Rakha

Abstract The development of advanced vehicle technologies will bring about new
transportation system paradigms. In mixed traffic situations, where both connected
automated vehicles (CAVs) and human drivers are present, it is important to first
have a firm understanding of human driving behavior. Human driving behavior is
complicated and will affect how CAVs need to operate. To come to this understand-
ing, a realistic decision-making modeling framework for lane-changing behavior
in human-driven vehicles is needed. Earlier, Kang and Rakha proposed a decision-
making model for merging maneuvers at freeway on-ramps using a game theoretical
approach (Kang and Rakha, Transp Res Rec J Transp Res Board 2623, 2017).
To consider efficient integration within a microscopic traffic simulation modeling
framework, this paper further develops the previously proposed model. The Next
Generation SIMulation (NGSIM) dataset was used for model evaluation purpose.
Validation results revealed that the developed model shows better predictability
compared to the previous model.

1 Introduction

The development of advanced vehicle technologies such as connected automated
vehicles (CAVs) will bring about new transportation paradigms. To harmonize
CAVs with human drivers in mixed traffic, an understanding of human driving
behavior is essential. In particular, lane-changing behavior should be studied to
ensure the safe inter-operation of CAVs with human operated vehicles. Developing a
realistic lane-changing model can help in the development of driving and decision-
making algorithms for CAVs to address inter-operation factors. Furthermore, the
model should be generalizable for incorporation within CAV systems.
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Various lane-changing models have been developed for traffic simulation soft-
ware to replicate driver decisions at the microscopic level [1, 4, 5, 8]. However, most
lane-changing models, with the exception of game theory models, deal with lane-
changing maneuvers from the point of view of the merging vehicle only. The driver
of a following vehicle in the target lane, however, must make a decision to react
when perceiving a merging vehicle’s intention to change lanes. Therefore, a study
of the decision-making process between interacting drivers in the lane-changing
process is required.

This study uses a game theoretical approach to consider realistic merging
decision-making. Kita modeled on-ramp merging behavior using a discrete choice
model, and the probability of giving way was estimated based on a game theoretical
approach [10, 11]. Liu et al. modeled merging and yielding behavior [12]. The
development of advanced vehicle technologies (e.g., vehicle-to-vehicle [V2V]
communication and autonomous vehicles) has also led recent research efforts to
focus on the interaction between vehicles [9, 13].

The main goal of this study is to further develop Kang and Rakha’s merging
decision-making model in traditional vehicle systems [6]. In this paper, we first
describe the game design, in which the structure of the game is defined by drawing
on previous study and proposing simplified payoff functions. Next, we explain
how the model was calibrated using datasets extracted from the Next Generation
SIMulation (NGSIM) dataset [3]. Finally, model validation is presented before
concluding with summary remarks and recommendations for further research.

2 Development of a Decision-Making Lane-Changing Model
for Merging

2.1 Game Design

In the model structure (see Table 1), the driver of the subject vehicle (DS), which
makes a lane change to merge onto the freeway, and the driver of the lag vehicle
(DL), which is the closest following vehicle in the subject vehicle’s target lane,
are players participating in the game [6]. The DS has three action strategies:
change a lane for merging (s1), wait for the lag vehicle’s overtaking maneuver in
the acceleration lane (s2), or overtake the lead vehicle and use a forward gap to
merge (s3). The DL has two action strategies: yield to allow the subject vehicle’s
lane change maneuver (l1) or block the subject vehicle’s merging maneuver by
decreasing the spacing to the subject vehicle (l2) [6]. Let S = {s1, s2, s3} and
L = {l1, l2} denote the set of pure strategies for the DS and DL, respectively. In
addition, a = (si , lj ) denotes a set of actions (a ∈ S × L) where i and j indicate
the index of action strategies of the DS and DL (i.e., i = 1, 2, 3 and j = 1, 2). Thus,
there are a total of six sets of action strategies in the proposed game.
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Table 1 Structure of the merging decision-making game in normal form [6]

Driver of lag vehicle (DL)

Player and action Yield [l1(q1)]a Block [l2(q2)]

Driver of subject vehicle (DS) Change [s1(p1)]b (P11, Q11)c (P12, Q12)

Wait [s2(p2)] (P21, Q21) (P22, Q22)

Overtake [s3(p3)] (P31, Q31) (P32, Q32)

aqj in parentheses denotes the probability assigned to the DL’s pure strategy lj ;
∑2

j=1 qj = 1
bpi in parentheses denotes the probability assigned to the DS’s pure strategy si ;

∑3
i=1 pi = 1

cP and Q denote the payoff for the driver of the subject and lag vehicle, respectively

Fig. 1 Definition of decision-making game points. (a) Beginning point of an acceleration lane. (b)
Game point produced by overtaking action. (c) Game point produced by waiting action

In the previous study, it was assumed that the DS and DL decide on an individual
action only at the moment when the subject, lead, and lag vehicles are identified [6].
This implies that drivers follow their initial decision until a new game is played with
a new opposing player. Both the beginning point of an acceleration lane (see Fig. 1a)
and additional game points, which are created by overtaking the lead vehicle (see
Fig. 1b) or waiting to be overtaken by the lag vehicle (see Fig. 1c), are considered as
the decision-making game points.

2.2 Payoff Functions in the Merging Decision-Making Game

Payoff functions in game models reveal a players’ outcome (or reward) provided
from a base game at a stage t by choosing a specific action strategy set a. Kang and
Rakha initially used five decision factors for drivers, which necessitated the use of
over 50 parameters [6]. To minimize the number of parameters and avoid correlation
between decision factors, this paper uses simplified payoff functions.
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2.2.1 Simplified Payoff Functions for the DS

In the payoff functions for the DS, a main decision factor is the expected lag and
lead gap based on the anticipated acceleration level of the two vehicles in each set
of action strategies. The forced merging factor is also taken into consideration for
the remaining acceleration lane distance as it affects the DS’s decision-making, as
shown in the third term on the right hand side in Eq. (1). The payoff functions of the
DS denoted by Pij are specified as:

P1j = α1
1j�x

sub,lag

1j (t + �t) + α2
1j�x

lead,sub
1j (t + �t)

+ α3
1j exp(x0/xRD) + εsub

1j ∀ j = 1, 2 (1)

P2j = α1
2j�x

sub,lag

2j (t + �t) + εsub
2j ∀ j = 1, 2 (2)

P3j = α1
3j�x

lead,sub
3j (t + �t) + εsub

3j ∀ j = 1, 2 (3)

where

�x
sub,lag
ij (t + �t): the expected gap between the subject and lag vehicles in the
action strategies set (si, lj ) at time t + �t (in m);

�x
lead,sub
ij (t + �t): the expected gap between the lead and subject vehicles in the
action strategies set (si, lj ) at time t + �t (in m);

x0: a distance threshold for forced lane-changing (= 10 × xj ) (in m);
xRD: a remaining distance in acceleration lane for the subject vehicle (in m);
εsub
ij : an error term to capture the unobserved payoffs; and

α1
11, α

2
11, α

3
11, α

1
12, α

2
12, α

3
12, α

1
21, α

1
22, α

1
31, α

1
32: parameters to be estimated.

2.2.2 Simplified Payoff Functions for the DL

The expected relative speed is used for the DL’s decision factor in this study. It is
assumed that the DL decides an action by comparing the relative speed. The DL’s
payoff functions denoted by Qij are specified as:

Qij = β1
ij�ẋ

sub,lag
ij (t + �t) + ε

lag
ij ∀ i = 1, 2, 3, j = 1, 2 (4)

where

�ẋ
sub,lag
ij (t +�t): the expected relative speed between the subject and lag vehicles
in the action strategies set (si, lj ) at time t + �t (in m/s);

ε
lag
ij : an error term to capture the unobserved payoffs; and

β1
ij : parameters to be estimated.
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3 Model Evaluation

3.1 Data Preparation

The NGSIM data were used for evaluation of the developed merging decision-
making model. This study used vehicle trajectory data on a segment of US Highway
101 (Hollywood Freeway) in Los Angeles, California collected between 7:50 a.m.
and 8:35 a.m. on June 15, 2005 [3].

To extract observations properly from the field data, all moments of the game
were selected in the decision-making period between the beginning point of the
acceleration lane and the lane change execution point. Specific observed cases where
the initial lag gap at stage t0 was greater than twice the jam density spacing (2xj )
were eliminated from the datasets.

3.2 Classification of Driver’s Actions

Reasonable classification of the action strategies chosen by the DS and DL is a
critical issue, as it is directly related to the game model’s results. Following an
approach proposed by Kang and Rakha, for classification of the DS’s actions, one
of the three following gap types were used: (1) forward gap, (2) original (current)
gap, or (3) backward gap [6]. For classification of the DL’s actions, the spacing
between the subject and lag vehicle was used. Only data that showed a continuously
increasing or decreasing of the lag spacing was collected. It was assumed that an
increase in lag spacing occurred as a result of a yielding action and that lag spacing
otherwise decreased by a blocking action. To obtain a larger number of observations,
instantaneous fluctuations in lag spacing below a certain threshold were considered
noise, meaning that that the DL’s action did not change. Consequently, only data
showing a variation below the noise cancellation range (η = ±0.0 m to ±1.0 m)
were collected as observations for the model evaluation.

3.3 Model Evaluation

3.3.1 Model Calibration

In the game model, each player decides on one pure strategy to achieve the goal
of the game. The Nash equilibrium was used in this study to find the best set of
strategies for both drivers. The Nash equilibrium is a solution where neither player
has motivation to change their strategy, as no player can improve their situation
by individually switching to another strategy [9]. This study used the MATLAB
function NPG developed by Chatterjee to solve a two-player finite non-cooperative
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game [2]. Chatterjee’s algorithm provides probabilities of choice of pure action
strategies for each driver (i.e., pi and qj ) based on the expected payoffs (i.e., Pij

and Qij ) in each observation. The parameters are estimated to minimize the system
total deviation of probabilities to choose actual observed actions using the following
function:

min
n∑

k=1

(1 − pak · qak ) (5)

where

k is the index of observations;
n is the number of observations;
ak is the observed action strategies set (sk

i , lkj ) in observation k; and
pak and qak is the probability to choose the observed action in ak for the DS and the

DL, respectively.

The proposed model was calibrated to estimate parameters depending on the
noise cancellation range η (between ±0.0 m and ±1.0 m). A dataset collected
between 7:50 a.m. and 8:20 a.m. was used in model calibration. Table 2 shows the
estimated parameters for the payoff functions of the DS and DL.

The mean absolute error (MAE) was calculated using Eq. (6) as follows:

MAE = 1

n

n∑

k=1

|1 − 1(âk − ak)| (6)

where âk denotes model prediction. Note that 1(âk − ak) is equal to one if âk = ak ,
and is zero otherwise. The model prediction (âk) was determined by probabilities.
Table 3 reveals the calibration results including the MAE of the calibrated models.

3.3.2 Model Validation

The rest of the data collected between 8:20 a.m. and 8:35 a.m. was used for model
validation purposes. Table 3 shows the model evaluation results. The models show
prediction accuracy of 85.53–87.44% for each observation dataset. Since the utilized
data were collected in the crowded freeway, the developed model shows an ability to
represent the merging behaviors in even congested traffic. These results reveal that
the developed model shows greater prediction accuracy than the previous model.
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Table 3 Model evaluation results

Models Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

Noise cancellation ±0.0 ±0.2 ±0.4 ±0.6 ±0.8 ±1.0

range (m), η

Number of observations 383 392 397 403 409 413

Calibration result 0.1595a 0.1420 0.1570 0.1600 0.1620 0.1648

(84.05%)b (85.80%) (84.30%) (84.00%) (83.80%) (83.52%)

Validation result 0.1273 0.1256 0.1422 0.1447 0.1304 0.1429

(87.27%) (87.44%) (85.78%) (85.53%) (86.96%) (85.71%)
aThe value indicates the MAE
bThe number in parentheses indicates the prediction accuracy of the calibrated model

4 Conclusions

An understanding of human driving behavior is necessary for harmonization
between CAVs and human drivers. As lane-changing is one of the most critical
human-driving maneuvers, this study focused on the development of a decision-
making model for merging maneuvers. To update the previously proposed model,
a simplified payoff function was used. The developed model was evaluated, and
was shown to have captured drivers’ merging behaviors with a prediction accuracy
greater than 85%. The developed model was shown to better predict merging
maneuvers than the previous model despite using fewer variables.

Further work is needed to enhance the model by considering a repeated game;
considering different traffic conditions, as defined in the three-phase traffic theory
[7]; considering both mandatory and discretionary lane-changing; and expanded to
consider environments in which vehicles equipped with advanced technologies are
in the mix.
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Macroscopic Fundamental Diagram
Validation for Collision Formation
on Freeway Networks

Claire E. Silverstein, Samer H. Hamdar, Seungmo Kang, and Kitae Jang

Abstract Since the introduction of the macroscopic fundamental diagram (MFD),
much work has been conducted using field data to estimate MFDs. However,
despite some incorporation of collision occurrence into MFD assessment, there have
not been any successful attempts to derive/validate the macroscopic fundamental
diagram for collision formation. The objective of this research is to validate the
MFD for full and partial lane closure due to collision formation. To accomplish
such objective, the authors use microscopic collision and loop detector data from
the Korea Expressway Corporation (KEC) and account for complete and partial lane
closure due to collision in a similar manner to previous research in its incorporation
of mixed traffic; collisions are considered moving bottlenecks in the same way as
buses are in the previous research. Additionally, a principal component analysis is
conducted on the mentioned traffic characteristics as well as lane closure times to
investigate the relationships between MFDs and collision lane closures.

1 Introduction

Due to the typical categorization of traffic by the three essential variables of
flow, speed, and density, the relationships between these variables are important
to understand. When estimated as average values at the link and network levels,
flow, speed, and density become macroscopic characteristics and their relationships
become the macroscopic fundamental diagram (MFD). Much work has been
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conducted using field data to estimate MFDs [4, 11, 12]. However, despite some
incorporation of collision occurrence into MFD assessment [11], there have not been
any successful attempts to derive or validate the macroscopic fundamental diagram
for collision formation. Therefore, the objective of this project is to validate the
MFD for full and partial lane closure due to collision formation.

To accomplish such objective, the authors analyze the fundamental diagram
relationships on both the micro- and macroscopic scales to gain insight into
collision formation. Microscopic collision and loop detector data are from the
Korea Expressway Corporation (KEC) [2]. To account for complete and partial lane
closure due to collisions, the methodology of Xie et al. [12] in their incorporation of
mixed traffic is utilized; collisions are considered moving bottlenecks in the same
way as buses are in the previous research. In addition, principal component analysis
(PCA) is utilized for both full and partial lane closures to identify patterns and
relationships between the various traffic characteristics as well as the lane closure
times for the collisions. Primary contributions of this paper pertain to validating the
MFD for both total and partial lane closures, identifying the impact of changes in
the various traffic characteristics on collision lane closures, and setting up the future
work on potential collision prediction and mitigation.

The rest of the paper is organized as follows: in the next section, a brief overview
of various MFD studies is given. After that, a data description along with the MFD
and PCA methodologies will be presented. Empirical and numerical results from
the total and partial lane closure collision analyses will follow along with comments
on the relationships between the chosen traffic characteristics. Founded on the
presented analyses, conclusions and suggestions for future study will be examined.

2 Background

Understanding the relationships between speed, flow, and density is of critical
importance in the field of traffic flow theory. Specifically, using average values
at the link and network levels allows for these parameters and their relationships
to become the macroscopic fundamental diagram (MFD). If estimated correctly,
knowing this relationship can give insight into predicting future traffic states based
on the various inflow, outflow, accumulation, and production rates. It is of specific
interest to attempt to derive MFDs for collision scenarios due to significant impacts
of such events on safety and congestion. Substantial difficulty of this task comes
from the heterogeneous nature of collisions and the difficulty in predicting their
occurrence.

Daganzo [3] presented research supporting the notion that links of a traffic
network are interdependent and affect one another throughout the whole network.
Specifically, the author showed that under homogeneous traffic conditions, there
is a relationship between accumulation and production as well as a correlation
between inflow rates, outflow rates, and production for a given network. Further
contributions of this work include the implication that future states of traffic can
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be predicted based on known network dynamic characteristics and tested initial
generalized assumptions. While being able to show that a traffic network under
homogeneous conditions exists is significant, realistic traffic is more likely to occur
under heterogeneous conditions resulting from disturbances in homogeneous traffic
conditions. Two main causes of disturbances discussed in the literature include
junctions (with and without traffic signals) and incident occurrence. A more recent
study [12] focused on the estimation of MFDs for mixed traffic on a signalized
arterial using a variety of methods. One method endogenously incorporates temporal
and local reductions in capacity along the arterial to account for buses, making the
introduction of buses being represented by the moving bottleneck theory. Results
show that this method appears to be the preferred estimation technique. While the
microscopic movement of buses is not accurately modeled in any of the presented
methods, this research presented a good base for the assessment of traffic dynamics
of a signalized arterial.

Since this study considers collisions and MFDs, a more extensive background
is presented on incident studies. It was shown that there exist robust relationships
between traffic flow conditions and likelihood of crashes by crash type [6]. Using
traffic flow data measured using single inductive loop detectors, the authors found
that mean volume and median speed along with temporal variations in volume
and speed are the most impactful traffic flow elements on safety. Another study
investigated incident affect on freeways in terms of capacity reduction using videos
of traffic flow around two incidents recorded from a helicopter [10]. Performing
traffic counts at the precise location of an incident allowed for the estimation of
the capacity at the bottleneck per lane and for more accurate truck counts to be
incorporated. While the use of high definition video data appears to be a very
accurate method to obtain traffic data, there is a trade-off for the time it requires
to parse through the videos and the applicability to a real-time application.

Looking further into traffic disturbances caused by incidents requires a better
assessment of the traffic states surrounding such occurrences. A 2011 study exam-
ined real data from Minnesota freeways to determine if well-defined macroscopic
relationships are apparent for freeway networks [5]. Results show that the MFDs
have high scatter and exhibit hysteresis phenomena and have path dependence. The
intrinsic characteristics of the hysteresis phenomena at the network level are shown
to be different from these phenomena at the micro- and mesoscopic levels. This
study also shows the importance of data type and collection as well as the level of
aggregation when estimating MFDs; MFDs should not be automatically anticipated.
In 2015, researchers studied the correlation of crashes and traffic flow [1]. Changes
in speed and density were found to have more impact on safety than changes in
flow. Results from the model provide evidence of the real-time link between traffic
characteristics and safety at the macroscopic level. Another study investigated a
generalized MFD (g-MFD) that relates the network traffic density and the spatial
variation of density [7]. Using average and standard deviation of density, the
authors could estimate clear g-MFDs for networks containing both homogeneous
and non-homogeneous traffic. The authors believe that the resilience of a network
can be evaluated by comparing service levels before and after an incident using
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such indicators as production or mean speed. Extending the investigation into the
resiliency of a traffic network, another study explored the link between mobility and
safety through MFD estimation and structural equation models (SEM) for different
traffic scenarios corresponding to various levels of traffic disruptions [11]. The
authors used microscopic loop detector data and collision data for thousands of km
of South Korean highways. MFDs for subnetworks reinforced results from the full
network that collisions caused the biggest MFD disruptions and lowest maximum
flow rates compared to weather conditions and holiday demand. Areas of needed
research addressed by the authors include the formulation for a generalized MFD
estimation methodology that can accurately account for heterogeneity regardless of
the network characteristics.

As it can be seen in the literature, much research has been conducted on MFD
estimation to account for various heterogeneities in traffic flow. While there are
estimation techniques and safety assessment tools that allow for relatively accurate
modeling, challenges still exist. When analyzing the impacts of collisions on traffic
flow characteristics, a generalized MFD estimation technique could contribute to
a better understanding and prediction capabilities. To accomplish this, the authors
believe that a microscopic perspective is necessary to incorporate the individual
vehicle movement on individual network links leading up to and during a collision
to better estimate traffic flow parameters at the macroscopic level.

3 Data

Microscopic-level collision and loop detector data from the KEC [2] are aggregated
and utilized for this research. Almost 4000 km of high-speed motorways in South
Korea have tolls operated by the KEC [2]. Between the years 2011 and 2013,
the KEC recorded almost 30,000 discrete collisions, with 14,286 of these being
viable for analysis with inclusive information records. More data filtering has been
conducted to identify specific links on which collisions have occurred within the
network. Links were determined by detector locations for both eastbound and
southbound roadways. A total of 7893 links were formed with link lengths no
greater than 4 km. Detector data (speed and volume) was recorded for every 5 min,
leading to 288 time steps per day per link. A linear relationship between speed,
flow, and density is assumed. Seven days’ worth of data (February 4, September
14, September 19, September 29, October 8, November 27, and December 14 of
2013) were used from the KEC dataset to potentially compare the results to that
of the previously mentioned study [11]. Collision data extracted from the KEC
dataset include day, time, and lane closure time (partial and full). After filtering
out incomplete collision records, 8 total lane closure collisions and 50 partial lane
closure collisions were analyzed.
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4 MFD Estimation and PCA Formulation

In addition to the use of the flow, speed, and density values used for analysis at
the link level, MFD estimation is conducted for various subnetworks upstream and
downstream of the collision links. The chosen weighted average method for MFD
estimation is used for calculating average flow and average density for a specific
time. These values are calculated as [4]:

qavg,t =
∑

qi,tLi∑
Li

, (1)

kavg,t =
∑

ki,tLi∑
Li

, (2)

where qavg, t is the weighted average flow, qi is the flow rate of each segment of the
road, Li is the length of each segment of the road, kavg, t is the weighted average
density, and ki is the density of each segment of the road.

From the averaged values, the extended method of cuts is used as outlined in
[12]. This extension is originally used to include various traffic signal timings
and to represent buses as moving obstacles (bottlenecks). In this work, instead
of using buses and signal timings, the authors use collisions and lane closure
times. Additionally, to assess the accuracy of the construction of the MFD for
heterogeneous traffic conditions, the flow vs. density graph at the link level is
compared to the MFD for different subnetworks of the link plus 2, 5, and 10
upstream links are compared. As in [12], capacities are compared for the MFDs of
the subnetworks. However, further practical cuts are made to only look at the free-
flow (positive slope) section of the reconstructed MFDs from the time of collision
through the lane closure time.

Due to the multicollinearity of the variables of interest, PCA is applied to reduce
dimensionality of the correlated and possibly redundant data [8]. The variables
of interest include lane closure (full and partial) time, flow, and density for the
collision link at the time of collision, flow, and density for the collision link 5, 10,
and 15 min before the collision, difference between the flow and density for 5, 10,
and 15 min before the collision. Additional variables include the described collision
link variables for the collision link plus 2, 5, and 10 upstream links (weighted
averaged values). This analysis orthogonally transforms correlated measures into
uncorrelated principal components (PCs). PCs are linear combinations of the
observed metrics that have been optimally weighted. The first PC has the largest
variance and explains the highest percentage of the data variability. Each successive
PC has the next highest variance and preserves orthogonality with the previous PCs.
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5 Results

First, results for the construction of the MFDs for both partial and total lane closure
collisions are presented. Scatter plots of the original data using [4] and then the
reconstruction MFDs using the method of cuts [12] are presented for selected
collisions. These collisions are chosen based on their representation of distinctions
that were empirically observed from the datasets; for both total and partial lane
closure collisions, collisions occurred in the free-flow, transition, or congested
regimes of the fundamental diagram as defined by [9]. Figure 1 columns 1 and 2
show that for total lane closure collisions, compared to the flow vs. density plots
for the collision link, for all three collision regimes, the MFDs show significant
dissipation/reduction in scattering. It is interesting to note that for the transition
and congested regime collisions (rows 2 and 3 of Fig. 1), there is a bigger drop in
capacity (both flow and density) compared to the free-flow regime collision (row
1). This result aligns with previous results [10] regarding capacity reductions due
to incidents. By taking the step further to investigate the traffic flow regime, further
insights can be gained. Contrary to the results from the total lane blocked collisions,
Fig. 1 columns 3 and 4 show differences for partially blocked lane collisions.
Despite similar results in terms of scatter decreases, the capacity reductions are
reversed; the free-flow regime collision (row 1 of Fig. 1) shows a bigger capacity
reduction than the transition and congestion regime collisions (rows 2 and 3 and
Fig. 1). Such results could be due to the different internal dynamics associated
with the different regimes of the fundamental diagram and that the process of lane-
changing to avoid the closed lanes due to a collision impacts free-flow traffic more.

Figure 2 presents the results of the MFD reconstruction for collisions with total
(left column) and partial (right column) lane blockage. It is observed that for the
free-flow collisions (row 1), the collision link has the highest capacity, while the
averaged values of the link plus 5 and 10 upstream links have the lowest capacities.
This supports the previous findings that when collisions occur during the free-flow
regime, there is a higher impact on the upstream network, especially for collisions
with only partial lane blockage. For the collisions occurring during the transition
traffic regime (row 2) it appears that for the reconstructed MFDs, the capacity
increases with inclusion of more upstream links. The congested regime collisions
(row 3) have mixed results with an increase in capacity with 10 and 2 links upstream
for totally and partially blocked lane collisions, respectively. Clearly differences
can be seen for the different traffic regime collisions for both total and partial lane
blockages. This could give insight into changes in MFD values and likelihood of the
formation of the different types of collisions. To explore further into this idea, the
PCA modeling results are discussed next.

Separate total and partial lane blockage collision PCA analysis was conducted
57 dimensions. After standardizing each dataset, eigen-decomposition allowed for
the selection of ten principal components. For the total and partial lane blockage
collisions, the ten PCs describe 99.3% and 96.9% of the explained variance,
respectively. The highest lane closure time correlation occurs for PC6 (0.6609) for
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Fig. 2 Total (left column) and partial (right column) lane closure collision method of cut flow vs.
density and MFDs for the collision link plus 2, 5, and 10 upstream links for collisions occurring in
the free-flow, transition, and congestion regimes

total lane blocked collisions and for PC9 (0.7412) for partial lane blocked collisions.
The highest traffic characteristic weights for PC6 for the total lane blocked collisions
are observed with the 10 min difference in density for the collision link (0.2827), the
5- and 10 min differences in density for 2 links upstream (0.1751 and 0.1721), the
10 min difference in flow for 5 links upstream (−0.2863), and the 10 min difference



Macroscopic Fundamental Diagram Validation for Collision Formation 115

for 10 links upstream (−0.2712). Regarding the partially blocked lane collisions,
the highest traffic characteristic weights for PC9 are observed with the 5- and
10 min differences in density for the collision link (0.2256 and −0.3692), the 10-min
difference in flow for 2 links upstream (−0.1358), the 10- and 15-min differences
in flow for 10 links upstream (0.1396 and −0.2136), and the 10- and 15-min
differences in density for 10 links upstream (0.1376 and −0.1456). It is interesting
to note that for both types of collisions, the PCs associated with the highest lane
closure times do not have significant weights for any of the flow or density values at
the collision link or the averaged upstream links. While there is some overlap in the
significant difference values, the weights and their signs differ. These differences
and unique relationships between closure times and the type of collision can be
used for control/monitoring purposes in identifying potentially dangerous collision-
forming traffic conditions.

6 Conclusions

In this research, collisions with both partially and totally blocked lanes are analyzed
on both a microscopic link flow vs. density scale and the macroscopic subnetwork
of aggregated upstream links MFD scale. The authors constructed the MFDs
for various traffic state regime collisions for the chosen collision types with
subnetworks including 2, 5, and 10 upstream links of the collision link. Results show
that partial lane closure collisions may prevent the moving bottleneck phenomenon
depending on the traffic regime in which the collision occurs. Furthermore, PCA
results help further evaluate the collision MFDs for both temporal and spatial
variations and show that closure times appear to play significant role. Differences
in the flow and density values of the collision link as well as aggregated upstream
links at the 5-, 10-, and 15-min time scales appear to have significant relationships
with closure time for both partial and total lane closure collisions. Such results
could help with collision prediction/mitigation for varying lengths of lane closure
times. Additional research will build on these findings by attempting to derive a
general MFD formulation that can accurately identify/predict the discussed collision
types and possibly be used for real-time traffic management of various subnetworks.
Specifically, the authors wish to target areas where collision-prone links are present.
The authors also want to look at how specific numbers of closed lanes, link/network
size, and bigger datasets affect the achieved results and if thresholds exist for the
presented results to hold true. The MFD, while allowing practitioners to look at
averaged/diluted traffic characteristics for an entire network, does not give a full
picture of the traffic dynamics that take place before, during, and after a collision
occurs.
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Towards a More Stable Traffic Flow
Performance: Applying and Calibrating
the Intelligent Driver Model

Dong Pan, Samer H. Hamder, and Antonio J. Caamaño

Abstract The surrounding conditions (e.g., weather condition) under which a
roadway segment operates may affect its performance, impairing its capacity level
and consequently resulting into the formulation and propagation of congestion. In
this study, we translated the traffic data from continuous count station (CCS, admin-
istrated by Virginia Department of Transportation—VDOT) in Northern Virginia
into fundamental diagrams (FDs). By overlapping such data with weather data
(available on Weather Channel), two travel condition types were defined, namely
normal commute condition and inclement weather condition. The conditional FDs
indicate a significant decrease in capacity under inclement weather condition
compared to normal commute condition. To reveal the underlying factors leading
to such capacity decrease, we obtained the parameters from intelligent driver model
(IDM, as the car-following algorithm) and minimizing overall braking induced by
lane changes (MOBIL, as the lane-changing algorithm), trained with real traffic
data to simulate multilane behavior and weather conditions, adjusted to match the
characteristics in the capacity breakdown situations. It is found that reaction time
will affect the capacity level at a location of roadway and thus the congestion
formulation while the lane-changing will influence the traveling of shock waves
over a length of roadway and thus the congestion propagation.
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1 Introduction

The formulation of roadway congestion depends on the roadway characteristics
(e.g., horizontal and vertical curves, number of lanes, lane width, shoulder width
and median type), vehicular flow compositions (e.g., percentage of heavy trucks
versus passenger cars) as well as the drivers’ behaviors (e.g., reaction time,
politeness, and patience). While the former two exogenous factors have been well
investigated, the role of drivers’ behaviors (the endogenous factor) in congestion
formulation remains largely unexplored. In line with such limitation, this study
developed a multilane car-following simulation program incorporating reaction
time. The simulations enable the analysis of vehicles’ trajectories and the traffic
flow fundamental diagrams and by training the simulations with the real traffic
data under different travel conditions, the underlying human factors (interpreted by
the model parameters in the simulations) that influence congestion formulation and
propagation were investigated.

2 Literature Review

To describe the longitudinal interactions between vehicles on the roadway (i.e., how
individual vehicles efficiently and safely follow their preceding vehicles in a traffic
stream), numerous car-following models were developed during the past decades.
These models can be classified into the following categories: Gazis–Herman–
Rothery (GHR) model and its extensions, safety distance models, desired measures
(or stimulus) models, optimal velocity (OV) model, and cellular automata (CA)
models [1]. The former three categories have been extensively used and examined
and the remainder of this section gives the sample models under these categories.

Gazis et al. proposed the non-linear GHR model in 1961 [2] as shown in Eq. (1),
where vn(t) is the velocity of subject vehicle n at time t , Δvn(t −τ) and Δxn(t −τ)

are the differences in velocity and distance between the subject vehicle and the
preceding vehicle at time t − τ given τ is the reaction time, and α, β, and γ are
the parameters to be calibrated. Though the model is simple and the parameters can
be easily estimated, the high sensitivity to speed difference overestimates drivers’
ability to perceive such difference in nature. Vehicles may also maintain unrealistic
small space headway at high speed level when speed difference is zero.

v̇n(t) = αvn(t)
β Δvn(t − τ)

Δxn(t − τ)γ
(1)

Newell proposed a non-linear safety distance model in 1961 [3] assuming that the
speed of the subject vehicle is a function of the spacing to the preceding vehicle as
shown in Eq. (2), where Vn, λn, and dn are the parameters to be calibrated. However,
the direct dependency on spacing may result in unrealistic high acceleration and
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deceleration upon the sudden change in traffic flow status.

vn(t) = Vn − Vnexp
{
−λnV

−1
n (Δxn(t − τ) − dn)

}
(2)

Gipps proposed the most popular safety distance model in 1981 [4] considering
the driving behavior under two regimes: free-flow regime and car-following regime.
The velocity of a vehicle will be determined by either the free-flow term (the upper)
or car-following term (the lower) whichever is smaller, as shown in Eq. (3), where
parameters Vn, an, and bn are the desired velocity, acceleration, and deceleration of
vehicle n, sn−1 is the effective size of the preceding vehicle, and b̂ is the estimate of
its deceleration. Though the model may take account of both the free-flow regime
and car-following regime, the model parameters are difficult to be estimated given
the discontinuity at their transition.

vn(t + τ) = min

⎧
⎨

⎩
vn(t) + 2.5anτ(1 − vn(t)/Vn)(0.025 + vn(t)/Vn)

1/2

bnτ +
√

b2
nτ

2 − bn

[
2 [xn−1(t) − sn−1 − xn(t)] − vn(t)τ − vn−1(t)2/b̂

]

(3)

Addressing the limitations of the above model (the pure dependency on either
difference in velocity or spacing of the GHR model and the Newell’s model, and
the discontinuity of the Gipps’ model), Treiber et al. proposed the intelligent driver
model (IDM) in 2000 as a desired measures model [5]. Such car-following model
and the coherent lane-changing model, minimizing overall braking induced by
lane changes (MOBIL, proposed by Kesting et al. in 2007) [6], also enable better
association with human factors. Therefore, this study adopted these two models
for simulating multilane vehicular flow. Their introductions are included in the
following Sect. 3.

3 Methodology

To simulate the microscopic traffic flow dynamics, IDM and MOBIL were adopted
in this study to explain the car-following and lane-changing behaviors of vehicles
(as the two main degrees of freedom when simulating vehicular flow on a roadway).
According to IDM (Eqs. (4) and (5), see Table 1 for the definitions of model
variables and parameters), the first-order derivative of vehicle speed (i.e., the
acceleration/deceleration) is a function of two ratios, the ratio of current speed to
desired speed and the ratio of desired headway to current headway. IDM presumes
a collision-free traffic condition that at low speed level, the derivative of vehicle
speed is dominated by the first ratio, that is, the lower the ratio of current speed
to desired speed, the higher the acceleration; at high speed level, the derivative of
vehicle speed is dominated by the second ratio, that is, the higher the ratio of desired
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Table 1 IDM variable and parameter definitions

Variable Definition Variable Definition

va Current speed sa Current space headway

Δva Difference in speed compared to
the preceding vehicle

Parameter Definition Parameter Definition

v0 Desired speed T Safe time headway

a Maximum acceleration b Comfortable deceleration

δ Acceleration exponent s0 Minimum distance

Table 2 MOBIL variable and parameter definitions

Variable Definition Variable Definition

ãc Acceleration of driver’s vehicle
after lane change

ac Acceleration of driver’s vehicle
before lane change

ãn Acceleration of new follower
after lane change

an Acceleration of new follower
before lane change

ão Acceleration of old follower
after lane change

ao Acceleration of old follower
before lane change

Parameter Definition Parameter Definition

p Politeness factor Δath Switching threshold

headway to current headway, the higher the deceleration.

v̇a = a

(
1 −

(
va

v0

)δ

−
(

s∗(va,Δva)

sa

)2
)

(4)

where s∗(va,Δva) = max(0, s0 + vaT + vaΔva

2
√

ab
) (5)

MOBIL is established on the basis of IDM (as it also uses the first-order
derivative of vehicle speed to evaluate and estimate lane change) and it defines
that a lane change is worthwhile when the total improvement of accelerations (or
decelerations in case the derivative of speed is negative) of the local vehicles is
greater than the given threshold (Eq. (6), see Table 2 for the definitions of model
variables and parameters). The local vehicles include the vehicle initiating a lane
change, its following vehicle before the lane change (i.e., the old follower) and its
following vehicle after the lane change (i.e., the new follower).

ãc − ac + p (ãn − an + ão − ao) > Δath (6)

To emphasize the role of drivers in congestion formulation, reaction time, the
time lag between a person’s exposure to a stimulus and his/her action in response to
such stimulus, was also taken into account. In this study, reaction time refers to the
delay of drivers’ acceleration/breaking when facing the changes of the surrounding
traffic flow conditions.



Towards a More Stable Traffic Flow Performance 121

The simulation program was coded and run on MATLAB. To simplify the
program and enhance its efficiency, the vehicle trajectories were estimated based
on a quarter-second time step, that is, vehicle speed is assumed to be linear (i.e., the
derivative of vehicle speed remains unchanged) within each time step.

To train the simulations for better representing the real traffic conditions,
traffic data collected by continuous count stations (CCS, maintained by Virginia
Department of Transportation) in Northern Virginia was mined for calibration
purpose. Such data was further associated with historical weather record (available
on Weather Channel) to be classified into two travel conditions: normal commute
condition (with clear weather) and inclement weather condition (typically, heavy
rain condition).

4 Results

In this study, there was a focus on simulating the uninterrupted flow on two typical
freeway segments in Northern Virginia: 4-lane Interstate 66 segment (I-66) and 10-
lane Interstate 495 segment (I-495). By training the model to minimize the overall
percentage errors in terms of free-flow speed and capacity, the model parameters
of simulating traffic flow in I-66 and I-495 under different weather conditions are
shown in Table 3. Note that in the training exercises, the maximum acceleration,
comfortable deceleration, acceleration exponent, politeness factor, and switching
threshold were not examined and their suggested values were adopted and remained
unchanged, where a = 1.4 m/s2, b = 2.0 m/s2, p = 1, and Δath = 1 [7].

The corresponding fundamental diagrams (FDs) of I-66 and I-495 under different
weather conditions (as a result of the simulations) are presented in Fig. 1. The
FDs here were computed using point method, that is, for a given time interval
of observation, flow is to the total number of vehicles passing through a given
cross section (i.e., the observation point), space mean speed is approximated by the
harmonic mean of the speeds of the passing vehicles, and consequently according
to the fundamental equation of traffic flow, density equals to flow over space mean
speed.

It seems that inclement weather does not directly impact the desired speed,
safe time headway, and minimum distance; on the other hand, it is the increase of
reaction time that leads to the transition of FDs from the clear weather scenario to the

Table 3 Parameter values after training

Parameter Tick I-66 (NC) I-66 (IW) I-495 (NC) I-495 (IW)

v0 5 mi/h 60 mi/h 60 mi/h 65 mi/h 65 mi/h

T 0.5 s 1.0 s 1.0 s 1.0 s 1.0 s

s0 0.5 m 2.0 m 2.0 m 1.0 m 1.0 m

t0 0.25 s 0.75 s 1.0 s 0.75 s 1.0 s

NC normal commute condition, IW inclement weather condition
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Fig. 1 FDs of I-66 and I-495 under different weather conditions. (a) FD of I-66 under clear
weather. (b) FD of I-66 under inclement weather. (c) FD of I-495 under clear weather. (d) FD
of I-495 under inclement weather

inclement weather scenario. Such outcome can be associated with the catastrophe
theory that a small change in certain parameter can lead to a sudden change of the
behavior of the corresponding (non-linear) system [8].

To further understand the influence of lane-changing behavior, the MOBIL
parameters (i.e., politeness factor p and switch threshold Δath) were adjusted while
controlling the IDM parameters. Based on the comparison of the trajectories in
Fig. 2, it is found that when drivers are more selfish in lane-changing (i.e., politeness
factor change from 1 to 0; see the comparison of Fig. 2a and c), the shock waves
travel backward faster and longer; on the other hand, when drivers are more sensitive
in lane-changing (i.e., switch threshold change from 1 to 0; see the comparison of
Fig. 2a and e), there are more local perturbations at the bottleneck.

The trajectories are accompanied with FDs for better illustration. Note that to
allow the understanding of traffic flow dynamics over a section of roadway, the
FDs in Fig. 2 were computed using section method; that is, for a given timestamp,
density is the number of vehicles over the length of the roadway section at the point
of time, space mean speed is the average speed of the vehicles within the section,
and consequently according to the fundamental equation of traffic flow, flow equals
to the multiplication of density and space mean speed. It is obvious that the slopes
between data points in the congestion regime in Fig. 2d are steeper than those in
Fig. 2b, and Fig. 2f has wider span of data points in the congestion regime than in
Fig. 2b, which are in line with the aforementioned findings, respectively.
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Fig. 2 Trajectories and FDs of I-495 with different lane-changing parameters. (a) Trajectory with
p = 1,Δath = 1. (b) FD with p = 1,Δath = 1. (c) Trajectory with p = 0,Δath = 1. (d) FD
with p = 0,Δath = 1. (e) Trajectory with p = 1,Δath = 0. (f) FD with p = 1,Δath = 0

5 Conclusions

In this study, a traffic flow simulation platform was built cooperating IDM (as the
car-following algorithm) and MOBIL (as the lane-changing algorithm) with reaction
time. Traffic data and weather data were mined to train the simulations in order to
reproduce the traffic flow dynamics under different scenarios (i.e., with and without
inclement weather). The model parameters of the simulations help revealing the
underlying factors leading the congestions and the propagation of congestions. It is
found that reaction time will affect the capacity level at a location of roadway and
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thus the congestion formulation while the lane-changing will influence the traveling
of shock waves over a length of roadway and thus the congestion propagation.

For future research, vehicle trajectory data is needed to calibrate the model
parameters regarding lane-changing under different travel conditions; there is also
a need of adjacent detector stations with shorter-time-interval records to further
validate the congestion propagation over a length of roadway segment.
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Numerical Comparison Between Traffic
Flow Models with and Without
Adaptation Behavior

Alma Rosa Méndez, Rosa María Velasco, and Wilson Marques Jr.

Abstract When over-acceleration and adaptation effects are present in traffic
situations which involve a mixture of vehicle classes, microscopic effects translate
in the appearance of interesting traffic patterns, including the synchronized flow
phase. The establishment of this situation has been studied in the literature. The aim
of the present work is to compare numerically two different kinetic based models
for a two-class system of aggressive drivers. Model I considers the adaptation effect
whereas Model II does not allow its presence. As far as a numerical comparison
concerns, it is only in Model I where traffic breakdown appears.

1 Introduction

The macroscopic approach to the study of traffic flow has provided us with several
models to deal with the empirical characteristics shown in real traffic. Those models
are based on different hypotheses which go from the analogies with compressible
fluid mechanics [6], kinetic theory [1, 2, 12] up to discrete descriptions written in
their continuum limit [3, 11] . In this work, we revisit a pair of models for a binary
mixture of aggressive drivers in the highway based on the kinetic theory approach
and work out the numerical comparison between them. Both models consider two
drivers classes and they start with similar hypotheses about the drivers behavior.
However in the first model (Model I), which has been reported in the literature [8, 9]
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it is shown that both, the adaptation and the over-acceleration effects give place to
congested phases. The adaptation is observed when the more numerous class is the
leading one and it is the only one that survives for long time. In contrast, the second
model (Model II) does not have the adaptation terms, meaning that the drivers do
not adapt to the traffic conditions [7]. Consequently the number of vehicles in each
class is preserved.

2 The Macroscopic Traffic Models

The dynamic equations to be compared correspond to two different models which
have been obtained from the Paveri-Fontana kinetic equation. The first model
(Model I) is given in a detailed way in Refs. [8, 10] where it is shown how the
synchronized phase of traffic can be found. The densities evolution equations for
the two-class model read,

∂ρi

∂t
+ ∂ (ρivi)

∂x
= (1 − p)ρρi(v − vi), i = a, b (1)

where ρi, vi are the density and average speed of i−class, respectively, ρ = ρa+ρb

is the total density, v = (ρava + ρbvb) /ρ is the barycentric velocity of the mixture,
and p is the probability of overtaking, which is modeled as (1−p) = ρ/ρ0 for both
classes. The average speed satisfies the following equation:

∂vi

∂t
+ vi

∂vi

∂x
+ 1

ρi

∂ (ρiθi)

∂x
= (ωi − 1)

τi

vi − (1 − p)ρθi, i = a, b (2)

where the speed variance reads

ρiθi = ρiv
2
i

αi

[
1 − 2(αi + 1)

σiαi

∂vi

∂x

]
, i = a, b. (3)

Here αi = τi(1 − p)ρeve/(ωi − 1) is a parameter which depends on the model
characteristics given by the reaction time τi and the aggressivity ωi , and σi is a
collective relaxation time introduced to find an approximate solution for a collective
distribution function. The steady and homogeneous state is denoted by the “e”
subindex.

The numerical solution shown in Refs. [8, 10] corresponds to a simplified model
obtained by an iterative procedure assuming a deviation from the fundamental
diagram v

(0)
i (x, t) = Ve (ρi (x, t)), v̂i = vi − v

(0)
i , so we get

v̂i = − ρv
(0)2
i Γi[

ρeve − 2ρv
(0)
i

]
∂v

(0)
i

∂x
, (4)
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when the average velocities vi are written in terms of the partial densities ρi the
result is a first order model for each class.

On the other hand, the second model (Model II) was introduced in Ref. [7]. The
dynamical equations for the partial densities and average speeds read as

∂ρi

∂t
+ ∂ (ρivi)

∂x
= 0, i = a, b (5)

∂vi

∂t
+ vi

∂vi

∂x
+ 1

ρi

∂ (ρiθi)

∂x
= v∗i − vi

τi

, i = a, b (6)

where we have defined v∗i as follows:

v∗a = ωva − τa(1 − pa)
ρav

2
a

α
,

v∗b = ωvb − τb(1 − pb)
ρbv

2
b

α
− τb(1 − pb)ρa(vb − va)

2. (7)

In order to close the system (5)–(6) the traffic pressure is proposed

ρiθi = ρiv
2
i

α
− μi

∂vi

∂x
, i = a, b, (8)

where μi is a constant. In this model it is assumed that vb > va , which is a very
hard constraint and difficult to achieve and preserve.

3 Comparison of the Models

It should be noticed that both models are constituted by nonlinear EDPs, all of them
coupled through the relevant variables which are considered (ρa, ρb, Va, Vb)

but certainly they have inherent differences that difficult the comparison. The
remarkable difference between those models is contained in the densities Eqs. (1)
and (5). In the first model the density balance contains a source term, see Eq. (1),
which allows the adaptation between classes, no matter that the total density is
conserved. On the other hand, in the second model, the density for each class
satisfies a conservation equation meaning that adaptation is not allowed, see Eq. (5).
The momentum balance equations (2) and (6) have essentially the same structure for
both models, but they are not exactly equal. Should be noted the differences between
those equations in the diffusion coefficient (see Eqs. (3) and (8)) and the asymmetry
of the quantities v∗i in Eq. (7).

The overtaking probability p is usually modeled as (1 − p) = ρeff where
ρeff = ρ/ρmax and, as stated in [4] for the slow class-a, ρeff = ρa/ρmax while for
the fast class-b, ρeff = ρ/ρmax . In consequence, in Model I we suppose that ρeff is
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proportional to the total density for both classes while in Model II we use the partial
density for the slow class a and the total density for the fast class b. Additionally,
should be noted the differences between Eqs. (3) and (8), in Eq. (8) the diffusion
coefficient depends on the partial density while in Eq. (3) this coefficient depends
on (ρi, vi).

4 Numerical Results and Concluding Remarks

The onset of congestion is numerically observed in very special conditions. In Ref.
[8] the authors find that over-acceleration is important in order to traffic breakdown
appears [5]. Model I is a binary-class model where drivers can change their class, so
the question is whether this mechanism is necessary for traffic breakdown happens.
The numerical solution of Model I is obtained from the first order model obtained
through (1–2) and (4) in Ref. [8]. The out of phase initial partial densities are shown
in Fig. 1 (left), and the model parameters used for this simulation are shown in
Table 1. The presence of synchronized traffic is shown in Fig. 1 (right) where the
initial state is amplified and a fixed cluster appears around km 11.
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Fig. 1 The initial state for Model I (left) and the cluster fixed at km 11 (right)

Table 1 The set of
parameters used in Model I
and Model II where
ρ0 = 140 veh/km,
v0 = 120 km/h, and τ = 30 s

Parameters Model I Model II

τa τ 10 τ

τb τ τ

ωa – 1.02

ωb – 1.02

αa 120 125

αb 100 125

σa 0.0001τ –

σb 0.0005τ –

μa – v0

μb – 5v0

ρe 0.2ρ0 0.4ρ0
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Fig. 4 The barycentric velocity and total flux as functions of time around km 7 (Model II)

On the other hand, Model II in Eqs. (5)–(6) was solved using a Lax–Wendroff
scheme considering the initial condition shown in Fig. 2. Note that the initial
state in Fig. 2 is slightly different from that in Fig. 1 (left) because Model II
is a second order model, the initial state is out of phase also. The initial state
(ρa (x, 0) , ρb (x, 0) , va (x, 0) , vb (x, 0)) is perturbed. One can elect the values
va (x, 0) and vb (x, 0) accordingly with the equilibrium state imposed by Eq. (7),
in such a case Model II is strongly restricted by this fact and by the relation
va < vb. A number of parameters and initial states were variated searching for traffic
breakdown. The numerical results shown in Fig. 3 correspond with the parameters
in Table 1, in that case we observe the initial perturbation amplifies and travels
downstream, after approximately 50 min a fixed structure appears around km 9 (see
Fig. 3). In Fig. 4 we show the temporal evolution of the barycentric velocity and the
total flow, we could not observe traffic breakdown in any position before the fixed
structure appears.



130 A. R. Méndez et al.

The combination of over-acceleration and adaptation to traffic situation in Model
I starts the development of synchronized traffic. Model II was probed with several
sets of parameters and initial conditions and the results seem to be the same always,
we have not been able to observe the emergence of the synchronized phase. In fact,
the initial perturbation amplifies and a cluster appears traveling downstream, after
a while there appears a localized structure around km 9 but traffic breakdown is
not observed in this case (see Fig. 4). The characteristics of this pattern corresponds
with free flow, so we may conclude that both adaptation and over-acceleration are
necessary conditions to produce traffic breakdown.

Acknowledgement The authors acknowledge support from CONACyT through grant number
CB2015/251273.

References

1. Bellomo, N., Delitala, M.: On the mathematical theory of vehicular traffic flow. I. Fluid
dynamic and kinetic modelling. Math. Models Methods App. Sci. 12(12), 1801–1843 (2002)

2. Bellomo, N., Marasco, A., Romano, A.: From the modelling of driver’s behavior to hydro-
dynamic models and problems of traffic flow. Nonlinear Anal. Real World Appl. 3, 339–363
(2002)

3. Berg, P., Mason, A., Woods, A.: Continuum approach to car-following models. Phys. Rev. E
61(2), 1056–1066 (2000)

4. Hoogendoorn, S., Bovy, P.: Modeling multiple user-class traffic. Transp. Res. Rec. J. Transp.
Res. Board 1644, 57–69 (1998)

5. Kerner, B.S., Klenov, L.: Phase transitions in traffic flow on multilane roads. Phys. Rev. E 80,
056101 (2009)

6. Kerner, B.S., Konhauser, P.: Cluster effect in initially homogeneous traffic flow. Phys. Rev. E
48(4), R2335–R2338 (1993)

7. Marques, J.W., Velasco, R.M., Méndez, A.R.: A multi-class vehicular flow model for aggres-
sive drivers. In: Knoop, V.L., Daamen, W. (eds.) Traffic and Granular Flow’15, pp. 475–482.
Springer, Berlin (2016). https://doi.org/10.1007/978-3-319-33482-060

8. Méndez, A.R., Velasco, R.M.: Kerner’s free-synchronized phase transition in a macroscopic
traffic flow model with two classes of drivers. J. Phys. A Math. Theor. 46, 462001 (2013).
https://doi.org/10.1088/1751-8113/46/4/462001

9. Méndez, A.R., Velasco, R.M.: The stability analysis of a macroscopic traffic flow model with
two-classes of drivers. In: Chraibi, M. et al. (ed.) Traffic and Granular Flow’13, pp. 525–531.
Springer, Berlin (2015). https://doi.org/10.1007/978-3-10629-858

10. Méndez, A.R., Velasco, R.M.: The onset of traffic phases in highways: a two vehicle-class
macroscopic model. Int. J. Pure Appl. Math. 112(3), 531–556 (2017). https://doi.org/10.12732/
ijpam.v112i3.7

11. van Wageningen-Kessels, F., van Lint, H., Vuik, K., Hoogendoorn, S.: Genealogy of traffic
flow models. EURO J. Transp. Logist. 4(4), 445–473 (2015)

12. Velasco, R.M., Marques Jr., W.: Navier-Stokes-like equations for traffic flow. Phys. Rev. E 72,
046102 (2005). https://doi.org/10.1103/PhysRevE.72.046102

https://doi.org/10.1007/978-3-319-33482-0 60
https://doi.org/10.1088/1751-8113/46/4/462001
https://doi.org/10.1007/978-3-10629-8 58
https://doi.org/10.12732/ijpam.v112i3.7
https://doi.org/10.12732/ijpam.v112i3.7
https://doi.org/10.1103/PhysRevE.72.046102


A Game-Theoretic Approach
for Minimizing Delays in Autonomous
Intersections

Robert P. Adkins, David M. Mount, and Alice A. Zhang

Abstract Traffic management systems of the near future will be able to exploit
communication between vehicles and autonomous traffic control systems to signifi-
cantly improve the utilization of road networks. In this work, a novel game-theoretic
model for the traffic management of vehicles in intersections is introduced. A
core concept from game theory that captures the important interplay between
independent decision making and centralized control is the notion of a correlated
equilibrium. We characterize the correlated equilibria under this model, yielding
interesting connections to maximum-weight independent sets in graphs and maxi-
mal matchings in bipartite outerplanar graphs. We develop efficient algorithms for
computing optimal correlated equilibria and demonstrate through simulations the
effectiveness of our algorithms for improving traffic throughput.

1 Introduction

In this paper, we describe a model for intersection management using game-
theoretic principles. The core of our model rests on the idea of a correlated
equilibrium (CE). Here, the actions of agents are entrusted to an external entity,
whose decisions—which may be probabilistic—satisfy the property that it is not in
the interest of any agent to unilaterally deviate from the recommendations of this
entity. In the context of traffic, drivers entrust their decisions to the traffic signals. It
therefore makes intuitive sense that an intelligent traffic manager should use a CE as
the basis for deciding how to best direct traffic. Other game-theoretic metrics exist,
but are not used in this paper (see the work of Blum et al. [3]).
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Our model incorporates a vehicle-to-infrastructure (V2I) communication proto-
col (see [9] for more on V2I technology). We assume a V2I system that allows (a)
vehicles to communicate their intended paths (e.g., turn left, go straight, turn right)
and request permission; and (b) the infrastructure to perform computations and send
permission approval. The Autonomous Intersection Management (AIM) project has
demonstrated how an intersection management system can be designed in the case
of fully autonomous vehicles [5]. We compare our algorithms for connected vehicles
against AIM’s reservation-based algorithm for autonomous vehicles in Sect. 6. The
AIM group as well as Talebpour et al. show the advantages of game theory in
modeling driver incentives and defining metrics for analysis (see [4] and [11]). Even
so, Carlino et al. create a surrogate incentive (a currency used by vehicles) to support
their game-theoretic model, whereas our approach models driver incentives directly
through a function of delay the driver has suffered. The work by Papadimitriou and
Roughgarden in designing time-efficient algorithms for computing CE in games that
yield space-efficient representations served as early theoretical reassurance that CE
as a solution concept could be a computationally viable choice [8].

2 Definitions

The full version of the paper gives more complete definitions [1] (or see, e.g.,
[7] for further information). The Nash equilibrium is the traditional standard for
analyzing the choices of rational players in game theory. A generalization of the
Nash equilibrium, which more accurately reflects situations where a centralized
controller (in our case, the traffic system) can recommend strategy choices, is the
correlated equilibrium. This is defined to be a probability distribution characterized
by the random vector X = (X1, . . . , Xn) describing the strategy choice of each
player such that for every player i and for every pair of strategy choices si, s

′
i ∈ Si ,

∑

s−i∈S−i

(
ui(s−i , si) − ui(s−i , s

′
i )
)

Pr [X = (s−i , si)] ≥ 0,

where s−i is s ∈ S1×· · ·×Sn without si and ui is player i’s utility. That is, no player
can increase its expected utility by unilaterally deviating from X’s value. In contrast
to the Nash equilibrium, which requires exponential time to compute in the worst
case, a CE can be computed in polynomial time [8]. Given a global utility function
u, a CE maximizing u in expectation is called an optimal correlated equilibrium.

A useful concept for expressing games succinctly is a graphical game. Each
player’s utility depends only upon a subset of the other players, and these depen-
dencies are represented as a graph in which an edge (u, v) exists when the utilities
of players u and v depend upon each other. This property, which will hold for our
formulations, reduces the complexity of a game’s description, and hence decreases
the time needed to compute CE. A treatment of CE in graphical games is given
in [6].
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3 Overview of Our Traffic Model

Each vehicle has an intended path through a single intersection. If two paths
intersect, these vehicles should avoid entering the intersection at the same time (see
Fig. 1a). We model each path as a node in a conflict graph, where two intersecting
paths are connected by an edge (see Fig. 1b).

The paths serve as convenient surrogates for representing the vehicles’ incen-
tives. Therefore, the paths are the players in the game for this model. At any time, a
path can either be “on” or “off,” corresponding to whether vehicles traveling along
the path are permitted through the intersection. It is the job of a system called the
intersection manager to decide from one time interval to the next which paths are
to be switched on and which are switched off. With an appropriate discretization of
time, the intersection manager can alter its recommendation at periodic intervals.

Given paths p1, . . . , pn through an intersection, each path has the strategy set
{0, 1}, where 0 corresponds to “off” (or “stop”) and 1 to “on” (or “proceed”). Hence,
the strategy space for this model is simply {0, 1}n. Let δ(pi) be a positive number
representing the sum of delays for vehicles traveling along pi . Define pi’s utility
ui : {0, 1}n → R as

ui(s) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if si = 0

δ(pi) if si = 1 and no other “on” path intersects pi

−f (pi) otherwise,

where s is a strategy profile as in Sect. 2 and f is some appropriate positively
valued function. A collision is an undesirable event, justifying the negative utility for
crossing paths. (Traffic management systems like AIM [5] may allow vehicles with
intersecting trajectories to enter the intersection at the same time, but it assumes
complete control of vehicle motions, thus preventing collisions from occurring.)
With the intention to provide a balance between fairness and delay minimization, it
seems natural to have the intersection manager calculate an optimal CE with respect
to the global utility u = ∑

i ui then sample from this distribution for permitting
vehicles through the intersection.

Fig. 1 (a) Configuration of
paths and (b) conflict graph

(a) (b)
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4 Correlated Equilibria in Independent Set Games

An independent set in a graph is any subset of vertices that share no edge in
common. Given the goal of avoiding collisions, it is natural that the strategies
suggested by an intersection manager should correspond to independent sets in the
conflict graph. Based on this principle, we introduce the concept of an independent
set game. The possible profile vectors s = (s1, . . . , sn) ∈ {0, 1}n are in one-to-
one correspondence with subsets of vertices of the conflict graph G, where vertex
i is included in the subset if and only if si = 1. We can assert s ∈ IS(G),
where IS(G) denotes the collection of independent sets in G. We will denote
vertex i’s neighborhood as Ni = {j | (i, j) is an edge in G}. Finally, we will
write Ni(s) = ∑

j∈Ni
sj to mean the sum of vertex i’s neighbors in s. Note that

Ni(s) = 0 ⇔ ∀j∈Ni
sj = 0 and Ni(s) > 0 ⇔ ∃j∈Ni

sj = 1. Vertex i’s utility can
therefore be expressed as

ui(s) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if si = 0

ai if si = 1 and Ni(s) = 0

−bi if si = 1 and Ni(s) >,

where ai, bi > 0.
We consider two types of independent set games. The first type, a finite indepen-

dent set game, applies when bi < ∞. The second type, an infinite independent set
game, is the limiting case bi → ∞ as an extension of the finite case. Formally, given
any positive sequence bi(n) for n ≥ 1 such that limn→∞ bi(n) = ∞, we require
that there exists an N such that the CE constraints hold for all bi(n) where n ≥ N .
For the traffic application, this is a natural condition where a collision between two
vehicles is assigned an infinitely high cost.

We first consider the finite case. By the definition of a CE we have the following.

Lemma 1 A random vector X is a correlated equilibrium of a finite independent
set game if and only if X satisfies

Pr [Xi = 1, Ni(X) = 0] ≥ bi

ai

· Pr [Xi = 1, Ni(X) > 0]

Pr [Xi = 0, Ni(X) = 0] ≤ bi

ai

· Pr [Xi = 0, Ni(X) > 0].

(Due to space limitations, the proof of this and other results have been omitted
from this version of the paper. They appear in the full version of the paper.)

Given that bi denotes the penalty incurred by allowing the possibility of a
collision, it is natural to ask whether there is some sufficiently large finite value
of bi that guarantees that X only evaluates to independent sets? Does an answer
to this question require non-trivial restrictions on G? The answer is, surprisingly,
contrary. (Again, the proof appears in the full version.)
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Theorem 1 If a finite independent set game with graph G has at least one edge,
then there exists a correlated equilibrium X for which Pr [X = s] > 0 for some
s /∈ IS(G).

We now consider the infinite case. Our analysis of this case will make use of
a property of collections of independent sets. A collection of independent sets
{V1, . . . , Vn} is said to be mutually maximal if, for all Vi and vertices v, it holds
that v /∈ Vi implies there is some Vj such that Vj ∪{v} is not independent. Note that
{V1} is mutually maximal if and only if V1 is a maximal independent set.

Given this concept, we can characterize the distributions that are CE.

Theorem 2 A random vector X is a correlated equilibrium of an infinite indepen-
dent set game if and only if X evaluates to mutually maximal independent sets in
the game graph.

After exploring the nature of equilibria in independent set games, one may
wonder how the optimal CE behaves. We will set the global utility function as
u = ∑i ui and weight each vertex i in the graph by ai . The ensuing result is quite
interesting and holds for both finite and infinite independent set games.

Theorem 3 A random vector X is an optimal correlated equilibrium of an indepen-
dent set game with respect to the global utility u =∑i ui if and only if X evaluates
to maximum-weight independent sets in the weighted game graph.

5 Independent Sets and Non-crossing Matchings

In this section we consider how to compute maximum-weight independent sets in
the conflict graph. In general, computing maximum independent sets is known to be
hard, even to approximate (see, e.g., [2]). But here, n is practically bounded by the
size of intersections, and we can exploit special properties of these graphs to obtain
efficient solutions. We present two algorithms. The first is a simple and efficient
greedy heuristic, which does not necessarily generate an optimal solution. The
second, which is based on dynamic programming, guarantees an optimal solution,
but it has higher computational complexity.

A single intersection is given, which is modeled as a central resource that
is surrounded by a circular collection of lanes, radiating outwards from the
intersection. Each lane is directed either into the intersection (in-lane) or out from
the intersection (out-lane). For example, in Fig. 2a, the lanes with odd indices are
in-lanes and the lanes with even indices are out-lanes. A graph G is given, each of
whose edges represents a path along which vehicles wish to travel. Its nodes are
the lanes and each edge p consists of one in-lane and one out-lane (see Fig. 2b).
A matching M is a subset of edges of G, such that each node of G is an endpoint
of at most one edge of M . A matching is non-crossing if the path associated with
the edges of the matching do not conflict with each other (see Fig. 2c). The weight
of a matching is u(M). Given G and the δ values for its paths, it is easy to see
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Fig. 2 An intersection and a non-crossing matching

Algorithm 1: Greedy heuristic for a maximum-weight independent set

1 Greedy(P [n])
2 M ← ∅;
3 P ′ ← sort P by delay;
4 foreach (p ∈ P ′) do
5 if doesNotCross(p,M) then
6 M ← M ∪ {p};

that an independent set of maximum weight in the conflict graph is equivalent to a
non-crossing matching M that maximizes u(M) in the intersection graph.

We first present a simple greedy heuristic to determine which paths to admit (see
Algorithm 1). Let P be the set of all paths through the intersection (of the form (i, j)

as in Fig. 2). Recall that for each path p ∈ P , δ(p) denotes the summed delays of
vehicles traveling along p. A simple greedy heuristic is to sort P in the decreasing
order of δ(p), and include a path p in the non-crossing matching if it does not cross
any previously selected path.

We next present a more sophisticated dynamic-programming algorithm. While
our dynamic-programming algorithm is slower than the greedy heuristic, it is
guaranteed to compute an independent set of maximum weight. The intersection is
modeled as a graph whose vertices correspond to the entry–exit points of the lanes,
and edges correspond to paths. Define Gi,j to be the induced subgraph consisting
of the vertices from i to j in clockwise order about the intersection. Define W [i, j ]
to be the weight of the maximum non-crossing matching on this subgraph. The
dynamic-programming presented in Algorithm 2 computes W [i, j ] by considering
all possible ways of connecting i to another vertex k in the [i, j ] interval, and then
recursively solving the two subproblems, from [i + 1, k − 1] and [k + 1, j ].
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Algorithm 2: DP algorithm for a maximum-weight non-crossing matching

1 ComputeWeight(δ[n, n])
2 for (d ← 1 to n − 1) do // length of the vertex interval
3 for (i ← 0 to n − d − 1) do // first vertex of the interval
4 j ← i + d; // last vertex of the interval
5 wt ← W [i + 1, j ];
6 G′ ← induced(G, i, j); // induced subgraph on [i, j ]
7 foreach (k adjacent to i in G′) do // try path (i, k)

8 curr ← δ[i, k] + W [i + 1, k − 1] + W [k + 1, j ];
9 wt ← max(wt, curr);

10 W [i, j ] ← wt ;

6 Experimental Results

We wrote an intersection simulator that implements the greedy and DP algorithms
from the previous section, and we compare the queueing behavior in our system
versus other systems. Define QT,L as the number of vehicles with zero velocity
in lane L after simulator time step T . Then, let QT = maxL QT,L. We define the
average max queue length as Q̄T = (1/T )

∑
t≤T Qt .

Figure 3 shows the effect of traffic flow on Q̄100,000 corresponding to 33 min of
simulated physical time. Note that the Q̄100,000 values approach an asymptote due
to the lane capacity in the simulations. We confirm the common knowledge that stop
signs are more effective than traffic lights for low traffic flows, but traffic lights are
more effective for higher traffic flows. However, our greedy algorithm outperforms
both of these systems, and is able to handle much higher traffic flows without filling
the lane capacities. While the AIM reservation-based protocol from UT Austin [5]
can handle higher traffic flows, our system supports the weaker assumption of
connected vehicles as opposed to the fully autonomous vehicles of AIM. Finally,
the optimal CE minimizes delay while simultaneously ensuring a certain degree of
fairness. Smith and Gali [10] support the notion that it is often desirable to constrain
delay minimization in traffic networks by some notion of fairness.
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7 Conclusion

We showed that our game-theoretic traffic model based on delay and safety reduces
to an independent set game. Theorems 1 and 2 show that if one wants to prohibit
the possibility that vehicles could accept an accident with small probability, then
the model needs to assign an infinite cost to an accident. Theorem 3 shows that
regardless of the choice of cost, a coordinating agent can select a maximum-weight
independent set and guarantee an optimal CE. Our experimental simulations show
that our approach for connected vehicles allows more throughput than standard
control mechanisms yet less throughput than AIM’s reservation-based protocol for
fully autonomous vehicles. Therefore, our approach provides practical improvement
over current methods while vehicles on the road are not yet fully autonomous.
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Empirical Evaluation of Crowds Using
Automated Methods

Muhammad Baqui, Michelle Isenhour, and Rainald Löhner

Abstract This work presents a novel framework for automated monitoring of high
density crowds from closed circuit television (CCTV) image data. The framework
obtains pedestrian velocities from particle image velocimetry (PIV) technique and
densities from a boosted ferns machine learning model. A pinhole camera based
perspective correction scheme is employed to convert the 2D pixel coordinates into
3D metric coordinates. The framework is trained with and tested against real-world
event data from the Hajj.

1 Introduction

Video and image data have played a major role in revealing the dynamics and
movement of crowds. There has been a variety of works done with video image data
that contribute in exploring various aspects of pedestrian dynamics. Schadschneider
et al. [13] used video data from experiments to describe the dynamics of pedestrian
crowd behavior. Damien [3] used it to optimize parameters for the SimPed
simulation tool. Hoogendoorn et al. [8] also used video data to obtain pedestrian
flow properties. Although there have been numerous studies of pedestrian movement
in controlled settings, the number of studies in high density crowds is quite limited.
Individual safety is the prime reason: as the pedestrian density increases and a crowd
forms, individual safety becomes a major concern. An alternative to experiments
with high density crowds could be studying video data of large crowd events
such as the Hajj, the World Youth Day, or the Chinese New Year celebration. An
automated approach for extracting flow properties (pedestrian speed, density) from
video could provide valuable insights into high density crowds. In this context,
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the current work proposes an automated framework to extract flow properties of
high density crowds. The framework obtains crowd velocities from a PIV technique
and densities from a boosted ferns machine learning model on crowd images. Once
the pedestrian flow properties are obtained, a pinhole based perspective correction
scheme is incorporated to convert the image data into real-world metric coordinates.

The paper is organized in the following manner, Sect. 2 demonstrates how the
methods for extracting flow properties were applied to empirical data from the Hajj
and Sect. 3 provides the results from a temporal study of the event.

2 Empirical Evaluation of the Hajj

This section will outline the pedestrian velocity and density extraction techniques
and demonstrate how those techniques were tested using high-resolution images of
the Hajj. Two types of image datasets from the Hajj were studied. A set of 50 time-
lapse photos (5760× 3840 pixels) captured at 3 fps and a 6 min video (1920× 1080
pixels) captured at 25 fps. These images were obtained from surveillance cameras
mounted inside the Grand Mosque. The video data was converted into 150 time-
lapse photos for processing.

2.1 Velocity Extraction

Particle image velocimetry [1, 11] or PIV technique is widely used to obtain
instantaneous velocity measurements of fluid flows. We adapted the PIV algorithm
to evaluate velocities from successive images of a high density moving crowd. To
use the technique, we divided each image into equally spaced blocks, commonly
referred to as spot sizes. For our high-resolution test images (5760 × 3840 pixels),
an interrogation spot size of 150 × 150 pixels was used, which is approximately
equivalent to the width of one person in the image. For each block, the PIV technique
obtains pixel displacements by performing cross correlation from one block on
an image frame to the next. Given relative displacements and frame frequency,
pedestrian instantaneous velocities are computed. More information on our adaption
of the PIV extraction technique can be found in [2].

An example image from the Hajj and the corresponding PIV extracted velocity
vectors are shown in Fig. 1. It can be seen that the vectors accurately denote the
circular nature of the flow of the pedestrians. To have a clearer look at the motion
pattern, two magnified views with velocity vectors are shown in Fig. 1. More results
on velocities obtained from the adapted PIV technique can be found in [2].
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Fig. 1 Input image and vectors of first dataset. Magnified views accurately show the direction of
crowd movement

2.2 Density Extraction

In order to obtain crowd density from the Hajj images, we needed a method to
automatically count the number of individuals occupying each unit area of the
image. We obtained this count using a set of training images, a histogram of oriented
gradients (HOG) feature extraction algorithm [4] provided by Dollar [6], and a
boosted ferns regression machine learning model (see Algorithm 1). The machine
learning model was trained with manually annotated counts (ground truths).

The HOG technique obtains localized occurrences of image gradients for a given
image frame. An example image block from the Hajj and the corresponding HOG
descriptor is shown in Fig. 2.

The pedestrian counts for each of the training images were manually anno-
tated and their corresponding ground truth locations were provided in the form
(x1, y1), (x2, y2), . . . , (xn, yn) where n is the number of training images (100 in this
case). The goal of Algorithm 1 is to formulate an approximate function F : x → y

that minimizes dissimilarity between the ground truth and the model prediction
via a step-wise loss function. A squared loss function is considered in the form

Algorithm 1: Boosted regression
Input: training set (xi ,yi

n
i=1, a differentiable loss function L(y,F(x)), number of iteration M.

Algorithm:
1. Initialize the model with training data.
2. compute F0
F0= argmin

∑n
i=1 L(yi ,w)

3. For m=1 to M:
(a) Compute residual
rim = ∂L(yi ,F )

∂F
, i=1, . . . .,n.

(b) Fit decision tree hm to residual, i.e., train it with the training set (xi , rim)ni=1
(c) Compute weights wm by solving the following line search problem
wm = arg minw

∑n
i=1 L(yi , Fm−1 + w hm)

(d) update the model
Fm= Fm−1 + wmhm

4. Output FM
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Fig. 2 Input image (a) and corresponding HOG histogram plot (b). HOG features are used to train
the machine learning model
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Fig. 3 Ground truth pedestrian counts per block with prediction error as error bars

of (y′ − y)2, where y′ is the model prediction and y is the corresponding ground
truth (known values). More details on the boosted regression algorithm can be found
in [7].

Each individual input image (5760×3840 pixels) was divided into 100 individual
subimages (blocks) of 576 × 384 pixels. In Fig. 3, the individual block numbers are
presented along the x axis. These blocks are numbered sequentially from top left to
the bottom right of the test image. The circular dots represent blockwise head counts
from the machine learning model. The error bars, on the other hand, represent the
difference between the machine learning and ground truth count. As one can see,
in some blocks the model overestimates and in some it underestimates the head
counts. However, the cumulative count from all these blocks is found to be close to
the ground truth.

The crowd density of a particular block is obtained by dividing the count
(obtained from regression model) by the area of the block. In order to compute
the area, the four corners of the blocks are first converted to the metric (world)
coordinates following the method outlined in the next Sect. 2.3.
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Table 1 Comparison of actual location vs projected location

World x World y World z Projected x Projected y Projected z Error

(m) (m) (m) (m) (m) (m) (person width)

1.77 15.35 0.0 2.54 14.65 0.0008 2.08

−1.84 15.40 0.0 −0.183 15.39 0.0008 2.02

5.85 −6.52 0.0 4.09 −6.31 0.0008 3.54

−4.27 5.52 0.0 −4.87 5.18 0.0008 1.37

2.3 Perspective Correction

Both pedestrian densities and velocities need to be transformed to metric coordi-
nates. Since the images have known landmarks, we were able to use these locations
as reference points to approximate the intrinsic and extrinsic camera parameters
and therefore convert all of the pixel coordinates to real-world coordinates. A more
detailed description of the projective geometry and pinhole camera model used to
correct the perspective can be found in [2].

In Table 1 the accuracy of the perspective correction process can be seen for
four landmark points visible in the Hajj images. The error is defined as the ratio
of difference of projection and actual points to the width of a person. The width of
a person is taken from [12]. The error column indicates the number of people that
can be accommodated in the difference of the projected and actual points. It can be
seen that the maximum amount of error incorporated during the projection is 3.54.
Which means the actual location of pedestrian may be off by a maximum of 4 body
width.

3 Temporal Study of the Hajj

The turbulent and ever changing nature of high density pedestrian traffic has been
reported in a number of studies done before [5, 9]. In this section, the temporal
evolution of high density crowds is explored with the tools outlined in this paper.

Density: Fig. 4 shows two crowd density plots created using the machine learning
model on two of the high-resolution images taken 4 s apart. One can see the areas
where density changes are substantial between t = 0 s and t = 4 s. The two plots
depict the highly evolving nature of crowd turbulence and the need for efficient
tools capable of instantaneously monitoring crowd density.

Vorticity and Streamlines: Turbulence has been reported repeatedly for high
density crowds [9, 10]. Vorticity and streamlines are two very common metrics that
can be used to report instantaneous properties of the flow [turbulence]. Vorticity
values represent the amount of spinning motion experienced in a local flow.
Streamlines, on the other hand, are a collection of curves that are instantaneously
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Fig. 4 Dynamic nature of crowd density (a) density at t = 0 s, (b) density at t = 4 s. Areas of high
density change is rapid within 4 s

Fig. 5 Change in vorticity and streamlines at (a) low density crowd, (b) high density crowd.
Streamlines appear unsteady at high density. More areas with higher amount of vorticity is visible

tangent to the direction of the flow. Streamlines can instantaneously capture the
unsteady nature of the flow.

In Fig. 5 the crowd velocity streamlines superimposed on the vorticities can be
seen for both low and high crowd densities of the same image. In the low density
situation the flow experiences less unsteadiness so only few unstable areas are seen.
The high density image has more areas of higher vorticity and the streamlines appear
to vacillate fairly significantly.

The temporal change of streamlines of high density flows is captured in the plots
shown in Fig. 6. The snapshots are taken at evenly spaced intervals (100 s). A closer
look of the streamlines at t = 0 s and t = 253 s reveals a chaotic transformation of the
streamlines along the temporal dimension. The vorticity and streamlines plots in
this way can provide supplemental flow information at any given time.
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Fig. 6 Dynamic nature of high density crowd captured through vorticity–streamlines plot: (a)
t = 0 s, (b) t = 80 s, (c) t = 180 s, (d) t = 250 s. Unsteady and erratic streamlines are often seen with
crowds of high density

Additionally, the vorticity and streamline plots may be useful when the CCTV
image resolution is poor (i.e., not in 5760 × 3840 level) and areas for which no
training data is available to train the regression based machine learning model.

4 Conclusions

A framework was presented to automatically extract crowd fundamental properties
from image data. For velocity, the PIV technique was used; for density, a machine
learning model was constructed with boosted ferns regression. A pinhole camera
based projective transformation was applied to convert the results from pixel to real-
world coordinates. Accuracy of the individual components of the model was tested
against empirical data from the Hajj. The results conform to the earlier studies of
similar type crowd events.
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Micro and Macro Pedestrian Dynamics
in Counterflow: The Impact of Social
Groups

Luca Crociani, Andrea Gorrini, Claudio Feliciani, Giuseppe Vizzari,
Katsuhiro Nishinari, and Stefania Bandini

Abstract Although it is widely recognised that the presence of groups influ-
ences microscopic and aggregated pedestrian dynamics, a precise characterisation
of the phenomenon still calls for evidences and insights. The present paper
describes micro- and macro-level original analyses on data characterising pedestrian
behaviour in the presence of counterflows and grouping, in particular dyads,
acquired through controlled experiments. Results suggest that the presence of dyads
and their tendency to walk in a line-abreast formation influences the formation of
lanes and, in turn, aggregated observables, such as overall specific flow.

1 Introduction

Research on pedestrian dynamics has systematically analysed the influence of group
behaviour only in the last years (see, e.g., [2, 8, 10]): although observations and
experiments agree on some aggregated and microscopic effects of the presence
of groups (e.g. group members walk slower than individuals), there is still need
for additional insights, for instance, on the spatial patterns assumed by groups
in their movement and in general on the interaction among different factors
influencing overall pedestrian dynamics (e.g. do obstacles still make egress from
a room smoother in the presence of groups?). Models incorporating mechanisms
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reproducing the cohesion of group members, in fact, are just partially able to
reproduce overall phenomena related to the presence of groups in the simulated
population of pedestrians (see, e.g., [1] in which groups preserve their cohesion and
they move slower than individuals) and they would benefit from additional insights
on how members manage their movements balancing (for instance) goal orientation,
tendency to stay close to other members, opportunities offered by the presence of
lanes.

In this framework, the present work discusses results of experiments carried out
to investigate the potentially combined impact of counterflow situations [13] and
grouping [11]. Experiment 1 [5] tested the impact of four different configurations
of counterflow in a corridor setting (from uni-directional to fully balanced bi-
directional flow). Experiment 2 [7] replicated the same procedures and about half
of participants were paired to compose dyads (the simplest and most frequent type
of group), asking them to walk close to their companion. In the following, both the
experimental procedures and the achieved results will be presented in detail.

2 Description of Experiments

The two experiments have been performed on June 13, 2015 at the Research Center
for Advanced Science and Technology of the University of Tokyo (Tokyo, Japan).
Experiments have been executed in a corridor-like setting composed as in Fig. 1.
The central area of 10 × 3 m2 was recorded for the tracking of participants and
it was surrounded by two start areas of 12 × 3 m2 and two buffer zones of 2
m length that allowed participants to reach a stable speed at the measurement
area. Participants were asked to wear coloured caps so that trajectories could be
automatically recorded with the software PeTrack[3].

Each experiment was composed of four procedures, to which 54 male students
participated. To achieve a more consistent dataset, every procedure was iterated four
times. The aim of the whole investigation has been to test the following hypotheses:
(Hp1) the increase of flow ratio negatively impacts the speed of pedestrians; (Hp2)

Fig. 1 A screenshot from the video of the experiments and a schematic representation of the
setting
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Fig. 2 Experiments and procedure tested in this investigation

the cohesion of dyad members affects their speed; (Hp3) the cohesion of dyads leads
to a lower pedestrian flow at a macroscopic level.

With flow ratio we denote the rate between the minor flow and the total flow in
bi-directional scenarios. Flow ratio was managed as independent variable among
four experimental procedures, as graphically exemplified in Fig. 2.

At the beginning of each iteration and according to the tested flow ratio, pedes-
trians were placed in the marked positions of the start areas. Figure 2 exemplifies
the arrangement in all experimental procedures. In case of Exp. 2, roughly 44% of
the participants (24 out of the 54 total) was configured as dyads. These were formed
by coupling two random members and asking them to possibly walk close to the
other companion during the iteration. As shown in Fig. 2, dyads could be initially
disposed either in line abreast or river-like pattern, except in Proc. 2 where only
the latter was possible for dyads belonging to the minor flow. In the other cases the
choice was purely random.

3 Data Analysis

Individual data analysis on each of the two experiments has been already described
in [5] and [7]. As expected, both facing a counterflow and being part of a group
were found to influence the walking speed of pedestrians. In addition, there is a
difference between the behaviour found in balanced and un-balanced configurations
of counterflow in terms of lanes’ formation and amount of lateral motion required to
avoid conflicts with participants from the opposite direction [5, 6]. In this paper we
will compare the results of the two experiments, with the aim of verifying whether
their spatial patterns and different speeds affect the dynamics at a more macroscopic
level.
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3.1 Microscopic Analysis on Dyads

A comparison of speeds among dyads and individuals in Exp. 2 shows that dyads
are slower in procedures characterised by a counterflow situation. In the presence
of a uni-directional flow essentially exempt from collisions (Proc. 1), on the other
hand, the difference is rather small (see Fig. 3a). This suggests that the bi-directional
flow affects more the spatial pattern of the dyad members that more frequently
switch from the desired line-abreast pattern to a river-like one. Moreover, it is also
observed that group members have perceived a sensibly higher density during the
procedures with counterflow: Fig. 3b shows the distributions of local densities for
all procedures of Exp. 2, calculated using the Voronoi method [9] (density values
used here are instantaneous and collected from the time the first participant enters
the measurement area to the time the last one leaves it). While average density is
almost equal in Proc. 1, the difference becomes already noticeable in the second
one. Later on we will show that this is due to the fact that dyad members tend to
walk close to each other compared to the other individual pedestrians that instead
take more frequently the opportunities offered by unoccupied gaps in front of them.

A first analysis on the distributions of relative positions of dyads, with respect
to their centroid, has shown a decrease of distance between them with the increase
of counterflow conditions [7]. Moreover, it is observed that conflicts arising from
the bi-directional flow frequently lead dyad members to assume a river-like pattern,
which is barely visible in the first procedure. As with the analysis on speed and
local density distribution, no significant difference arises between Proc. 3 and 4 of
the second experiment. The relation between density, speed and relative positions is
shown in Fig. 4a, b. While a dependency between density and angular arrangement

Fig. 3 Distribution of pedestrian speeds (a) and local densities (b) among procedures of Exp. 2.
Black dots indicate the mean, red lines the median and the box size defines the standard deviation
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Fig. 4 (a, b) Relative position of dyads according to their centroid. Positions are rotated so that
the movement direction is up. Colours indicate the information of local density (a) or instantaneous
speed (b). (c, d) Relations between density, distance and speed of dyads

(i.e. spatial pattern) of dyads was not found to be significant, it is apparent how
points of high densities are mostly close to the centre (the few outliers are probably
due to a transient stretched river-like pattern) and they describe a pattern with an
elliptical shape, whose long side is associated with the walking direction. The same
regularity is also visible with the data about the speed: points associated with higher
speeds are located in the outer part of the dataset, while close to the centre speeds
are lower, about 0.6 m/s.
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The elliptical appearance of diagrams in Fig. 4a, b is not surprising and it reflects
the physics of pedestrian movement already considered with former works on the
modelling side (e.g. [4]). According to these data, it is possible to define a distance
metric that applies distortion on the y-axis and helps to analyse the relation between
density, speed and elliptical distance:

f (x, y) =
√

x2 +
(y

2

)2

The outcome of this analysis is shown in Fig. 4c, d. It is fair to state that
the defined elliptical distance between dyad members acts as a mediator between
the fundamental characteristics of the dynamics (more logically the local density
leads group members to walk closer and not vice versa). On the other hand, this
analysis suggests that there is a positive effect of the density on the cohesion of
dyad members that consequently affects their instantaneous speed. However, the
relation between walking speed and elliptical distance is less clear and points in
Fig. 4d appear to be in a rather large area which is difficult to describe using a linear
function. Considering these observations, we can say that models of dyads should
be able to reproduce a growing trend between elliptical distance and speed.

An additional analysis carried out on microscopic data about the instantaneous
position of pedestrians is focused on evaluating the position of the other nearby
pedestrians: this kind of analysis, shown in Fig. 5, highlights a different kind of
behaviour between members of dyads and individuals with regard to the lane
formation phenomenon. We focus in particular on Proc. 4 since it is the most
interesting one in terms of macroscopic results. It must be said that lane formation
is a rather fuzzy concept and several methods are proposed in the literature as
attempt for its quantification: [5], for example, analyse the rotation of the pedestrian

Fig. 5 Distribution of relative positions of neighbour pedestrians, according to the position of each
individual (a) or dyad member (b)
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directions to achieve a numerical value describing the stability of lanes. We also
do not try to provide a definition of lane, but the data describing the proxemic
behaviour of individuals and dyads, respectively, shown in Fig. 5a, b, show that,
on the one hand, there is a clear following behaviour for the individuals, where the
most frequent position of neighbouring pedestrians is in a spot about 1 m ahead.
On the other hand, members of dyads mostly try to keep a line-abreast pattern: the
most frequent positions for neighbours are in fact on the side instead that ahead the
considered pedestrian. In other words, lanes composed of dyad members tended to
be wider and this led to a less efficient utilisation of the space available on average.

3.2 Effects of Dyads at a Macroscopic Scale

Previous results highlighted the effects of density and counterflow situations on the
behaviour of dyads at a very detailed scale whereas we present here the aggregated
effect of these microscopic observations on the overall pedestrian flow at different
levels of density.

The presence of groups in Proc. 1 did not bring to significant differences,
since only a simple free-flow situation emerged from it. In counterflow situations,
instead, differences become apparent and the most interesting result is represented
by the scenario with a perfectly balanced counterflow, whose data are reported in
Fig. 6. The diagram shows very little difference at low densities, but starting from
0.5 peds/m2 the specific pedestrian flow observed in the experiment with dyads
grows at a slower rate, compared to Exp. 1. The range of observed densities does
not reach a critical density for any of the experiments, but the trend of the diagrams
supports the conjecture that the situation of Exp. 2 would lead to a lower maximum
flow.

Fig. 6 Comparison of fundamental diagrams in the form density–speed (left) and density–flow
(right) of Exp. 1 and 2—Proc. 4
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4 Conclusions and Future Works

The paper has presented original results of analyses of pedestrian dynamics achieved
through an experimental observation aimed at characterising the influence of dyads,
both at micro and macroscopic level. Micro-level results underline that different
counterflow situations affect local density, and that groups walk slower compared to
singletons, depending also on their spatial patterns at variable density situations. The
introduction of dyads in the pedestrian demand leads to a higher level of measurable
density in analogous initial conditions and a more chaotic macro-level dynamics
characterised by fragmented lanes, inducing a lower observed specific flow.

Future works are aimed, on the one hand, to transfer the achieved results to the
modelling activities in the presence of groups (preliminary results are discussed
in another paper in this volume [12]), but additional observations and experiments
would be needed to further investigate whether previously observed aggregated
phenomena are still observed in the presence of groups.
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Pedestrian Flow Through Complex
Infrastructure, Experiments,
and Mass-Transport Processes

Pavel Hrabák, Marek Bukáček, Peter M. Kielar, and André Borrmann

Abstract Simple mass-transport model is used to describe the phenomenon of
decreasing bottleneck flow during egress of pedestrians through complex infras-
tructure. The considered mass-transport model combines the macroscopic hydro-
dynamics approach with concept of queuing processes (thus belongs to the class
of hand-calculation models). The realization of such process can be described
by means of temporal evolution of the flow through individual bottlenecks and
number of pedestrians in front of given bottleneck. These two state variables are
used to compare the model prediction with experimental data from two original
experiments. The commonly used approach of constant width-related bottleneck
capacity cannot capture the observed decrease of flow caused by the loss of
motivation while the room is getting empty. Therefore, the dynamical part of the
bottleneck capacity derived from the slope of the temporal evolution of the crowd
size has been introduced, in order to capture the phenomenon.

1 Introduction

Main goal of the pedestrian and fire safety engineering is to estimate the evacuation
time, i.e., how long it takes before all people in the premises manage to leave it, a
review of the concepts how to estimate the evacuation time, see, e.g., in [2]. One of
the simplest ways how to calculate the evacuation time is to use the hydrodynamic
approach and look at the crowd as it is a fluid. Such macroscopic methods are often
referred to as “hand-calculation” methods since they are not based on simulations.
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For the applicability of such methods in evacuation time prediction we refer the
reader to [5] or [6] and the references therein.

The hydrodynamics can be reduced to simple mass-transport model on the graph
with vertices representing rooms (or rather exits) and edges representing possible
routes between the vertices. Mass-transport process is based on the rules (usually
probabilistic) of the transportation of part of the mass from one node to another.
Theoretical description is summarized in [7, Chapter Three] and the references
therein.

In order to use the hand-calculation method for evacuation time prediction, it is
necessary to assign crucial parameters to individual elements of the network: the
maximal flow intensity through the bottleneck, flow density relation (fundamental
diagram) in the corridor, initial distribution of pedestrians, and others. A lot of
experimental studies and their evaluation have been performed in order to capture
such aspects, for review, see e.g., [6–8]. The study presented here leans mainly on
the observation that the pedestrian flow through the bottleneck depends mainly on
the bottleneck width, and hence rather smoothly due to the zipper effect. Since the
experimental layout did not contain any corridor movement, the flow reduction due
to the increasing density (the fundamental diagram) has not been considered.

In [8] the author suggested that the dependence of flow J on the bottleneck width
w is linear and hence

J = 1.9 · w . (1)

The used mass-transport model, in more detail presented already in [4], is partially
based on this assumption; however, we found out that the average flow through
the bottlenecks was significantly lower in the second experiment than the first one
(which was quite in agreement with Eq. (1)). Therefore, the characteristic flow C

through the bottleneck was determined by means of the average flow through the
bottleneck. Nevertheless, to exclude other external influence, it is reasonable to
measure the characteristic flow in a steady state, determined by the levelling of
crucial quantities as density, velocity, and flow [3].

It has been observed, see, e.g., [1], that the actual flow through the bottleneck is
not given by the characteristic flow C only, but is influenced by the clogging size in
front of the bottleneck as well. More precisely, while the crowd size is increasing,
the flow is greater than C (maybe because more aggressive pedestrians are pushing
forward), and while the crowd size is decreasing, especially in the last phase of the
egress, the flow is lower than C (maybe because the loss of motivation or the less
aggressive nature of the crowd). In such a case it is necessary to measure the actual
flow in more smooth way than just counting pedestrians per time unit. The study on
how to smoother the flow is presented in [9].
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2 Experiments

Two original experiments, denoted as E5 and E6, were conducted at the Faculty of
Nuclear Sciences and Physical Engineering of the Czech Technical University in
Prague, namely in the lecture room T-201 and adjacent hallway. The pedestrian
crowd consisting of second year students was rather homogeneous; however,
differences in motivation to leave the premisses were observed.

The layout of the experiment is schematically depicted in Fig. 1. At the beginning
of each trial, students were gathered in four groups at four staircases in the lecture
room (level 3). After the given signal, students started to leave the lecture room. The
pedestrian streams merged in front of the two exits (level 2). Both exits lead to one
common vestibule with one main exit (level 1), through which the premises was left.

The experiments were recorded by several synchronized cameras, the main focus
was given to the precise determination of the passing times through all seven
involved exits denoted as v1, v2, . . . , v7, see Fig. 1. Here we note that the exits v1-
v4 were associated with the last step of the staircase and there was no bottleneck in
front of them. Furthermore, the flow through these “leaves” of the tree was partially
controlled by the experimenters (slowed down or speeded up) and differed trial after
trial. The used hand-calculation model was then considered in the data-driven sense,
i.e., the measured flow through the leaves was input to the estimation, for details
see [4].

The number of pedestrians in front of the bottleneck and flow through given
bottleneck were the main measured quantities used for analysis. It is worth noting
that the experiments were not equivalent, slight differences were present. In exper-
iment E5, pedestrians were already standing on the staircases during the initiation,
contrarily in experiment E6, pedestrians were gathered under the staircases and had
to climb the stairs up. This was reflected in the average flow and free-flow velocity
of the pedestrians. For details see overview in Table 1.

v7

v5 v6

v1 v2 v3 v4

level 1

level 2

level 3

Fig. 1 Schematic illustration of the experimental layout. Students were leaving the lecture room
via a tree-like structure of consecutive bottlenecks. The experiment was recorded by four cameras
placed above the exits v5 to v7
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Table 1 Experiment details

Date #part. #trials T̄evac V̄0 J̄7 Note

E5: 07.03.16 54 ped 8 trials 43.2 s 1.7 m/s 1.45 ped/s On staircases

E6: 20.12.16 53 ped 4 trials 49.7 s 1.4 m/s 1.25 ped/s Below staircases

#part stands for number of participants, #trials for number of trials, T̄evac for average evacuation
time, V̄0 for average free-flow velocity, J̄7 for average characteristic outflow through the main exit

3 Estimation Method

The mass-transport process used to describe observed phenomena was developed
under three main assumptions fulfilled by the experiment:

1. The capacity of individual rooms is never reached, i.e., the outflow from one
room is not affected by the state in the consecutive room.

2. None part of the layout could be considered as narrow corridor, i.e., the flow
intensity drop due to high density is not observed.

3. Pedestrians build a compact clogging in front of the exit.

Such assumptions enable to build a simple deterministic mass-transport process
based on explicit/forward difference equations (the state in time t is calculated from
the state in time t − 1). The process is defined on the graph consisting in nodes
V = {v1, . . . , v7} representing exits and edges E = {e15, e25, e36, e46, e57, e67, }
representing paths from one exit to another. The observable quantities are the actual
flow Ji(t) through the exit vi and number of pedestrians mi(t) in the clogging in
front of exit vi . The model consists in coupled difference equations

Ji(t) = min(mi(t), J
c
i ) , (2)

mi(t + 1) = mi(t) − Ji(t) +
∑

{j |eji∈E}
Jj (t − tj i) , (3)

where J c
i is the capacity of the bottleneck, i.e., maximal possible flow through the

exit vi , depending mainly on the bottleneck width and shape; tj i is the estimated
time of a pedestrian to walk from exit vj to the clogging in front of the exit vi .
The basic time step used in the difference equation was chosen as one second;
however, the method can be used equivalently for arbitrary time interval: the longer
the interval is, the smoother flow is observed; the shorter the interval is, the more
sensitive is the prediction to fluctuations.

As the term capacity suggests, the maximal flow J c
i has been considered constant

in time accordingly to [4], i.e.,

J c
i ≡ Ci . (4)



Pedestrian Flow Through Complex Infrastructure 163

Table 2 Calibrated values for vertices V

Exit w [m] 1.9 · w [ped/s] E5 Ci [ped/s] E6 Ci [ped/s]

v5 0.70 1.33 1.40 1.20

v6 0.70 1.33 1.40 1.20

v7 0.75 1.43 1.45 1.25

Table 3 Calibrated values
for edges E

Edge l [m] E5 tj i [s] E6 tj i [s]

e15 3.3 2 2

e25 1.7 1 1

e36 1.7 1 1

e46 3.3 2 2

e57 5.7 3 4

e67 4.1 2 3

As will be shown further, this assumption was not fulfilled by the experiment and
dependence on other conditions is to be introduced. Furthermore, the experiments
have shown that the capacity J c

i cannot be considered as the geometric property of
the bottleneck only (suggested by (1)), but reflects the crowd properties/motivation
as well. Therefore, the values of Ci have been calibrated based on the average flow
through given bottleneck over the time the bottleneck was saturated, i.e., there was
a clogging of significant size in front of the bottleneck to maintain steady flow.
The calibrated values used for prediction are given in Table 2. The value expected
according to [6] is given for comparison as well.

Here we note that due to the list of assumptions given above the value of tj i can
be considered as fixed and the outflow from vj as independent from the state of the
target exit vi . The value of tj i has been estimated as

tj i = dist(vj , vi)/V0 , (5)

where the distance dist is the length of the shortest path between exits and V0 is the
expected desired free-flow velocity of pedestrians estimated from the data. As can be
seen in Table 1, the average velocity has differed significantly among experiments,
probably due to the different initial conditions (climbing up the staircase or not).
The calibrated values of tj i are given in Table 3. The value of tj i has been rounded
to the closer integer in order to fit to the difference equations without necessity of
interpolation.

The comparison of the estimation model and the experiment was performed in
the “data-driven” sense, i.e., the flow through the leaves v1, . . . , v4 (level 1) was
considered to be known (e.g. measured by kinects as suggested in [4]) and the
measured flow served as the input to the mass-transport model. In order to do
so, the input flow needs to be discretized, i.e., the mass of pedestrian flowing per
each second to be expressed. Counting the number of passing pedestrian during
each second is highly imprecise and “jumpy”. Therefore we used an interpolation
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approach for the flow estimation. More precisely, the cumulative flow function
CFF has been defined as linear interpolation of the pairs (time of passing, number
of pedestrians passed through given bottleneck). Then the flow Ji(t) is given as
Ji(t) = CFF(t) − CFF(t − 1). Such approach gives smoother flow and better
sensitivity of the estimator to initial flow fluctuations.

It is worth noting that the values Ci and tj i have been rather tuned to fit the
experimental data. Of course, it would be beneficial to calibrate the estimation
model to be applicable even in the case that only the geometric layout of the
premisses is available, i.e., without the measurement of the characteristic flow and
desired velocity. Such auto-calibration concept based on other information from the
flow through the leaves may be subject to further investigation.

4 Observations

The goal of the estimation tool was to predict the observable quantities flow and
occupancy at the main exit v7. In Fig. 2 the time evolution of measured and predicted
flow and occupancy is plotted. From the graph it can be observed that the overall
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Fig. 2 Comparison of the actual flow (upper row) and actual occupancy (lower row) of the main
exit v7. The measured data (red crosses) compared with the constant flow prediction (blue squares)
and the modified flow prediction (black circles)



Pedestrian Flow Through Complex Infrastructure 165

flow and evacuation time are in a good agreement for both experiments. However,
the estimation tool is not able to capture the increased flow at the beginning of the
evacuation and the decreasing flow at the end of the evacuation.

That motivated us to introduce the dependence of J c
i on the gradient of the mass

mi(t), since it is observed that during the emptying of the room the motivation of
pedestrians to leave is decreasing and therefore even the flow is decreasing. The
suggested dependence is

J c
i (t) = Ci + dmi(t)

dt
/mi(t) . (6)

The idea behind this equation is as follows. While the size of the clogging
is increasing, pedestrians are more motivated to leave the room (or alternatively,
more motivated pedestrians reach the door room faster than the less motivated) and
therefore the flow through the door is higher. Contrarily, while the clogging size is
decreasing and the room is getting empty, the pedestrians are less motivated to leave
the room (or alternatively, more motivated pedestrians already left the room and less
motivated pedestrians are leaving) and therefore the flow is lower. The slow-to-start
effect plays an important role as well. Further, the flow through the bottleneck is
less affected when the clogging size is high since the propagation of the information
about the increasing or decreasing number of pedestrians is dampened by the crowd.

The constant Ci can be then characterized as the steady-state flow through given
bottleneck. In the case of mentioned experiments, the steady-state like behaviour
can be observed at the time between the increase and decrease of pedestrian mass
mi(t). In the case of this study, the values of Ci for both approaches (4) and (6) can
be chosen identical, since the estimation techniques give similar values of Ci .

The results are plotted in Fig. 2. The lower graph represents the number of
pedestrians in the room, i.e., waiting in the clogging plus walking towards the
clogging. The reason is that the actual size of the clogging cannot be derived exactly
from the experiment records.

5 Summary and Conclusions

Main goal of this study was to describe some bottleneck flow phenomena using
a simple “hand-calculation” method for evacuation time estimation. Contrarily
to common approach, not only the evacuation time was examined, but even the
temporal evolution of observable quantities as actual flow and number of pedestrians
in the clogging in front of given bottleneck.

A simple mass-transport model based on difference equations has been used as
the estimation tool. It has been shown that the estimated quantities are in quite good
agreement with the experimentally measured data; however, some aspects cannot be
captured by the classical concept of constant capacity of the bottleneck.
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The presented experiments as well as earlier works evince significant decrease
of the bottleneck flow at the end of the evacuation when the space in front of the
bottleneck is getting empty. This phenomenon can be explained by the loss of
motivation of the evacuees. On the other hand, the performed experiments have
shown that the flow at the beginning of the experiment is higher that the steady-
state flow causes probably by the fact that the more motivated pedestrians reach the
bottleneck earlier than the less motivated.

To capture such phenomenon, the dependency of the capacity on the gradient
of the clogging size has been introduced as given by Eq. (6). The comparison of
the measured and predicted quantities given in Fig. 2 shows that such modification
makes the estimation more accurate with respect to the temporal evolution of the
quantities preserving the evacuation time and overall flow.
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Mining the Social Media Data
for a Bottom-Up Evaluation
of Walkability

Christian Berzi, Andrea Gorrini, and Giuseppe Vizzari

Abstract Urbanization represents a huge opportunity for computer applications
enabling cities to be managed more efficiently while, at the same time, improving
the life quality of their citizens. One of the potential applications of this kind of
systems is a bottom-up evaluation of the level of walkability of the city (namely, the
level of usefulness, comfort, safety and attractiveness of an urban area for walking).
This is based on the usage of data from social media for the computation of
structured indicators describing the actual usage of areas by pedestrians. This paper
will present an experimentation of analysis of data about the city of Milano (Italy)
acquired from Flickr and Foursquare. Over 500 thousand points, which represent
the photos and the POIs collected from the above-mentioned social media, were
clustered through an iterative approach based on the DBSCAN algorithm, in order to
achieve homogeneous areas defined by the actual activity of inhabitants and tourists
rather than by a top-down administrative procedure and to supply useful indications
on the level of walkability of the city of Milan.

1 Introduction

Urbanization is one of the most significant trends of the twenty-first century. Today
over half of the world’s population lives in urban areas and all the regions of
the world are expected to urbanize further over the coming decades: by 2050
66% of the world’s population will reside in cities [15]. This demographic trend
requires institutions to more effectively design and plan the cities and to improve
the quality of life of the inhabitants, considering the rising demand of services and
infrastructures. One of the most essential elements of new development agendas for
future cities is based on the need to adopt sustainable mobility strategies, based,
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for example, on increasing public transport services in order to decongest vehicular
traffic volumes and reduce the level of environmental pollution. Facing this trend,
advanced urban planning activities [17] are shifting toward a focus on pedestrian
mobility and walkability [1], namely how friendly the urban environment is for
walking.

In general, the term walkability [7] refers to those infrastructural-design elements
which guarantee the comfort, safety and accessibility of the urban settings for
walking, considering also the specific needs of those people with limited mobility.
More in detail, Jeff Speck [14] has recently proposed a general theory of walkability,
which defines the four essential criteria for the assessment of the walkability level
of urban environments:

• Usefulness: the urban territory should be designed and planned in order to
guarantee the presence of diverse public services, commercial activities and
green areas within a walkable distance of 150 m;

• Comfort: side-walks should be designed according to a series of standard criteria
of quality and accessibility (e.g. adequate width of the pavement, ramps for
people with impaired mobility, legible road sign for way-finding);

• Safety: streets should be designed in order to guarantee the safety of pedestrians
(e.g. bumpers in proximity of the zebra, sufficient illumination systems, adequate
horizontal and vertical signage);

• Attractiveness: the city should be designed to have a polycentric structure, with
several and distinctive areas of attraction for both the citizens and the visitors;
this is based on the presence of points of interest and events, the quality of the
architectural streetscape and the vitality of the social context.

According to the multi-faceted definition of walkability depicted by Speck,
the assessment of the pedestrian friendliness of a determined urban area should
comprise the evaluation of: (1) structured indicators related to the topographical
and spatial elements of the area (e.g. the presence of public services, quality of
road infrastructures) and to the census of the socio-demographic characteristics of
its inhabitants; (2) behavioural indicators related to how the spatial features of the
area influence the actual behaviours of people while walking (e.g. problematic level
of services, pedestrian exposure to risks); (3) subjective indicators focused on the
evaluation of the city users about the level of walkability of the area (e.g. perceived
comfort and safety). Within a multi-disciplinary approach (e.g. urban studies,
architecture, urban sociology, environmental psychology, computer science), a wide
range of methods and techniques have been developed and applied to empirically
measure the level of walkability of the urban environments: field observations [4];
questionnaires [16]; GIS-analyses [2]; web-based applications [5] (see Table 1 for a
schematic summary).

In this framework, the most novel and promising approach for walkability
assessment is the one proposed by urban informatics [8], a relatively new term
invented to define a category of computer-based applications somehow gravitating
around urban studies, and incorporating different types of knowledge and skills
ranging from computer science, architecture and social science. Urban informat-
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Table 1 A schematic summary of the methods developed for walkability assessment, according
to different criteria and indicators

Methods Assessment criteria Assessment indicators

Field observations [4] Comfort and safety Behavioural

Questionnaires [16] Comfort and safety Subjective

GIS-analyses [2] Usefulness Structured

Web applications [5] Comfort and safety Subjective

Social media data [11, 12] Comfort and attractiveness Structured and subjective

ics approach is based on the recent developments of advanced information and
communication technologies (ICTs) and on the possibility to gather and analyse
large-scale heterogeneous data (e.g. institutional, user generated social media data).
This scenario enables the use of geo-referred social media data for a bottom-
up evaluation of walkability, directly based on user’s experience of the urban
environment (without requiring ad-hoc infrastructures, surveys or observations).
In particular, the contributions proposed by Daniele Quercia [11, 12] provide a
characterization of the urban areas in terms of comfort and pleasantness for walking
path recommendation employing user generated contents.

In this vein, we propose a method to automatically identify and characterize the
attractive entities within the city of Milan (Italy), by using some data gathered from
Flickr and Foursquare. The rational of the approach is based on two pillars: (1)
the usage of social media data for identifying and characterizing with a bottom-
up perspective particular areas within the city (not unlike in [3]) considering the
popularity factor (also associated with different times of day, and days of week,
potentially correlated to special events) motivating the choice of taking a picture
and uploading it on Flickr; (2) the possibility of interpreting this kind of proxy
for attractiveness of the area within the above overall walkability assessment
framework. The bottom-up nature of this approach provides results that represent
an interesting integration to existing, top-down and more traditional techniques for
walkability assessment and already available institutional data and previous urban
plans.

The enabling data which set the current work are presented in Sect. 2. Sections 3
and 4, respectively, present the identification and the characterization processes
of the identified entities of the city. The paper concludes with remarks about the
achieved results and their future use for a bottom-up evaluation of walkability
through social media data.

2 Enabling Data

Thanks to the increasing popularity of social media web sites and the parallel dif-
fusion of smart devices embedded with camera, high speed Internet connection and
GPS, massive social media sources of geo-referenced data about user behaviours
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have recently become available. This work considers two particular social media
sources, Flickr and Foursquare. A preliminary analysis revealed that within a
reasonable bounding box including the city of Milano and relevant surroundings
(e.g. including Milano Fiera—Rho, adjacent to the area that hosted Expo 2015 and
regularly hosting additional fairs) about 450 thousand Flickr photos, and related
metadata, are present. Additionally, approximately 50 thousand Foursquare points
of interest (POI) are also present in the relevant area. The metadata derived from
the two datasets are complementary: in fact Flickr tags are a free form, bottom-
up type of description of the photo content (and potentially also describing the
place/context in which the photo was taken) whereas Foursquare POIs are associated
with a centrally defined taxonomy, representing a more authoritative form of
description. The main motivation behind this choice is that potentially interesting
urban areas/events should attract people who take photos and upload them on a
social media like Flickr or they should contain points of interest (e.g. gardens,
monuments, events) accessible on a social media like Foursquare.

3 City Entities Identification

We chose to use the term entity instead of (urban) area of interest[10] since it may
refer to any type of element within the city such as a square, an avenue, a building,
a monument, but also an event (associated with a place, but a distinct concept).
The approach employed to identify the entities within the city, analogously as the
above cited[10], is based on the application of a clustering technique on the above-
mentioned social media data. The proposed characterization of the identified entities
is based on a set of features (e.g. temporal features, textual features) extracted from
the elements (social media data) that are associated with those identified entities.

DBSCAN (density-based spatial clustering of applications with noise [6]) is a
density-based clustering algorithm which is suited to this specific situation (e.g.
good efficiency on large databases, often employed for analysis of spatial data,
discovery of clusters with arbitrary shape, no need to specify a priori the number
of clusters to identify). Therefore, this algorithm was chosen to identify the entities
within the city: it allows to identify and delineate regions of high density (i.e. city
areas where there are many photos or POIs) that are separated by regions of lower
density. The intuition is that around areas of interest there are regions separating
them from potentially nearby other areas, so a sort of border can be identified around
the area.

The heterogeneous density that characterizes Milano toward the centre of the
city does not allow to apply a one-shot algorithm that covers the entire city. Indeed,
a first run of DBSCAN allows to achieve a satisfactory result outside the city
centre, by identifying some peripheral entities such as Expo 2015, Milano Fiera,
San Siro Stadium and Milano Bovisa. On the other hand, the whole centre of Milano
is represented by a single cluster (i.e. a single entity) that can be considered an
unsatisfactory result. Of course, it is possible to tune the sensitivity of DBSCAN
according to the density of the centre of Milano but, in this case, the algorithm would
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produce the opposite situation, by achieving an unsatisfactory result outside the
centre of the city and a satisfactory result within the centre of the city. Consequently,
with the purpose to produce a satisfactory result in the whole city, the proposed
solution is to employ an iterative approach, by re-applying DBSCAN on the clusters
for which an unsatisfactory result is achieved by the previous iteration, adjusting
each time the sensitivity of the algorithm according to the density of the currently
considered area. At the end of the entire process, each identified cluster refers to a
potentially interesting entity within the city of Milano (see Fig. 1).

A quantitative evaluation approach has been proposed to identify potentially
interesting entities within the city of Milano. A validity index (i.e. silhouette
coefficient) is calculated to measure the quality of the clustering process through
the different iterations that are conducted. The silhouette coefficient is a composite
index that reflects both the compactness (i.e. how closely related are objects in a
cluster) and the separation (i.e. how distinct or well separated a cluster is from other
clusters) of clusters (i.e. the entities within the city) [9].

4 City Entities Characterization

The identified entities in the city have been characterized with a set of features
extracted from the elements (Flickr photos and Foursquare POIs) that are contained
within those entities (see Fig. 2, as an example of the characterization process of
a single cluster—the Navigli area). In particular, for each identified entity, the
following features are computed:

• Flickr temporal features: they are extracted by using the timestamp of when pho-
tos are taken. In particular, the following two temporal features are considered:
(1) number of photos taken during the different days of the week (e.g. Monday,
Tuesday, Wednesday); (2) number of photos taken during the different hours of
the day, 24 h format.

• Flickr photo tags: the most frequent tags that are used to tag the photos on Flickr.
With the purpose to consider the most significant tags, a stop-words-removing
phase is included to remove the tags that are not considered significant, such as
the language stop words (i.e. function words) and the considered domain stop
words. The second one refers to a manually created list of words which must
not be considered, since they do not refer to the city entities but they are auto-
matically added by some Flickr extensions of other social media, for instance,
tags such as: instagram_id = 〈ID〉 , Foursquare_id = 〈ID〉 , Facebook_id =
〈ID〉 , Flickr_mobile, geotagged.
Furthermore, an algebraic model for representing unstructured data (vector space
model [13]) is used since it allows to calculate how important a tag is for
a specific entity of the city, by using the tf-idf (i.e. term frequency inverse
document frequency) weighting.
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Fig. 2 The detailed description of a single cluster (i.e. the Navigli area), with indication on the
day of week and the time of day in which Flickr photos were taken, and the top ten Flickr tags and
Foursquare POI categories

• Foursquare POI categories: the number of points of interest which are associated
with each of the 10 main Foursquare categories that are Arts and Entertainment,
College and University, Event, Food, Night-life Spot, Outdoors and Recreation,
Professional and Other Places, Residence, Shop and Service, Travel and Trans-
port.

• The number of photos that are taken over time (i.e. in the course of the years), in
relation with the most frequent tags. Figure 2 shows a graphic representation of
this feature for the cluster associated with the Navigli area.

5 Conclusions and Future Works

Within the urban informatics approach, the present work is based on the analysis
of social media data (Flickr and Foursquare data) for a bottom-up assessment of
the level of walkability of the city of Milano. This is focused on studying the
attractiveness of the city for inhabitants and visitors (thanks to the presence of
points of interest, the organization of events and the vitality of the social context) to
evaluate its overall pedestrian friendliness. The bottom-up nature of this approach
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provides results that represent an interesting integration to existing, top-down
and more traditional techniques for walkability assessment and already available
institutional data and previous urban plans (e.g. institutional data about the presence
of public services within a walkable distance of 150 metres, the topographical
features of the spatial setting, the localization of pedestrian-car accidents). The
proposed multi-layer approach for walkability assessment could be then translated
into practice by designers, who would create people-centred optimal environments.

An interesting future work might be the implementation of the labelling process
of the identified entities within the city. Through a manual inspection of most of
the identified entities, it is apparent that many entities can be labelled simply by
using the most frequent tag used in that entity or, in some cases, a tag within the
first 10 most frequent tags. On the other hand, it is not always the case that the most
frequent tag is the best one and, moreover, some of the identified entities are related
to events that frequently take place in an area of the city rather than actual places
so, in these cases, tags would not really be descriptive of the environment. Thus, the
most frequent tags list can certainly be a good starting point for the labelling task,
even though this task requires a more structured process rather than simply use the
most frequent tag as the label of the entity. For instance, this process might include
some NLP (natural language processing) techniques (e.g. entity linking) and some
external linguistic resources (e.g. thesaurus, ontologies) to support the choice of a
particular tag (or a combination of tags) as the label of the entity.
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Experimental Investigation of Pedestrian
Queuing Behaviour

Jiahua Zhang, Miho Iryo-Asano, and Charitha Dias

Abstract One key aspect of pedestrian dynamics is the pedestrian queuing
behaviour particularly in front of bottlenecks. As previous studies have highlighted,
features of pedestrian queues in front of different types of bottlenecks are
considerably dissimilar. Insights into similarities and differences of pedestrian
queuing behaviour for typical bottlenecks can be important for the planning and
design of public walking space. However, no sufficient empirical studies have been
carried out so far to examine the diversity of pedestrian queuing behaviour. In
this study, a series of experiments were performed to explore the characteristics of
pedestrian queue formations under different conditions.

As the results suggest, pedestrians tend to form organized queues before
bottlenecks with a clear pass control (e.g., service counters where only one person
can be served once). Wider bottlenecks, capacity reductions and low service rates
were found to motivate pedestrians to merge or overtake in the upstream of the
bottleneck.

1 Introduction

Studies on pedestrian dynamics are receiving growing interest as understanding
pedestrian behaviour is essential in the planning and design of public spaces
such as railway stations and shopping malls. Unlike traffic jams on the roadways,
pedestrian congestion in public spaces is not only an issue of time waste, it may
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also develop into stampedes when the density is extremely high. Balancing the
efficiency of the facility and comfort of the pedestrians is a challenging task not only
during emergencies but also during day-to-day activities. Microscopic pedestrian
walking behaviour as well as macroscopic flow characteristics could be considerably
different depending on the situation and bottleneck type. Thus, it is important
to understand pedestrian walking behaviour corresponding to bottlenecks with
different characteristics (i.e., geometrical settings and bottleneck capacity) before
planning and designing pedestrian facilities. As highlighted in the previous studies,
pedestrian walking behaviours in front of different types of bottlenecks (e.g., ticket
counters, exits, stairways, and elevators) are non-identical[6, 8]. That is, in general
people do not always arrange themselves into mushroom- or semicircular-shaped
queues in front of bottlenecks that are produced by most of the available simulation
models[4, 8].

In the context of understanding pedestrian queuing behaviour, several studies
can be found in the literature. Kim et al. [5] developed a micro-simulation model to
replicate queuing behaviour at a ticket booth system based on social force model.
Yasufuku [12] introduced a multi-agent simulation system based on the social force
model to represent pedestrian queuing behaviour by adding ellipse-based collision
detection and following mechanisms. These studies have basically investigated
queuing behaviour as a one-dimensional transition process that is applicable
for strictly one-by-one queues with FIFO principle. However, for more chaotic
queue formations, it is difficult to construct mathematical models to represent the
complicated queuing phenomenon. Köster and Zönnchen [7] proposed a dynamic
floor field to simulate pedestrian queuing behaviour and successfully represented a
loose and more realistic pedestrian queue. However, as also highlighted by them,
empirical studies are necessary to understand when, where and how to switch
between behaviour patterns. Zheng et al. [14] incorporated new rules into the social
force model and replicated behaviours such as selecting a queue, entering to a queue
and waiting under a uncongested condition. However, the author only considered
queue length as the influencing factor. All these studies are either outcomes of
simulations or confined to a few types of pedestrian queues. Thus, the existing
studies cover a limited range of cases, and therefore characteristics of pedestrian
queues under different situations have not been completely understood.

This study aims to explore the characteristics of pedestrian queuing behaviour in
the upstream of bottlenecks based on experimental investigation. Three features of
bottlenecks are considered as the main factors.

• Bottleneck width
• Bottleneck type
• Unit width capacity (service rate) of bottleneck.

In order to explore the relationship between these factors and characteristics
of pedestrian queues, the experiment was designed by changing the properties of
bottlenecks from two aspects: (a) directly changing the width of bottleneck, and (b)
controlling the service rate of the bottleneck. The detailed settings are discussed in
the following section.
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2 Experiment

The experiment was performed in an open space at the University of Tokyo with 60
participants (29 males and 31 females) whose ages ranged from 20 to 60. Bottleneck
scenarios were prepared with three kinds of widths (0.8 m, 1.0 m and 1.2 m) and
under the following four conditions:

(a) Free flow (uncontrolled)
(b) Departure control slow
(c) Departure control fast
(d) Stairway.

In condition (a), participants walked through bottlenecks freely, and it repre-
sented a typical narrow corridor. Conditions (b) and (c) were realized by passing
a plastic ball to each participant approaching the entrance of the bottleneck with a
certain frequency (one ball every 2 s and one ball every 1.3 s to replicate slow and
fast service rates, respectively). The passing frequency was accurately controlled
using a metronome software application. This condition was designed to simulate
service counters that are common at transfer stations. Note that in conditions (b)
and (c), only one person passed the ball to the participants for 0.8 m cases, and two
people were arranged at both sides for the 1.2 m cases. The aim of condition (d)
was to observe queuing behaviour at stairways, and it was imitated by installing two
pairs of polystyrene blocks within the bottleneck. The height and separation between
these polystyrene blocks were carefully adjusted to obtain a flow rate similar to the
flow rate through an actual staircase. Further discussions on comparison of these
flow rates are provided in Sect. 3. For simplicity, we abbreviate these conditions as
FF (free flow), DS (departure control slow), DF (departure control fast) and SW
(stairway) hereinafter.

The bottleneck was arranged with four lightweight wooden boards (Fig. 1). Prior
to each experiment run, participants were asked to stand in six lines inside a 5×6 m
rectangular holding area (Fig. 1a) so that the same start pattern was guaranteed.
Ten experiment scenarios were designed with three repetitions for each scenario as
shown in Table 1. The entire experiment was video recorded with two overhead
video cameras. The configuration of the experiment site and a snapshot are shown
in Fig. 1. After the experiment, trajectories of the pedestrians were extracted using
a video image-processing system, called Traffic Analyzer[11]. Trajectory data were
recorded every 0.2 s. The coordinate was built as shown in Fig. 1a. The bottleneck
located from Y = 10.85 m to Y = 12.85 m with a centre line at X = 4.0 m. The
estimated average location error of the coordinate conversion in the tracking system
was 0.023 m.
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Fig. 1 (a) Experiment configuration. (b) Snapshot from 0.8 m DS scenario

Table 1 Average bottleneck
capacity (ped/s)

Condition FF SW DS DF

Width (m) 0.8 1.05 0.65 0.50 0.75

1.0 1.80 1.25

1.2 2.01 1.36 1.00 1.41

3 Analysis Results

By analysing the walking trajectories, three issues (i.e., bottleneck capacity, lateral
distribution of the queue and spatial distribution of walking speed) are focused on
to explore the characteristics of pedestrian queuing behaviour.

3.1 Bottleneck Capacity

The bottleneck capacity J was measured using the mean value of the time headway
(ti+1 − ti) of two pedestrians, with one following the other when they crossed
the departure line specified at the exist of bottleneck as explained in Eq. (1). The
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Table 2 Maximum flow rate comparison on stairways (ped/s/m)

Chen Cheung Daly Shaha Ye This study

Type [1] [2] [3] [10] [13] 0.8 m 1.0 m 1.2 m

Ascend 1.22 1.17 1.03 − 1.01 0.81 1.25 1.13

Descend 1.13 1.33 1.14 − 1.24

Mixed 1.05 − − 0.83 −

calculation results of the average bottleneck capacities for 10 scenarios are shown
in Table 1.

〈Δti〉 = 1

N − 1

N−1∑

i=1

ti+1 − ti , and J = ΔN

Δt
= 1

〈Δti〉 (1)

The bottleneck capacities in FF conditions were found to be consistent with past
results when a comparison was made with data summarized by Seyfried et al. [9].
The capacities in SW conditions and unit width maximum flow observed on real
stairways were also compared as shown in Table 2. Although it was difficult to
consider SW conditions exactly as ascending or descending stairways, flow rates
still lay in the range of previous data. Thus, it can be stated that the flow conditions
of stairways are adequately replicated with the set-up used in this study.

3.2 Lateral Distribution of Pedestrian Queue

Unlike queues in vehicular traffic, pedestrian queues are two dimensional, i.e.,
pedestrian queues spread in lateral directions as well. In order to compare the lateral
distribution of pedestrian queues in each scenario, several horizontal lines Y = A

(perpendicular to the approaching direction of the pedestrians) were selected, and
cross points coordinates of trajectories with horizontal lines were recorded. By
comparing the distribution of the X-coordinates of the cross points, differences in
pedestrian queuing behaviour between scenarios were expected to be revealed. In
this study, S = 0.24 m is used as a bin and the probability of finding one pedestrian
in 13 bins that symmetrically lay at both sides of the centre line was calculated. The
calculation results of the 0.8 m and 1.2 m cases are shown in Fig. 2.

By comparing Fig. 2 vertically, it can be found that only one peak exists for the
0.8 m bottleneck and two peaks for the 1.2 m cases, and they grow steeper when
pedestrians approach the bottleneck, as lanes that can be accommodated within the
bottleneck are formed gradually when pedestrians are approaching it. On the other
hand, if we compare the probability of each condition, especially in (b) and (c),
higher peaks for two departure control cases are confirmed, which can be regarded
as a stronger tendency of pedestrians to form a one-by-one queue.

Further, a statistical analysis was performed to quantitatively examine the
similarities and differences in pedestrian queues’ lateral distribution between
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scenarios. The standard deviation of the cross points X-coordinate in DS and DF
(i.e., 1 m before: 0.185 m and 0.206 m, respectively; 0.5 m before: 0.111 m and
0.121 m, respectively) was remarkably smaller than those of FF and SW (i.e.,
1 m before: 0.251 m and 0.258 m, respectively, 0.5 m before: 0.155 m and 0.157 m,
respectively), which indicates a higher concentration of the queue in the centre for
departure control cases. Moreover, the K-S test was applied to examine whether
the probability distributions differed under a significance level of 0.05. The test
results show that probability distributions between FF and DS were significantly
different from 1 m before the bottleneck (Asymp. Sig. (2-tailed) = 0.001 (0.5 m
before) < 0.019 (1 m before) < 0.05). Similarly, significant differences could be
confirmed 0.5 m before the bottleneck between FF and DF (0.010 (0.5 m before)
< 0.05 < 0.106 (1 m before)). Moreover, given the smaller standard deviations in
DS and DF conditions, it can be concluded that, at least for 0.8 m bottleneck, which
can only allow one person to comfortably pass once, pedestrians have a tendency to
form a one-by-one queue in departure control conditions.

3.3 Spatial Distribution of Walking Speed

One approach to investigate the characteristics of pedestrian queuing behaviour is to
analyse the walking speed spatio-temporally. While walking speed transition over
time (e.g., stop-and-go duration) is mainly dominated by bottleneck capacity, spatial
distribution of walking speed may provide an instructive point of view on overtaking
and merging behaviour during the queuing process. In this section, an analysis of
area-based average speed is conducted, and several findings are obtained from the
comparison between scenarios. Here, area-based average walking speed is defined
as shown in Eq. (2).

vs =

n∑
i=1

si

n∑
i=1

ti,in − ti,out

(2)

where vs is the average speed of an area; n is the time aggregated number of
pedestrians within this area; si is the distance travelled by pedestrian i in the
area; ti,in is the time when pedestrian i enters the area and ti,out is the time when
pedestrian i leaves the area. Using the definition in Eq. (2), the average walking
speed in different zones was compared. In this study, three vertical zones were
divided with the same length of 7 m (queue is formed in this range for all scenarios).
The centre zone had the same width as bottleneck, while two side zones lay at two
sides of the centre zone with an infinite width. Owing to the symmetry, the two side
zones were handled as a whole. The calculation results are shown in Table 3.
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Table 3 Average walking
speed (m/s) in vertical zones

Bottleneck width 0.8 m 1.0 m 1.2 m

FF Centre zone 0.447 0.640 0.591

Side zone 0.412 0.697 0.684

Difference (%) −8 9 16

SW Centre zone 0.287 0.466 0.444

Side zone 0.331 0.572 0.612

Difference (%) 15 23 38

DS Centre zone 0.242 0.346

Side zone 0.296 0.543

Difference (%) 22 57

DF Centre zone 0.348 0.445

Side zone 0.326 0.554

Difference (%) −6 24

In Table 3, the centre zone is considered to be the benchmark so that if speed in
the side zone is higher than that in the centre zone, the difference will be a positive
value; otherwise it is negative. If a comparison is made under the same condition for
different widths, it can be found that the difference increases with bottleneck width.
This is because pedestrians tend to walk faster from two sides in order to merge or
overtake in front of a wider bottleneck. On the other hand, larger differences can be
observed in SW compared to FF for the same width, and similarly with DS and DF.
Therefore, it can be inferred that capacity reduction (stairway) or low service rate
will lead to a stronger preference to quickly merge or overtake from two sides of
walking groups.

4 Conclusion

This study experimentally investigated the queuing behaviour of pedestrians in the
upstream of different types of bottlenecks. By comparing the bottleneck capacities
with previous experiments, the feasibility of using controlled passing rules to
simulate different types of bottlenecks was confirmed. Based on the extracted
trajectory data two characteristics of queuing behaviour, i.e., lateral distribution of
the queue and spatial distribution of walking speed, were investigated. On the one
hand, it was found that pedestrians tend to form organized queues before bottlenecks
with a clear pass order, especially for 0.8 m wide bottlenecks, which can only allow
one person to comfortably pass. On the other hand, it is concluded that wider
bottlenecks, capacity reductions and low service rates would motivate pedestrians
to walk faster from two sides of walking groups to merge or overtake.

In the future work, traffic waves of queue propagation will be compared
between these scenarios. Further, the effect of pedestrian queues on macroscopic
characteristics of pedestrian flow should also be confirmed.
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Safety Training Through Educational
Online Computer Games on Crowd
Evacuations?

Nikolai W. F. Bode

Abstract Research into pedestrian evacuation dynamics has many direct applica-
tions in building design, facility management and event planning. It is therefore
crucial that research findings and the need for further work are communicated
to researchers, policy makers, planners, practitioners and, ultimately, the public.
Experiments in virtual environments are a popular research tool, as they allow users
an immersive experience of crowd evacuations. Online computer games derived
from such experiments could thus be a useful tool for communicating pedestrian
dynamics research. This paper is part of a project that aims to raise awareness
for research into crowd evacuations by using online computer games. Here, I
explore the suitability of evacuation games as educational tools by conducting a
pilot study into user learning outcomes and engagement levels. I find that games
achieve learning and engagement in less time than text-based information, but
not as comprehensively. This preliminary study is intended as a starting point for
developing the games further.

1 Introduction

Experiments in virtual environments are a popular tool to investigate human
behaviour in crowd evacuations [3, 8, 9]. They facilitate the safe, controlled and
cheap assessment of behaviour and provide an interactive and immersive experience
[8]. These properties make virtual crowd evacuations useful beyond immediate use
in research.

Research into pedestrian evacuation dynamics has many direct applications. It is
therefore crucial that research findings and the need for further work are communi-
cated to a broad audience of researchers, policy makers, planners, practitioners and,
ultimately, the public. Computer games that simulate virtual environments could be
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a useful tool in this important task, as they can be more engaging and achieve a better
retention of knowledge than text-, video- or audio-based techniques [4, 5, 10, 12].

A range of studies has explored educational uses of computer games, often called
‘serious games’, in evacuation or pedestrian contexts [4, 10, 11]. Some game-based
education is aimed at professional first responders, such as firefighters [12]. Here,
I am interested in users who have no specialist training and experience crowd
evacuations only by accident. In this context, previous studies have investigated
the use of virtual environments to increase the retention of safety instructions for
passengers in aviation [4, 5], for example.

Assessing the suitability of games as educational tools is paramount [5, 10]. The
main purposes of educational computer games are first to engage users, second to
impart knowledge, third to challenge existing views and fourth to allow users to
develop and test their own theories. Unfortunately, the causes and dynamics of
crowd evacuations depend heavily on the context, which makes a generally valid
and detailed training program unattainable. For example, training people for specific
scenarios could be counter-productive by reducing their flexibility in responding
to changing situations. In response, some educational games include a mixture
of general and specific training goals, such as responding quickly to alarms and
familiarising building occupants with building egress routes, respectively [6].

Instead of focussing on specific training goals, I design educational online
computer games on crowd evacuations that are aimed at raising awareness for
the complexity of decision-making and interactions during crowd evacuations, to
ensure that people can reflect in an informed way on the progress and limitations in
planning for emergencies. Importantly, findings from previous research (e.g. [1–
3]) make it possible to provide evidence-based feedback to individual users on
how their behaviour compares to what people do on average. In this contribution,
I present findings from a preliminary study into user learning outcomes and
engagement levels that compares my games to text-based information dissemination
(as previously suggested [4, 5]).

2 Methods

In my study, I asked participants to either play a simple computer game that was
based on a previously published virtual environment experiment [1] or to read a
short report on the same experiment. Screenshots of the computer game and the start
of the text can be seen in Figs. 1 and 2, respectively. The main difference between the
computer game and the original experiment [1] was that participants could play the
game as many times as they wanted and that they were given feedback comparing
their behaviour to what participants did on average in the original experiment. For
example, participants were informed that they had avoided a longer queue and
what percentage of participants in the experiment had done the same. In this way,
participants could explore the four different experimental conditions (reported in
[1]) and thus important factors for decision-making in crowd evacuations. The text
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Fig. 1 Still image of
computer game. After an
evacuation is initiated,
players (indicated in grey)
have to exit a simple room
layout by reaching a target
(green circle).
Computer-simulated evacuees
can be seen to queue at the
exits. Players have to decide
between two evacuation
routes. In the original
experiment, changing
experimental conditions were
used to investigate
determinants of human route
choice. In the game, players
can explore these different
scenarios obtaining feedback
on how their behaviour
compares to the average

was just over 1100 words long and described the background, methodology and
findings of the original experiment.

To assess how participants learned from and engaged with the game and the text,
I invited them to answer questions testing learning and engagement. In the learning
assessment, I asked participants the same questions before and after they had played
the game or read the text. Changes in participants’ answers were indicative of self-
reported learning. Participants provided their answers by adjusting a slider between
values of 0 and 100. The default value of the slider was 50 when the questions
were asked first and when the questions were asked for the second time, the
sliders were positioned where participants had moved them when first answering the
questions. The learning questions are listed below. Information in brackets indicated
the interpretation of the slider position to participants.

1. How confident are you about knowing what a ‘crowd evacuation’ is? (LEFT: very
unsure; RIGHT: very confident)

2. How confident are you in your understanding of current research on crowd
evacuations? (LEFT: very unsure; RIGHT: very confident)

3. To what extent do you think can researchers predict the behaviour of individuals
in crowd evacuations? (LEFT: not at all; RIGHT: completely)

4. In crowd evacuations, we have to make decisions that may carry a risk (e.g.
which exit to use? Is it the shortest?). How many such risks do you feel you can
identify? (LEFT: 0; RIGHT: 100)

Questions about engagement in the study were asked only once, after participants
had answered the learning questions for the second time. Participants provided



190 N. W. F. Bode

Fig. 2 Screenshot of text about evacuation computer game experiment provided in the study

answers to engagement questions in the same way as for learning questions and
the default value, representing indifference, was also set to 50. Positive or negative
deviations from this default value were interpreted as increased or decreased self-
reported engagement with the study. The engagement questions were as follows:

1. How much did you enjoy the activity? (LEFT: not at all; RIGHT: a lot)
2. How likely is it that you would do something like this again? (LEFT: never again;

RIGHT: keen to do this again)
3. How likely is it that you would talk to others about this activity? (LEFT: not at

all; RIGHT: definitely tell others)
4. How interested are you to find out more about research on crowd evacuations?

(LEFT: not at all; RIGHT: very keen)

In addition to answering these questions to indicate their engagement, partici-
pants could also write free-text comments or feedback.

My analysis was based on the difference in answer score for learning (subtracting
the score of the first from the second answer) and the answer score for engagement
questions. I performed two types of tests on these summary statistics. First, I used
bootstrap tests with n = 10,000 samples to assess if the learning and engagement
score were different to 0 and 50, respectively. Second, I used permutation tests
(n = 10,000 permutations) to determine whether the difference in scores between
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participants who played the game and ones who read the text was larger than
expected by chance.

Ethical approval for my study was granted by the Faculty of Engineering Ethics
Committee of the University of Bristol and I obtained informed consent from all
participants. I recruited a total of 20 participants (10 each for game and text). Most
of them were doctoral students, 8 were female, 11 male and 1 did not report gender.
The median age was 26.5 years with a range from 21 to 33 years.

3 Results

Participants spent less time playing the game than reading the text (117 s versus
287 s, W = 97, p = 7.58 × 10−5, Wilcoxon rank-sum test). With the exception of
one question, question 2, self-reported learning did not differ between participants
who read the text and ones who played the game (Fig. 3). Participants who read the
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Fig. 3 Box-and-whisker plots of changes in answer scores for learning questions 1–4 in panels
(a)–(d), respectively. Boxes indicate the upper and lower quartile. The line inside boxes indicates
the median, whiskers indicate 1.5 times the interquartile range or the maximal/minimal values if
they are within this range. P -values are from tests for differences between participants who read
the text and ones who played the game (black) and from tests on mean answer score changes being
different to zero (grey)
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text reported on average significantly positive changes in answer scores indicating
an increase in self-reported knowledge (with the exception of question 3, Fig. 3). In
contrast, changes in answer scores for participants who played the game were only
significantly positive for question 1 (Fig. 3a). These results suggest that on average,
learning effects were stronger for participants who read the text, but that there was
not a consistently large difference in score changes caused by the text compared to
the game.

There was no difference in self-reported engagement between game and text
(Fig. 4). On average, answer scores for all questions, both for participants playing
the game and for ones reading the text, were significantly higher than 50, the score
indicating indifference (Fig. 4). This suggests that text and game positively engaged
participants in equal measure.

In addition to the quantitative measures reported above, four participants, all
of whom read the text, provided free-text comments. Two out of these comments
indicated a desire to play the games.
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Fig. 4 Box-and-whisker plots of answer scores for engagement questions 1–4 in panels (a)–(d),
respectively. P -values are from tests for differences between participants who read the text and
ones who played the game (black) and from tests on mean answer score changes being different to
the default of 50 (grey)
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4 Discussion and Outlook

In summary, the results of my pilot study suggest that my games achieve learning
and engagement in less time than text, but do not impart information as compre-
hensively. However, these findings have to be viewed in light of the preliminary
nature of my study. The low number of participants included in the study means
that effects have to be interpreted carefully. All participants read the text or played
the game in the presence of the experimenter. It is likely that this affected the extent
to which they engaged with the study. For example, if text and game were placed
online, participants may be less motivated to read the entire text or play the game
multiple times. Furthermore, the evaluation of engagement and learning effects
could be improved. Physiological measures, such as heart rate or electrodermal
activity could be used to assess engagement more objectively than the self-reported
measures approach I used here [5].

The display and controls of my computer games are deliberately simple. The
display is in two dimensions, providing participants with a top-down view of a
building, and controls are based on simple mouse clicks (for details, see [1]). It has
previously been discussed controversially if high-fidelity, i.e. highly realistic, virtual
environments aid the goals of educational computer games [10]. For example,
on the one hand, users may have expectations on game displays from playing
entertainment games, but on the other hand, rich displays and more complex
controls associated with them may distract from the educational content [10].
Overall, it has been suggested that increases in fidelity are not directly linked with
increases in knowledge transfer [7]. I suggest that considering the target audience
is useful for deciding on the required realism of the display. When preparing
firefighters for what smoke-filled rooms look like [12], high-fidelity simulations
may be appropriate. However, when the goal is to raise awareness for research, as I
intend to do with my games, simple displays and controls could facilitate addressing
a broad audience.

To conclude, in my view the present study is a useful starting point. While
only indicative, the findings presented here will be useful for developing crowd
evacuation games for online deployment. In particular, feedback from participants
indicated that a narrative contextualising the game is desirable. This suggestion is
corroborated by the previous research [10]. Anecdotally, from talking to participants
in game-based studies (e.g. the present study or [1–3]), individuals are keen to
receive specific advice on how to behave in crowd evacuations. My view is that
while very general recommendations may be possible (e.g. ‘respond quickly to
alarms’, ‘listen to safety personnel’, etc.), detailed advice is not. Therefore, my
aim is to convey the complexity of crowd evacuations and the differences between
individuals to players. As such, future developments of my games seek to engage
and make people think, rather than offering advice.

Acknowledgements N.W.F.B. was supported by a Leverhulme Early Career Fellowship and the
AXA Research Fund. The author thanks all participants in the study.
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Hybrid Tracking System for Pedestrians
in Dense Crowds

Jette Schumann, Maik Boltes, and Armin Seyfried

Abstract For a proper understanding and modeling of pedestrian dynamics reliable
empirical data are needed. Often the level of heterogeneity of pedestrians in
laboratory experiments does not correspond with the level in the field. New studies
have been carried out to examine one factor of heterogeneity by considering people
with physical, mental, and age-related disabilities. In these studies a novel hybrid
tracking system consisting of a camera system and inertial measurement units
(IMUs) was used for the first time. The use of IMUs solves the critical issue of
occlusion caused by the perspective view of the camera system and different body
heights expected for participating wheelchair users in dense crowds. The IMUs
act as an extension of the camera system to enable a complete data extraction
of the participants’ trajectories and gathering of additional movement data. This
paper focuses on the hybrid tracking system and proposes a tracking procedure for
wheelchair users participating in these studies.

1 Introduction

The understanding of the nature of pedestrian streams is a fundamental step towards
a safe and comfortable design of public buildings and facilities. To get new insights
laboratory pedestrian experiments are conducted with varying factors influencing
the movement of the pedestrians such as the width of a bottleneck or the motivation
of the participants. For analyzing the movement in detail a complex tracking system
is needed which provides data of each participant with a high temporal and spatial
resolution [4]. Based on the extracted information important measures for transport
characteristics such as flow, velocity, and density can be determined describing, e.g.,
the level of comfort or safety.
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In our past experiments [5, 8, 9] the heterogeneous composition of pedestrian
streams was not considered, even though interactions between the different groups
of people might affect the dynamics of the whole crowd. To gather data for a deeper
analysis of the influence of the heterogeneity of a crowd on its movement new
experiments have been carried out involving people with and without disabilities.
Those experiments have been conducted within the scope of the research project
SiME [2] with the aim of improving the safety for people with physical, mental, and
age-related disabilities.

Consisting of several cameras on the ceiling, the basic tracking system is not
capable of detecting small people, especially wheelchair users, in a crowd. Because
of the perspective view small people might not be visible to the cameras when
they are surrounded by taller people temporarily. For a comprehensive analysis
of pedestrian streams incomplete trajectories should be prevented. To tackle this
problem an extended tracking system is needed. Usually the pedestrian experiments
are performed indoor for stable and homogeneous light conditions and therefore the
tracking system must be applicable in buildings as well.

Due to the arising needs of location-based services in areas like medical technol-
ogy, advertising, tourism, sports, or rescue many indoor localization technologies
have been developed over the past years and can be classified into [16]:

• Wireless-communication-based localization technologies such as WiFi, Blue-
tooth, ultra-wideband, ultrasound, and radio frequency,

• Dead reckoning techniques using motion sensors and odometers, and
• Video scene analysis using methods for tag detection, scene matching, or tracking

moving objects (which is partly implemented by the camera tracking system).

A major advantage of dead reckoning techniques is that no additional infrastruc-
ture is needed in contrast to other systems. For pedestrian dead reckoning (PDR)
inertial measurement units (IMUs) are widely used. Wearable IMUs are available as
micro-electro-mechanical systems (MEMS), which can be attached to the persons’
body without restricting their movement. They are cost-efficient, light-weighted,
and consist of only few moving parts which makes them durable [7, 18]. IMUs are
self-contained so that no time is required for the preparation of the tracking area. The
use of IMUs keeps the extension of the camera system simple, but requires methods
for calibration, fusion, and restriction of the drift (see Sect. 2). Besides it is possible
to track movement processes inside the crowd which are not perceptible by cameras
such as the bobbing movement of steps and even full body tracking [1, 13, 14].

The focus of this paper is the tracking of wheelchair users with IMUs. Due to
noisy IMU signals it is necessary to constrain the movement of the wheelchair users
with data from the camera system resulting in a hybrid tracking algorithm fusing
IMU and camera data.
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2 Hybrid Tracking System

For the SiME studies the movement of the test persons has been recorded with a
camera detection system (see Fig. 1). The cameras were aligned in a grid on the
ceiling so that the complete coverage of the area was ensured. For a more precise
detection the participants were wearing markers in form of caps which color encodes
their height. In addition IMUs were worn by wheelchair users that might get covered
due to their small height. To distinguish the wheelchair users (and the IMUs they
have worn) labels were attached to their shoulders. The IMUs have a size of just a
few centimeters and were attached with clamps or tape to the wheelchairs. As the
camera tracking system is described in [3] this section focuses on the IMU tracking
algorithms and the fusion of camera and IMU data.

2.1 IMU Tracking

The used IMUs from SabelLabs [11] consist of an accelerometer, a gyroscope,
and a magnetometer which provide measurements along three axis, respectively.
With those inertial sensors it is possible to keep track of movement changes by
measuring the acceleration, rotation rate, and magnetic field. For the tracking of the
homogeneous movement of a wheelchair algorithms of inertial navigation systems
(INS) [17] can be applied which are also used for tracking mobile robots as in
[6, 10]. Starting from an initial position the next absolute position is calculated
using the measured sensor signals. The basic approach of an INS algorithm can
be described as follows:

1. The current orientation of the device is calculated based on several sensor data.
For this purpose the orientation filter of Madgwick [12] is used as described in
[15]. The filter provides an orientation represented as a quaternion by a fusion of
accelerometer, gyroscope, and magnetometer data.

Fig. 1 Perpendicular view of the central camera for studies with wheelchair users in two different
geometries is shown. Participants are wearing colored caps for automatic trajectory extraction. (a)
Bottleneck, (b) Corridor
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2. This is followed by a rotation of the acceleration data from the local frame
of reference (IMU coordinate system) to the global frame of reference (world
coordinate system where the z-axis points down) by a multiplication with the
calculated quaternion.

3. By subtracting the earth gravity from the z-axis and double integrating the global
acceleration the position can be calculated.

Those steps are repeated for each time step which comes along with an
accumulation of errors and therefore a drift in position. Methods for constraining
the drift are needed (see Sect. 2.2.2).

2.2 Fusion of Camera and IMU Data

For the tracking of pedestrians with two different tracking systems the datasets need
to be synchronized and aligned at first. After that it is possible to improve the IMU
tracking quality by fusing the IMU data with input of the camera system.

2.2.1 Merging the Datasets

To receive a consistent dataset of camera and IMU data a synchronization in time is
needed. With a dedicated IMU hub device it is possible to send a signal to each IMU
so that they are synchronized among each other and to emit a LED signal which is
visible by the camera system. By pairing the corresponding frame in the camera
data and the record in the IMU data the datasets are synchronized.

When extracting trajectories from the camera data a coordinate system needs to
be chosen which is often aligned to the geometry setup. The global IMU coordinate
system needs to be aligned with this camera coordinate system. For this purpose the
initial velocity vector of the wheelchair (calculated from IMU data) is aligned with
the velocity vector of the wheelchair calculated from the camera data (see [15]).

2.2.2 Constraining the Drift

As described in [18] the tracking of a person with general purpose inertial navigation
algorithms is not possible because of the rapid accumulation of error. To limit the
drift of the wheelchair trajectory additional data of the surrounding people extracted
by the camera system can be used. In case of an occlusion characteristics of the
enclosing group are applicable for the occluded person as well.

Based on this idea the velocity of the wheelchair user is corrected by the velocity
of the pushing person as a first approach. It is assumed that the velocity of the
wheelchair user, vimu, calculated from IMU data (at step i) is close to the velocity
of the pushing person, vpusher , calculated from the trajectory extracted with the
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Fig. 2 Qualitative example for retroactive adaption of the acceleration and velocity: The black
line represents the zero axis. It is assumed that a noisy acceleration (blue, upper figure) leads to
a wrong velocity at the end (blue, lower figure). To reach a given velocity (given by a reference
value) the acceleration is adapted (orange, upper figure). In this way the adapted velocity (orange,
lower figure) reaches the reference value. For this example the velocity was underestimated at first
and reaches a higher reference value after the adaption

camera system. If the difference vdiff defined as in (1) exceeds a predefined range
vrange as in (2) at step k the noisy velocity of the wheelchair vimu is corrected by
adapting the global acceleration accglobal for the previous (since last correction)
and future time period. The basic idea for the adaption is to estimate the difference
in acceleration accdiff that caused the difference in velocity vdiff as in (3) with
Δt defining the time since the last correction from step kprior to k. The global
acceleration is corrected by adding accdiff as in (4) for previous time steps starting
after the last adaption kprior . After each adaption vimu is calculated again based on
the corrected global acceleration. Following adaption takes place at the earliest at
i > k.

Due to the homogeneous movement of the wheelchair without up and down
movements (and since only two-dimensional trajectories are extracted with the
camera system) the velocity along the z-axis is neglected and set to zero. An
example dataset for one adaption step is shown in Fig. 2.

vdiff, i = |vimu, i − vpusher, i | ∀i ∈ {1, . . . , n} (1)

vdiff, k > vrange (2)
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accdiff, k = vdiff, k/Δt (3)

accglobal, j = accglobal, j + accdiff, k ∀j ∈ {kprior + 1, . . . , n} (4)

3 Results

To evaluate the tracking procedure it was tested on a SiME dataset of a wheelchair
user who was visible for the whole time so that the ground truth (camera data) is
available. The sensor was attached to the backrest of the wheelchair. The analysis
of the velocity of the pusher and wheelchair user (based on the positions extracted
with the camera data) showed that the absolute maximum difference of their norms
does not exceed 0.3 m/s which value was taken as a reference for vrange. The
highest difference in velocities appears when the direction of the trajectory changes
significantly because the direction (and velocity) of the wheelchair user changes not
at the same moment but some milliseconds before.

The lower vrange, the more information of the pushing person is used for
calculating the IMU trajectory. A balance between vrange and the number of
adaptions needs to be found. For analyzing this relation the number of adaptions,
the maximum error of the IMU trajectory (compared to the trajectory extracted
with the camera system), and the time periods between consecutive adaptions
were investigated. In addition the same analysis was done with the velocity of the
ground truth as reference value. So instead of vpusher the velocity of the wheelchair
extracted with the camera system was used for calculating vdiff and the subsequent
adaption. On this basis the influence of the referenced velocity (used for adaption)
on the tracking quality can be investigated. The results are shown in Table 1.

For this example a vrange of 0.3 m/s seems to be suitable to adapt the velocity
in a proper way with only 9 adaptions in intervals of nearly 1–4 s. The analysis has
shown that a more accurate reference value (ground truth) decreased the maximum
error by almost the half. Based on this the calculation of the referenced velocity

Table 1 Overview of analysis results for a total tracking time of 15 s for the adaption with the
velocity of the pusher and ground truth as reference value

vrange

(m/s)
Reference
velocity from

Number of
adaptions

Maximum
error (m)

Longest period
between
adaptions (ms)

Shortest period
between
adaptions (ms)

0.1 Pusher 34 0.32 114 15

0.1 Ground truth 16 0.29 199 34

0.3 Pusher 9 0.49 363 84

0.3 Ground truth 8 0.25 252 100

0.5 Pusher 5 0.97 310 195

0.5 Ground truth 4 0.58 374 227
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should be improved in future steps, e.g., by taking the velocity of other surrounding
people into account.

A selection of resulting trajectories can be seen in Figs. 3, 4, and 5. The figures
show the trajectories of the wheelchair user (blue) and the pushing person (orange)
extracted with the camera system and the IMU trajectory of the wheelchair (green)
moving through a bottleneck. The trajectory of the pusher is fluctuating due to the
swaying of the person while walking and the tracking of the head by the camera.

Fig. 3 Trajectories for vrange = 0.1 m/s and vpusher as reference value for correction. Due to the
low vrange the swaying of the pusher is also visible in the IMU trajectory

Fig. 4 Trajectories for vrange = 0.3 m/s and vpusher as reference value for correction. The
swaying of the pusher is not visible in the IMU trajectory anymore. Nevertheless it is not as smooth
as the ground truth due to the correction with a roughly similar reference velocity
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Fig. 5 Trajectories for vrange = 0.3 m/s and vground_ truth as reference value for correction. By
correcting with a more accurate velocity the tracking gets much better

4 Conclusion and Outlook

A hybrid tracking system consisting of cameras and IMUs was developed and tested
for tracking wheelchair users in dense crowds. By including the velocity of the
pushing person (extracted with a camera system) it is possible to limit the drift
of the wheelchair user (calculated with IMU data) resulting in a trajectory with a
maximum error of a half meter over a period of 15 s. The fusion of IMU data with a
more accurate velocity is promising and would result in a higher tracking quality.

In future work additional restrictions of the IMU trajectory will be implemented.
It is possible to limit the drift by taking the velocity and position of surrounding
people (not just the pusher) and walls into account. Wheelchairs were actually
equipped with several IMUs so that the fusion of IMU data of multiple sensors
attached to one wheelchair will be examined. Besides IMU tracking algorithms will
be extended by approaches to track walking people (e.g., step detection) and human
motion processes (e.g., orientation of shoulders) as well.

Acknowledgements Thanks to the funding provided by the Federal Ministry of Education and
Research of Germany (BMBF, FKZ 13N13946) the SiME experiments could have been conducted
and the novel hybrid tracking system could be realized.
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Investigating the Effect of Social Groups
in Uni-directional Pedestrian Flow

Luca Crociani, Yiping Zeng, Andrea Gorrini, Giuseppe Vizzari,
and Weiguo Song

Abstract The influence of cohesion among members of dyads is investigated in
scenarios characterized by uni-directional flow by means of a discrete model:
a corridor and the egress from a room with a bottleneck of varying width are
simulated. The model manages the dynamics of simulated group members with
an adaptive mechanism, balancing the probability of movement according to
the dispersion of the group; the cohesion mechanism is calibrated through the
parameters κc and δ. All scenarios are simulated with two procedures: (Proc. 1)
population composed of individual pedestrians, in order to validate the simulation
model and to provide baseline data; (Proc. 2) population including dyads (50% of
the simulated pedestrians), in order to verify their impact. In the corridor scenario,
the presence of dyads causes a reduction of the velocities and specific flow at
medium-high densities. Egress from a square room with a unique central exit
produces results in line with recent studies in the literature, but also shows that
the dyads negatively affect the dynamics, leading generally to a slower walking
speed and a lower pedestrian flow. Ignoring the presence of dyads would lead to an
overestimation of egress flows.

1 Introduction

Recently, the topic of social groups has gathered a growing interest from researchers
studying the dynamics of pedestrians. One the one side, field observations (e.g. [4])
have highlighted that a crowd of pedestrians is mostly composed of groups of up
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to 4 members (dyads are typically the most frequent) and that people walking in
a group are generally slower than individuals. Controlled experiments involving
groups have been designed to investigate their aggregated effect, and a relevant
impact is observed in a corridor setting with bi-directional flow (see, e.g., [2, 3])
and a bottleneck scenario (see, e.g., [8]). On the modelling side, many works
are being proposed for the simulation of group behaviour: for example, the work
in [9] proposes a continuous model for the behaviour of groups of 2 or 3 members
based on field observations, while [6] design leader–follower structure of dyads
using dynamic floor fields. In this paper, we present a discrete model considering
groups, based on the work in [1], which is extended and calibrated to fit the data
from a controlled experiment [3]. The calibrated model is then used to investigate
the aggregated effect of dyads in uni-directional pedestrian flows at high densities
(Sect. 4) and passing through a bottleneck (Sect. 5).

2 A Model for Group Cohesion

The simulation model here presented is designed to achieve a more realistic
simulation of pedestrian and group dynamics, with particular attention to the shape
of the group. The model is discrete in space and time, and at each time-step of
the simulation agents evaluate cells c of the Moore neighbourhood with the utility
function U(c). This aggregates the components associated with the reproduction of
a particular behaviour by means of a weighted sum:

U(c) = κgG(c) + κobOb(c) + κsS(c) + κcC(c) + κdD(c) + κovOv(c)

d
(1)

Individual functions model, respectively: (1) goal attraction; (2) obstacle repul-
sion; (3) keeping distance from other pedestrians; (4) cohesion with other group
members; (5) direction inertia; (6) overlapping to avoid gridlock in counterflow
situations. The first three elements are modelled with the usage of the well-known
floor-field approach to model the base behaviour of pedestrians: movement towards
a target, obstacle avoidance, proxemics with other pedestrians in a repulsive sense.

The function C(c) is introduced to manage the cohesion among group members
and its strength is mainly adjustable by the parameter κc. The function calculates the
level of attractiveness of each neighbour cell, according to the position and velocity
of the other agents of the group. These information are used to estimate their next
positions and then evaluate the attractiveness of each cell according to the cohesion,
as the following:

C(c) =
⎡

⎣

⎛

⎝η ·
∑

â∈G\{a}

‖xa − x•
â
‖ − ‖xc − x•

â
‖

|G| − 1

⎞

⎠ · 2

⎤

⎦− 1 (2)
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Fig. 1 (a) Example of calculation of C(c) for a 2-member group. Cells ahead both pedestrians will
be the most desirable according to the function. (b) Example of values of the function Balance for
the different calibration weights, configuring different values of δ

where η is a normalization factor that, along with numerical values, allows to
translate the cohesion value into the range [−1, 1]. |G| defines the size of the group
and ‖x‖ denotes the 2-norm of a vector x. x•

â
describes a prediction of the next

position of the agent â and it represents a small advancement to the model that
allowed to improve the plausibility of the simulated behaviour. The estimation is
calculated using the velocity vector vâ : x•

â
= xâ+vâ . The functioning of the function

is exemplified in Fig. 1a.
By acting on the parameters of U(c) during the simulation it is possible to

describe different states of the same pedestrian in different moments of a single
simulated scenario. This strategy is applied to allow group members to adapt their
behaviour in dense situations or in the presence of obstacles. According to this
method, weights κg, κc, κi are varied and possibly inhibited according to an index
that describes the instantaneous dispersion of the group, as shown in Fig. 1b. This
adaptation of the behaviour of group members can be calibrated according to the
parameter δ that, together with κc, will be investigated for the calibration of the
model in the next section.

After the utility evaluation for all the cells of the neighbourhood, the choice of
action is decided by the probability to move in each cell c as (N is the normalization
factor): P(c) = N · eU(c).
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Fig. 2 Example configuration of the first procedure of the controlled experiment in [3] (a) and its
realization with the simulation model (b)

3 Calibration of the Group Behaviour

In order to calibrate the model and reproduce plausible movement of pedestrians and
groups, data from the first procedure of a controlled experiment studying the move-
ment of dyads [3] have been used. In the experimental procedure, a uni-directional
pedestrian flow composed of 30 individuals and 24 dyad members1 crossed a
corridor-like setting of 3 m width. Trajectories were automatically extracted in a
measurement area of 10 m length located at the centre of the corridor, after a buffer
zone of 2 m that allowed participants to reach a stable speed.

As shown in Fig. 2, a corridor-like setting similar to the experiment has been
designed with the simulation model, with an analogous initial configuration of the
pedestrian flow: starting positions are given by 9 start areas which generates 6
pedestrians each. Members of dyads are generated close to each other to avoid bias
given by the initial configuration. Moreover, only information about pedestrians
inside the measurement area are analysed. Given that all participants were young
male student, we configured a desired speed of simulated pedestrians of 1.6 m/s.

The aim of the simulation campaign was to calibrate parameters δ and κc,
managing the group behaviour, to fit the results about average speeds of all
participants and the distribution of relative positions of dyads, which describes their
spatial behaviour during the experimental iteration. To gather stable results, a set of
100 simulation iterations is configured for each configuration of the two parameters
that, as pure assumption, is explored in the range [0 : 30] with an increase rate of 1.

The calibration phase led to the optimal configuration of parameters (δ, κc) =
(7, 12), which generates average speeds of singles, dyads and of the overall
population as shown in Table 1. Results are in line with the observation. By looking
at the distribution of relative positions (Fig. 3a, b), the difference is a bit more
marked than with the speed, but overall the results are close and they highlight that
also in the simulations the most frequent pattern was the line-abreast one.

1Dyads were artificially and randomly formed at the beginning of the iteration by asking
participants to try to walk close to their companion as they were friends.
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Table 1 Comparison of
average speeds [m/s] of
pedestrians in the experiment
and in the simulations

Individual Dyads Population

Experiment 1.32 1.30 1.31

Simulations 1.308 1.305 1.3067

Fig. 3 Distribution of relative positions of dyads (direction of movement towards right) of the
experiment (a) and simulation (b). The same colour-scale is applied in both pictures

4 Validation at Basic Movement

In this section, we will study the effects of the presence of dyads on the specific flow
in a corridor environment with uni-directional movement. A graphic description of
the setting is shown in Fig. 4. Two case studies have been configured: a baseline with
only singles and one with 50% presence of dyads. To compute the fundamental
diagram, simulation campaigns of 10 iterations of 5000 steps each have been run
per each investigated average density of pedestrians in the whole environment.
The environment was configured as toroidal, so that the number of pedestrians
is constant during each iteration. To gain precision with the analysis, data are
generated within a measurement area of 8 m length, where entrance/exit events are
recorded for each agent. This allowed to compute the number and the average speed
of pedestrian inside the measurement area for a given time window and to achieve
larger datasets with every simulation. Finally, at each run we considered only data
generated from step 2000, where a steady state was generally reached.

Results in the form density–speed and density–flow are shown in Fig. 5. Both
datasets are in agreement with empirical guidelines and datasets from the literature.
At the same time, the specific flow of dyads is smaller than that of individuals
for densities higher than 1.5 p/m2. On the one hand, dyads walk slower than
individuals in low density situations, but the difference is quite limited with a similar
configuration of their desired speed. The increase of density, on the other hand, has
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Fig. 4 The corridor environment used for the test of the fundamental diagram

Fig. 5 Results of the fundamental diagram in the form density–speed (left) and density–flow
(right)

stronger effects on the average speed of the population with the presence of dyads,
emphasizing that dyads had a negative effect on the observed dynamics. This is due
to the cohesion mechanism configured for the walking behaviour of dyads, which
makes them to keep short distances to each other and to slow down while congested
situation leads to a fragmentation of the group. While this behaviour is assumed for
this model and it could be considered rather strong compared to the reality, a similar
difference among fundamental diagrams observed with only individuals and with
about 40% of dyads was observed in an experiment also presented in this book [2].

5 Analysis of Group Influence on a Bottleneck Scenario

Up to now, the model is calibrated to reproduce a plausible behaviour of dyads and it
is validated for the simulation of uni-directional flow in a corridor. In this section the
model will be used to study the effect of two-member groups in a periodical scenario
representing a room with a bottleneck, as in Fig. 6a. Again, we configure two
simulation campaigns to study the phenomena: (a) a scenario with only individuals
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Fig. 6 (a) Simulated scenario to test the outflow from the bottleneck. (b) Total flow achieved in
the two case studies and two empirical datasets from the literature [5, 7] for comparison

Fig. 7 Cumulative mean density at a steady state for the scenario with only individuals (a) and the
one with 50% presence of dyads (b)

and (b) one with 50% presence of dyads. 400 simulated pedestrians are generated
in the scenario for each configuration of the bottleneck width and 5 iterations of
5000 steps are run to get a sufficient dataset. Again, output data are gathered only
in a steady state of the system (time-step from 2000 to 5000). Figure 7 exemplifies
two density maps for one iteration with bottleneck width of 4.0 m and highlights a
slightly higher congestion in the scenario with dyads. This provides an explanation
of the results describing the outflow of pedestrians from the bottleneck, which is
calculated as J = N

t
. The corresponding results are shown in Fig. 6b. While the

baseline scenario generates a specific flow at the bottleneck of about 2.1 ped/m*s,
the scenario with dyads provides a sensibly lower result following the trend of about
1.8 ped/m*s observed in the dataset from Rupprecht et al. [7].
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6 Conclusions

The influence of cohesion among members of dyads and its aggregated effect in
scenarios characterized by uni-directional flow has been investigated by applying a
discrete model to two benchmark scenarios: a one way corridor and the egress from
a room with a central bottleneck. The simulation model represents the dynamics of
simulated group members with an adaptive mechanism, balancing the probability
of movement according to the dispersion of the group; the cohesion mechanism is
calibrated through two parameters κc and δ, acting on the utility of a movement, and
according to data coming from a controlled experiments involving dyads.

The investigated scenarios are simulated with two procedures, configuring a
population composed of only individual pedestrians and one half composed of
dyad members. In accordance with recent studies in the literature, simulated results
show that the dyads negatively affect the dynamics, leading generally to a lower
velocity and a lower pedestrian flow. The difference in the fundamental diagram
observed in the scenario of the corridor is sensible and for the range of densities
lower than 1.5 ped/m2 is similar with the empirical data from the experiment used
for the calibration (see [2] in this book). Results coming from the simulation of
the bottleneck show again a negative effect of the presence of dyads, which in this
case is even more apparent. The achieved trend and the difference between the two
simulation scenarios are in line with other studies from the literature and, overall,
suggest further research to investigate the microscopic behaviour of pedestrian
groups and its aggregated effects on pedestrian dynamics.
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Towards Microscopic Calibration
of Pedestrian Simulation Models Using
Open Trajectory Datasets: The Case
Study of the Edinburgh Informatics
Forum

Ruggiero Lovreglio, Charitha Dias, Xiang Song, and Lucia Ballerini

Abstract The investigation of crowd behaviours in normal and emergency situa-
tions has been greatly facilitated by various agent-based pedestrian models. Those
models are built upon different assumptions in order to represent or mimic reality.
One of the key challenges in pedestrian modelling is the verification of those
assumptions or the best model specification by using existing datasets and suitable
calibration approaches.

This paper illustrates a case study where we calibrate different pedestrian model
specifications with an open pedestrian trajectory dataset from Edinburgh Informatics
Forum and select the best model according to various model selection criteria.
Two floor field cellular automaton models with Euclidean and modified Euclidean
distance metrics are presented for the static floor field. Our study shows that the
modified Euclidean distance metrics can provide better fitting for the navigation
environments without obstacles.
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1 Introduction

The last decades witnessed an enormous growth of evacuation and pedestrian
models aimed at investigating crowd behaviours in normal and emergency situations
[13]. Despite such growth and the improvements in modelling techniques, the
calibration of navigation models for agent-based pedestrian simulation is an issue
to which a definitive standard solution has yet to be defined [14, 15].

The existing calibration approaches can be divided into macroscopic and micro-
scopic approaches [17]. Although microscopic approach is more reliable, it requires
sophisticated fitting procedures [17]. Thus, a critical limitation for the use of
microscopic calibrations is the lack of empirical data. The creation of open dataset
can ‘catalyse’ the growth of new calibration studies and can allow the comparison
of prediction capabilities of different models [15].

The objective of this paper is to highlight how existing open datasets can be
useful to gain insight on pedestrian dynamics. This is achieved by an open pedestrian
trajectory dataset collected at the Informatics Forum of the University Edinburgh in
2010 [16]. This dataset includes 299,082 trajectories of pedestrians who navigate
through an open space in normal situations. Therefore, this dataset differs from
most of existing datasets, including results from laboratory experiments, in terms
of behavioural ecological validity (i.e. pedestrians are not aware to be observed)
and in terms of sample size (i.e. this dataset is one of the biggest open datasets)
[14]. In this work, we filtered those trajectories and create a new MATLAB dataset.
We used the individual trajectories (i.e. each pedestrian does not interact with
any other pedestrian) of the dataset and a microscopic calibration procedure for
floor field cellular automation models described in [15] to compare two floor field
specifications: the classical Euclidean metric and the modified Euclidean metric
proposed in [15].

2 Related Works

In the calibration process, model parameters are adjusted by comparing a pre-
defined output (i.e. either a macroscopic property like fundamental diagram or
a microscopic property like a trajectory) of the model with the same output
observed from empirical data [7, 9]. Accordingly, the calibration approaches can
mainly be categorized as macroscopic and microscopic approaches. The choice
of calibration approaches may depend on the purpose of the model as well. For
instance, if the main purpose of a model is the analysis of pedestrian flows, then
macroscopic approaches may be adequate. On the other hand, if the main purpose of
a model is to understand behaviours such as interactions between individuals, then
microscopic approaches become more suitable. Thus, both methods are extensively
being adopted to calibrate microscopic pedestrian tools. Table 1 summarizes several
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Table 1 Previous studies which used microscopic calibration methods

Reference Calibrated model Calibration approach and remarks

[1] Discrete choice
model

Biogeme package that uses maximum likelihood
estimation (MLE) method

[10] Social force
model

Evolutionary method comparing the relative error between
empirical and simulated trajectories using least squares
estimation (LSE)

[8] Nomad model Comparison of modelled and observed acceleration using
MLE

[6] Discrete choice
model

Comparison of deviation angles and step velocities using
LSE

[3] Nomad model Comparison of pedestrian state using MLE. Used hybrid
optimization algorithm based on genetic algorithm and
simplex methods

[12] Social force-based
model

Comparison of velocities (both magnitude and direction)
of individual pedestrians using MLE

[4] Social force-based
model

Comparison of simulated and empirical trajectories and
speed profiles using LSE

[18] Social force
model

Comparing mean Euclidean distance between empirical
and simulated trajectories using evolutionary algorithm.
Objective function uses LSE

[15] CA model Likelihood function optimization to match with observed
trajectories using MLE method

[5] Social force
model

Minimizing location error using an evolutionary algorithm
based on cross entropy method. Objective function uses
LSE

studies based on well-known microscopic models which adopted microscopic
calibration methods.

Details of the calibration method used in this study, the dataset and results are
discussed in the following sections.

3 Methodology

The following methodology is applied to the existing floor field cellular automaton
models [2, 11]. The general main assumption of those models is that the walkable
space is divided into squared cells which can either be empty or occupied by exactly
one pedestrian. Further, it is assumed that a pedestrian can move to any of the eight
cells surrounding the cells he or she is occupying (Cij ) as illustrated in Fig. 1a. The
movements for the pedestrian q are based on probabilities (pij ) which are functions
of two floor fields, namely static (Sq

ij ) and dynamic (Dq
ij ). The static floor field

is generally used to define the pedestrians’ goals while the dynamic floor field is
a virtual trace left by the pedestrians through dynamic formulations defining its
diffusion and decay [7, 11]. Thus, the static and dynamic floor fields can be used to
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Fig. 1 (a) Allowed movements for a pedestrian and (b) their probabilities

define utility that pedestrian q associates with the Crs (where, r = i − 1, i + 1, s =
j − 1, j + 1) cell:

U
q
r,s = ksS

q
r,s + kDD

q
r,s + ε (1)

where ε is the error term associated with those utilities.
Assuming that ε follows generalized extreme value distribution type-I, the

probability of pedestrian q choosing the Crs cell is defined by a multinomial logit
formulation.

Given the probabilistic nature of those pedestrian models, it is possible to define a
likelihood function to estimate the unknown parameters using observed trajectories
[15]. Let T q = {Cq

1 , . . . , C
q
t , . . . , C

q
n } be the n-vector including all the observed

cells occupied by the pedestrian q for each consecutive time step (t = 1, . . . , n).
The probability of pedestrian passing from C

q
i to C

q

i+1can be defined by

P(C
q
i → C

q

i+1) = pq(C
q
i , C

q

i+1|ks, kD) (2)

Thus, the probability of pedestrian q having the T q trajectory can be formulated
as

P(T q) =
n−1∏

i=1

P(C
q
i → C

q

i+1) (3)

The likelihood function associated with the Q observed pedestrians can be
written as

L(ks, kD) =
Q∏

q=1

P(T q) (4)
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4 Case Study

This paper presents a microscopic calibration study by using the open pedestrian
trajectory dataset collected at the Informatics Forum of the University Edinburgh
[16]. This dataset includes 299,082 trajectories of pedestrians who navigate through
Informatics Forum in normal situations (Fig. 2). These trajectories were collected
through a camera (resolution: 640 × 480) fixed approximately 23 m above the floor
with a capture rate of nine frames per second over a period of 117 days. The data of
these trajectories, originally available in 117 text files, are now available on a single
mat file (download link: will be available after publication).

4.1 Selected Trajectories and Final Dataset

For this calibration study, we selected the trajectories of pedestrians navigating
individually (i.e. each pedestrian does not interact with any other pedestrian) as
the goal of this study is to investigate different static floor fields. Among those
individual trajectories, we selected all the trajectories of pedestrians that used the
door on bottom right to exit from the atrium, which is a visible target in the recorded
scenes. Thus, the final dataset included 2204 trajectories (Fig. 2b).

Two-dimensional square cells were employed to subdivide the Informatics
Forum. The size of each cell is 0.1 × 0.1 m2 as 0.05 m (i.e. 0.1 m/2) represents
the 2.5% quantiles of the distance travelled by the 2204 pedestrians in each time
step. In other words, the probability of a pedestrian to change a cell each time step
is 97.5%.

The cells occupied by each pedestrian at each time step were analysed. Therefore,
it was possible to build up a dataset detecting all the choices made by each pedestrian

Fig. 2 (a) Top view of Informatics Forum of the University Edinburgh. The read markets indicate
the entry/exit points; (b) subset of trajectories used in the calibration study
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at each time step. Each participant is assumed to occupy one cell (starting cell) and
then move to a new cell at next time step. The new position is one of the nine
possible cells (to move to one of the eight neighbouring cells or to remain in the
starting cell) as illustrated in Fig. 1. It is, therefore, possible to define the choices
made by pedestrians by detecting their starting and final positions at each time step.
A total of 137,841 choices were collected and used to calibrate and compare two
floor field cellular automaton models as described in [15].

4.2 Model Specification and Calibration

The final dataset allows the comparison of different static floor fields as the selected
pedestrian navigates individually in the Informatics Forum. In this paper, we used
the following formulation as the static floor field:

S
q
i,j =

√
(xi,j − xG)2 + z(yi,j − yG)2 (5)

where xG and yG represent the coordinate of the pedestrians’ goal (i.e. the door on
bottom right to exit from the atrium in Fig. 2). Equation (5) is a generalization of
the widely used Euclidean metric (i.e. radial floor field) where z is the distortion
parameter [15].

As a cellular automaton model, we used this multinomial logit formulation to
specify the probabilities to select a cell:

p
q
r,s = e(ksS

q
r,s )

∑
(r,s) e(ksS

q
r,s )

(6)

Then, a log-likelihood function can be calculated for the proposed case study by
using the information concerning the cells occupied by each participant in each time
step. In this paper, we estimate two nested models by assuming z in Eq. (5) equals
to one and a positive constant value, respectively.

The quasi-Newton method called Broyden–Fletcher–Goldfarb–Shanno (BFGS)
implemented in MATLAB R2015b was used to find the values of the parameters
maximizing the log-likelihood function. This method allows the estimation of the
Hessian for the optimal solution. Thus, it is possible to verify whether the estimated
parameters are statistically different from zero by using the t-test.

The estimated values for ks and z and fitting measurements for the two models are
illustrated in Table 2. The value of the log-likelihood (LL) for a model in which all
parameters are null (see Model 0) is also given in Table 2. In this case, a pedestrian
randomly selects the next cell. This value has been estimated in order to calculate
the adjusted McFadden R-squared (AdjR2). The AdjR2 value suggests the level of
improvement over the intercept model (i.e. Model 0) offered by Models 1 and 2.
Since the estimated models are nested, it is possible to use the likelihood ratio
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Table 2 Estimated parameters

Model ks p-Value z p-Value LL AdjR2 LRT∗

0 0.000 Fixed 0.000 Fixed −3.028 × 105 0.000 –

1 −31.437 0.000 1.000 Fixed −1.304 × 105 0.570 0.000

2 −35.161 0.000 0.691 0.000 −1.282 × 105 0.577 0.000
∗p-Values of likelihood ratio tests (LRT)

Fig. 3 Static floor field for Model 1 (z = 1.000) and Model 2 (z = 0.691)

test (LRT) to compare the fit of those models. Each model was compared with
the previous one in order to verify whether the increased degree of complexity fits
significantly better the data.

4.3 Results

Table 2 shows that Model 1 (i.e. radial floor field) results in the lower fitting of
the data having an AdjR2 equal to 0.570. In contrast, Model 2 demonstrates that
there is a better agreement when the z parameter has a value lower than 1. In other
words, results show that a modified Euclidean metric (z 	= 1) performs better than
the classical Euclidean metric (z = 1) when there are no obstacles in the navigation
space. The likelihood ratio test is used to compare the estimated nested models.
The results of this test show that Models 1 and 2 improve the fitting of the data if
compared with the previous case (p-value <0.05). Figure 3 shows the contour lines
for Models 1 and 2. The contour lines of Model 2 show that pedestrians do not
move following a radial path (i.e. following a linear path) but they prefer to walk
increasing their steering while approaching the exit.
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5 Discussion and Conclusion

This paper illustrates how existing open pedestrian trajectory datasets can be useful
to gain insight on pedestrian dynamics. The trajectories of the dataset collected at the
Informatics Forum of the University Edinburgh in 2010 [16] were filtered to create
a new MATLAB dataset. This data allows the comparison of different pedestrian
model specifications by using different statistical optimization methods.

The created dataset was used to compare two model specifications (i.e. modified
Euclidean metric and the classical Euclidean metric) as a static floor filed for cellular
automaton models. The microscopic calibration approach proposed in [15] was used
for that purpose. The strength of this approach is that it allows the comparison of
different model specifications by using different statistical tests (e.g. likelihood ratio
test, Akaike’s information criterion, Bayesian information criterion). Calibration
results, based on the analysis of 2204 individual trajectories, show that a modified
Euclidean metric performs better than the classical Euclidean metric when there
are no obstacles in the navigation space. The pedestrians did not move in the
environment following a radial path (i.e. following a linear path) but they preferred
to walk increasing their steering with the decrease of the longitudinal distance (i.e.
X) from the exit following a curved path. Such behaviour, already observed in [15]
in a virtual experiment, does exist also in real environments as well. The results
of this work suggest that modified Euclidean metric needs to be preferred over the
classical Euclidean metric to model pedestrian dynamics in environments without
obstacles.
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Influence of Gender on the Fundamental
Diagram and Gait Characteristics

Jiayue Wang, Maik Boltes, Armin Seyfried, Antoine Tordeux, Jun Zhang,
Verena Ziemer, and Wenguo Weng

Abstract The crowd structures in different public places or mass events are
diverse. Areas with a large fraction of children, elderly pedestrians, or women,
who are always referred to as vulnerable groups, will require higher standard
for facility design and emergency evacuation. The fundamental diagram and gait
characteristics, the basic properties for pedestrian traffic flow and human stepping
locomotion, respectively, are essential for facility design and emergency evacuation.
Therefore to investigate the influence of gender on the fundamental diagram and
gait characteristics is one step to improve facility design and public safety. In
this paper, results from experiments on single-file movements involving male and
female youngsters are introduced. The fundamental diagram and gait characteristic
parameters such as free-flow speed, stop space (minimal required distance to the
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preceding person), and free-flow space (minimal required distance to walk at free-
flow speed) are analyzed considering the impacts of gender. It is found that males
have significantly larger stop space and smaller free-flow space than females even
if these differences are small. Besides, the gait characteristics between males and
females are compared.

1 Introduction

A pedestrian keeps a certain distance to the preceding person at a certain speed. This
relation is called fundamental diagram and is one benchmark for facility design and
safety evaluation. However, it was found that the fundamental diagrams reported
in different studies have significant differences [19, 30, 31]. Several external and
individual factors may explain the deviations, including pedestrian facility types,
trip purpose, measurement method, age, gender, and so on. Therefore, to investigate
the influence of gender on the fundamental diagram is one step to understand the
differences.

One parameter of the fundamental diagram is walking speed. It was reported that
gender may affect the walking speed of pedestrians [4, 7, 15, 16, 27]. Results have
been reported in several statistical forms such as mean speed, specific percentile
values, and the variation. On the averaged value of free-flow speeds, males walked
faster than females on sidewalks [18, 21, 22, 28] and off-road conditions [8, 24].
Huo et al. [13] found that gender had larger influences on pedestrian speeds under
no grouping than grouping. By comparing the variations in speed, males had higher
value than females [28]. However, it was found that the effect of gender on walking
speed changed with age. There were two different results. One was that in the entire
age interval, there was no statistically significant difference in the mean speeds of
males and females. But when the data was segregated into various age groups,
noticeable differences were discovered [29]. Fitzpatrick et al. [7] found statistical
difference in gender for the median speed of the young group. For the young
pedestrians, males walked faster than females [29]. Another result was contrary to
the first one. The gender of the subject was a significant factor in the walking speed
over the entire age range from 19 to 102. However, for the separated age groups, the
influence of gender disappeared [1, 11].

Gender also affects gait characteristics (step lengths, step frequencies, and
swaying amplitudes) of pedestrians. Compared with females, males have larger step
length but smaller step frequency at a speed larger than 1.2 m/s [10]. Versluis [24]
analyzed the difference in gait characteristics of males and females in unhindered
walking at two different motion paces, such as normal and hurry. It was shown
that on average men had larger step length and swaying amplitude, but smaller step
frequency than women, especially at the normal motion pace. Males increased their
speed of walking by mainly increasing their step length, while females increased
their step length and step frequency [11]. Differences in the step length and
frequency between males and females become smaller with increasing age [11].
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The results about the influence of gender are sometimes contradictory. So this
study is performed to investigate the influence in a less complex situation, where
pedestrians walk in single file and lateral interactions can be ignored. In the second
part, the single-file movement experiments, methods to measure headway, speed,
and gait characteristics, and methods to obtain pseudo-independent observations
are introduced. In the third part, some results and discussions about the influence of
gender on the fundamental diagram and gait characteristics are presented, followed
by the conclusions.

2 Experiments and Methods

To study the influence of gender on pedestrian movement, single-file experiments
were conducted in a 0.8 m wide oval path in Dusseldorf, Germany (see Fig. 1). It is
comprised of two straight parts (l = 2.5 m) and two semi-circle parts (the radius of
the outer line r = 2.25 m). 34 male youngsters and 19 female youngsters aged 16
participated in the experiments. Eleven runs were performed with different numbers
of participants ranging from 6 to 25 (see Table 1). The participants in each run were
selected randomly. They were instructed not to overtake each other.

Human walks with right and left feet alternately. They sway perpendicular to the
walking direction with each step [12, 14, 24]. This consequence from pedestrian
locomotor system appears in the oscillation of trajectories determined by tracking
the movement of the head. So based on the trajectories extracted by PeTrack [2, 3],
human stepping locomotion can be detected [25, 26]. Then the headway, speed, and
gait characteristics (step length, step frequency, and swaying amplitude) could be
measured based on the projected coordinate system considering the influence of the
projection line with different radii. Detailed information about these two methods is
provided in [25, 26].

x

y

z

O

r = 2.25 m

Fig. 1 Experimental setup. The path composed of two straight parts (l = 2.5 m) and two semi-
circle parts (the radius of the outer line r = 2.25 m) is 0.8 m wide. The red dotted lines indicate
the border between the straight part and the semi-circle part
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Table 1 Experiments of youngsters aged 16

Number of Global densitya Runs of clockwise Runs of anti-clockwise

pedestrians (ped/m) movement movement

6 0.36 1

10 0.60 1

12 0.72 1 1

15 0.90 1

16 0.96 1 1

17 1.02 1

24 1.44 2

25 1.50 1
aThe global densities are calculated based on the circumference of the middle line, 16.62 m

3 Results and Discussions

With increasing headway, pedestrians’ available space gets larger and the speed
increases. When the headway is large enough, pedestrians walk in unhindered
situation and the speed is denoted as the free-flow speed. Thus there are two states
[5, 23]: one is the congested state and the other is the free-flow state. The relation
between headway and speed can be fitted with a piecewise linear function, including
an oblique line and a horizontal line:

v =
{

a(h − h0) h0 ≤ h ≤ he

v0 h > he
(1)

where the x-intercept h0 of the oblique line indicates the headway when v = 0.
It indicates pedestrians’ least required distance from the preceding person, named
stop space in this study. When the available distance is less than the stop space,
pedestrians stop walking. he is the headway when the oblique line and horizontal
line intersect and indicates the space where the speed is no longer influenced by the
preceding pedestrian. When the available distance reaches he, pedestrian movement
is not limited by the available space anymore and pedestrians walk at free-flow speed
v0. Therefore, he is the least required distance for pedestrians to walk at free-flow
speed, named free-flow space in this study.

To investigate whether gender and age have significant influence on headway–
speed relation, the observations should be independent. 872 and 385 statistically
independent observations are obtained, respectively, from males and females based
on the autocorrelation, marked by blue and red points in Fig. 2. By using these
pseudo-independent observations, the headway–speed relations of different genders
are fitted with Eq. (1), see Fig. 2 and Table 2. The one-tailed t-test is adopted for
comparison of the parameter estimates to check whether gender has significant
influence or not. If the P -value of one-tailed t-test is smaller than 0.05, significant
difference is found between the two comparison objects at a significance level of
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free-flow 
space

stop 
space 

free-flow speed

equal
space 

①

③

②
Fig. 2 The relation between headway and speed. The relation is fitted by a piecewise linear
function. The statistically independent data and fitting results from males and females are marked
with blue and red colors. In the right, a cropped and enlarged sketch from the area marked by a
rectangle is shown to illustrate the two important points for personal space (named stop space and
free-flow space) and the condition where males and females have equal headway

0.05. The comparison results of the parameter estimates between different genders
are shown in Table 2.

Figure 2 and Table 2 show the influence of gender. The stop space of males
is larger than that of females. This is mainly because males have larger body size
and they require more space to stand still. But compared with males, females have
larger free-flow space mainly due to their strong desire to keep distance from
others. Besides, there is a situation where the headway of females is the same as
the headway of males, referred to as equal space. So according to the stop space,
free-flow space, and equal space, there are three stages for the influence of gender
on the headway. In the first stage, between the stop space and equal space, males
have larger space than females at the same speed mainly due to the physical factors
like body size. The second stage is between the equal space and free-flow space.
Females remain larger distance from the preceding person than males at the same
speed because in this stage psychological factors play the main role. For the third
stage, the available space is larger than the free-flow space. Gender has no influence
on personal space. In conclusion, personal space is influenced by not only physical
factors like body size, but also psychological factors [6, 9, 17]. As the headway
becomes larger, the influence of physical factors decreases, while the impacts of
psychological factors increase. With regard to the free-flow speed, males have a
larger value than females. This maybe because males have larger body height than
females.

The natural process of human locomotion is stepwise [20]. The choice of the
walking speed is a function of the step length and the step frequency [11]. Thus the
study on the gait characteristics helps to understand how pedestrians walk. Figure 3
shows the distributions of gait characteristics of males and females using 2463
and 1251 pseudo-independent observations, respectively. The K-S (Kolmogorov–
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Fig. 3 The distributions of (a) step lengths, (b) step frequencies, and (c) swaying amplitudes.
In each picture the distributions from males and females are marked with blue and red color,
respectively. The mean value is illustrated by the dashed line using the corresponding color with
the distribution. The P -value of the K-S (Kolmogorov–Smirnov) test comparing the difference in
distribution between males and females is shown in the corresponding picture

Smirnov) test is adopted to check whether the two comparison distributions are
from the same distribution or not. The t-test is adopted to compare the mean value of
gait characteristics of the two comparison objects. The comparison results between
males and females of these two tests are shown in Table 3. The results of K-S test
show that gender has significant influence on step length and swaying amplitude.
But whether gender has significant impact on step frequency or not is not clear here
because of the large P -value. Males have significantly larger mean values of step
length and swaying amplitude than females.

4 Conclusions

To investigate the impacts of gender on human traffic flow, experimental study on
single-file movements involving male and female youngsters aged 16 is conducted.
The headway, speed, and gait characteristics (step length, step frequency, and
swaying amplitude) are measured based on the projected coordinate system consid-
ering the influence of the projection line with different radii. Based on statistically
independent observations, gender differences in the fundamental diagram and
characteristic parameters such as free-flow speed, stop space, and free-flow space
are analyzed by statistical test. Due to the connection of walking speed and
gait characteristics, the gait characteristics of different genders are compared to
understand the difference in the fundamental diagram in more detail. It is found
that males always have larger stop space and smaller free-flow space than females.
The free-flow speed of males is larger than that of females. We want to emphasize
that these differences are small even if they are statistically significant. For gait
characteristics, males have significantly larger mean values of step length and
swaying amplitude than females.
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Evaluation of Pedestrian Density
Distribution with Respect to the Velocity
Response

Marek Bukáček and Jana Vacková

Abstract There are many approaches to evaluate density within pedestrian scenar-
ios including point approximation, Voronoi cells or more sophisticated methods. In
this project we focus on the individual density, where each pedestrian is considered
as a source of density distribution. A cone can be used as a reasonable shape
with its diameter as a blur parameter. Naturally, pedestrians adapt their velocity
and path selection with respect to the conditions around them in given range. The
correlation of density and velocity was evaluated on laboratory experiment data for
all acceptable blur–range combinations. Because of the fact that negative correlation
corresponds to a more significant response of velocity to the density, the correlations
seem to be a perfect tool to estimate density parameters. Surprisingly, the expected
negative correlation was observed only for one segment of pedestrian’s trajectory,
observations were much more complex.

1 Introduction

The pedestrian movement, including egress situations, walking in corridors or in
cross-section areas, has been widely studied in the last 20 years [7, 9]. This period
seems long enough to bring the answer to such fundamental question as “how
pedestrians react to their surrounding”, but so far, there are only qualitative studies
[1] or macroscopic approximations describing behaviour in front of the bottleneck
[6, 8, 10, 12] or incorporating heterogeneity [4, 5]. Moreover, the definitions of
fundamental quantities are not unified [11] and the only criteria to use some method
is to show desired phenomena.

The reaction measured by velocity changes is considered to be induced by the
trend of density. There are many ways to evaluate density and even the reaction
range should be parametrized, thus the pedestrian behaviour in front of the exit is
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analysed on a parametric grid with respect to multiple defined densities (defined
below). This parametric grid is generally based on two features

• blur, e.g. the size of area affected by one pedestrian,
• range, e.g. the size of area affecting one pedestrian.

Generally, pedestrian’s reaction covers even trajectory changes with constant
velocity, but in this paper, we focus only on velocity and density.

At the end, Pearson correlation coefficient

R
(
ρωα , vα

) = Cov
(
ρωα , vα

)
√

Var
(
ρωα

)
Var (vα)

(1)

is used as a metric to select the density with the best fit to pedestrian reactions. Time
development of correlation coefficient is provided by rolling correlation with win-
dow (memory time τ = 1.56 s), i.e. Rt

(
ρωα , vα

) = R
(
ρωα (t − τ, t), vα(t − τ, t)

)
.

Numerical study is based on an egress experiment organized in the study hall of
FNSPE CTU in Prague in 2014, see [2] or [3] for details.

2 Definitions

As mentioned above, the analysis is provided on pedestrian trajectory data. The
velocity vα(t) of pedestrian α is defined as usual using central differences of space
coordinates.

The density is the only flexible variable in this study. The value is integrated over
the distribution generated individually by each pedestrian α, as seen in Fig. 1:

ρ = N

|A| =
∫
A

p(x) dx

|A| =
∫
A

∑N
α=1 pα(x) dx

|A| =
N∑

α=1

∫
A

pα(x) dx

|A| . (2)

The range (r) of pedestrian reaction circle A = πr2 is one of the examined
parameters.

There are several methods to define the individual density distribution function
(kernel) pα(x):

• Point approximation

pα(x) = δx,xα ,

where
∫
A

δx,xα dx =
{

1 if xα ∈ A,

0 otherwise.
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Fig. 1 Example of density distribution near the exit for blur equal to 0.5 m—every cone
corresponds to one pedestrian. The cones right next to the walls have reduced bases not to expand
from the room (without damaging the normalization)

• Stepwise function

pα(x) =
{

1
|Aα | if x ∈ Aα,

0 otherwise,

where A = πR2 for cylindrical distribution with blur (R) or A = Aα in case
of distribution based on Voronoi cells. In this case, pedestrians are “blurred”
dynamically, based on the distance to their neighbours. The whole area is divided
into cells according to a simple rule: each point x is assigned to the nearest
pedestrian, see [11] for details.

• Linear (conic) distribution

pα(x, R) =
{

3
R3π

(R − ||x − xα||) if ||x − xα|| < R,

0 otherwise.

In this paper, linear (conic) distribution was used due to its decreasing trend with
increasing distance, limited support and independence of one pedestrian to others.

3 Analysis

Basic overview is provided by the velocity–density relation of all trajectories. For
each blur and range parametric set, Pearson correlation coefficient was evaluated
over the whole trajectory, and then averaged over all trajectories of the experiment,
see Fig. 2.
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Fig. 2 Pearson correlation coefficient over the whole trajectory. Mean is calculated in every point
in parametric space over all trajectories from the experimental data

We can see zero correlation for zero range point approximation as well as natural
negative velocity correlation for short range narrow approximation as expected. On
the other hand, positive velocity correlation for any long-range approximation was
not expected at all. Moreover, the absolute value of correlation is rather small, which
indicates weak dependency of density and pedestrian reaction.

To see the source of positive or negative correlation, it is necessary to study
individual level and check rolling correlation for segments of each trajectory. For
purposes of this case study, we selected one representative illustrated in Fig. 3. This
path is interesting due to the long slowing down interval caused by overtaking the
crowd, see measured quantities in Fig. 4 and related correlations in Fig. 5.

There is strong positive correlation of velocity and long-range density in free
flow area, which can be explained by competitiveness between pedestrians. When
another pedestrian approaches one’s personal area, it increases the motivation to get
to the exit faster, not to be overtook.

Strong negative correlation of velocity and all densities in avoiding/joining the
cluster area corresponds to adjusting velocity to higher density. The decrease of
velocity fits the increasing trend of long-term densities better, because participants
decelerate few seconds before the contact with the crowd. Only long-range densities
cover such distance (1.5 m in this paper).

The correlation peak near t = 248 s illustrates the differences between different
parametric sets. As shown in Fig. 4, short range densities are affected by temporary
increased distance to another pedestrian.1 From long-range perspective, the density
was decreased only slightly, the effect is more significant for low blur models.

1Link and QR code in Acknowledgements refers to website with animations illustrating the
situation.
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Fig. 3 Path 1240 from a high density period. Pedestrian overtakes the crowd (first spot), joins it at
the wall area (second spot), enters the most dense area in front of the door (third spot) and meets
the exit (fourth spot)

Fig. 4 Velocity and four densities with different blur R and range r parameters. First drop of
velocity (1.5–1 m/s) at the beginning of avoiding the crowd is followed by continuous decrease
of velocity (1–0.2 m/s) while joining the crowd, meanwhile the density increases from 0.5 ped/m2

up to 3 ped/m2 based on parameters. Timestamps are placed at the positions corresponding to the
spots of the chosen path in Fig. 3

In this case, the pedestrian did not react to this disturbance by velocity change,
the deceleration caused by joining to cluster area prevails. Such stability of long-
range high blur density models is very useful to bridge insignificant deviations of
pedestrian paths.

Positive correlation of velocity and all densities in the cluster area is caused by
the flow conservation law. Closer to the exit, a lower number of participants carry
the flow, therefore the velocity near the exit is much higher than inside the crowd,
as well as the density might be higher.
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Fig. 5 Pearson correlation coefficient of densities for four blur R and range r combinations and
velocity (memory time τ = 1.56 s). Timestamps are placed at the positions corresponding to the
spots of the chosen path in Fig. 3

Fig. 6 Illustration of the flow conservation law. The absolute flow must be the same across all
curves separating the exit and entry area

This observation may be derived directly from hydrodynamic approximation
assuming linear flow

J = N

t
= N

A

s · d
t

= ρvd, (3)

where d represents the width of a cross-section. Each participant crosses every
separating curve (see Fig. 6) just once, therefore flow through all these cross-
sections (indexes 1, 2, . . . ) must be the same

J = ρ1v1d1 = ρ2v2d2. (4)
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In the cluster area, the density is almost constant (slightly increasing closer the exit),
therefore the relation of velocities is given mainly by the cross-section length, i.e.
the distance to the exit

v1

v2
= d2

d1

ρ2

ρ1
≈ d2

d1
. (5)

At the end, just in the exit area, density drops due to the empty space in adjacent
corridor. Pedestrians start to walk faster, in agreement with the expected negative
correlation.

4 Conclusions

Correlation between velocity and density is not as clear as it can be expected at the
first sight. Assumed decrease of velocity implied by increasing density is observed
only in the transition phase between free flow and congested areas. Conversely in
both free flow and congested state, an increase of density is followed by increasing
velocity. We do not think that there is such inverse causality, in both cases the
velocity does not actually react to the density.

In free flow, pedestrians walk their desired velocity and when there is another
pedestrian nearby, they may increase their velocity in order to overtake them.
The presence of another pedestrian increases local density as well, but it is just
coincidence, not causality.

In cluster area, the pedestrians are more likely to stay in the queue than to walk,
their velocity is limited by the velocity of pedestrians in front of them. Due to the
semicircular geometry of the clusters, the number of waiting lines decreases with
the decreasing distance and each joining of queues slow down the motion. This
process is well described by flow conservation law. Concurrently, the density inside
the cluster is higher, the peak value is observed approximately 1 m in front of the
exit. Again, this is just coincidence, the velocity deep in the crowd is not higher
because the density is higher, but it is higher due to the lower number of queues
sharing the flow.

In general, individual pedestrian density reflects phase transition changes very
well, as can be seen in Fig. 7. For each phase, parametric set maximizing negative
correlation was picked to describe conditions in pedestrian reaction area. As
expected, reaction range decreases with decreasing velocity and pedestrian blur is
more significant in more dense areas.

The value of correlation of velocity and one specific density is variable in
time and differs with personal preferences and individually selected strategy. The
analysis of such complexity is a subject of further research. We hope that deep
decomposition and clustering of trajectories will reveal more fundamental facts that
will increase our ability to predict the pedestrian reactions.
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Fig. 7 Changes of blur (pink dotted neighbourhood) and range (yellow neighbourhood) parame-
ters according to the phase transitions during movement of the chosen pedestrian in the experiment

Fig. 8 Link to the animated results as a QR code

Go to www.youtube.com/playlist?list=PLf1k-N3Jifrr3slVBLXnJciIMD9S608cl
to see animated results or use QR code in Fig. 8.
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4. Bukáček, M., Hrabák, P., Krbálek, M.: Microscopic travel time analysis of bottleneck
experiments. Transportmetrica A: Transp. Sci. 14, 1–20 (2018)

5. Campanella, M., Hoogendoorn, S.P., Daamen, W.: Effects of heterogeneity on self-organized
pedestrian flows. Transp. Res. Rec. 2124, 148–156 (2009)

6. Duives, D., Winnie, D., Hoogendoorn, S.P.: Anticipation behavior upstream of a bottleneck.
Transp. Res. Procedia 2, 43–50 (2014). In: PED’14

7. Kretz, T., Grunebohm, A., Schreckenberg, M.: Experimental study of pedestrian flow through
a bottleneck. J. Stat. Mech: Theory Exp. 10, 1–20 (2006)

8. Liao, W., Tordeux, A., Seyfried, A., et al.: Measuring the steady state of pedestrian flow in
bottleneck experiments. Physica A 461, 248–261 (2016)

9. Schadschneider, A., Chowdhury, D., Nishinari, K.: Stochastic Transport in Complex Systems.
Elsevier, Amsterdam (2010)

10. Seyfried, A., Passon, O., Steffen, B., et al.: New insights into pedestrian flow through
bottlenecks. Transp. Sci. 43(3), 395–406 (2009)

11. Steffen, B., Seyfried, A.: Methods for measuring pedestrian density, flow, speed and direction
with minimal scatter. Physica A 389(9), 1902–1910 (2010)

12. Zhang, J., Seyfried, A.: Quantification of bottleneck effects for different types of facilities.
Transp. Res. Procedia 2, 51–59 (2014). In PED’14



Using Raspberry Pi for Measuring
Pedestrian Visiting Patterns via
WiFi-Signals in Uncontrolled Field
Studies

Peter M. Kielar, Pavel Hrabák, Marek Bukáček, and André Borrmann

Abstract Research on pedestrian behavior requires empirical field studies. A
number of methods for data acquisition are available. However, a low-budget
approach that can be applied to measure pedestrian destination choice in large-
scale uncontrolled field studies is still missing. The measurement of destination
choice patterns is important for validating strategic models, which describe in which
order pedestrians visit locations to perform activities. We propose a Raspberry Pi
setup for WiFi-based tracking of pedestrians by their handhelds in an anonymized
manner. The method is useful for recording the microscopic and macroscopic
crowd dynamics of large-scale uncontrolled field studies, e.g., public events.
Furthermore, we provide a concept for strategic model validation that is based on
the measurements.

1 Introduction

In pedestrian dynamics research, empirical data is used to validate computational
models of pedestrian behavior. Validation is a process that evaluates whether a
computational model can forecast or simulate specific features of the real world
with certain accuracy.

Models that describe strategic pedestrian behavior [10] are used for simulating
destination choices of pedestrians in complex environments (e.g., transport hubs or
public events). Hence, strategic models describe how pedestrians repetitively find
destinations to visit. The resulting visiting patterns are the spatial choice sequences
in which people perform activities [8]. In order to validate models that simulate the
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strategic decision making in complex environments, data of a large spatiotemporal
coverage is mandatory.

The method of choice to acquire raw data for strategic model validation purposes
is to measure the WiFi-signatures of the mobile devices of pedestrians in large-scale
studies [3, 5]. The analysis of the signatures provides the localization and unique
identification of the devices. Furthermore, the method can measure the duration the
devices stayed at a location. In contemporary research, WiFi-signature is measured
by exploiting the local network infrastructure [5] or utilizing commercial devices
[3]. Unfortunately, applying such methods in uncontrolled field studies is seldom
possible. Many environments do not provide a network infrastructure (e.g., open
air festivals) or the existing infrastructures may not be accessed due to security
reasons. Furthermore, the application of commercial WiFi-measuring devices in
large-scale field studies can generate high costs. To overcome these issues, we
provide a solution for WiFi-signature measuring based on Raspberry Pi computers.
The approach enables researchers to set up a low-budget measuring infrastructure in
large-scale uncontrolled field studies to capture WiFi-signature of people with active
WiFi-devices. The WiFi-signatures enable to analyze the pedestrian visiting patterns
for validating strategic models of pedestrian dynamics.

2 Related Work

Modeling pedestrian behavior is typically approached in a behavior concept com-
prising a strategic, a tactical, and an operational behavioral layer [10]. Each layer
can comprise different models that describe pedestrian behavior and each model
needs to be validated to proof its practical applicability and correctness.

Operational behavior models address the movement of pedestrians. The valida-
tion criteria of operational models are typically based on the fundamental diagram
[2] and observable crowd-behavior phenomena [9].

Tactical behavior models typically address directed wayfinding behavior [11].
Wayfinding models are validated based on data that captures the route choices of
pedestrians from GPS-based studies [1] or laboratory experiments [6].

Strategic behavior describes how pedestrians solve the destination choices
problem [8, 10, 12]. This means that a pedestrian repetitively selects a location to
visit. After a destination choice, the pedestrian walks to the location and performs
the activity at the destination. Typical activities are buying a coffee, waiting for
the bus, or enjoying a street performance. However, strategic pedestrian behavior is
complex in the sense that multiple personal and environmental factors influence and
guide the destination choice process of pedestrians [8, 12].

The process of validating strategic models needs large data sets of visiting
patterns. Such data can be acquired by large-scale uncontrolled field studies, e.g.,
public events. Furthermore, laboratory experiments that use virtual worlds are not
suited for strategic data acquisition because the interaction of a large number
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of pedestrians in a complex environment demands an extremely high number of
interacting participants over multiple hours.

The challenge in measuring data for strategic model validation purposes is to
reach a high level of data coverage and data accuracy. In contemporary research,
the analysis of WiFi-signatures of pedestrians’ mobile devices is a method to
approach this challenge [4, 5]. WiFi-signatures are especially suited for validating
strategic models because they can provide information about the localization and
identification of individual WiFi-devices over a long time period.

A WiFi-signature comprises the unique MAC-address (media-access-control-
address) of the mobile devices and the RSSI (received signal strength indicator)
of the signal [15]. The RSSI is a relative parameter of a signal for which large
values indicate a better signal strength. The free-space path loss function [7] can
estimate the distance between a WiFi-sender and a receiver by means of the RSSI.
Unfortunately, all obstacles introduce damping and decrease the RSSI values. This
damping leads to a bad noise to signal ratio, which distorts distance estimations.

3 Methodology

In this section, we provide the methodological aspects of setting up a WiFi-signature
measuring network for validating strategic models of pedestrian behavior based on
Raspberry Pi computers. Figure 1 shows the general approach of the methodology.
We explain each aspect of the method in the following subsections.

Device Assembly

Raspberry Pi

Further Hardware

Measuring
Software

Operating System

Uncontrolled Field Study

Scenario Analysis

Setup Devices 

Conduct Study

Remove Devices

Post-Processing
Extract Data

Extract Visiting
Patterns

Model Validation

Scenario Layout

Filter Data
Device

Activity
Area

Obstacles

Fig. 1 This schema shows the core aspects of the paper’s approach. Initially, the hardware and
software are assembled. The assembly has to be set up for multiple devices. In a field study,
the devices are placed at the activity locations of the scenario. Therefore, the scenario has to be
analyzed first. After the study, the measured data is post-processed. The validation of a pedestrian
behavior simulation with focus on strategic behavior can be done with the processed data
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3.1 Device Assembly

Here, we provide information for the software and hardware assembly of the
measuring devices.

A goal of this research is to use a set of low-cost hardware devices that read WiFi-
signals from pedestrians’ mobile devices in field studies. Typically, all locations of
a scenario where pedestrians can perform activities are points of interest and need to
be equipped with at least a single measurement device. Furthermore, all measuring
devices have to operate power-independent because it is not guaranteed that every
point of interest provides a stable power supply.

Our solution to the aforementioned requirement is to use a Raspberry Pi
hardware, a portable USB-based power bank with ≥10,400 mA h, and a microSD-
card with a Linux operating system. Each device reads WiFi-signals via a low-cost
USB-WiFi-dongle that is able to operate in the so-called monitor mode. This mode
changes the operative behavior of the dongle to listening. Thus, the dongle will
capture all incoming signals. The availability of the monitor mode is hardware and
driver dependent. Any USB-WiFi-dongle that supports monitor mode can be used.
However, every dongle-type provides different physical WiFi-properties. Finally,
most large-scale field studies are conducted in open-air conditions. Therefore, we
used waterproof boxes to protect the hardware. Figure 2 shows the hardware setup.

The basis of the software is the Arch Linux operation system. Furthermore, we
utilize the scapy and the hashlib Python libraries. The scapy library provides code to
access received WiFi-signals. Each signal comprises the RSSI and the MAC address
of an incoming signal. We encrypt received MAC addresses by computing a SHA-
256 hash before storing data in a file. In large-scale field studies, multiple measuring
devices are used. Hence, all devices use the identical private-key for hashing. This
provides the identical hash value for the same MAC address.

The time at which the signal was received is the device’s system time and is also
stored in the data file. The used Raspberry Pi computers do not provide an internal

Fig. 2 This figure shows hardware in a waterproof box. The setup comprises a power bank, a
USB-power-connector, a WiFi-dongle, a microSD-card, and a Raspberry Pi
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real-time clock. Thus, we applied a time-server concept so that the devices read the
current time if connected a setup computer. Another solution is to set the internal
time of the devices by the command line. The clock on all used devices needs to be
synchronized for good analysis results.

3.2 Use in Uncontrolled Field Studies

The setup of a measuring network in uncontrolled field studies starts with analyzing
the scenario. In this process, we used maps, layouts, and general information
provided by the organizer and operator of the area of the study. The analysis
focuses on identifying locations where pedestrians can perform activities. These are,
for example, shops, restrooms, dedicated entrances, or leisure areas. All spatially
clearly distinguishable locations should be equipped with measuring devices.

We tested the WiFi-measuring method in two open-air case studies: a music
festival and a Christmas market. Figure 3 shows the layouts and test positions of
the measuring devices for the music festival. Details of the Christmas market study
are given in [14].

The power supply enables to run the devices approximately 12 h. Therefore, we
activated all devices and started the measuring procedure via Ethernet connection
before mounting the devices at available spaces at the locations. It is recommended
to find elevated mounting positions with a minimum of obstacles between device

N
10m 20m 30m0m

Music

Music

Entrance Restrooms

Restrooms

Music

Exit

Fig. 3 The figure shows the layout of the music festival field study based on data from VABEG
Event Safety Limited. The positions of the measuring devices are indicated as blue circles.
Stationary obstacles are given as gray lines and polygons. Visitors can interact with areas (e.g.,
buy food) which are shown in dark pink. Other areas are explicitly named
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and area where the crowd will perform activities. We also marked the different
locations on a map and via GPS.

3.3 Post-processing

The measured WiFi-data comprises the encrypted MAC address, the date and time
of measuring, the RSSI, and the number of the Raspberry Pi device, which did the
measurement. The post-processing of the data includes the following operations:

1. Extract the data of all devices and merge all data files into a single file.
2. Remove duplicate data entries by deleting data entries with a worse RSSI value

if all other data elements of the signal are identical.
3. Sort the data based on the encrypted MAC address, the date, and the time.
4. Compute the free-space path loss for all RSSI values for the data. This provides

the estimated distance for each measurement.
5. Remove all data entries that exceed a maximal estimated distance threshold d.

This provides an estimated maximal distance to the measuring devices.
6. Remove all data entries that exceed a minimal estimated distance threshold k and

cover a time-span of s. This deletes data of staff members near the devices.
7. Remove all data entries if the number of entries for a single MAC address is

smaller than a threshold z. This reduces data from passers-by.
8. Aggregate the data for each device and each encrypted MAC address.

Typical study dependent parameters we applied in the field studies are: d1 =
10 m, d1 = 5 m, k = 2 m, s = 120 min, and z = 10.

3.4 Strategic Model Validation

The post-processing of the WiFi-measurements provides a data set for each Rasp-
berry Pi device and each encrypted MAC address. Both data sets are sorted
regarding the time and date of each signal. Figure 4 provides data samples of the
music festival field study. Such data is used for validation of strategic pedestrian
behavior simulation output.

Strategic models that are implemented in microscopic pedestrian simulations
determine the sequence in which each pedestrian visits locations. Therefore, the
microscopic decisions of pedestrians lead to macroscopic properties of the crowd.
These properties describe the number of pedestrians at any destination over time.

The first validation approach addresses the macroscopic properties of strategic
models and uses the device-based data of the WiFi-measurements. If the strategic
model predicts the destination choice dynamics of a crowd correctly, the number
of pedestrians at destinations over time will correspond to the measured data. We
propose a comparison metric for the data that is based on grouping the data into the
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Fig. 4 The figure provides example data of the music festival study. (a) It shows the number of
WiFi-devices with an estimated maximal distance of 10 m from the measuring devices over time in
hours. We applied a discrete 1D-Gaussian filter of size 5 for smoothing. (b) It shows the visiting
sequence of a pedestrian with an estimated maximal distance of 5 m to the measuring devices.
Leisure areas are close to restrooms. Diagonal lines indicate inaccuracies due to missing data

operational phases of a field study, e.g., rush-hour, music performance, or entry. The
method compares the mean and variance of the number of pedestrian in the study
and of the simulation in each phase at each destination.

The second validation focuses on the microscopic visiting patterns of simulated
pedestrians and uses the encrypted MAC address data. The data provides an
estimator for the destination visiting sequences of pedestrians. The validation
evaluates whether the visiting sequences of individual people of the study and the
simulation correspond. The comparisons should use categories of destination, e.g.,
group shops with the same goods. Thereafter, the procedural conformity of the
simulated and measured activity-sequences can be compared.

4 Accuracy Discussion

The WiFi-method to acquire data of the pedestrian dynamics of a large-scale
scenario provides a method to validate strategic models of pedestrian behavior.
However, we have to be aware of important inaccuracies in measuring WiFi-
signals:

• The percentage of people p% that have a handheld with active WiFi is unknown.
We applied the value p = 81.43% based on the Christmas market field study
[14].

• The mobile devices check for WiFi-networks in intervals. The duration between
two checks is dependent on the devices’ hardware and the operating system.

• The estimated distance is computed via the free-space path loss function. In field
studies, this function provides a quite inaccurate estimator for the real distance
between a mobile device and a measuring device [15]. The research field on
WiFi-localization [13] provides improvements for the distance estimations.



252 P. M. Kielar et al.

• Each WiFi-receiver and -sender does have different wave propagation and signal
strength properties. In order to improve the accuracy of the measurement,
the properties of the devices have to be identified accurately. We conducted
a laboratory experiment with different mobile devices to evaluate the wave
propagation properties of the applied USB-WiFi-dongles and measuring device
positioning.

5 Conclusion

In this paper, we presented a WiFi-based method to acquire pedestrian visiting
patterns in large-scale uncontrolled field studies for strategic model validation. The
method is based on Raspberry Pi computers and is a low-cost approach that does
not require a WiFi-infrastructure. The measured data is anonymized via encryption
and provides the number of pedestrians with an active WiFi-device in proximity to
measurement devices and the location visiting sequences of pedestrians.

Strategic models describe the destination choices of pedestrians. Hence, these
models provide an approach to simulate the pedestrian dynamics of complex large-
scale environments. We explained a microscopic and a macroscopic validation
approach for validating strategic models based on post-processed WiFi-data.

The proposed method needs to be improved regarding the accuracy of the
measurements. Still, it provides a unique approach for validating strategic models
by data of large-scale uncontrolled field studies.
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Group Parameters for Social Groups
in Evacuation Scenarios

Cornelia von Krüchten and Andreas Schadschneider

Abstract Social groups are often an essential part of pedestrian crowds and
influence their behaviour. In order to describe not only the influence of social
groups in evacuations on entire pedestrian crowds, but also the dynamics of the
groups themselves, we introduce a new set of quantitative group parameters. This
set includes (1) the centre of mass of social groups with its velocity and orientation
and (2) the shape of the groups. They are approximated as an ellipse of minimal
area while containing all social group members. The main properties of this ellipse
give some indication about the dynamics of the members, whereas the centre of
mass quantities describe the dynamics of an entire social group. By combining
both aspects it is possible to determine whether the members order along the
group’s direction of movement. Additionally, the orientation of the social groups is
determined via a gyration tensor approach. All quantities are determined from data
of an experimental study on the influence of social groups on pedestrian evacuation
dynamics. This study investigated several evacuation scenarios with groups and
was performed in schools. Young adults performed evacuation runs including social
groups of different sizes.

1 Introduction

Since social groups are known to dominate in pedestrian traffic [1, 11, 12, 15],
their behaviour and the impact on the crowd dynamics are an area of interest for
some time. For social groups in evacuation scenarios the experimental data basis is
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diverse. Whereas in [4, 11, 13] the authors observed a negative influence of social
groups in terms of the evacuation time, this impact can also depend on the initial
conditions [7], the order of the experiments [3] or other, yet unknown factors [14].
However, a positive impact of grouping was observed in [6].

In order to investigate the influence of social groups on evacuations laboratory
experiments were performed with pupils who went through several evacuation runs
of crowds with social groups of different sizes. Based on these data quantities were
introduced to describe the behaviour of single social groups and their members.
These “group parameters” were directly determined by the configuration and
dynamics of the group members and considered the centre of mass of the groups,
their shape and orientation. They can give five first indications how groups may
behave during evacuation scenarios.

2 The Group Parameters

The choice of the group parameters aimed at the analysis of the behaviour and the
configuration of social groups during the evacuation process. They are microscopic
parameters that allow to describe the dynamics quantitatively.

2.1 Centre of Mass

Using the centre of mass and its dynamics helps at describing the dynamics of a
single group as a whole. This approach was used for the investigation of starling
flocks [2] and is here adapted for the two-dimensional space.

The position of the centre of mass at a time t RCoM(t) of a social group is
calculated as the average position of its members,

RCoM(t) = 1

Nm

Nm∑

i=1

ri (t) (1)

where Nm is the number of the group members, and ri (t) their respective position
at time t . The velocity of the centre of mass at time t vCoM(t) is then calculated by

vCoM(t) = RCoM(t) − RCoM(t − Δt)

Δt
. (2)

This velocity can be used to describe the general movement of the social group.
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Fig. 1 Typical minimal area
ellipse: the blue crosses are
the positions of the group
members, the green “x” and
arrow represent the position
and orientation of the group’s
centre of mass. a and b are
the major and minor axis of
the ellipse

2.2 Shape of a Social Group

The second group parameter represents the dynamics and the configuration of the
pedestrians within a group. The group is approximated as a minimal area ellipse that
contains all group members while having the minimal possible area at the same time
[9, 10]. Its shape, that contains the aspect ratio and the area of the ellipse, directly
depends on the positioning of the group members, see Fig. 1. It therefore helps to
analyse the spatial group cohesion and configuration.

2.3 Orientation of a Social Group

There are three different approaches to determine the orientation of the social
groups. The orientation of the centre of mass is given by the angle between its
velocity and an axis of reference, e.g. the room axis. It describes the orientation of
the general movement of the group.

The orientation of the configuration of the group members can be described by
the ellipse. It is given by the angle between the ellipse’s major axis and the axis of
reference. This can be used to analyse in which way the pedestrians order within the
group.

A third approach is to determine the orientation of the group as a complex
construct by calculating the gyration tensor [8]

Gij (t) = 1

Nm

Nm∑

k=1

(
xk,i(t) − xCoM,i (t)

) (
xk,j (t) − xCoM,j (t)

)
(3)

where xk,l are the coordinates of the group member k, xCoM,l the coordinates of the
group’s centre of mass and Nm the total number of group members. This orientation
can be used to estimate how good the approximation of a group as the minimal area
ellipse works.
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3 Empirical Study

The data that are used to probe the group parameters stem from a experimental
study carried out by teams of the universities of Wuppertal and Cologne and the
Forschungszentrum Jülich. The experiments were performed in two schools with
pupils of different ages. To analyse the influence of larger groups on evacuation
scenarios youths were asked to perform evacuation runs in social groups of different
sizes. There were evacuation in pairs, groups of four, six and eight as well as
individual runs. In addition, there was a single run with groups of six where the
students were told to particularly concentrate on their group members and to try to
stay together even more. This run is referred to as “cooperative behaviour”.

The experimental set-up included an artificial square room with a door of 1.2 m
width. The students stood together in their social groups at the beginning. Then
they should leave the room as fast as possible without running and scrambling. All
experiments were filmed from a camera system at the ceiling and processed using
the PeTrack software [5]. For further information on the experiments we refer to
[14].

The group parameters were applied to the experimental data in both schools. In
this contribution we restrict exemplarily to the first dataset.

3.1 Mean Velocity of the Centre of Mass

The velocity of the centre of mass was calculated for each group and then averaged
over the number of groups. As shown in Fig. 2, the mean velocity of groups increases
almost linearly at the beginning of the evacuation for every group size. After a few
seconds the velocities reach a rather constant level. The curves for the runs with
groups of four, six and eight flatten down at around 0.7 m/s, whereas the run with
groups of six and cooperative behaviour has a velocity of 0.5 m/s. Therefore, the
social groups accelerated in the first seconds of the evacuation and then reached a
constant velocity. Very cooperative groups moved slower, due to the stronger group
cohesion.

3.2 Mean Aspect Ratio of the Minimal Area Ellipse

The aspect ratio of the minimal area ellipse is the ratio between its major and
minor axis. Figure 3 shows the mean aspect ratio averaged over the number of
social groups. It is always greater than 1, so the groups form prolate ellipses that
are elongated towards the door. It increases a bit in time with a small decrease at
the end. Whereas the groups of six and eight have a similar mean aspect ratio, it
later is significantly larger in the case of groups of four and smaller for cooperative
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Fig. 2 Averaged velocity of the centre of mass using the data of the first school. The groups
accelerate but reach a constant velocity level soon for all group sizes

Fig. 3 The mean aspect ratio of the minimal area ellipses for the first dataset shows that in general
the groups are elongated during the evacuation towards the exit

groups. So, cooperative behaviour leads to a more rotund configuration compared to
normal behaviour. The run with four participants per group shows a sharp increase
in between. Here, the groups lost some of their group members.
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3.3 Mean Normalized Area of the Minimal Area Ellipse

The area of the minimal area ellipses was averaged and normalized with respect
to the number of group members in order to get the averaged space requirement
per person. In Fig. 4, the mean normalized area increases over time, so the group
members fanned out during the evacuation. The groups of four and six only have a
small difference in the normalized area; however, the space requirement per person
in the groups of eight is significantly higher. This indicates that group members need
more space in larger groups. Comparing the groups of six with normal behaviour
to these with cooperative behaviour, the latter show a smaller aspect ratio. The
group members of the cooperative groups stand closer together due to the stronger
cohesion.

3.4 Orientation

The orientation of the centre of mass was averaged over the number of groups
(Fig. 5): in the first seconds of the evacuation the angle of the mean orientation
decreases fast and flattens out at a constant level between 0◦ and 40◦ for all groups.
Therefore, the groups move in a narrow cone around the room axis independently
of the group size.

The results for the minimal area ellipse cannot reasonably be averaged due to
large differences between single group results for groups of four. However, the
ellipse orientation can be compared to the orientation of the centre of mass and the
gyration tensor result for single groups. A good match between the ellipse and the

Fig. 4 The mean normalized area indicates a higher space requirement per person for large groups
with eight participants
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Fig. 5 The mean orientation of the centre of mass decreases fast, so the social groups move in a
narrow cone of maximum 40◦ around the room axis

Fig. 6 Comparison of the orientations of a single social group. The results of the gyration tensor
and the ellipse match very well and the orientations of the centre of mass and the ellipse look
similar

gyration tensor orientation shows that the approximation of the groups as ellipses
works well. The comparison of the orientations of the ellipse and the centre of mass
shows the relation between the general direction of movement and ordering of the
group members. If both orientations look similar, the pedestrians stand behind each
other in the direction of the general movement.

In Fig. 6 a typical result is shown. The orientation of the centre of mass and
the minimal area ellipse match at least temporarily. That means that the group
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members mainly order along their direction of movement. In addition, the results
of the gyration tensor calculation fit the ellipse data very well. So the social groups
can be approximated as ellipses.

4 Conclusion

We introduced quantitative group parameters to describe and investigate the
behaviour and dynamics of social groups during an evacuation. The general
dynamics of a group is characterized by the motion of the centre of mass.
Approximating the groups as minimal ellipses that contain all members allows
to determine their shape and internal dynamics. The gyration tensor was used to
calculate the orientation of the group. A comparison of the orientations of the
centre of mass, the ellipse and the tensor helps to investigate the relation between
the general movement and the individual behaviour and to assess how good social
groups can be approximated as ellipses.

All parameters were applied to data of an experimental study with pupils. The
young adults performed evacuation runs in different crowd compositions. The
results show that all groups accelerated at the beginning of the evacuation but
reached a constant velocity soon. They moved within a small cone around the room
axis and were elongated towards the exit. In many cases, the orientation of a group
calculated by the centre of mass and the ellipse agreed well, so the group members
order along their general direction of motion during the evacuation. Larger groups
seem to have a higher space requirement per person. Cooperative group members
stand closer and more rotund and moved slower. Using the gyration tensor we could
show that groups can be well described by ellipses.

Acknowledgements We thank the teams of Forschungszentrum Jülich and University Wuppertal
and the pupils and teachers of the participating schools. Financial support by the Deutsche
Forschungsgesellschaft (DFG) under grant SCHA 636/9-1 and Bonn-Cologne Graduate School
of Physics and Astronomy (BCGS) is gratefully acknowledged.

References

1. Aveni, A.F.: The not-so-lonely crowd: friendship groups on collective behavior. Sociometry
40(1), 96–99 (1977)

2. Ballerini, M., Cabibbo, N., Candelier, R., Cavagna, A., Cisbani, E., Giardina, I., Orlandi, A.,
Parisi, G., Procaccini, A., Viale, M., Zdravkovic, V.: Empirical investigation of starling flocks:
a benchmark study in collective animal behavior. Anim. Behav. 76, 201–215 (2008)

3. Bode, N.W.F.: The effect of social groups and gender on pedestrian behaviour immediately in
front of bottlenecks. In: 8th International Conference on Pedestrian and Evacuation Dynamics,
pp. 92–99. University of Science and Technology of China Press, Hefei (2016)

4. Bode, N.W.F., Holl, S., Mehner, W., Seyfried, A.: Disentangling the impact of social groups on
response times and movement dynamics in evacuations. PLoS One 10, e0121227 (2015)



Group Parameters for Social Groups in Evacuation Scenarios 263

5. Boltes, M., Seyfried, A., Steffen, B., Schadschneider, A.: Automatic extraction of pedestrian
trajectories from video recordings. In: Pedestrian and Evacuation Dynamics 2008, pp. 43–54.
Springer, Berlin (2010)

6. Guo, N., Jiang, R., Hu, M.B., Ding, J.X., Ding, Z.J.: Escaping in couples facilitates evacuation:
experimental study and modeling. arXiv:1512.05120 (2015)

7. Köster, G., Seitz, M.J., Treml, F., Hartmann, D., Klein, W.: On modelling the influence of group
formations in a crowd. Contemp. Soc. Sci. 6, 397–414 (2011)

8. Mauer, J.: Shapes and dynamics of blood cells in Poiseuille and shear flows. Ph.D. thesis,
Universität zu Köln (2016)

9. Moshtag, N.: MATLAB File Exchange (2006). http://www.mathworks.com/matlabcentral/
fileexchange/9542-minimum-volume-enclosing-ellipsoid/content/MinVolEllipse.m

10. Moshtag, N.: MATLAB File Exchange (2007). http://www.mathworks.com/matlabcentral/
fileexchange/13844-plot-an-ellipse-in--center-form-

11. Moussaïd, M., Perozo, N., Garnier, S., Helbing, D., Theraulaz, G.: The walking behavior of
pedestrian social groups and its impact on crowd dynamics. PLoS One 5, e10047 (2010)

12. Oberhagemann, D., Könnecke, R., Schneider, V.: Effect of social groups on crowd dynamics:
empirical findings and numerical simulations. In: Pedestrian and Evacuation Dynamics 2012,
pp. 1251–1258. Springer, Berlin (2013)

13. Reuter, V., Berger, B.S., Köster, G., Seitz, M.J., Hartmann, D.: On modeling groups in crowds:
empirical evidence and simulation results including large groups. In: Pedestrian and Evacuation
Dynamics 2012, pp. 835–845. Springer, Berlin (2014)

14. von Krüchten, C., Schadschneider, A.: Empirical study on social groups in pedestrian
evacuation dynamics. Phys. A 475, 129–141 (2017)

15. Xu, S., Duh, H.B.L.: A simulation of bonding effects and their impacts on pedestrian dynamics.
IEEE Trans. Intell. Transp. Syst. 11, 153–161 (2010)

http://www.mathworks.com/matlabcentral/fileexchange/9542-minimum-volume-enclosing-ellipsoid/content/MinVolEllipse.m
http://www.mathworks.com/matlabcentral/fileexchange/9542-minimum-volume-enclosing-ellipsoid/content/MinVolEllipse.m
http://www.mathworks.com/matlabcentral/fileexchange/13844-plot-an-ellipse-in--center-form-
http://www.mathworks.com/matlabcentral/fileexchange/13844-plot-an-ellipse-in--center-form-


Simulating Assisted Evacuation Using
Unity3D

Anass Rahouti, Ruggiero Lovreglio, Charitha Dias, and Sélim Datoussaïd

Abstract Past studies on emergency events have revealed that occupants’
behaviours and capabilities, procedural aspects and environmental constraints affect
the evacuation performance of different types of buildings including healthcare
facilities. Healthcare facility management needs to consider the occupants’
capabilities as well as the unique floor layouts of such environments to design
occupant-centric evacuation systems. Occupants at a healthcare facility can be
divided into three groups as independent (whose mobility is not impaired in
any way), dependent (except those defined as independent or highly-dependent)
and highly-dependent (whose clinical condition creates a high-dependency on
other people). Dependent and highly-dependent occupants should be assisted by
others during the evacuation process. Therefore, assisted evacuation sub-model
can be considered as a fundamental feature of an evacuation modelling tool
when simulating healthcare facility evacuation to estimate total evacuation times.
Currently, there exist over 60 evacuation models, however, few can simulate assisted
evacuation. This paper demonstrates that game engines, such as Unity3D, could
be useful tools to develop assisted evacuation sub-models based on the artificial
intelligence of autonomous agents.
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1 Introduction

Disaster planning is crucial for the mitigation of both mortality and injury associated
with disasters. However, in complex buildings like hospitals, planning for a
safe, efficient and timely evacuation is particularly challenging. Indeed, in such
environments, the performance of the evacuation is closely related to the physical
and mental abilities of evacuees as well as to their response to such an event
[7]. Internationally, structures are designed by adhering to prescriptive codes or
following guidance in support of performance-based regulations [2]. Many devel-
oped countries adopt performance-based alternatives (i.e., fire safety engineering
approach) involving engineering calculations to increase design flexibility [7].
Numerical simulation can support this fire safety engineering approach and can be
used to design new safer healthcare buildings and improve fire safety and emergency
preparedness in existing ones [7, 13]. To date, there are over 60 evacuation models
[14]. However, most of them are unsuitable to simulate evacuations of healthcare
facilities due to the limitations in those models [7, 14]. Many models have attempted
to include vulnerable occupants by simply reducing their walking speeds. However,
to accurately simulate the evacuation of healthcare occupants with many presenting
with mobility and mental impairments (dependent and highly-dependent patients),
assisted evacuation feature is fundamental in evacuation modelling tools. Recently,
buildingEXODUS [6] and Pathfinder2017 [5] have incorporated specific features
that allow analysis of evacuation in healthcare environments considering assisted
evacuation. In this paper, we propose a novel approach using Unity3D [18] game
engine as a tool to simulate assisted evacuation. As part of a performance-based
design, this sub-model can be used by designers to quantify the evacuation time in
healthcare environments. As thus, it can also be used to quantify the effectiveness
of different evacuation strategies to ensure the safety for all building occupants.
Another possibility could be the usage of this sub-model in the development of
training tools for enhancing the safety and triage skills of healthcare facility staff
members in case of an emergency.

2 Background

In this section, an overview of existing evacuation models which attempted to
incorporate features to simulate the evacuation of people with disabilities and to
simulate assisted evacuation is presented (Sect. 2.1). Further, relevant studies which
implicitly simulated assisted evacuation are also presented (Sect. 2.2).
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2.1 Evacuation Models

In recent decades, many evacuation models have been developed to evaluate the
effectiveness of a design, and to assist the evacuation planning of new and existing
buildings. However, when considering scenarios that involve assisted individuals,
it might be difficult or inappropriate to apply most of the existing evacuation
models. Some models attempted to include vulnerable people by reducing their
speeds, based on engineering data on the literature. For instance, FDS+Evac [10]
simulates elderly agents evacuating at a lower speed than adult agents. Such features
might be useful to simulate the reduced speed of patients depending on their
physical and mental conditions. However, the larger footprint of the transportation
devices and the medical equipment associated with patients could not be represented
and subsequently nor their effect on the evacuation process (e.g., occurrence of
bottlenecks in narrow corridors or in the stairs). EXITT [11] includes two categories
of occupants, the able-bodied agents and those in need of assistance to leave
the building. The BUMMPEE [4] can simulate the evacuation of people with
disabilities, and their interaction with the built environment. This model includes
seven categories of individual disabilities and includes both motorized and manual
wheelchair users. Disabilities are represented by a reduction in speeds, and the
size of these larger devices is considered in the model. However, from the existing
literature, it is not clear whether this model can simulate assisted evacuation. Exitus
[12] is another model based on BUMMPEE, that can represent disabilities, and
assisted evacuation, but not the presence of vertical stair transportation devices.
SimWalk [16] can represent many disabilities and accessories such as backpacks,
canes, crutches, handcarts, shopping bags, suitcases and wheelchairs. However, no
stair devices or beds are defined, and it is not clear from published literature whether
the physical sizes of the additional accessories are represented explicitly. ASERI
[15] depicts wheelchair users as circular objects with a maximum speed of 0.9 m/s
horizontally and 0.3 m/s vertically assisted. Pushed wheelchairs are represented by
two circles, and the assistance on the stairs is represented by three circles, unlike the
human shaped representation of other agents. The model demonstrates the ability
to model a wheelchair being carried down the stairs, modelled as a series of three
circles. While a circular representation of a device may reasonably occupy the space
required for a wheelchair, the circular shape specification significantly restricts the
ability to represent different devices. For example, a wheelchair and an evacuation
chair may have a similar width but a different depth and therefore their comparative
size may not be well represented by a collection of circular shapes. Furthermore,
large devices such as beds or stretchers have an elongated shape. A circular shape
may therefore take up the required area, but the rectangular shape itself is not
fully represented. STEPS [20] has a 3D representation of a wheelchair, people with
backpacks and trolleys, etc. However, this large space and shape is not represented
within the model beyond a reduction in speeds. Furthermore, there are two models
that specialize in the evacuation of hospitals: G-HES [9] and the assisted evacuation
simulation system [17]. Both have been developed to simulate assisted evacuations.
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However, they are not publicly available. In the G-HES, beds and wheelchairs are
explicitly represented, although it is not clear how any conflict resolution occurs in
multiple evacuation of the same path, nor whether the results are validated against
data. Further, no vertical evacuation of vulnerable people was explored in this study.
Since 2016, buildingEXODUS includes an explicit theoretical model comprising
algorithms derived to represent the use of patient transportation devices during the
evacuation process. Finally, Pathfinder2017 includes an explicit assisted evacuation
sub-model. However, both models do not provide the flexibility to modify the
existing algorithms and investigate other ranges of evacuation procedures.

2.2 Assisted Evacuation Modelling

Only a limited number of studies have examined the assisted evacuation. This might
be associated with the lack of explicit assisted evacuation sub-models in most of
current evacuation models. Another alternative is the use of existing evacuation
models (e.g., FDS+Evac, STEPS, etc.) that are not explicitly designed to simulate
assisted evacuation but they are flexible enough to achieve this goal implicitly.
In fact, some of them include specific features such as checkpoints and delays,
which can be used to represent the preparation time associated with people in need
of assistance. This approach was used to simulate prescript assisted evacuation
procedures implicitly by Hunt et al. [8], Alonso et al. [1], Ursetta et al. [19] and
Rahouti et al. [14]. However, this approach does not consider the staff-transportation
devices interactions and the blockage effect of the transportation devices on the
evacuation process [7].

3 Methodology

Figure 1 shows the development pipeline implemented to simulate agents evacuation
from the simulated hospital structure (in practice, it can be any type of building). The
3D model of the simulated building was developed by using building information
modelling (BIM) tools. The main data was pre-existing 2D CAD DWG files which
were used within Autodesk Revit to create the 3D geometry. The 3D model
of the building was then imported in Unity3D in FBX format. The third step
consisted of making final adjustments of the virtual world within Unity3D by
importing hospital furniture (e.g., Beds, wheelchairs, etc.) form the Asset Store
of Unity3D and fixing textures. The 3D models of agents were created in Adobe
Fuse CC, which is a software for creating 3D human models as well as other non-
player characters (e.g., Monsters, etc.). Then, the models were uploaded to Adobe
Mixamo for skeleton rigging and animating. Mixamo is a 3D character cloud-
based animation software that contains several animations and avatars in its library,
allowing rapid character and animation development. After rigging and animating,
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Fig. 1 Development pipeline for simulating agents evacuation from a virtual environment within
Unity3D

the characters were exported in FBX format and then imported in Unity3D. To make
the agents navigate towards a place of safety and to dictate their pre-evacuation
and evacuation behaviour in the virtual world, several pre-existing components of
Unity3D (e.g., colliders, rigid bodies, navigation mesh agents, navigation mesh
obstacles, animation controllers) and new components (C# scripts) were attached
to the 3D model of each agent within Unity3D. The following section gives more
details on the explicit assisted evacuation sub-model development.

4 Explicit Assisted Evacuation Sub-model

4.1 Agents Type

In healthcare facilities, occupants with varying dependency levels can be expected.
To accurately simulate the evacuation process in such environments, two groups of
agents should be introduced: ambulant (e.g., independent patients, staff members
or visitors) and non-ambulant (e.g., dependent and highly-dependent patients). The
behaviour of an ambulant agent can be simply modelled by reducing its speed
and assigning her/him a place of safety or multiple places of safety (typically,
emergency exits or areas of refuge) as known targets. Then, the agent can decide
either randomly or using the shortest path as a criteria of target selection through
an embedded C# script. Also, in this study, we focus on explicitly representing
the assisted evacuation of dependent (i.e., can be moved using a wheelchair) and
highly-dependent (i.e., bed-ridden) agents considering an appropriate mode of
transportation device (i.e., a wheelchair or a bed) and the available day and night
shift personnel.
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4.2 Transportation Devices

Usually, transport tasks can be carried out by using one- or two-person manual
carry techniques (e.g., a hand-carried chair, etc.) or, if available, by using one of
several different types of transportation devices (e.g., a wheelchair, a bed, a stretcher,
an evacuation chair, a rescue sheet, etc.) [2, 7]. In this study, we are considering
only the use of transportation devices such as wheelchairs and beds, while the
simulation of other devices will be investigated in a future study. A key requirement
in simulating healthcare facilities evacuation is the explicit representation of these
devices. Figure 2 shows the 3D representation of the transportation devices used in
the assisted evacuation sub-model, their dimensions [21], their shape (represented
using Unity3D colliders and navigation mesh obstacles), as well as the handler(s)
positioning when assisting a patient.

4.3 Assisted Evacuation Algorithms

Figure 3 shows a detailed flow chart of the developed assisted evacuation sub-
model. Initially, the user defines a list of emergency groups constituted of one or two
assistants because the transportation devices used in this study required one or two
handler(s) for transporting the patients. Then, each emergency group would have a
predefined priority list of patients who need to be assisted. If the priority list of the
emergency group is empty, each handler leaves the fire compartment by seeking a
place of safety. Otherwise, the group assists the first unassisted patient, tagged as
“Pu”, in its priority list. The sub-component “assist action” consists of four phases
(i.e., gathering, attachment, preparation and movement). In the gathering phase,
each assistant of the emergency group seeks the associated attachment point until
she/he reaches it. When a member of an emergency group reaches an unassisted
patient, the patient’s tag becomes “Ph”, which means “helped patient”. This step
is necessary to prevent that another emergency group seeks the same patient. Each
time an assistant reaches their associated attachment point, she/he starts rotating
until she/he faces the same direction as the helped patient. In the attachment phase,
each assistant of the emergency group attaches to their associated attachment point.
In the preparation phase, the assistants wait until the preparation time elapses. From
a simulation point of view, we do not need animations to show the preparation of the
patient (i.e., get the patient dressed, take patient’s belongings or take the associated
medical equipment, etc.). In the movement phase, the patient drives the movement
and the knowledge of the group is embedded in the vehicle agent. The group moves
at the patient walking speed value “WSPh

”.
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Fig. 3 Flow chart of the assisted evacuation sub-model

5 Case Study

We simulated the evacuation of the left ward of the 6th floor of a Belgian hospital
considering the barriers (fire doors), which divide the floor into three compartments.
This floor is one of the most critical floors of this hospital in terms of fire safety [14].
The fire is supposed to break out in the storage premise of the evacuated ward. The
occupancy level and the occupants’ characteristics are given in Table 1.

Table 1 Characteristics of the assistants and patients [3, 7, 8, 19]

Type of the agent Number of agents Walking speed (m/s) Preparation time (s)

Assistants 7 1.20–1.55 0

Independent patients 13 0.70–1.55 0

Dependent patients 11 1.10–1.30 0–35

Highly-dependent patients 1 0.90–1.10 20–90
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Fig. 4 Qualitative and quantitative outputs. (a) Visualization of the situation at t = 1 s.
(b) Evacuation curve

6 Results

Figure 4a shows an example of the initial stage of the evacuation. In this example,
the patients are positioned in their rooms and the staff members (assistants) are
positioned in a patient room or in a nursing station. However, the position of the
agents can be modified by the user to run several simulations and study the impact
of this parameter on the performance of the evacuation. Locations of jams can be
identified through visualization of the simulation. By recording the time at which
each agent leaves, it is possible to plot the associated evacuation curve (see Fig. 4b).

7 Conclusions and Outlooks

In this paper, we described an algorithmic formulation of a new assisted evacuation
sub-model, which took into account the shape of transportation devices used to
evacuate dependent and highly-dependent patients. We also simulated explicitly all
the phases of an assisted evacuation; i.e., gathering, attachment, preparation and
movement phases. We embedded our algorithm into Unity3D, which is a widely
used game engine. We applied this model to a real ward of a Belgian hospital.
Qualitative and quantitative outputs of such modelling approach could be useful for
designers to evaluate designs of healthcare facilities. This model can also be applied
to other buildings or used by game developers to simulate assisted evacuation to
design evacuation training tools for educating healthcare facilities personnel.

Quantitative validation of the developed sub-model against real data, such as
trajectories of evacuees or evacuation times, is still open. Future studies should use
real data to calibrate the model. Moreover, in this research study, only two types of
transportation devices were simulated. Future work would consider the simulation
of other types of transportation devices such as evacuation chairs, stretchers and
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rescue sheets. Future research could also focus on improving the decision making
of the agents. For example, a communication model between the assistants could be
useful to exchange information in real time. Finally, future versions of the model
could consider the effect of exhaustion on the performance of the assistants after
repeated collection of patients.
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Abstract Due to rapid rail passenger growth in the last years, crowding challenges
have risen at several stations in Switzerland and The Netherlands. Particularly at
platforms, safety risks can increase when a station is operated near or at pedestrian
capacity. Therefore, Swiss and Dutch station managers started several initiatives to
measure crowding-related safety risks. Recently, pedestrian measurement technol-
ogy has improved substantially. New technology is capable of anonymously tracking
individual pedestrians within a predefined area under high intensity conditions. This
technology has not been implemented at train stations before. Therefore the Swiss
and Dutch station managers have developed and applied a methodology to determine
the validity of the data which are generated by the newest generation of pedestrian
measurement systems at the stations of Bern (CH), Amsterdam Zuid, and Utrecht
Centraal (NL). This paper presents the results of the tests in both countries and their
(first) implications for science and practice.
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1 Introduction

Due to rapid rail passenger growth in the last years, crowding challenges have risen
at several stations in Switzerland and The Netherlands. Particularly at platforms,
safety risks can increase when a station is operated near or at pedestrian capacity.

The safety line is the line at the platform between the circulation/waiting zone
and the platform edge near the tracks [5]. Passengers are observed to cross this safety
line at busy platforms more often than at less busy or more spacious platforms.
Platform enlargement projects take years to implement and are extremely costly.
In most cases risks cannot be reduced sufficiently by a rearrangement of platform
objects. Risk-targeted, operational interventions are limited by a lack of insight into
passenger behavior at platforms, which in turn are limited by a lack of empirical
data.

Until recently, pedestrian measuring systems at Swiss and Dutch train stations
have been used only for counting the number of pedestrians at a predefined area
(occupancy) or passing a counting line (flow rate). Advanced systems have not been
sufficiently accurate as well due to challenging semi-outdoor environment with high
flow rates at a train station (see Fig. 1).

During the last years, pedestrian counting technology has improved substantially.
New technology of the Swiss company ASE—hardware and software—is capable
of anonymously tracking individual pedestrians within a predefined area under high
intensity conditions. This has created the potential of measuring pedestrians’ paths
through an area (trajectories) and to assess walking speeds and densities under
different traffic conditions. As this technology has not been applied at train stations
before, Swiss and Dutch station managers have tested the newest generation of
pedestrian measurement systems in practice to assess the quality of the data.

Fig. 1 Crowding at train station platforms. Left: Bern SBB, track 3/4, 8 March 2016, 7.03 h;
Right: Utrecht Centraal, track 5, 7 December 2015, 8.01 h. These pictures are representative for
peak hours at regular work days
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This paper is structured as follows: in the next Sect. 2, sensor data quality is
defined. Validity definitions are based on a review of literature and an assessment
methodology is proposed. Section 3 covers the experiments, and Sect. 4 the
results. This paper is concluded in the fifth and final section with conclusions and
recommendations for science and practice.

2 Path Data Quality Definition

The sensor data describes the paths of pedestrians who have used the measurement
area for walking or waiting, in existing research also referred to as “trajectories.”
The data for each path consists of an anonymous ID and its spatial coordinates (x and
y) at each moment in time (t). The sensors register these data ten times per second
for each path ID. With this level of detail, the data resolution is extremely high.
High resolution, however, is not an indicator of data quality, which in this context is
defined as validity: the extent to which the paths in the data accurately describe the
real location of the corresponding pedestrian at each recorded timestamp.

To assess the quality of the path data from the sensors, a definition has been
developed based on the previous research. The PhD research by Daamen [3] has
been one of the first publications with a detailed description of a validation proce-
dure of microscopic pedestrian model output. In their validation of automatically
extracted pedestrian trajectory data from video recordings, Boltes et al. [1] have
identified occlusion caused by height differences between pedestrians as a source of
measurement error. Occlusion occurs when a relatively small person is standing in
the “shadow” of a taller person in areas relatively far away from the sensor. These
errors are caused by the situation in which the sensors are deployed, not by the
sensors themselves. In their state-of-the-art overview on measurement techniques
for slow mode travel behavior, Daamen et al. [4] describe detection, location, and
identification as the fundamental characteristics of Bluetooth and WiFi measure-
ments of travel behavior. Detection is about capturing correctly if a pedestrian is
present in the measurement area. Location is about the correct representation of
the position of each pedestrian in the measurement area. Identification refers to
attributing the correct identification to each measurement of each unique pedestrian.

Based on the existing research, the data quality levels have been defined for this
study, in order of increasing complexity:

1. Correct count: the degree to which the number of pedestrians in the data who
have passed a line during timeframe Δt (flow) or who have been present in a
specific area (density) at time t is according to reality;

2. Correct position: the degree to which the x- and y-coordinates of all pedestrians
in the measurement area during a timeframe t is according to reality;
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3. Stable identification: the degree to which the x- and y-coordinates of a unique
pedestrian have been linked to the same ID in the sensor data during the total
time the person has been in the measurement area;

4. Path continuity: the degree to which a sequence of x- and y-coordinates with
the same ID during total time describes the real path of a unique pedestrian.

For this study, we have used level 4 (path continuity) as data quality indicator.
Firstly, because from a research perspective, this study imposed no limits on which
technical capabilities of the sensors could be tested. Secondly, because from a
practical perspective, individual behavior in some cases is an important factor in
assessing safety risks.

3 Experiment Setup

The unavailability of any ground-truth data with a similar level of aggregation
as the sensor data has been a validation challenge to overcome by the research
methodology. Another challenge has been the combination of an extremely dynamic
character of pedestrian behavior at train platforms, combined with large numbers of
pedestrians present at the same time (particularly at peak hours). This combination
makes it extremely time consuming to make a structured comparison of the data
from the sensors and empirical observations of the same situation from another
source (i.e., CCTV-footage or outdoor observations) in an uncontrolled environ-
ment. Performing experiments in a controlled environment (similar to [3] and [1])
would have been inconsistent with the research objective, as the objective has been
linked to the practical use of the sensors in real-life train station environments.
Moreover, a significant number of sensors already had been installed at the stations
of Bern (CH), Amsterdam Zuid (NL), and Utrecht Centraal (NL). This offered the
unique opportunity to perform experiments without the need to purchase and install
sensors for research purpose only. So for this study, we have chosen for controlled
experiments at the three stations where the sensors already had been installed.

The experiments have been performed in the context of our research on the use
of the danger zone at train platforms (see [5]). The validation of the correct position
of pedestrians at the platform before train arrival(s) in the sensor data has been
the main objective of this experiment. As indicated in Fig. 2, a pedestrian is in the
danger zone when standing or walking with at least one foot at the track side of the
safety line at the platform. Both feet at the safety line or at the non-track side of
the safety line are considered as safe. The objective is to assess if measurements are
according to reality, with a small margin of measurement error. For this experiment,
we have chosen to set the margin of error at ±10 cm or approximately a foot width.
In practice, there is no need for a higher accuracy.

For the implementation of the experiments, a group railway and research staff has
been recruited; as test person or for assistance in performing the experiment; all have
been wearing safety vests and have been instructed on safety risks and procedures.
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Fig. 2 Safety line at platform of Bern (CH); red arrow is “in danger zone”—indicator

Fig. 3 Left: impression of experiment “at of beyond the line” at track 3 of Amsterdam Zuid (NL);
Right: graphical representation of data collected during the same experiment

To minimize safety risks for the railway staff and inconvenience of train passengers,
each run was performed directly after departure of a train during off-peak hours
only. In Switzerland the experiments have also been used to identify the safety line
in the data. There, the experiments were conducted at the boarder between safety
and danger zone. To get sufficient data for validation, four runs per track have been
performed with three positions simultaneously, each representing a degree between
safe and unsafe: 1. next to the line, 2. with one foot at the line, and 3. with both
feet at the line. For Amsterdam Zuid, the experiments have been performed for two
tracks (3 and 4). This resulted in 2 tracks × 4 runs × 3 positions × 3 test persons
per position = 72 experiments. The left part of Fig. 3 gives a visual impression of
the experiments performed at Amsterdam Zuid. Similar runs have been performed
at Utrecht Centraal (NL; 36 experiments) and Bern SBB (CH).
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During the experiments, the sensors have measured the location of each pedes-
trian in the measurement area with an interval of 10 times per second. The right
part of Fig. 3 gives a graphical representation of this data at track 3/4 of Amsterdam
Zuid for the indicated timeframe. Note that this figure shows data of 10 observations
during 1 s. The small dots represent passengers who were standing, while the larger
shapes represent pedestrians who were walking. From the figure, the formation of 9
test persons at three positions can be recognized.

For evaluation, the non-parametric k-nearest-neighbor-based regression method
LOESS has been used [2]. With LOESS, the Y -positions (along the platform width)
for a smoothly fitted line for each run have been determined for all X-positions
(along platform length) of each ID in their order of occurrence in timeframe Δt.
Sensor data quality has been assessed by a relative comparison of the Y -position of
all data points for each individual test person (see Fig. 3) against the LOESS-line,
which has been derived from all data points per position in the formation of test
persons in the same run.

4 Results

Figure 4 shows the regression analysis on the data of a well-assessed run at track 3
of Amsterdam Zuid (NL). The three test persons have walked at the second position
(with one foot at the safety line) in the formation of nine test persons. The line in
the graph indicates the LOESS-line of the measurements of the three test persons.
The gray area refers to the allowed measurement error (±10 cm). The up/downward
movement in individual measurements clearly shows the swaying which is typical
for pedestrian movement. The red dots outside the gray area show that one test
person (Hans) deviated from his path during a short segment of his path. This
observation in the data has been confirmed by the video recordings made during
the experiments. All 36 experiments at track 3 of Amsterdam Zuid have resulted
in similar outcomes. Moreover, during the experiments at Bern SBB (CH), the
divergent behavior of test persons and support staff could be easily distinguished
in the datasets.

Figure 5 shows the results of a badly assessed run at track 4 at the same platform,
for the same position, and the same test persons. In this graph, it is clearly visible that
the ID of the second test person (Marcel) is lost after approximately 13 m. Further
inspection of the data revealed that the path ID got lost. The path continued with a
new ID, which has been caused by an unsuccessful transfer of the ID between two
sensors. All 36 experiments at track 4 of Amsterdam Zuid have resulted in similar
outcomes.
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Fig. 4 LOESS analysis of run 2 and position 2 at track 3 of Amsterdam Zuid (NL)

Most probable cause is a slightly different position of one sensor at the track 4
side of the platform, compared with the same set of sensors at the track 3 side, where
this issue did not occur. The 36 experiments at Utrecht Central station (track 5)
have revealed that the issue of discontinued ID’s also can occur due to objects
which are located between the sensors and the measurement area at the platform.
For example, train information screens, lighting, signing, and columns can cause
“object shadows” in the measurement area.

In addition to the sensor technology, ASE has developed a post-process path
stitching algorithm at its data server. This algorithm can be used to reassign the
correct ID to paths for which the ID has been replaced by a new ID, while in reality
both path sections are generated by the same pedestrian. Figure 6 shows the results
of the same experiment. The only difference is the application of the path stitching
algorithm on the data. The continuation of the path of test person 2 (Marcel) shows
that the stitching has been successful.
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Fig. 5 LOESS analysis of run 2 and position 2 at track 4 of Amsterdam Zuid (NL)

5 Conclusions

The experiments at stations of Bern (CH), Amsterdam Zuid (NL), and Utrecht
Centraal (NL) have shown that the pedestrian measurement technology of ASE
is capable of delivering a high degree of accuracy of pedestrian measurements at
train stations, even at the highest level of complexity (path continuity) that has
been defined for this study. These data open up the possibility to research patterns
in individual and collective passenger behavior and safety risks at platforms.
This conclusion is supported by an extensive data analysis, combined with visual
comparisons between data of individual paths and video recordings made during
the experiments. The natural swaying of pedestrians, inconsistencies in test person
behavior and even the divergent behavior of pilot stewarts and test persons can be
detected in the data and linked to visual observations during the experiment.

The experiments have also revealed the importance of a well-designed and
installed sensor installation. The experiments at track 4 of Amsterdam Zuid (NL)
have revealed that a minor misalignment in the sensor positions can cause significant
issues with handing over path IDs between sensors. The experiments at track 5 of
Utrecht Centraal (NL) and Bern SBB (CH) have revealed a similar issue due to
object shadows on the platform. These challenges can be overcome by increasing
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Fig. 6 LOESS analysis on stitched dataset of Fig. 5

the number of sensors, at the price of increased investments and operating costs.
Before this is considered, there should be a clear need for data with an accuracy at
the highest level of complexity. If the data user is only interested in correct counts
and/or positioning of pedestrians in a measurement area without the need of stable
IDs, a lower number of sensors can be sufficient.

Alternatively, post-measurement stitching of paths can be considered. Our study
has shown that this can solve ID-inconsistencies in the data. However, the conditions
for successful or unsuccessful stitching are a topic for further research. The same
applies to the evaluation of data quality when high densities occur (i.e., peak hours)
and/or when passengers travel with large objects (i.e., luggage or bikes). During
the experiments of this study, several tests have been performed with measurements
at high densities. The data of these experiments has to be analyzed to assess data
quality under more challenging pedestrian traffic conditions.
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Influence of Pedestrian Density
on the Use of the Danger Zone
at Platforms of Train Stations

Jasmin Thurau, Jeroen van den Heuvel, Nicolas Keusen, Marcel van Ofwegen,
and Serge P. Hoogendoorn

Abstract Due to rapid rail passenger growth in the last years, crowding challenges
have risen at several stations in Switzerland and The Netherlands. Particularly at
platforms, safety risks can increase when a station is operated near or at pedestrian
capacity during peak times. Passengers are observed to cross the safety line at busy
platforms when a train is due to arrive. From our daily practice, we expect high
densities to be one of the main factors driving use of the danger zone at platforms
of train stations. Some previous academic research has also addressed pedestrian
densities at the platforms to be one of the factors driving the involuntary use of
the danger zone. By using stereo sensors to track persons on a platform in Bern
(Switzerland) as well as in Utrecht Centraal (The Netherlands) we were able to
show that the use of the danger zone is related to the pedestrian density but also
to other factors like obstacles on the platform. An additional survey conducted in
Switzerland showed that the persons interviewed were not always aware of their use
of the danger zone. Risks are not always clear.
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1 Introduction

1.1 Background and Importance

During the last years general mobility of people and thus the number of passengers
frequenting train stations grew significantly in Switzerland and The Netherlands.
Because of limited space on train platforms at several train stations they are getting
overcrowded, particularly during peak hours. Train stations and their platforms
cannot be expanded easily to meet the increasing demand, not only due to limited
space available in and around stations, but also for economic reasons. Short term
solutions are not appropriate. Therefore, it is necessary to use existing capacity as
efficiently as feasible.

In the Swiss and Dutch practice of the design and operations of train stations,
the limits for capacity of platforms are directly related to the safety of passengers
who use the platform. The Swiss Federal Office of Transport states that pedestrians
should not use the marked zone at the platform edge, referred to as “danger zone”
[1]. This requirement has been operationalised by maximum pedestrian densities
at platforms for a number of typical situations [1, 13]. Typical situations refer
to situations before train arrival, during boarding and alighting, and during train
departure. In The Netherlands a similar zone near the platform edge is required as
part of the current standard and design guidelines of train stations [8, 9].

From a scientific perspective, research aspects of pedestrian flows at train plat-
forms are very different from the cases commonly studied. Common studies focus
at generic pedestrian processes or facilities, like corridors, flows at high densities
and evacuation situations. Scientific research regarding train platforms is limited.
In the 1970s, Fruin has developed a generic level of service concept for pedestrian
facilities [4]. Regarding train platforms, he states that the interval between train
arrivals should exceed platform clearance time to prevent overcrowding. In the
1990s, Weidmann has developed models to estimate dwell times of rail vehicles
in train stations based on the characteristics of the passenger exchange process
[14]. Clustering of departing passengers at the platform is found to be an important
factor, because this phenomenon results in an uneven distribution of passengers over
the available platform space. At the beginning of this century, Heinz has extended
Weidmann’s work by a large-scale empirical research in Sweden [6]. Srikukenthiran
[11] confirms the issue of clustering found by Weidmann and Heinz. Hoogendoorn
and Daamen show by the case of Delft station that platform densities can be well
reproduced by a well-calibrated pedestrian model with valid input data [2]. Recently,
Haenseler has developed a model which can generate valid input data for “train-
induced pedestrian flows” in train stations [5]. Although existing research refers to
relevant processes at train platforms, no research has been found on the influence
of pedestrian density on the use of the danger zone near the platform edge when no
train is present at the platform.
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Fig. 1 Definition of safety line and areas on the train platform

1.2 Assumptions

In the Netherlands and in Switzerland different definitions and terms for safe and
unsafe areas on platforms are in place. Figure 1 illustrates the different definitions of
the safety line. In the Netherlands the safety line is already within the danger zone.
In Switzerland it is fully inside the safety zone, as it is also used as a guideline for
blind people. In this paper the Swiss definition of the safety line, the safety and the
danger zones is used.

After defining the different relevant zones on platforms it is possible to define
safety on platforms, as it will be used in this paper: “A person is safe, within the
safety zone and remains safe, as long as he or she is not forced to use the danger
zone”. While a train is standing at the platform, the danger zone is considered as
safe. The voluntary use of the danger zone is not considered safe, but the possible
influence on this misbehaviour of passengers is low. Therefore this paper will
identify the circumstances for an involuntary use of the danger zone.

1.3 Hypotheses

To develop limits describing the maximum allowed occupancy of platforms two
connected hypotheses, observed in stations, are presented. Firstly, it is expected that
the number of uses of the danger zone rises with higher pedestrian densities on
the platform. We base this hypothesis on the thought that on a platform with more
persons present, the probability of persons stepping voluntarily into the danger zone
increases. (H1): The number of persons using the danger zone rises with higher
pedestrian densities on the platform.

Because we consider the nearer surroundings on the platform as relevant, this
analysis will be conducted separately for different areas on platforms. Secondly, we
expect obstacles to influence the use of the danger zone. The smaller the area next
to an obstacle, the harder it becomes to overtake without stepping into the danger
zone. (H2): The ratio of persons using the danger zone rises near obstacles.
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In addition we expect the majority of the persons on train platforms not to
realise the use of the danger zone. (H3): More than 50% of the passengers on train
platforms, who used the danger zone, do not state they did if being asked.

2 Methodology

2.1 Description of Datasets

Data from stereo sensors installed at a platform in Switzerland (Bern, track 3 and 4)
and a platform in the Netherlands (Utrecht Centraal, track 5) is used. In addition to
the sensor based data collection, a survey was conducted at several Swiss stations.

Highly accurate sensors were installed to track people on platforms. Accuracy
was tested at the point of interest [12]. For the analysis conducted in this paper, data
of 1 month (24 April 2017 to 19 May 2017) was used for both Switzerland and The
Netherlands. We focused on a time without holidays in Switzerland. The analysis
concentrated on weekdays and peak hours to analyse the most crowded situations.

To determine people’s knowledge about the safety line, a survey was conducted
in Switzerland. The survey was given to the passengers due to a link or QR-Code
on a biscuit-packaging which lead to an invitation to fill out an online questionnaire.
The main question of the questionnaire was: have you been in situations in which
you have overstepped the safety line (except when entering or leaving the train)?
Observants who handed out the biscuits differentiated between people who used the
danger zone (n = 32) and those who did not (n = 307). Passengers did not know
they were given different links, and the questionnaires behind the two links were
identical. The biscuits were distributed during morning and afternoon peak, which
means that we mainly reached commuters.

For the survey big and medium stations were chosen. The stations included
were Bern, Zurich Hardbruecke, Lenzburg, Visp and Schlieren. Lenzburg is a
station with a lot of drive-through trains, as well as high pedestrian densities.
Zurich Hardbruecke is known for a high train frequency and also high pedestrian
densities. Visp is a tourist station and Schlieren has a high number of customer
reclamations concerning platform safety although calculations do not indicate too
narrow platforms. Bern was chosen because sensors are installed at this station and
it has many different types of obstacles.

2.2 Description of Data Analysis

For being able to differentiate between areas especially with and without obsta-
cles (H2), the platforms were divided into 5 (Bern) 8 (Utrecht Centraal) zones,
respectively. For each zone the average number of uses of the danger zone per
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metre platform length and second is calculated. These results are compared against
each pedestrian density within the zone. The pedestrian density is calculated as the
number of persons within the zone for each second divided by the surface available
for passengers in the safety zone. The use of the danger zone is analysed when no
train is present on the tracks of the analysed platforms. In Utrecht Centraal only one
platform side is covered with sensors, therefore only the presence of a train at that
certain platform side is considered.

Survey data was analysed regarding people who used the danger zone but didn’t
realise doing so (H3). It was researched whether people identify the safety line
correctly as a safety line as well as the guide line for blind people. Additionally
the safety feeling on platforms was researched. The full results of the survey will be
part of a different publication [10].

3 Results

3.1 Sensor Data

A general rise of people stepping into the danger zone with also rising pedestrian
densities can be observed (Fig. 2). This is what we call the voluntary use of the
danger zone: the probability of a person using the danger zone rises with the number
of persons present (H1). The number of overstepping persons per metre safety line
and second is reaching a higher level at Utrecht Centraal (orange) compared to Bern
(blue). The higher maximum number of overstepping persons can be explained by
higher pedestrian densities occurring.

By looking more detail at the results for each zone (Fig. 3) it can be found that
some zones seem to reach a point when the number of overstepping persons starts
rising exponentially (blue). Other zones don’t reach this point (red). This leads to
the conclusion that additional factors influence the use of the danger zone.

The zones in which we observe the seemingly exponential rise of the use of
the danger zone are zone 5 in Bern and zones 3–8 in Utrecht Centraal. The zones
in Utrecht are the ones with a narrow safety zone. Zone 5 in Bern has only few
small obstacles but is known for a lot of circulation. Because of the lack of free
waiting space and the high number of movements from the platform entrances
to the preferred waiting positions these circulations might also occur in Utrecht.
Berne’s zones with bigger obstacles have a wider safety zone and lower pedestrian
densities than detected in Utrecht. This is why we think that the effect of a seemingly
exponential rise of the number of persons using the danger zone does not happen
in zones with obstacles in Bern. In zone 5 in Bern, the high number of pedestrians
seems to operate as obstacles towards other pedestrians. Further research is needed
to describe all factors influencing the involuntary use of the danger zone in detail.
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3.2 Survey

After distributing 6000 biscuits with links to the survey, we received 429 qualified
answers on the questionnaire. The group of respondents is, as expected due to
the time of distribution, composed of 72% commuters. Most of the answers were
received from Bern, Lenzburg and Zurich Hardbruecke. 80% of the respondents
identified the safety line correctly as well as they knew it is a guideline for blind
people. In contrary, only one third of the people using the danger zone stated that
they ever used it. When comparing the feeling of safety on platforms, we clearly see
that people in Lenzburg feel less safe than in Bern or Zurich Hardbruecke. Lenzburg
shows higher pedestrian densities than Bern and more or less the same densities as
Zurich Hardbruecke but it has by far the highest number of drive-through trains.
Reasons given for feeling unsafe underlined this. More than 50% of the respondents
named high pedestrian densities and drive-through trains as reasons for feeling
unsafe.

4 Conclusion

Concluding the analysis of the sensor data we were able to show that the number of
persons using the danger zone rises with higher person densities (H1). The use of
the danger zone is related to the number of persons being present at the platform. We
also found that the use of the danger zone varies between zones, but also between
days. This leads to the conclusion that other factors than the pedestrian density as
well influence the use of the danger zone. One reason can be obstacles or the safety
zone remaining next to obstacles (H2). Further research is needed to describe all
factors influencing the use of the danger zone.

Concluding the results of the survey, we were able to show that, despite knowing
the safety line, more than 60% of the respondents do not respect it (H3). They prefer
to overtake or to have more space, over remaining in the safety zone on the platform.
Additionally, we found that the feeling of safety is manly influenced by crowded
platforms and drive-through trains.

5 Discussion

5.1 Practical Use for Station Planning

As a result of the survey, we clearly identify the necessity of a campaign explaining
the possible risks of the use of the danger zone. First steps were done by distributing
flyers and explaining the risks to children. The next step could be a media campaign
similar to railway companies in Austria (OEBB) [7] and Germany (DB) [3].
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In general, platforms with the least amount of obstacles should be planned. As
this number is already reduced to the minimum, the number of waiting people
next to long obstacles at narrow platforms should be minimised. The area next to
staircases or ramps is a favoured waiting area because of the possibility of leaning
against it.

The sensor data analysis showed the influence of densities, obstacles and other
factors on the use of the danger zone. By further analysis and equipping other
stations the key influence factors of the use of the danger zone are going to be
quantified. To determine the moment when the risk of the involuntary use of the
danger zone gets too high, a safety level shall be introduced. As a result station
safety can be determined with higher reliability and additionally a more efficient
distribution of financial resources can be achieved. Moreover the necessity and form
of crowd management concepts can be identified.

5.2 Further Research

The presented hypotheses should be analysed further for different dates and shorter
time intervals as well as obstacles of different length. Additionally the presented
hypotheses have to be analysed regarding the time of use of the danger zone to find
out whether, e.g., longer obstacles have an influence on this. Moreover personal
spaces can be analysed as an influencing factor for the use of the danger zone.

To overcome the high number of persons waiting in narrow areas on Swiss
train platforms, because of the possibility to lean against something other similar
possibilities could be provided at wider parts of the platform. To support this,
narrow areas can be made less comfortable to wait in, for example, by using
an “uneven” floor. SBB will test the effect of both at different narrow platform
areas in Switzerland. In The Netherlands, stations operator ProRail and NS have
already installed leaning bars at less used areas of a platform of Amsterdam Airport
Schiphol train station to induce more efficient waiting behaviour.
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Detecting Competitive Behaviors
in Conflicts

Daichi Yanagisawa and Keisuke Yamazaki

Abstract We developed a method for detecting aggressive agents in egress sim-
ulations with a cellular-automata model. There are two types of agents, which
are normal agents and aggressive agents. Aggressive agents tend to push out
others in conflicts and try to move to their target cell aggressively. We considered
all the possible combinations of agent types, labeled them, and computed the
joint probabilities of the labels from the conflict data obtained from the egress
simulations. The label which achieved the maximum joint probability was regarded
as the expected label. The accuracy of our method achieved larger than 95% when
a few very aggressive agents exist in a group of normal agents. On the other hand,
the accuracy decreases when the aggressiveness of aggressive agents decreases or
the fraction of the aggressive agents increases.

1 Introduction

Previous researches have shown that non-competitive (non-aggressive) behaviors
reduce total egress time through the narrow exit [5]. Thus, to achieve smooth
egress, we should discourage evacuees from aggressive behaviors. Here we bump
into a problem. How should we distinguish non-aggressive (normal) and aggressive
behaviors? Walking speed is sometimes regarded as aggressiveness; however,
evacuees usually walk fast in a low-density area. Therefore, we focused on conflicts
during egress processes. Then, we regarded the frequency of giving way to others as
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non-aggressiveness, in other words, aggressive evacuees do not give way to others
but try to proceed aggressively.

We employed the cellular-automata (CA) floor-field (FF) model [1] for egress
simulations since conflicts are easily defined in CA models. The FF model suc-
ceeded to reproduce the phenomenon described in the beginning of this paper, i.e.,
achievement of small egress time by non-aggressive behaviors, by introducing the
friction parameter [4]. The friction parameter was extended to the friction function,
which enabled us to explain an unexpected obstacle effect, that is, an obstacle set
near the exit shorten the total egress time, in [7]. From these facts, we considered
that the FF models can perform realistic simulations in spite of its simplicity and
discrete space.

We obtained conflict data, which represent the consequences of conflicts, i.e.,
which evacuees succeed to move and which evacuees remain in their present cell,
through FF simulations. Then, we calculated joint probabilities of all the possible
combinations of evacuees’ types by using the conflict data and predicted which
evacuees are aggressive ones.

The remainder of the paper is organized as follows. In the next section, we
introduce the FF model used in this paper. In Sect. 3, we conduct simulations and
see how the aggressive behaviors affected on the total evacuation time. In Sects. 4
and 5, we explain our detecting method and investigate the accuracy of it. Finally,
Sect. 6 is devoted to summary of this paper.

2 Cellular-Automata Floor-Field Model with Normal
and Aggressive Agents

2.1 Static Floor Field and Update Rule

We consider a room divided with cells as in Fig. 1a. The length of the horizontal
side and the vertical side of the room are L(∈ N). The exit is at the center of the
bottom side. In the beginning of the simulation, evacuees, who are called agents in
the following, are randomly distributed in the room. Each cell can contain only one
agent at most, so that the exclusion-volume effect of the agents is included.

Time is discrete, and the position of the agents is updated in parallel in every
time step. Static floor field (SFF), which is L1 norm distance from the exit cell,
is given to each cell. The agents can refer to the SFF and try to move to a vacant
Neumann neighboring cell with smaller SFF than the present cell in the next time
step. If agents find more than one cell with smaller SFF than the present cell,
they choose their target cell randomly with the equal probability. Target cell of the
agents is determined stochastically in the original FF model [1]. We simplified the
rule because we would like to consider the situation where every agent knows the
position of the exit well and move there directly in order to focus on conflicts.
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Fig. 1 (a) Schematic view of the simulation for L = 5 and N = 2. The green cell is the exit
cell and the number described at each cell represents SFF. Two agents are trying to move to their
Neumann neighboring cell with smaller SFF than their present cell. Since there are two Neumann
neighboring cells with smaller SFF for agent A, agent A randomly chose the lower cell in the figure.
(b) Schematic view of a conflict at the exit cell in the simulation. (b1) In the conflict between two
agents, there are three consequences: (b2) agent B moves, (b3) agent A moves, and (b4) neither of
them move, which occur with the probabilities pB(1 − pA), pA(1 − pB), and pApB + (1 − pA)

(1 − pB), respectively

2.2 Conflict

Due to the parallel-update rule, more than one agent may choose the same cell as
their target cell in the same time step as in Fig. 1b1. In the FF model, such situation
is regarded as conflict. Conflicts were solved by introducing the friction parameter
[4] or the fiction function [7] in the previous models. The friction parameter and the
friction function are global parameters, so that they cannot represent the difference
of aggressiveness among agents. Thus, we newly introduced persisting probability
p, which represents aggressiveness of each agent in conflict. When n(≥ 2) agents
choose the same cell as their target cell and conflict occurs, they do not change their
target cell with the probability pi (i ∈ [1, n]), while they change their mind and
decide to stay their present cell with the probability 1 − pi . Thus, the conflict is
solved, i.e., one of the n agents succeed to move their original target cell and n − 1
agents stay their present cell with the resolution probability

Psol =
n∑

i=1

pi

∏

j 	=i

(1 − pj ) (1)

as in Fig. 1b2, b3. On the other hand, all the agents are forced to stay at their present
cell with the probability 1 − Psol as in Fig. 1b4.
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2.3 Normal Agents and Aggressive Agents

We consider two types of agents, which are normal agents and aggressive agents,
in this paper. The persisting probability p is different between them. Note that
implementation of the heterogeneity of agents (normal agents and aggressive agent)
considered in [3] is different from ours.

Normal agents give consideration to others and try to maximize the resolution
probability Psol. Consider the situation where agents involving in a conflict are all
normal agent. When all of them try to move to the target cell (give way to others)
similarly, that is, pi = pnor for i = 1, 2, . . . , n, we can maximize the resolution
probability Psol by setting

pnor(n) = 1

n
. (2)

Therefore, the persisting probability p = 1/2 and 1/3 in conflicts among two and
three agents as in Fig. 2a, b, respectively.

On the other hand, aggressive agents try to reach the exit cell as fast as they can
and do not give consideration to others. We represent this aggressive behavior by
setting large persisting probability p = pagg(≥ 0.5). Thus, unlike normal agents,
aggressive agents always try to move in a conflict with the same probability pagg as
in Fig. 2c, d irrespective to the number of agents involving in the conflict. Generally,
pagg ≥ pnor because pnor achieves the maximum value 0.5 at n = 2.

We introduced fraction of aggressive agents ragg ∈ [0, 1], and simulated egress
process with (1 − ragg)N normal agents and raggN aggressive agents in the next
section.

A A

A A

(a) (b)

(c) (d)

Fig. 2 Schematic view of the persisting probability p. (a) Normal agent for n = 2. (b) Normal
agent for n = 3. (c) Aggressive agent for n = 2. (d) Aggressive agent for n = 3. Blue persons and
red persons raising their hands represent normal agents and aggressive agents, respectively. The
persisting probability of normal agents is pnor = 1/n, so that pA = 1/2 and 1/3 in (a) and (b),
respectively. The persisting probability of aggressive agents is pagg = const.(≥ 0.5) irrespective
to the number of agents involved in the conflict
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3 Total Egress Time and Egress Time Ratio

In this section, we conducted egress simulations and investigated how the aggressive
behavior affects the total egress time Ttotal. Figure 3a shows Ttotal as a function
of the ratio of aggressive agents ragg for various pagg. We see that Ttotal increases
as ragg increases, and the slope of the curves increases as pagg increases. Large
ragg indicates large fraction of aggressive agents, so that many conflicts among
aggressive agents, which require more time for resolution than those among normal
agents, occur. When pagg becomes large, the duration of conflicts increases because
of strong persistent to the target cells of aggressive agents. Therefore, both ragg and
pagg contribute to increase of Ttotal.

In order to investigate how much aggressive agents benefit from their behaviors,
we calculated the mean total egress time of normal agents Tnor and that of aggressive
agents Tagg, respectively. Then, we plotted the ratio of them, i.e., Tagg/Tnor, as a
function of pagg for various ragg as in Fig. 3b. We observed no significant difference
among different ragg, so that we used the same makers for same pagg in the figure.
We see that Tagg/Tnor decreases as pagg increases, that is, aggressive agents egress
faster than normal agents as their aggressiveness pagg increases.

Figure 3a, b indicates the problems of aggressive agents in egress processes as
follows. From Fig. 3a, we find that many (large ragg) strong (large pagg) aggressive
agents greatly increase Ttotal. Therefore, we should prevent the agents from such
aggressive behavior to achieve small Ttotal. From Fig. 3b, we observe that aggressive
agents attain smaller egress time than normal agents by their aggressive behavior.
Actually, when ragg is small, Ttotal does not greatly increase as in Fig. 3a at
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Fig. 3 (a) Total egress time Ttotal as a function of fraction of aggressive agents ragg for aggressive
persisting probability pagg = 0.5, 0.6, 0.7, and 0.8. (b) Total egress time ratio between aggressive
agents and normal agents Tagg/Tnor as a function of aggressive persisting probability pagg for
fraction of aggressive agents ragg = 0.1, 0.2, . . . , 0.9. We observed no significant difference
among different ragg, so that we used the same makers for same pagg. Both figures are the average
results of 100 simulations with L = 11 and N = 100
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ragg = 0.1 and 0.2. Thus, one may think that small number of aggressive agents
are acceptable. However, such situation is not desirable because normal agents may
become aggressive agents to decrease their Ttotal if we introduce the dynamics of
changing agent types, which is considered in [2, 6]. (Note that the numbers of
normal and aggressive agents are constant in this paper.)

Therefore, we should encourage agents not to behave aggressively in conflicts.
In order to tell such advice to aggressive agents, we need to know who are the
aggressive ones. Therefore, we developed a method for detecting aggressive agents,
which are explained in detail in the next section.

4 Method for Detecting Aggressive Agents

Aggressive agents are more likely to succeed to move to their target cell in conflicts
than normal agents. Thus, we consider that the agents who succeeded to move more
than the other agents are aggressive agents.

To be more precise, we considered all the 2N combinations (labels) of N agents,
i.e., {nor, nor, . . . , nor, nor}, {nor, nor, . . . , nor, agg}, . . . , {agg, agg, . . . , agg, agg}
and computed the joint probability

Pjoint(θ) =
∏

conflict data

[
N∏

i=1

pθi
(n)ai (1 − pθi

(n))bi

]
, (3)

where θ is one of the 2N labels, θi is the ith element of θ , and n is the number of
agents involved in the conflict. ai = 1 if agent i succeeded to move in the conflict
and ai = 0 otherwise. bi = 1 if agent i stayed in their cell in the conflict and bi = 0
otherwise. The label θ which achieves the maximum joint probability Pjoint is the
expected label and the type of each agent is determined from the corresponding
element in the expected label.

Conflict data were obtained as d1 = {1∗, 2, 3}, which represents that a conflict
occurred among agent 1, 2, and 3, and agent 1 succeeded to move, whereas the
others stayed at their cell. We only used the conflict data including a moving agent,
i.e., one ∗ is putted on one agent number, for calculating the joint probability of
the labels in this paper. Note that the number of conflict data obtained in one egress
simulation is not determined and depends on stochastic nature of the initial condition
and the resolution of conflicts.

We would like to show an example of calculating Pjoint. Consider the situation
where there are four agents (N = 4) with two conflict data d1 = {1∗, 2, 3} and
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d2 = {1, 4∗}. Then, the joint probability of θexample = {nor, agg, nor, agg} is

Pjoint(θexample) =
∏

d1,d2

[
N=4∏

i=1

pθi
(n)ai (1 − pθi

)(n)bi

]

= [pnor(3)(1 − pagg)(1 − pnor(3))
] [

(1 − pnor(2))pagg
]
. (4)

The accuracy of the detecting method is represented by the fraction of simi-
larity between the true label and the expected label which achieve the maximum
joint probability. For instance, when the true label and the expected label are
{nor, agg, nor, nor} and {nor, agg, nor, agg}, respectively, the accuracy is 75%.

5 Evolution of Accuracy of the Detecting Method

We plotted the accuracy of our detecting method as a function of the number of
observations on egress simulations M for (pagg, ragg) = (0.8, 0.1), (0.8, 0.3), and
(0.6, 0.1) as in Fig. 4. Number of conflict data increases approximately linearly
as increase of M , so that the accuracy increases as M increases. We see that the
accuracy increases and approximately achieves 97% at M = 8 for (pagg, ragg) =
(0.8, 0.1). This result indicates that we can distinguish normal agents and aggressive
agents very accurately when a few very aggressive agents exist in a group of normal
agents. Moreover, M = 8 is not very large from the view point of real observation.
Thus, there is a possibility of applying our method to the real world if conflict data
are obtained continuously. The accuracy of the two other cases saturates around

Fig. 4 Accuracy as a function of the number of observations of egress simulations M . Red circles,
blue crosses, and green triangles represent the results of (pagg, ragg) = (0.8, 0.1), (0.8, 0.3), and (0.6,
0.1), respectively. All the plots are the average results of 100 simulations with L = 5 and N = 10
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95% and 92%, which are smaller than that of (pagg, ragg) = (0.8, 0.1). This result
implies that it becomes difficult to distinguish normal agents and aggressive agents
when the aggressiveness of the aggressive agents becomes weak and the fraction of
aggressive agents increases. Hence, we need to improve our method to increase the
accuracy in such cases. One option is using conflict data where no agents succeed
to move, for example, {1, 2, 3}, for calculating the joint probability of the labels.

6 Summary

In this paper, we developed a method for detecting aggressive agents in egress
simulations. First, we conducted egress simulations with two types of agents, which
are normal agents and aggressive agents. Then, we obtained the conflict data from
the simulations and computed the joint probability of the labels, which represent the
combination of the type of each agent. Finally, we obtained the label which achieves
the maximum joint probability as the expected label.

We computed the accuracy of distinguishing normal agents and aggressive
agents. When a few very aggressive agents exist in a group of normal agents,
the accuracy achieved larger than 95% with eight times observations of egress
processes, which is not very large from the view point of real observation. On
the other hand, when the aggressiveness of aggressive agents becomes weak and
the fraction of aggressive agents increases, the accuracy decreases. Improvement
of accuracy in such cases is a remained work, which should be solved in the near
future.

Although research in this paper is completely based on simulations without any
experimental or observational results, we have shown that distinguishing normal
agents and aggressive agents is possible if we obtain conflict data, i.e., which agents
succeeded to move in conflicts. Therefore, we believe that our result will lead to the
development of detecting aggressive behaviors in the real world in the future.
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Towards Faster Navigation Algorithms
on Floor Fields

Benedikt Zönnchen, Matthias Laubinger, and Gerta Köster

Abstract Many microscopic models for crowd dynamics use floor fields to nav-
igate agents through geometries. Recently, dynamic floor fields were introduced
which adapt to changes in geometry and the density of crowds. They significantly
increase the realism of floor field-based simulations. However, the computation of
floor fields is time consuming. In case of multiple or dynamic floor fields, which
require frequent recomputations, the total simulation run time is dominated by
their computation. We present an algorithm to construct floor fields for continuous
space models that uses unstructured meshes. Due to the geometrical flexibility of
unstructured meshes, our method reduces the computational complexity by using
fewer but well-positioned mesh points.

1 Introduction

Floor fields assign each position a certain use depending, e.g., on the distance to the
target while skirting obstacles. They are a well-established method to implement
static and dynamic medium scale navigation in continuous and discrete microscopic
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models such as [3, 8, 11]. Dynamic floor fields can be used to model navigation
around large crowds or queuing [3, 6].

The major drawback of floor fields is their computational complexity in time and
space, especially in case of continuous space models. Let Ω ⊂ R

2 be the scenario
domain and Γ ⊂ Ω its destination area then, in the continuous case, floor fields are
the solution of the eikonal equation

||∇T (x)|| · V (x) = 1, and T (x) = 0, if x ∈ Γ, (1)

where T is the traveling time of a propagating wave which starts at Γ and moves
with the traveling speed V . To solve the eikonal equation, one has to apply a
numerical solver like the fast sweeping method [13], the fast iterative method [4],
or the fast marching method [9]. The most common approach is to discretize Ω by
a rectangular orthogonal mesh using an edge length r which leads to n = r−2 ·w ·h
points, where w is the width and h is the height of a bounding box containing Ω .
In case of the fast marching method, this results in a complexity of O(n log(n)) in
time and O(n) in space.

The question is: How can we reduce the number of discretization points and
preserve accuracy?

In this contribution we introduce unstructured high-quality meshes for the space
discretization. Compared to rectangular meshes, unstructured meshes offer far
greater geometrical flexibility such as variable and adaptive spatial resolution which
lead to a significant smaller point size [10]. For solving Eq. (1) accurately, a high
resolution is required where the change in V is large, e.g., at the boundary of
obstacles or, in case of dynamic floor fields, at areas with high pedestrian density
differences (see [3, 6]). In this first investigation we developed an adapted version
of DistMesh for mesh generation. We choose DistMesh because of its accessibility
and its high-quality results. The algorithm is easy to understand, and therefore easy
to adapt and to integrate into existing projects.

In the first section we explain the original DistMesh algorithm and the changes
we implemented. In the second section, we describe the computation of T in the
fast marching method for unstructured meshes. In the third section we compare the
exact solution of the eikonal equation with its approximation on unstructured and
rectangular meshes. We conclude this work by a short discussion.

2 An Efficient Implementation of DistMesh

We want to stress that there are other meshing techniques for unstructured meshes
like the advancing front method, grid overlay techniques, and Delaunay-based
approaches. However, in this first contribution we only focus on the force-based
smoothing procedure DistMesh. We first give some insights into DistMesh’s
principles. Then our changes to it.
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Fig. 1 Repulsive forces
acting at the midpoint of each
edge (gray) added up to
forces acting on mesh points
(black)

F(p3)

F(p1) F(p2)

DistMesh is an iterative mesh generator which utilizes the Delaunay criterion.
It is based on the physical analogy between a mesh and a truss structure [7]. Let
ΩS ⊂ Ω be the obstacle domain including the scenario boundary. Let Pk be the
set of points of iteration k and Ek the set of edges of its Delaunay triangulation
defining the mesh connectivity. As an analogy, imagine a truss structure where each
node represents a mesh point p ∈ P and each bar represents an edge e ∈ E of the
mesh. Furthermore, imagine an external force Fext (P ) acting on the truss boundary
pulling each boundary mesh point towards the boundary of ΩS . In addition, internal
forces Fint (P ) acting between internal mesh points (see Fig. 1). In an equilibrium
forces cancel each other out, that is

F(P ) = 0 (2)

holds, where F(P ) = Fext (P ) + Fint (P ). To solve Eq. (2), an artificial time-
dependence is introduced

dP

dt
= F(P ), t ≥ 0, (3)

which is solved by using the forward Euler method, i.e., Pk+1 = Pk + Δt · F(Pk).
Two functions, which can be chosen by the user, influence the result. The distance
function d : Ω → R gives the signed distance to the boundary of ΩS , i.e., d(x) < 0
if x ∈ Ω \ΩS and d(x) ≥ 0 if x ∈ ΩS . The second function l0 : Ω → R

+ gives the
relative edge length in an equilibrium. An internal force between two mesh points
p, q depends on the difference between the current edge length l of e = (p, q) and
its relative edge length in an equilibrium l0(xe), where xe is the midpoint of e. These
forces are always repulsive. By choosing

l0(x) := 1.0 + min{−d(x), 0} (4)

DistMesh generates an adaptive unstructured mesh, which is coarse in open space
and fine near the boundary and obstacles (see Fig. 2). We changed the initial mesh
generation and the recomputation of the mesh connectivity, which reduces the
number of performed re-triangulation.

The original DistMesh constructs a uniform triangulation and deletes some points
based on a distribution function [7]. We adapt the initialization by the following
technique: We start with a regular super triangle which contains the whole scenario
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Fig. 2 Meshes generated by our implementation of DistMesh with 805 mesh points. Unstructured
mesh after 0 (left), 20 (middle), and 200 (right) iterations. After 200 iterations 3 re-triangulations
were performed

domain Ω . We recursively construct two (or four) sub-triangles by splitting edges
of all triangles if the following two conditions hold: The edge e is too long with
respect to l0 and at least one neighboring triangle of e is not completely contained
in ΩS . Finally, we clean up useless triangles, i.e., triangles inside ΩS by removing
them from the mesh, if their centroid is in ΩS (see Fig. 2). This procedure reduces
the construction of useless triangles and produces a high-quality initial mesh which
is close to a good solution of Eq. (2). We use the quality measure defined in [7], i.e.,
the ratio between the radius of the largest inscribed circle rin (times two) and the
smallest circumscribed circle rout

q = 2 · rin/rout (5)

To save computation time, we adapt the recomputation of the mesh connectivity.
During the run of DistMesh, the amount of changes in connectivity decreases drasti-
cally with the time. This is no surprise since the force ||F || decreases, and therefore
the overall movement of mesh points. The original DistMesh algorithm computes
the mesh connectivity by computing the Delaunay triangulation of the whole point
set if some large displacement was performed [7]. The need for a re-triangulation is
clearly connected to the amount of movement of mesh points on average. However,
a large displacement does not always destroy the mesh connectivity. Furthermore,
all the information of the previous mesh connectivity are discarded. Since the
computation of the Delaunay triangulation is the most computational expensive
part of DistMesh, we propose a non-recursive flip algorithm which flips all non-
Delaunay edges in parallel. This requires O(|E|) instead of O(|P | log(|P |)) time.
However, if a mesh point crosses an edge, due to its displacement, we fall back to
the re-triangulation, since the mesh connectivity becomes illegal (see Fig. 3). Note
that we do not guarantee that our mesh is fully Delaunay, since a flip could invalidate
neighboring triangles. However, we still increase the quality with the same rate and
most of the triangles still satisfy the criterion. After we compute the Delaunay
triangulation using the Delaunay hierarchy [1], we delete low quality triangles
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Fig. 3 Legal (left) and illegal
(right) displacement from pk

to pk+1

pk

pk+1

pk

pk+1

Fig. 4 Sketch of a bad
triangle (gray) at the
boundary (red, dashed). F

eventually pushes p towards
the boundary

F(p)

p

(Eq. (5)) with large angles neighboring the boundary (see Fig. 4) and move their
points towards the boundary. Such low quality triangles will disappear eventually,
since F(p) acts towards the boundary. We observed that these triangles cause a lot of
illegal displacements, and therefore re-triangulations. We integrated our Java-based
implementation into the open-source crowd simulation software VADERE [12].

3 The Fast Marching Method on Unstructured Meshes

We implemented the algorithm described by Kimmel and Sethian [5], using the
half-edge data structure. The only difference, using an unstructured instead of a
rectangular mesh, is the computation of T (p) for a given mesh point p. Let’s first
assume that all triangles incident to p are non-obscure. In this case we compute
T (p) with respect to each incident triangle and take the minimum [5]. If we consider
an obscure triangle, we can no longer guarantee that any front entering the side of
a triangle has two points to provide values before the third is computed. We use
the construction described by Kimmel and Sethian [5] to build numerical supports.
Searching the splitting mesh point inside the extended section is done by using the
straight walk algorithm discussed by Devillers et al. [2]. In Fig. 5, the extended
section is a cone containing all points q, such that the angles p3qp4, p2qp4 are non-
obscure. The time complexity of the fast marching method on unstructured meshes
is O(n log(n)) [5].

Fig. 5 Straight walk towards
a numerical support p4 inside
the shaded extended section.
T (p1) is computed using the
triangle p3p1p4 and p2p1p4 p1 p2

p3
p4
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4 Performance

To measure the performance of the introduced method we use a curved scenario
defined by the distance function d(x) := abs(6 − ||x||) − 4 (see Fig. 6). In this
contribution we focus on static floor fields, and therefore we choose V to be
constant. More precisely: ∀x ∈ (Ω \ΩS) : V (x) = 1 and ∀x ∈ ΩS : V (x) = 0. We
test three different equilibrium edge length functions:

luni
0 (x) := 1.0,

ldist
0 (x) := 1.0 − 0.5 · d(x) and

ltravel
0 (x) := 1.0 + 0.5 · min{−d(x), abs(||x|| − 6)}.

Furthermore, we define two different destination domains Γ1 := {x : ||x|| ≥ 2} (the
inner disc) and Γ2 = ΩS = {x : d(x) ≥ 0} (the boundary domain). An unstructured
mesh with only 842 equidistant mesh points, i.e., l0 = luni

0 , can represent the
scenario domain more precisely than a rectangular orthogonal mesh with the same
amount of points (see Fig. 7a, b). In all test cases the maximum distance between
any boundary mesh point and the boundary is less than 1.0−9 for unstructured and
r for rectangular meshes. If we compare errors of the solution of Eq. (1) on an
almost uniform and well-aligned unstructured mesh (see Table 1) with the solution
on a rectangular mesh (see Table 2) the errors are in the same range but smaller
for unstructured meshes. We can also observe that the number of iterations and
re-triangulations does not depend on n. In these test cases, our implementation of
DistMesh requires ≈ 550 iterations and ≈ 8 re-triangulations to achieve an average
mesh quality of 0.96. In case of Γ = Γ1, errors are greater since the propagating
wave travels two times longer. Furthermore, we can slightly improve accuracy,
without increasing n, by using l

adapt

0 instead of luni
0 (see Table 1). To achieve the

(a) (b) (c)

Fig. 6 Resulting mesh of scenario defined by d(x) := |6 − ||x||| − 4 using different equilibrium
edge lengths l0. Boundary points are almost perfectly aligned. (a) luni

0 . (b) l
adapt

0 . (c) ltravel
0
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Fig. 7 Solutions of T for different meshes and grids. We use l0 = luni
0 (a) and l0 = ltravel

0 (c).
(a) Mesh, n ≈ 800. (b) Grid, n ≈ 800. (c) Mesh, n ≈ 2000. (d) Grid, n ≈ 2000

same improvement for Γ2, we rely on ltravel
0 (see Table 1 and Fig. 7c, d), since the

wave front changes its traveling direction at the center of the ring.

5 Conclusion and Future Work

We presented a Java implementation of DistMesh which requires less re-
triangulations than the original version. We showed that using unstructured meshes,
they can reduce the number of mesh points significantly. In our test cases, L2 and
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Table 1 Listing of errors with respect to Γ1 and Γ2, minimal and maximal edge lengths lmin, lmax

and required iteration and re-triangulation to achieve an average quality of 0.96 (Eq. (5)) for
different edge length function li0

l0 #triangulations #iterations n lmin lmax L2 error L∞ error Γ

luni
0 (x) 7 599 842 0.380 0.944 0.071 0.142 Γ1

7 514 1676 0.327 0.691 0.045 0.093

7 630 2474 0.110 0.561 0.043 0.073

6 501 6481 0.110 0.338 0.025 0.061

9 515 38,315 0.062 0.155 0.010 0.016

11 610 101,646 0.037 0.100 0.006 0.002

l
adapt

0 (x) 8 610 850 0.248 1.276 0.068 0.104 Γ1

luni
0 (x) 5 601 843 0.511 0.922 0.047 0.341 Γ2

6 420 1656 0.311 0.831 0.029 0.228

6 560 2463 0.273 0.582 0.022 0.195

5 503 6569 0.151 0.351 0.013 0.109

11 515 38,233 0.071 0.161 0.005 0.048

10 610 101,456 0.042 0.101 0.003 0.031

l
adapt

0 (x) 7 530 1081 0.254 1.294 0.075 0.549 Γ2

ltravel
0 (x) 7 610 1100 0.25 0.870 0.028 0.171 Γ2

Table 2 Listing of errors
with respect to Γ1, Γ2 and
different grid resolutions r

Γ1 Γ2

r n L2 error L∞ error L2 error L∞ error

0.6 870 0.155 0.409 0.078 0.520

0.4 1900 0.111 0.230 0.044 0.177

0.2 7800 0.057 0.178 0.021 0.091

0.1 31,000 0.029 0.056 0.012 0.030

L∞ errors still increase with roughly the same rate with the decrease in the number
of points. However, unstructured meshes align perfectly with the geometry using
only a few mesh points. Considering pedestrian dynamics, this property improves
the approximation of T in Eq. (1) at the most crucial areas, that is near obstacles.
Therefore, we belief that this property results in equal navigation behavior using
few discretization points. This belief has to be challenged by further investigations
comparing simulation results using different meshes. We also have to study how our
implementation of DistMesh behaves for different geometries, which are relevant
in pedestrian dynamics. Furthermore, we have to incorporate dynamic floor fields
by using an equilibrium edge lengths function l0 which depends on the pedestrian
density.
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Automated Quality Assessment
of Space-Continuous Models
for Pedestrian Dynamics

Valentina Kurtc, Mohcine Chraibi, and Antoine Tordeux

Abstract In this work we propose a methodology for assessment of pedestrian
models continuous in space. With respect to the Kolmogorov–Smirnov distance
between two data-clouds, representing, for instance, simulated and the correspond-
ing empirical data, we calculate an evaluation factor between zero and one. Based on
the value of the herein developed factor, we make a statement about the goodness of
the model under evaluation. Moreover this process can be repeated in an automatic
way in order to maximize the above-mentioned factor and hence determine the
optimal set of model parameters.

1 Introduction

Mathematical models have been developed to describe and simulate the dynamics
of complex systems. For pedestrian dynamics several kinds of models have been
built with different intentions. For an overview of the existing models the reader is
referred to [20]. In order to develop and use mathematical models for pedestrian
dynamics with high fidelity level, the verification and validation process should be
considered as key part in the development cycle.

According to conventional terminology [19] verification is the process of assur-
ing if the computer programming and implementation of a mathematical model is
correct. The verification process does not assess the quality of mathematical models
nor does it allow to make any conclusions related to its realism. In the literature
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some verification-driven works regarding the goodness of fit of a pedestrian model
have been published. In [16] several verification tests were recommended to assess
the quality of simulations of ships. In the RiMEA project [17] verification tests
were proposed to evaluate the quality of pedestrian simulations. Based on the above-
mentioned works Ronchi et al. [18] suggested some modified and new verification
tests with the aim to additionally consider the movement of pedestrians in case of
fire.

Having verified the numerical implementation of the given model, the question
that should be of concern is “does the implemented model show sufficient accuracy
in emulating the targeted system?” In order to answer this question reliably, an
iterative validation process is required, that is, comparing the model/simulation
results with empirical findings and evaluating their discrepancies to enhance the
behavior of the model. Repeating this process leads to a better description of the
targeted system (pedestrian dynamics). The process of validation in pedestrian
dynamics can benefit from the tremendous development of empirical research.
Several experiments were conducted to investigate crowd performances and to
build a well-documented database. Empirical research does not only contain data
of controlled experiments [1, 2, 5, 7–9, 12–15], but also data issued from field
studies [3, 4, 21]. These empirical works capture relevant properties of the crowd
in normal situations and for basic geometries. Examples are uni-directional flows
(fundamental diagram), bottleneck (jam formation), counter-flow (lane formation),
and intersection (e.g., T-junction).

The goal of this paper is to develop an automatic assessment of the predictive
capability of pedestrian models. We introduce new quantities, in order to quantify
the degree of success (or failure) of a model/simulation with respect to a given set
of empirical data. The introduced “validity factor” is a measure for the verification
and the validation process of a given implementation of a model. In the first stage
of the model’s assessment (verification) we use tests mostly based on the RiMEA
guideline [17]. While in the second stage (validation) we compare the model with
experimental data issued from six different experiments: uni-directional flow (1D
and 2D), bi-directional flow, corners, bottlenecks, and T-junctions. Comparing the
model results with empirical findings and automatically evaluating their discrepan-
cies is important for the validation process as well as for making a precise estimation
of its goodness.

2 Verification and Validation Tests

We implement two different kinds of tests: verification and validation tests. In
the first stage of the pedestrian model assessment, the verification step, we use
tests based on the RiMEA guideline [17]. During the validation process we
propose to compare the simulation results with experimental data issued from six
different experiments: uni-directional flow (1D and 2D), bi-directional flow, corners,
bottlenecks, and T-junctions (Fig. 1). The proposed geometries are different in order
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to cover various dynamics of pedestrians and hence, the validation results may show
more significance with respect to empirical findings.

Considering the pedestrian model and specifying area geometry and initial con-
ditions, which are speed and position of pedestrians, one can compute trajectories
of all pedestrians. The simulations are performed with JuPedSim [10, 11], using
models [22, 23].

Afterwards, both for simulated and empirical trajectories the fundamental dia-
gram is calculated using one of the measurement methods implemented in the
JPSreport module of JuPedSim. For an accurate comparison it is important to use
the same measurement method for both the experimental and the simulation data.

3 Methodology

This section presents the methodology for quantitative comparison of results
obtained from experiments and simulations on basis of the verification and val-
idation tests introduced earlier. Firstly, we suggest the approach for similarity
assessment of two fundamental diagrams (speed–density relations), which are the
main outcome of the validation tests. This approach exploits the data-binning and
cumulative distribution functions calculation. Secondly, the quantitative quality
assessment metric is formulated, which aggregates the comparison results of
experiments and simulations both for verification and validation tests.

3.1 Comparison of Two Data-Clouds

Assessment of validation results is made by means of comparison of two fundamen-
tal diagrams (FD), i.e., the speed–density relation. Given observation points of speed
and density from experiments {[ρdata

i , vdata
i ]} and simulations {[ρmodel

i , vmodel
i ]}, our

goal is to quantify the degree of similarity among these two point clouds. Therefore,
we create a partitioning of the data points by filtering them according to N equally
spaced density intervals (Fig. 2),

V src
j = {vsrc

i : ρsrc
i ∈ [ρj , ρj+1], i = 1, . . . , N src}, (1)

where j = 1, . . . , N, src = {data, model} and N src is the number of observations.
The key idea here is to interpret V src

j as a one-dimensional random variable. Now
we calculate the cumulative distribution functions (CDFs) both for the experiment,
FV data

j
(x), and for the simulations, FV model

j
(x), and calculate the Kolmogorov–

Smirnov distance

Dj = sup
x

|FV data
j

(x) − FV model
j

(x)|, j = 1, . . . , N. (2)
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Fig. 2 Comparison of simulated (green) and empirical (blue) speed–density relations with data-
binning method (upper plots). Cumulative distribution functions for specific bin (bottom plot)

Finally, the weighted arithmetic mean of distances Dj is used as a quantitative
metric estimating the similarity of two data-clouds

D∗ =
∑N

j=1(N
data
j + Nmodel

j )Dj

Ndata + Nmodel , (3)

where Ndata
j and Nmodel

j are the number of observations in the j th bin for data and
model, respectively. In other words, metric D∗ quantifies the degree of success (or
failure) of the validation process.

3.2 Validity Factor

Verification tests are considered to be relatively simple and are expected to be
fulfilled. For each verification test there are only two possible outputs which are
0 (failure) and 1 (success). The quantitative metric for Nver verification tests is

δver =
Nver∏

k=1

vver
k , (4)

where vver
k is the outcome of the kth verification test.

We quantify the degree of success of the considered pedestrian model for the k-th
validation test with vval

k ∈ [0, 1]. 0 and 1 correspond to complete failure and absolute
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success, respectively. The value vval
k is computed according to the methodology

described in Sect. 3.1, that is, vval
k = 1 − D∗. To quantify the degree of success

for Nval validation tests we write

δval =

Nval∑

k=1

wk · vval
k

Nval
, (5)

with a weight wk equal to 1.
However, in general the parameter values of the model are obtained after a

calibration process involving several scenarios simultaneously [6]. In this case we
calculate wk as follows:

wk = Ncal

Nval
, (6)

where Ncal ∈ [0, Nval] is a number of scenarios used simultaneously in the
calibration procedure. Equation (6) expresses the following assumption: it is less
beneficial to get the value vval

k by calibration obtained on the basis of one scenario,
that is, wk = 1

Nval
, than if we get the same value vval

k with the parameter set from
calibration with all scenarios simultaneously (wk = 1).

Finally the success estimator of the considered model on the basis of verification
and validation tests is as follows:

δ = δver × δval. (7)

4 Results

We tested this methodology on two continuous pedestrian speed models based
on optimal velocity function and specific stochastic additive noises. The noise is
white for the first model (Model (1)) [23], while it is determined by the inertial
Ornstein–Uhlenbeck process for the second model (Model (2)) [22]. In this section
we show only results of one of the validation tests—uni-directional 1D flow. In other
validation test (except bottleneck scenario) the fundamental diagram is produced by
the measurement module (Jpsreport) using Voronoi diagrams (method D). Figure 3
shows the results. The first row represents speed–density relations calculated on the
basis of real trajectories and obtained from simulations of Model (1) and Model (2).

We consider 20 bins for the density partitioning of the validation test and limit the
observations for densities not higher than 4 m−2. For both models and each density
bin the Kolmogorov–Smirnov distance is calculated (lower-left subplot of Fig. 3),
the mean value of which (Eq. (3)) is equal to 0.13 and 0.11 for Model (1) and Model
(2), respectively.
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Fig. 3 Uni-directional 1D flow. Fundamental diagrams calculated on the basis of real trajec-
tories and trajectories produced with Model (1) (upper-left) and Model (2) (upper-right). The
Kolmogorov–Smirnov distance (2) for each density bin (lower-left). The dependence of the value
D∗ (3) on the number of density bins N

Moreover, we investigated how the number of density bins N influences the final
value D∗. Considering values of N from 20 to 470 we calculated corresponding
values of D∗ (bottom-right subplot of Fig. 3). Firstly, one can conclude that Model
(2) is always better than Model (1), which confirms with the results in [22].
Secondly, for both models the value of D∗ is increasing when the number of bins
N is increasing. This can be explained by the fact that, with increasing number of
bins, the number of points each bin contains becomes more scarce. For example, if
a bin contains only two points from each compared data set it is obvious that the
Kolmogorov–Smirnov distance (Eq. (2)) will be large.

5 Discussion and Conclusions

In this paper we present a methodology for quantitative assessment of pedestrian
models exploiting results of verification and validation tests. However, this proce-
dure can be applied to any space-continuous model describing pedestrian dynamics.
Two stochastic pedestrian models were compared using the results of 1D uni-
directional flow test. We investigated stability properties of the proposed metric (3)
by considering different number of bins for density partitioning. According to
the results, the metric for quantitative assessment shows a monotonic increasing
behavior.
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More generally, the method of quantitative comparison of two data-clouds (here,
two fundamental diagrams) using an averaged Kolmogorov–Smirnov distance D∗
(Sect. 4) can be interpreted as a separate result. In other words, this method can be
used for comparison of two data-clouds of any nature.

The approach for comparison of two data-clouds allows a detailed analy-
sis for different density ranges (lower densities, higher densities) by means of
Kolmogorov–Smirnov distances per density interval Dj , j = 1, . . . , N . Analyzing
values of Dj , it is possible to determine for which density ranges the underlying
model performs better wrt. to experimental data.

Finally, the proposed metric (3) can be used in the calibration procedure as the
minimized objective function. We suggest to use the introduced quantity D∗ (3) as
a goodness of fit function in the calibration procedure.
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Prediction of Pedestrian Speed with
Artificial Neural Networks

Antoine Tordeux, Mohcine Chraibi, Armin Seyfried,
and Andreas Schadschneider

Abstract Pedestrian behaviours tend to depend on the type of facility. Accurate
predictions of pedestrian movement in complex geometries (including corridor,
bottleneck or intersection) are difficult to achieve for models with few parameters.
Artificial neural networks have multiple parameters and are able to identify various
types of patterns. They could be a suitable alternative for forecasts. We aim in
this paper to present first steps testing this approach. We compare estimations of
pedestrian speed with a classical model and a neural network for combinations of
corridor and bottleneck experiments. The results show that the neural network is
able to differentiate the two geometries and to improve the estimation of pedestrian
speeds.

1 Introduction

Microscopic pedestrian models are frequently used in traffic engineering to predict
crowd dynamics. Classical operational approaches are in general decision-based,
velocity-based or force-based models (see [24] and the references therein). Such
models consider physical as well as social or psychological factors. They are basic
rules or generic functions depending locally on the environment. Few parameters
having generally physical interpretations allow to adjust the model.
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Before applying simulations to make predictions, the model parameters have to
be calibrated and the models have to be validated, experimentally or statistically
by using real data. The validation can be carried out by checking whether the
models are able to describe the dynamics accurately for configurations different
from the ones used for the calibration (cross-validation) [28]. A good model should
provide realistic dynamics in different conditions (i.e. different geometries, initial
or boundary conditions) for the same setting of the parameters.

The parameter for the convection part of the models (for instance, desired speed
or time gap) can be referred to the fundamental diagram (FD), a phenomenological
relation between speed and surrounding distance spacing to the neighbours and
obstacles [25]. This relation can be explicitly used to model the speed of the
pedestrian and is then related to optimal velocity, a concept borrowed from traffic
modelling [2], see, e.g., [15, 18, 19]. It is also used as an implicit relation (see,
e.g., [3, 10, 11]) that is determined by considering uni-dimensional flows [4].
By neglecting anisotropic effects in the models (such as the vision-based effect),
microscopic models can be characterised at an aggregated level by fundamental
diagrams determining a speed to a local density given by the mean distance spacing
to the closest neighbours [6]. In the following we refer a model simply based on a
fundamental diagram as FD-based model.

Despite of their simplicity, microscopic models can describe realistic pedestrian
flows, as well as self-organisation phenomena such as lane formation or alternation
of flow at a bottleneck in bi-directional streams [12, 24]. However, the prediction
of pedestrian movement in complex spatial structures (e.g. buildings like stadia or
stations) remains problematic. Observations show that pedestrians tend to adapt
their behaviour according to the facilities [5]. For instance, the flow tends to
locally increase at bottlenecks [20, 26, 30]. This leads to geometry-dependent
characteristics and makes aggregated models based on a single fundamental diagram
unable to accurately describe transitions between different types of facilities (such
as corridor, T-junction, crossing or bottleneck), as well as from platforms to stairs.

An alternative data-driven approach for the prediction of pedestrian dynamics in
complex geometries could be provided by using artificial neural networks (ANN).
Neural networks have already proven their efficiency for motion planning in robotic
or autonomous vehicles [13, 23], and start to be used for pedestrian dynamics as well
[1, 6, 8, 16]. Such approach is data based and, by opposition to classical models,
has artificially a very large number of parameters with no explicit physical meaning
(see Fig. 1). ANN can reproduce complex patterns that FD-based models, describing
dynamics at an aggregated level, cannot.

The aim of this work is to evaluate whether ANN could accurately describe
pedestrian behaviour for different types of geometries. A feed-forward neural
network is compared to a FD-based model with data gained by experiments
at bottleneck and corridor with closed boundary conditions (in the following
‘bottleneck’ and ‘ring’ experiments) [7, 27]. The performances (i.e. the fundamental
diagram) significantly differ according to the spatial structure. Training and testing
(cross-validation) are carried out for different combinations of bottleneck and ring
experiments. The results show that the neural network is able to identify the spatial
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INPUT
State of the system at t

Positions/velocities

of surroundding neigh-

bors and obstacles

OUTPUT
State of the system at t + 1

Position, velocity or

acceleration rate of

the pedestrians

Classical models

Acc = f(xi, xj , ...) or Speed = g(xi, xj , ...)

with parameters v0, d0, τ , ...

Explicit nonlinear function

Artificial neural networks

Non-explicit nonlinear function

Fig. 1 Minimalistic illustrative scheme for the distinction between FD-based models, which are
explicit non-linear functions calibrated by few meaningful parameters, and neural networks, for
which the non-linear function is data based and has deliberately a large number of parameters

structure of the facility and improve the prediction in case of mixed structures. The
data and the models used are presented in Sects. 2 and 3. The fitting of the neural
network is proposed in Sect. 4 while the comparison to the FD-based model over
combinations of bottleneck and ring experiments is given in Sect. 5. Conclusions
are presented in Sect. 6.

2 Models

The pedestrian modelling approaches are continuous speed models based on the
K = 10 closest neighbours. We denote in the following (x, y) as the position of the
considered agent, v as its speed and

(
(xi, yi), i = 1, . . . , K

)
as the positions of the

K closest neighbours.
The first modelling approach is the Weidmann model for the fundamental

diagram [29] for which the speed is a function of the mean spacing (i.e. the local
density)

v = FD(s̄K, v0, T , �) = v0

(
1 − e

�−s̄K
v0T

)
. (1)

Here s̄K = 1
K

∑K
i=1

√
(x − xi)2 + (y − yi)2 is the mean spacing with the K = 10

closest neighbours while the time gap T , the pedestrian size � and the desired speed
v0 are the parameters of the model.

The second modelling approach is a feed-forward artificial neural network with
hidden layers H

v = NN
(
H, s̄K, (xi − x, yi − y, 1 ≤ i ≤ K)

)
. (2)

The network has 2K + 1 inputs: the mean spacing and the K relative positions. The
number of parameters in the network depends on the number of nodes in the hidden
layers.
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3 Data

Two datasets obtained in laboratory conditions are used to compare the FD-based
and ANN modelling approaches. The data are available on the internet (see [27]).
They are part of the online database of pedestrian experiments [7]. The first dataset,
denoted R and called the ring experiment, comes from an experiment done on
a closed geometry of length 30 m and width 1.8 m for different density levels
(ranging from 0.25 to 2 ped/m2—the participant number ranges from 15 to 230).
The second dataset, denoted B, is an experiment for a bottleneck geometry. The
width of the system in front of the bottleneck is 1.8 m while the width of the
bottleneck varies (from 0.70, 0.95, 1.20 to 1.80 m—150 participants by experiment).
See [27] for details on the data. The flow and density are measured every 10 s to deal
with pseudo-independent measurements. Each sample contains around N = 2000
observations.

The two datasets describe two different interaction behaviours (see Fig. 2). The
speed for a given mean spacing tends to be higher in the bottleneck than on the
ring when the system is congested. Consequently the estimation of the time gap
significantly differs according to the geometry (see Table 1).

0.5 1.0 1.5 2.0 2.5 3.0 3.5

0.
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0.
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1.
0

1.
5

Mean spacing, m
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ee
d,

m
/s

Ring
Bottleneck

Fig. 2 Observations of the pedestrian speeds as function of the mean spacing with the ten closest
neighbours for the ring and bottleneck experiments. Two distinct relationships can be identified

Table 1 Fitting of the time
gap T , the pedestrian size �

and the desired speed v0
parameters of the Weidmann
model on the ring and
bottleneck experiment

Experiment R B

� (m) 0.64 0.61

T (s) 0.86 0.48

V0 (m/s) 1.60 1.58

The time gap significantly differs
according to the geometry
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4 Fitting the Neural Network

The neural network is fitted with cross-validation and bootstrap [14, 17] over 50 sub-
samples. The training is performed using half of the data while the network is tested
on the remaining. The training is carried out with the back-propagation method [22]
on the normalised data, by minimising from the top to the bottom of the network the
mean square error

MSE = 1

N

∑

i

(
vi − ṽi

)2
, (3)

with vi the observed speed, ṽi the predicted speed and N the number of observa-
tions. The computation is done with the statistical software R [21] and the package
neuralnet [9].

The different hidden layers (1), (2), (3), (4,2), (5,2), (5,3), (6,3), (10,4) and
(12,5) are tested (see Fig. 3). As expected, the training error tends to decrease as
the complexity of the network increases, while the testing error shows a minimum
before overfitting. Such a minimum is reached for the single hidden layer H = (3)
with three nodes. Note that here the calibration is done on a combination of the ring
and bottleneck experiment datasets. Yet similar results are obtained when calibrating
separately on the ring and on the bottleneck datasets.

0.
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(2) (4,2) (5,3) (10,4)

Test
Training

Fig. 3 Training and testing errors according to different hidden layer in the network. The
curves correspond to the average of 50-bootstrap estimates while the bands describe the standard
deviation. The training error systematically decreases as network complexity increases while the
testing error admits a minimum for hidden H = (3)
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5 Model Comparison

The calibrated FD-model and the trained neural network with H = 3 are compared
to different combinations of data of the ring R and bottleneck B experiments. Here
the first argument in the notation ‘. / .’ corresponds to the training phase, while the
second argument corresponds to the testing phase. The testing errors are presented
in Fig. 4. The modelling approaches are firstly analysed on the identical sets R/R
and B/B. Here the network is slightly better than the FD-model. For the ring
experiment, the performances are relatively homogeneous and the MSE is only
approximately 5% smaller by using the network. While for the bottleneck, the
performances fluctuate more and the improvement is more significant (around 15%).
The improvement is also significant when the approaches deal with unobserved
situations, i.e. for the datasets R/B and B/R (around 15%). The best results are
obtained when training the models on the combination of ring and bottleneck
experiments, i.e. the scenarios R/R+B, B/R+B and R+B/R+B. As shown in Fig. 5
and Table 2, the network is able in such situation to partially differentiate the two
geometries and to improve the speed estimation by a factor of approximately 20%.
The orders of improvement are similar to the ones obtained in [1] with the social
LSTM neural network and the social force pedestrian model [11].
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0.
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B/B B/R R+B/B

FD
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Fig. 4 Testing error of the FD-model and the neural network according to combinations of the ring
R and bottleneck B experiments. The curves correspond to the average of 50-bootstrap estimates
while the bands describe the standard deviation. The improvement of the speed is significant by
using the network when the experiments are mixed (i.e. R+B)
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Fig. 5 Prediction by the neural network of the pedestrian speed for the R+B/R+B training and
testing datasets. The network is able to, at least partially, identify the two geometries. As observed
in the real data, the speed for a given mean spacing is in average in the bottleneck higher than the
flow in the corridor for congested situations

Table 2 Fitting of the time gap T , the pedestrian size � and the desired speed v0 parameters for
the data predicted by the neural network

Experiment R B

� (m) 0.63 0.66

T (s) 0.68 0.50

V0 (m/s) 1.44 1.51

6 Conclusion

The data-driven approach using an artificial neural network is able to distinguish
pedestrian performances in ring and bottleneck experiments from the relative
positions of the K = 10 closest neighbours and the mean spacing. Consequently,
we observe that the speed prediction for mixed data can be improved by a factor up
to 20% by using a network compared to an aggregated model based on fundamental
diagrams.

The results are first steps suggesting that neural networks could be suitable tools
for the prediction of pedestrian dynamics in complex geometries. Yet, the simulation
of the networks remains to be carried out over full trajectories and compared to
the performances obtained with existing models and notably anisotropic models.
Furthermore, other inputs, hidden layers and training on different geometries have
to be investigated. Especially, one remains to test the complexity necessary to
the network for accurate precisions regarding to the size and heterogeneity of the
datasets.
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Noise-Induced Stop-and-Go Dynamics

Antoine Tordeux, Andreas Schadschneider, and Sylvain Lassarre

Abstract Stop-and-go waves are commonly observed in traffic and pedestrian
flows. In traffic theory, they are described by phase transitions of metastable
models. The self-organisation phenomenon occurs due to inertia mechanisms but
requires fine tuning of the parameters. Here, a novel explanation for stop-and-go
waves based on stochastic effects is presented for pedestrian dynamics. We show
that the introduction of specific coloured noises in a stable microscopic model
allows to describe realistic pedestrian stop-and-go behaviour without requirement of
metastability and phase transition. We compare simulation results of the stochastic
model to real pedestrian trajectories and discuss plausible values for the model’s
parameters.

1 Introduction

Stop-and-go waves in traffic flow is a fascinating collective phenomenon that
attracted the attention of scientists for several decades [15, 19, 25] (see [7, 18] for
reviews). Curiously, congested flows self-organise in waves of slow and fast traffic
(stop-and-go) instead of streaming homogeneously. Stop-and-go dynamics are
observed in road traffic, bicycle and pedestrian movements [39] in reality as well as
during experiments, where the disturbance due to the infrastructure cannot explain
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their presence [28]. Besides its scientific interest, such self-organisation phenomena
impact transportation networks in terms of safety, economy and comfort.

Stop-and-go behaviours are often analysed with microscopic, mesoscopic
(kinetic) and macroscopic models based on non-linear differential systems (see,
for instance, [2, 8, 13]), but also with discrete models like cellular automata. The
models based on systems of differential equations have homogeneous equilibrium
solutions that can be unstable for certain values of the parameters. Periodic or
quasi-periodic solutions in unstable cases describe non-homogeneous dynamics,
with potentially stop-and-go waves for fine tuning of the parameters, while the
stable cases describe homogeneous dynamics.

Phase transition and metastability in self-driven dynamical systems far from the
equilibrium are commonly observed in physics, theoretical biology or social science
[3–5, 16, 35]. In traffic, typical continuous models are inertial second order systems
based on relaxation processes. Stop-and-go and matching to Korteweg–de Vries
(KdV) and modified KdV soliton equations occur when the inertia of the vehicles
exceeds critical values [2, 24, 30]. Empirical evidence for phase transitions in traffic,
like hysteresis or capacity drop, has been observed in real data as well as during
experiments [19, 28]. Yet the number of phases and their characteristics remain
actively debated [34].

Some studies describe pedestrian stop-and-go dynamics by means of, as traffic
models, instability and phase transitions [20, 21, 23, 26]. However, to the best
of our knowledge, empirical evidence for phase transitions and metastability has
not been observed for pedestrian flow. Pedestrian dynamics shows no pronounced
inertia effect since human capacity nearly allows any speed variation at any time.
Furthermore, pedestrian motion does not show mechanical delays. Nevertheless,
stop-and-go behaviour is observed at congested density levels [27, 39].

In this work, we propose a novel explanation of stop-and-go phenomena in
pedestrian flows as a consequence of stochastic effects. We first present statistical
evidence for the existence of Brownian noise in pedestrian speed time series. Then
a microscopic model composed of a minimal deterministic part for the convection
and a relaxation process for the noise is proposed and analysed. Simulation results
show that the stochastic approach allows to describe realistic pedestrian stop-and-go
dynamics without metastability for large tuning of the parameters.

2 Definition of the Stochastic Model

Stochastic effects can have various roles in the dynamics of self-driven systems
[11]. Generally speaking, the introduction of white noise in models tends to increase
the disorder in the system [35] or to prevent self-organisation [14], while coloured
noises can affect the dynamics and generated complex patterns [1, 6]. Coloured
noise has been observed in human response [9, 38]. Pedestrian as well as driver
behaviours result from complex human cognition. They are intrinsically stochastic
in the sense that the deterministic modelling of the driving, i.e. the modelling of the
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Fig. 1 Periodogram power spectrum estimate for the speed time series of pedestrians at low and
high density levels. The power spectrum is roughly proportional to the inverse of square frequency
1/f 2. This is a typical characteristic of a Brownian noise

human cognition composed of up to 1011 neurons [37], is not possible. Furthermore
the behaviour of a pedestrian, as well as a driver, may be influenced by multiple
factors, e.g. experience, culture, environment, psychology, etc. Stochastic effects
and notion of noise are the main emphasis of many pedestrian or road traffic
modelling approaches (see, e.g., white noises [12, 30], pink-noise [29], action-point
[36], or again inaccuracies or risk-taking behaviour [10, 33]).

Figure 1 presents statistical evidences for the existence of a Brownian noise in
time series of pedestrian speeds. Such a noise has power spectral density (PSD)
proportional to the inverse of the square noise frequency 1/f 2. A characteristic
linear tendency is observed independent of the density (see [31] for details on the
data). Such a noise with exponentially decreasing time-correlation function can be
described by using the Ornstein–Uhlenbeck process (see, e.g. [22]).

We denote in the following xk(t) the curvilinear position of the pedestrian k at
time t . The pedestrian k + 1 is the predecessor of k. The model is the Langevin
equation

{
dxk(t) = V

(
xk+1(t) − xk(t)

)
dt + εk(t) dt,

dεk(t) = − 1
β
εk(t) dt + α dWk(t).

(1)

Here V : s %→ V (s) is a differentiable and non-decreasing optimal velocity (OV)
function for the convection [2], while εk(t) is a noise described by the Ornstein–
Uhlenbeck stochastic process. In the following, an affine function V (s) = 1

T
(s − �)

is used with T the time gap between the agents and � their size. The quantities (α, β)

are positive parameters related to the noise. α is the volatility, while β is the noise
relaxation time. Wk(t) is a Wiener process. Note that alternatively, the model can
be defined as the special stochastic form of the full velocity difference model [17]
ẍk = [V (xk+1−xk)− ẋk

]
/β+V ′(xk+1−xk)(ẋk+1− ẋk)+αξk , where ξk is a white

noise.
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Considering a line of n agents with periodic boundary conditions, the system is

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

dη(t) = (Aη(t) + a) dt + b dw(t)

with η(t) = T
(
x1(t), ε1(t), . . . , xn(t), εn(t)

) ∈ R
2n

A =
[
R S

. . .
S R

]
∈ R

2n×2n with R =
[
−1/T 1

0 −1/β

]
and S =

[
1/T 0

0 0

]

a = − �
T

T(1, 0, . . . , 1, 0) ∈ R
2n and b = α T(0, 1, . . . , 0, 1) ∈ R

2n.

(2)

Here w(t) is a 2n-vector of independent Wiener processes. Such a linear stochastic
process is Markovian. It has a normal distribution with expectation m(t) and
variance/covariance matrix C(t) such that, by using the Fokker–Planck equation,

ṁ(t) = Am(t) + a and Ċ(t) = AC(t) + (C(t)) TA + diag(b) (3)

with m(0) = η0 and C(0) = 0. The expected value m(t) is asymptotically the
homogeneous solution for which xk+1(t)−xk(t) = L/n and εk(t) = 0 for all k and
t , L being the length of the system. The roots (λ1, λ2) of the characteristic equation
for the homogeneous configuration

[
λ + 1

T

(
1 − eiθ

)][
λ + 1/β

] = 0 (4)

have strictly negative real parts for any θ ∈ (0, 2π). Therefore the homogeneous
solution is stable for the system (2) for any values of the parameters. Note that the
more unstable configuration is the one with maximal period for which θ → 0.

3 Numerical Experiments

The system (2) is simulated using an explicit Euler–Maruyama numerical scheme
with time step δt = 0.01 s. The parameter values are T = 1 s, � = 0.3 m,
α = 0.1 ms−3/2 and β = 5 s. Such values are close to the statistical estimates
for pedestrian flow presented in [31]. The length of the system is L = 25 m,
corresponding to the experimental situation, and the boundary conditions are
periodic.

Simulations are carried out for systems with n = 25, 50 and 75 agents with
the stochastic model Eq. (2) and the unstable deterministic optimal velocity model
introduced in [32] from jam initial condition. The mean time-correlation functions
for the distance spacing in stationary state (i.e. for large simulation time) are
presented in Fig. 2. The peaks of the time-correlations match for both stochastic
and deterministic models, i.e. the frequency of the stop-and-go waves are the same.
A wave propagate backward in the system at a speed c = −�/T , while vehicles
travel in average at the speed v = (L/n − �)/T . In adequacy with the first order
LWR theory, the wave period is L/(v − c) = nT .
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Fig. 3 Simulated trajectories for different values of the noise parameters (units: α in ms−3/2, β in
s). The initial configuration is homogeneous. Here n = 50 agents are considered

Some experiments are carried out for different values of the noise parameters
α and β. In Fig. 3, the trajectories of 50 agents are presented for α = 0.05, 0.1
and 0.2 ms−3/2, while β = 1.25, 5 and 20 s (the values are set in order to keep
the amplitude of the noise σ = α

√
β/2 constant). The noise tends to be white

when β is low, while the noise autocorrelation is high for large relaxation times
β. Unstable waves emerge locally and disappear when β is small (i.e. for a white
noise, see Fig. 3, left panel), while stable waves with large amplitude occur for high
β (Fig. 3, right panel). The parameters of the noise influence the amplitude of the
time-correlation function, but not the frequency that only depends on the parameters
n and T , see Fig. 4.

Figure 5 presents the real trajectories for experiments with 28, 45 and 62
participants (see [31]) and simulations with the stochastic model. The simulations
are in good agreement with the data. Stop-and-go waves appear for semi-congested
(n = 45) and congested (n = 62) states, while free states (n = 28) seem
homogeneous in both empirical data and simulation.
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4 Discussion

We have proposed an original explanation for stop-and-go phenomena in pedestrian
flows as the consequence of a coloured noise in the dynamics of the speed. In
this stochastic approach, oscillations in the system are due to the perturbations
provided by the noise. Such a mechanism qualitatively describes stop-and-go



Noise-Induced Stop-and-Go Dynamics 343

Phase transition
Undamped oscillation activated by

the initial perturbation

ε

t = t0

Steady state

Unstable

Stable

Noise-induced
Damped oscillation continuously maintained

by the perturbations

ε

∀ t

Steady state Least unstable
non-homogeneous state

Stable

Fig. 6 Illustrative scheme for the modelling of stop-and-go dynamics with phase transition in the
periodic solution (left panel) and the noise-induced oscillating behaviour (right panel)

waves, especially when the system is poorly damped. The approach differs from
classical deterministic traffic models with inertia for which stop-and-go occurs due
to metastability and phase transitions to periodical dynamics (see Fig. 6).

Two mechanisms based on relaxation processes are identified for the description
of stop-and-go waves. In the novel stochastic approach, the relaxation time is related
to the noise and is estimated to approximately 5 s [31]. The parameter corresponds
to the mean time period of the stochastic deviations from the phenomenological
equilibrium state. Such a time can be high, especially when the deviations are small
and the spacings are high. In the classical inertial approaches, the relaxation time is
interpreted as the driver/pedestrian reaction time and is estimated by around 0.5–1 s.
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Evacuation Simulation and Experiment
Without Exit Information

Yusuke Miyoshi, Daichi Yanagisawa, and Katsuhiro Nishinari

Abstract The configuration of a room and the evacuee information are important
factors that determine evacuation performance. While several studies have investi-
gated the impact of these factors on evacuation behavior, little research has been
done on the evacuation of a room with blocked exits and uninformed evacuees who
are unaware about the position of open exit. In this paper, we propose an extended
floor field model that accounts for these types of conditions and is validated by
experiments. The simulation results of our model show that optimal total evacuation
time is achieved when more than 40% of evacuees are informed evacuees (IEs) who
know the position of the open exit if their initial positions are uniformly distributed
in the crowd. Our model indicates that total evacuation time is reduced when IEs
are near an open exit. In addition, our model indicates that the ratio of IEs to total
evacuees, required for achieving optimal evacuation time, changes with the change
in the initial position of IEs.

1 Introduction

The characterization of evacuation performance in emergency situations importantly
informs the design of buildings. Thus, many research studies have been done on
evacuation under various conditions [1, 2, 4, 7, 9]. For example, studies have been
conducted involving a simple evacuation from a square room with one exit [1, 9].
More recent studies investigated evacuation from a room with multiple exits [1, 2, 4]
or evacuation with assistants [7]. However, there is little research on more realistic
evacuation situations such as a room with blocked exits and evacuees who are
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unaware about the position of open exit. Our research attempts to address these
types of situations by proposing an extended floor field model [6] that introduces
a judgment mark concept into the model to better account for blocked exits and
uninformed evacuees in evacuation scenarios. The judgment mark is similar to
dynamic floor field and includes two pieces of information concisely: an evacuee’s
inference of open and blocked exits and the trajectories of other evacuees.

2 Model

2.1 Basic Floor Field Model

The floor field model is a cellular automaton [8] based model in which time and
space are discretized and exits, obstacles, people, etc. are placed at each cell. A
cell can have no more than one evacuee and is characterized by a quantity of state,
named “floor field,” which controls the transition probability, pi,j .

Floor field typically includes a static floor field S and a dynamic floor field D.
S represents the distance from the evacuee cell to the evacuee target destination
such as an exit. For intricately configured rooms, the distance is often calculated
using Dijkstra’s algorithm [5]. D is the virtual trace left by the evacuee with its
characteristic dynamics of diffusion and decay [3]. These two floor fields are used
to calculate the transition probability pi,j , which is given in Eqs. (1) and (2)

pi,j =

⎧
⎪⎪⎨

⎪⎪⎩

Nξi,j fi,j (i, j) 	= (0, 0),

Nξi,j

(
Δx

vτ
− 1

) ∑

(i,j) 	=(0,0)

fi,j (i, j) = (0, 0),
(1)

fi,j = exp(−kSSi,j + kDDi,j ), (2)

where

pi,j : probability of moving to cell (i, j),
N : normalization term to ensure that

∑
pi,j = 1,

ξi,j : obstacle value that returns 0 for forbidden transitions such as to walls,
obstacles, or occupied cell and 1 for others,

fi,j : weight of probability of moving to cell (i, j),
Δx : length of one side of a cell,
v : average velocity of evacuees,
τ : time length of a time step,
kS : strength of the static floor field,
Si,j : static floor field as the distance from the cell (i, j) to evacuee’s destination,
kD : strength of the dynamic floor field, and
Di,j : dynamic floor field dropped at cell (i, j).
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2.2 Informed Evacuees (IEs) and Uninformed Evacuees (UEs)

In real evacuations, in particular, that follow a disaster, exits that are normally
opened may be blocked and evacuees may not know the position of the open exits.
Therefore, the exit information is often different depending on the evacuees. In this
study, we divided evacuees into two groups: informed evacuees (IEs) who know
the position of the open exits and uninformed evacuees (UEs) who do not know
the position of the open exit. During an evacuation, UEs search for open exits by
observing the behavior of other evacuees and by walking around the room. We
introduced judgment mark J , into the floor field model to describe this type of UE
search behavior.

2.3 Judgment Mark

To be able to describe evacuation scenarios that involve a room with blocked
exits, we introduced judgment mark J into the floor field model for our evacuation
simulations. In general, J contains two pieces of information: the position of open
and blocked exits that an evacuee infers and the trajectories of other evacuees. J is
dropped by all evacuees and diffuses and decays in the same dynamics as that of D.
However, there are two differences between J and D. First, the varieties of J are
not one, namely the varieties of J are equal to the number of exits, including the
blocked ones. Second, the amount of J dropped by the evacuees changes according
to the evacuees’ location and information. We explain J further by focusing on these
two differences.

2.3.1 Varieties of J Dropped by Evacuees

As mentioned above, the varieties of J are equal to the number of exits, including
the blocked exits. For example, when J is applied to the evacuation simulation from
a room with four exits, four types of J are dropped by evacuees: J1, J2, J3, and J4.
In addition, evacuees can drop multiple types of J (e.g., J1 and J3) at the same time
step.

2.3.2 Amount of J Dropped by Evacuees

In this section, we explain the amount of J dropped by evacuees at one time step,
which changes depending on evacuee location and exit information. Hereinafter, we
characterize evacuation as the evacuation of a room with n exits that include open
exit l.
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First, we explain the amount of J dropped by IEs. The IEs’ target exit is always
the open exit l. Therefore, if IEs are around blocked exits, they move away from
them. When UEs observe this behavior, UEs tend to infer that an exit is blocked.
Given this set of behaviors, we set J dropped by IEs as follows:

1. If from their present cells IEs move to neighboring cells in the next time step,
IEs always drop Jl = 1 at the present cell.
IEs drop Jm = −E (E ∈ (1,∞]) at the present cell if blocked exit m (m 	= l) is
visible from the position of the IEs.

2. If IEs remain in the same cell in the next time step,
IEs always drop Jl = c (c ∈ (0, 1)) at the present cell.
IEs drop Jm = −cE at the present cell if blocked exit m (m 	= l) is visible from
the position of the IEs.

Second, we explain the amount of J dropped by UEs. We defined the quantity of
J dropped by UEs as follows:

1. If from their present cells UEs move to neighboring cells in the next time step,
UEs, whose target exit is exit m, always drop Jm = 1 at the present cell.
UEs, whose infer exit m is blocked, drop Jm = −E at the present cell if exit m

is visible from the UEs.
2. If UEs remain in the same cell in the next time step,

UEs, whose target is exit m, always drop Jm = c at the present cell.
UEs, whose infer exit m is blocked, drop Jm = −cE at the present cell if exit m

is visible from the position of the UEs.

2.3.3 Target Exit and the Inference of Blocked Exits

During evacuation of a room with blocked exits, all evacuees have their target exit
and UEs must infer the position of the blocked exits. Since IEs know the position of
open exits, their target is always toward the open exit; however, UEs’ target exit and
their inference about blocked exits are subject to change because they do not know
the position of the open exits. In our model, UEs choose their target exit and infer
blocked exits in every time step by referencing J at their present cell. For instance,
in an evacuation simulation of a room with n exits, n varieties of J exist in every
cell. Each UE refers these n varieties of J dropped at his/her cell. Each UE decides
to aim at exit m, when Jm is the largest one among all J dropped at his/her cell,
and infer exit m is blocked when Jm < 0. This constitutes the dynamics of UE’s
behavior in targeting exit and inferring blocked exits.
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2.4 Extended Floor Field Model

By incorporating J into the floor field model, we are able to account for the
evacuation of a room with n exits, including the open exit l. The transition
probability, pi,j , is given in Eqs. (1) and (3)

fi,j = exp

{(
n∑

m=1

−km
S Sm

i,j

)
+ kDDi,j

}
, (3)

where

km
S : strength of the static floor field to exit m, and

Sm
i,j : static floor field as the distance from cell (i, j) to exit m.

2.4.1 km
S and kD of Informed Evacuees (IEs)

The target exit of IEs is exit l. IEs do not follow other evacuee during an evacuation
because they know exit l is open. Therefore, we set km

S and kD of IEs as follows:
km

S = 0 when 1 ≤ m ≤ n,m 	= l and km
S = 10 when m = l and kD = 0.

2.4.2 km
S and kD of Uninformed Evacuees (UEs)

UEs may occasionally follow others and change their target exit because they do not
know which exit is open. In real evacuations, UEs tend to stop and observe others,
in particular, during the initial stage of evacuation. Therefore, when t ≤ Tdelay,
km

S = 10 and kD = 1.4 if ∀m′ (1 ≤ m′ ≤ n, m′ 	= m) satisfy Jm ≥ Jm′ + Jth, and
km

S = kD = 0 otherwise. When t > Tdelay, km
S = 10 when exit m is the target exit of

the evacuee and set km
S = 0 otherwise. kD = 1.4 when t > Tdelay. Tdelay is the time

delay of UEs’ initial movement and Jth is the threshold of judgment mark.

3 Evacuation Simulation Using Extended Floor Field Model
and Experiment to Validate the Model

Using our extended floor field model, we conducted simulations of evacuation from
an intricately configured virtual room as shown in Fig. 1, where the exits, one opened
and three blocked, were invisible from the initial position of the evacuees, and 25
virtual evacuees were initially located at the center of the room. In these simulations,
we changed r (ratio of IEs to total evacuees) and the initial position of IEs.

Furthermore, to validate our model, we conducted evacuation experiments that
essentially duplicated simulation conditions. The experiments were performed in
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Fig. 1 Schematic view of a
simulation field divided into
15 × 15 cells. The colored
cells represent both open and
blocked exits. Gray arrows
are IEs and the other colored
arrows are UEs. UEs’ color
indicates their nearest exit.
The parameter set adopted in
our simulation is as follows:
Δx = 0.5, v = 0.95, τ = 0.1,
c = 1

38 , E = 100, Jth = 7.6,
and Tdelay = 4.0

the dark (the illumination less than 0.01 lux) because we additionally wanted to
investigate the effect of visibility on the evacuation performance. The geometry of
the room included one open and three blocked exits; the exits were invisible from
the initial position of the evacuees, 25 evacuee subjects were initially positioned at
the center of the room. As in the simulations, we changed r and the initial position
of IEs.

4 Results

4.1 When Informed Evacuees (IEs) Are Uniformly Distributed

Figure 2 shows the relation between r and the total evacuation time. The solid
(simulation) and broken (experiment) lines trend closely as shown in Fig. 2. Our
model reproduced the experimental results when IEs are distributed uniformly in
the crowd. The optimal evacuation time occurred when r ≥ 0.4. Furthermore, r

does not affect the total evacuation time if r ≥ 0.4. This is because UEs rarely fail
to move toward the open exit since they can find their neighboring IEs when r ≥ 0.4.

4.2 When Informed Evacuees (IEs) Are NOT Uniformly
Distributed

We conducted evacuation simulations and experiments where IEs are initially near
the open exit and IEs are initially far from the open exit. Our simulation results
indicate that total evacuation time is lower when IEs are near an open exit as shown
in Fig. 3 because IEs head to the open exit immediately when they are near the open
exit, and UEs are able to identify the open exit by observing the behavior of IEs
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Fig. 2 Simulation and experimental results of total evacuation time as a function of r in an
evacuation where the initial position of IEs is uniformly distributed. The r ratio acquired six
different values: 0, 0.2, 0.4, 0.6, 0.8, and 1.0 in simulations and experiments. Error bars represent
the standard deviation in every condition. The number of simulation repetitions was 1000 for every
condition compared with the two or three experiments conducted for every condition
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Fig. 3 Simulation results of total evacuation time as a function of r for three different initial
position of IEs. The r ratio acquired six different values: 0, 0.2, 0.4, 0.6, 0.8, and 1.0. Error bars
represent the standard deviation in every condition. The number of simulation repetitions was 1000
for every condition

or other UEs, who already identified the open exit. However, if IEs are far from an
open exit, they are slower to get to the open exit because IEs are blocked by UEs
who halt to observe the others at the beginning of an evacuation. Hence, the total
evacuation time is greater when IEs are far from an open exit as shown in Fig. 3. We
have obtained the similar tendency in the evacuation experiment as shown in Fig. 4.
Moreover, our simulation results show that optimal total evacuation time is achieved
when r ≥ 0.2, when IEs are near an open exit, and when r > 0.8, when IEs are far
from an open exit.
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Fig. 4 A comparison of simulation and experimental results when IEs are near an open exit and
when IEs are far from an open exit in terms of total evacuation time in the case (a) r = 0.2 and (b)
r = 0.4. Error bars represent the standard deviation in every condition

5 Conclusion

We proposed an extended floor field model by introducing judgment mark J . Our
model functioned in evacuation simulations of a room with blocked exits and was
validated by using experiments. Our findings indicate that when IEs are uniformly
distributed in a crowd, r ≥ 0.4 is required to achieve optimal total evacuation time.
In addition, we found that the initial position of IEs affects the total evacuation
time. The nearer the IEs are to an open exit, the lower is the total evacuation time.
Finally, our model indicates that a different r value is required for achieving optimal
evacuation when IEs are near an open exit, far from an open exit, or are uniformly
distributed in a crowd.
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Fluctuations in Pedestrian Evacuation
Times: Going One Step Beyond the Exit
Capacity Paradigm for Bottlenecks

Alexandre Nicolas

Abstract For safety reasons, it is important that the designs of buildings and
public facilities comply with the guidelines compiled in building codes. The latter
are often premised on the concept of exit capacity, i.e., the mean pedestrian flow
rate through a bottleneck (at congestion). Here, we argue that one should duly
take into account the evacuation time fluctuations when devising these guidelines.
This is particularly true when the narrowing is abrupt and the crowd may behave
competitively. We suggest a simple way to assess the extent of (part of) these
fluctuations on the basis of the statistics of time gaps between successive escapes
through the considered bottleneck, which in practice could be garnered by analysing
recordings of future real evacuations or, perhaps, realistic drills (in the limits of
what is ethically possible). We briefly present a test of the proposed strategy using
a cellular automaton model and confirm its validity under some conditions, but
also disclose some of its limitations. In particular, it may severely underestimate
fluctuations in the presence of strong correlations in the pedestrians’ behaviours
(while still performing better than only the mean capacity).

1 Introduction

In emergency situations (whether it be a fire outbreak, an earthquake, a terrorist
attack, etc.), buildings and public facilities usually need to be evacuated quickly
and safely. Building architectures should be designed accordingly. In particular,
corridors and doorways on the egress pathway must be wide enough to allow the
occupants to egress without excessive delay and to reduce the risk of clogging at
the bottlenecks. How can this plain condition translate into a practical guideline?
Building codes answer this question either by prescribing minimal requirements in
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terms of bottleneck widths or by setting the minimal standards (performances) that
should be met with respect to the evacuation time.

To take a few examples, building codes in the United States (for instance,
in Florida [2]) prescribe a minimal clear width w = max {813, 5.1 N} mm
for doorways, where N is the occupant load. Note that w is lowered to
max {813, 3.8 N} mm in suitably equipped low-risk buildings. In France,
emergency exit doorways and corridors in public buildings must typically be larger
than

(
1 + ⌈ N

100

⌉) × 0.6 m if 200 < N � 500, where &x' ∈ N is the ceiling of x,
or
⌈

N
100

⌉× 0.6 m if N > 500 [1]. French railway stations must be designed in such
a way that they can be evacuated in less than 10 min. To evaluate the evacuation
time, a walking velocity v = 1.4 m s−1 is assumed, along with a specific capacity
Js = 1.67 m−1 s−1, i.e., a maximal flow rate of 1.67 people per second per metre of
corridor width. These figures are reduced to v = 1.0 m s−1 and Js = 1.0 m−1 s−1

if it is a regional or national station [1]. Finally, in the UK, the maximal evacuation
time for sports stadiums is set to a value between 2.5 and 8 min, depending on the
risks, and a specific capacity Js = 1.37 m−1 s−1 is assumed for level walkways [3].

These guidelines are thus premised on the concept of exit capacity, or in other
words mean flow rate in saturated conditions. Not surprisingly, the values indicated
in the above building codes are slightly lower, but comparable to the values
measured in controlled experiments where participants were asked to walk through
a bottleneck in normal conditions (for instance, Js = 1.85 m−1 s−1 was reported
in [7]). On the other hand, they are considerably lower than the values measured
in controlled competitive conditions through narrow doors: in [14], Zuriguel et al.
measured Js ≈ 3.7 m−1 s−1. Varying the participants’ (prescribed) eagerness to
escape, my colleagues and I observed the whole range of values 1.4 � Js � 3.3 (in
m−1 s−1) [12]. The underestimates provided in building codes can be interpreted as
safety margins, intended to absorb unforeseen delay. But is this enough to ensure
that the evacuation time will always be within the chosen bounds?

Here, we show that the presence of significant fluctuations, of diverse origins,
undermines this reasoning based on mean values (Sect. 2). We then propose a simple
method to assess these fluctuations in Sect. 3 and test it in Sect. 4.

2 Beyond the Mean Exit Capacity: Fluctuations

2.1 Importance of Fluctuations

Since the dynamics of evacuations depend on many details that are out of control,
significant fluctuations should be foreseen. They undermine any reasoning based
exclusively on mean values. Indeed, in the presence of strong fluctuations, knowing
that evacuations are quick enough on average does not tell you how often they
will be excessively lengthy. Even if we focus only on the delays expected at
bottlenecks (doorways, relatively narrow corridors, etc.), experiments involving
mice that were forced to flee through a narrow orifice showed that realisations
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conducted in virtually identical conditions exhibit a significant dispersion, with
standard deviations (std) that typically amount to 6–14% of the total evacuation
times of about 90 mice, for a variety of settings [8, 9] (the figure is closer to the
upper bound when there are many realisations). Similar figures are reported for the
entrance of 85 sheep into a barn through a narrow gate, with a std-over-mean ratio
of around 15% for the total time [4], and the importance of the dispersion of the
evacuation times was underscored by the authors. Considering a crowd of about 90
participants walking through a narrow (69 cm wide) door in a controlled experiment,
the ratio is found to be around 7%, with moderately competitive participants as well
as with highly competitive ones [5]. (Note that the given std-over-mean ratios are
the results of my own calculations using the data of the cited papers.) Importantly,
even though intermittence in the dynamics is favoured by the presence of abrupt
narrowings, the fluctuations do not vanish when the constriction gets wider and they
may be very considerable if the crowd behaves frantically. A striking example is
the huge clog that occurred in the running of the bulls during the 2013 San Fermín
in Pamplona, when the crowd running in front of the bulls pushed so hard on the
human clog formed at the entrance of the arena that, despite its being a few metres
wide, not even a handful of people could enter per second. This very large deviation
from the mean flow rate is a sign of anomalously broad statistics.

As a consequence, it is of paramount interest to have an idea of the distribution
of evacuation times, beyond its mean value. This distribution corresponds to an
ensemble of realisations, for a fixed number of occupants N and a fixed geometry.
Unfortunately, it is unrealistic to expect the collection of such statistics for any N

and any geometry. In the following, we will propose a strategy to bypass this need.
To this end, we will first disentangle the origins of the fluctuations.

2.2 Origins of the Fluctuations

Statistical Fluctuations As any complex system, pedestrian crowds feature an
amount of disorder: the pedestrian’s morphologies and their preferential velocities
are different, their initial positions at the beginning of the evacuation are more or
less random, etc. For these reasons, successive realisations (even conducted with
identical crowds and in seemingly identical conditions) will not display exactly
the same dynamics. The observed differences are statistical fluctuations due to the
stochasticity of uncontrolled parameters and are also present in the flow of purely
mechanical systems, such as grains discharging from a silo [10].

Extrinsic Variations Besides these statistical fluctuations, extrinsic variations are
also expected in real evacuations. In particular, the composition of the crowd that
might need to evacuate the building is not the same from day to day nor will their
eagerness or competitiveness to egress be the same. Turning up the last parameter,
for instance, was shown to produce more intermittent (bursty) evacuation dynamics
[12, 14].
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3 A Practical Method to Assess Statistical Fluctuations

Having disentangled the origins of the fluctuations, we now propose a practical way
to predict the statistical fluctuations of the global evacuation time.

3.1 Distribution of Time Gaps Between Successive Egresses

Consider a given escape zone. Let ti be the time of the i-th escape (out of N ) in a
realisation of the evacuation and let Δti be the time gap ti − ti−1, where we have set
t0 = 0, as illustrated in Fig. 1. The premise of our approach is that it is possible to
collect enough statistics about these time gaps to get a decent approximation of their
distribution p(Δt) for a typical crowd composition. This requires the observation of
a reasonable number of real evacuations, which may be achieved in the near future,
owing to the increased monitoring of public facilities. Alternatively, one may choose
to perform evacuation drills in conditions as realistic as is ethically possible.

3.2 Micro-Macro Relation

To proceed, we remark that the total evacuation time of the N occupants (i.e., here,
the delay at the bottleneck) reads

Tesc(N) =
N∑

i=1

Δti.

Fig. 1 (Left) Some guidelines or measurements for the specific capacity of doors and corridors
(i.e., the flow rate per metre of cross section). (Right) Timeline of a controlled evacuation [12]
obtained by stitching pixel lines corresponding to the doorway in successive frames; the definition
of the time gap Δt is illustrated
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It can thus be regarded as a sum of N random variables drawn from the distribution
p(Δt). If we overlook possible correlations between successive time gaps, the
distribution of Tesc(N) is given by the following micro-macro relation, based on
a convolution product (∗),

PN (Tesc) = p∗N (Tesc) . (1)

In particular, provided that the ‘microscopic’ distribution p(Δt) has a finite
mean Δt and a finite standard deviation σ, the central limit theorem implies
that, in the limit of large attendance N ( 1, PN (Tesc) follows a normal law of
mean NΔt and of variance Nσ 2. Thus, we have managed to assess the global
distribution PN (Tesc), whose direct assessment would require a hopelessly
large amount of data because of its dependence on N , on the basis of the
more accessible p(Δt) [11].

3.3 Caveats and Possible Issues

Already at this stage, we ought to mention some caveats with respect to the micro-
macro relation. First, one may think that p(Δt) actually depends on N . But we
believe that, granted that N is large enough (typically N > 100 for a narrow door
[5]), this dependency can be overlooked (unless huge pressure builds up at the door,
in which case pressure itself will cause a tragedy, regardless of the delay at the
door). Indeed, in the controlled experiments we performed (see [12] for details),
the flow rate was not found to vary substantially when there were fewer people
left in the room. Second, contrary to the assumption of uncorrelated time gaps, we
recently demonstrated that an alternation between short time gaps and longer ones
is generally expected in bottleneck flows [13]. Nevertheless, these are short-time
(anti)correlations and they should not very substantially affect the results (where
long clogs play an important role). In any case, the problem can be remedied easily,
by reasoning on the distribution of time lapses for a handful of successive escapes
(e.g.,

∑3
p=0 Δti+p), instead of considering the individual time gap Δti .

4 Validity and Limits of the Micro-Macro Relation

In this section, we outline a validation test for the micro-macro relation relying
on model pedestrian dynamics. More precisely, the model under consideration is
a cellular automaton that we designed to reproduce the dynamics of competitive
escape through a narrow door observed experimentally by Zuriguel et al. [14], in
particular the heavy-tailed, power-law-like distribution of time gaps, viz., p(Δt) ∼
Δt−α for large Δt , with α > 0.
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4.1 Succinct Description of the Model

In the model, space is discretised into a regular rectangular grid, in which each cell
hosts at most one agent. At each time step, all pedestrians start by selecting the site
that they target among the adjacent cells (denoted k and including the present one).

A move from site i to site j has probability pi→j ≡ e
Aj−Ai

x /
∑

〈i,k〉 e
Ak−Ai

x , where
Ak is the attractiveness of the site (how close it is to the exit) and the noise intensity
x = 1 has been introduced to avoid the artefacts caused by strictly deterministic
moves. If the target site is occupied or if other people have selected it as target site
and are therefore competing for it, the agent simply waits. Otherwise, (s)he moves
to the target site. Following this round of motion, some sites have been vacated.
This allows other agents to move to their target cell. The round is iterated until all
possibilities of motion have been exhausted. The limit of strong friction considered
in the model is noteworthy: as soon as two or more agents are competing for a site,
the conflict is sterile and nobody can move. Further details can be found in [11].

Simulations showed that this model is able to capture the exponential distribu-
tions of burst sizes (i.e., egresses in rapid succession). But adding one last ingredient
was crucial in order to replicate the heavy tails in p(Δt). Indeed, some amount of
disorder was required. This was achieved by introducing behaviours: each agent
(i) is endowed with a propensity to cooperate Πi ∈]0, 1[. At each time step, this
propensity determines whether agent i cooperates (which occurs with probability
Πi) or not. Nothing changes if the agent behaves cooperatively. In the opposite case,
the agent is impatient to move to another site, so (s)he undervalues the attractiveness
of the current site, viz., A(xi, yi) −→ A(xi, yi) + 1

2 ln Πi . With this additional
ingredient, the model succeeded in describing a ‘faster-is-slower’ effect [6] when
the crowd becomes more impatient, but also in yielding power-law tails in p(Δt)

for impatient crowds and narrow doors [11].

4.2 Validation of the Micro-Macro Relation

For each distribution of behaviours Πi and each door width, a large number of
evacuation realisations were simulated for an arbitrary number of occupants N . The
resulting histogram of total evacuation times is plotted as cyan bars in the right box
of Fig. 2. In parallel, the distribution of time gaps p(Δt) was computed from the
simulation of an evacuation involving a very large crowd. On this basis, the global
distribution of evacuation times predicted using the micro-macro relation is shown
in the same figure. Clearly, there is excellent agreement between the prediction line
and the histogram, which gives credence to the validity of the micro-macro relation.
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Fig. 2 Illustration of the micro-macro relation, which takes as input the ‘microscopic’ statistics
of time gaps Δt at the door and predicts the global distribution of evacuation times Tesc for the N

occupants

4.3 Limits to the Validity

However, the proposed relation was found to fail in some conditions, and sometimes
severely so. This notably happened when a process of social contagion was
incorporated into the model, whereby the neighbours of an impatient agent tended
to behave more selfishly. At high contagion strengths, system-spanning correlations
emerged and the crowd sometimes ended up being extremely impatient (thus
evacuating more slowly in the model), whereas it remained in its initial, patient state
during other realisations, thus evacuating faster. Such scenario splitting completely
undermined the micro-macro relation.

More generally, we also expect extrinsic fluctuations, as defined in Sect. 2.2,
to lead to a broader distribution of global evacuation times than the micro-macro
prediction. Despite these limitations, by accounting for statistical fluctuations, the
latter prediction is more informative regarding the probability of dangerously long
evacuations than just the exit capacity.

4.4 Conclusion

In this contribution we have argued that estimates for the time spent at doors, gates
or in corridors during an evacuation should not be based exclusively on the mean
flow rate at the bottleneck under study, i.e., its capacity. Indeed, these times may
fluctuate considerably, especially when the relative narrowness of the bottleneck
and the competitiveness of the crowd favour highly intermittent dynamics. We have
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suggested a simple way to assess the extent of these fluctuations (more precisely,
their statistical component) on the basis of the ‘microscopic’ statistics of time
gaps between successive escapes, which could be collected in practice. Putting the
proposed relation to the test with a cellular automaton model [11] has confirmed its
validity under some conditions, but also pointed to its limitations: fluctuations are
underestimated when there are strong correlations in the pedestrians’ behaviours.
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Macroscopic Fundamental Diagram
for Train Platforms

Winnie Daamen, Jeroen van den Heuvel, Victor L. Knoop,
and Serge P. Hoogendoorn

Abstract The macroscopic fundamental diagram (MFD) relates the flow, density
and speed of an entire network. So far, the MFD has been mostly applied to cases
where pedestrians and vehicles were aiming to reach their destinations as fast as
possible. However, pedestrian facilities involve different behaviours. Especially in
train stations, travellers spend more time waiting than walking. Moreover, complex
passenger flows (i.e. flows in different directions moving to stairs and escalators
distributed over the platform) may occur on the platform, due to passengers. In this
paper we show that passenger flows on platforms can be described by an MFD.

1 Introduction

For vehicular traffic, the concept of the MFD (at the time not by that name) has
been introduced by Daganzo [4]. For locations with a single bottleneck, the exit rate
equals the capacity of the bottleneck and queuing processes can be described with
queuing theory. However, for other situations, there are internal bottlenecks, caused
by the traffic load. This can be the case for pedestrian networks as well. Essential
in this phenomenon is that different pedestrians have different (intermediate)
destinations. Without different destinations, all pedestrians will queue for the
bottleneck. However, if some pedestrians want to go into one direction, and others
into another direction, one flow may block the other.
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The outflow of traffic out of a network, called performance, is—under the
assumption of a constant trip length—proportional to the internal flow of a network,
called production. A reduction of speed of pedestrians due to queuing in the system
will lead to a lower outflow. Moreover, this lower outflow will lead to higher number
of pedestrians in the system, which increases queuing, which reduces outflow. This
effect hence strengthens itself.

Apart from the total number of pedestrians in a network, their distribution also
plays an important role. Suppose that the pedestrians are equally spread over the
network and all have just sufficient space to walk towards their destination at
their desired speed. An alternative distribution would be that the same number of
pedestrians would be clustered, i.e. some are in a more dense area and some are in
a less dense area. Then, the ones in a less dense area still walk at their free speed,
but the ones in a more dense area have to slow down. Consequently, the average
speed reduces, and with that the production. The same reasoning as for the total
networks also holds for parts of the network. Once congestion occurs, outflow of that
part decreases, hence increasing congestion. This effect is also called “nucleation of
congestion”, see [12].

This principle holds in particular for platforms in train stations. Pedestrians
waiting on the platform to board the train will hinder alighting pedestrians moving
towards the platform exits (i.e. stairs or escalators). Although the existence of an
MFD for pedestrians has been shown in other papers [3, 5, 10, 11], in this paper
we will check the relation between density and flows, and explore the effect of
spatial inhomogeneity of density. We thus will find whether an MFD is capable of
reproducing the pedestrian dynamics on the platform. This way, the MFD might be
used in the design and assessment of the performance of a platform.

This paper starts with a description of the experimental design and the data used
to derive the MDF (Sect. 2), followed by an overview of the methodology (Sect. 3).
In Sect. 4 the results are shown. The paper ends with conclusions and discussion in
Sect. 5.

2 Experimental Design

The first choice to be made in the experimental design is whether to use simulation
data or empirical data. The advantage of simulation data is that the conditions to be
simulated can be fully controlled. That implies that the full range of densities can
be covered, as well as different flow shares. Therefore, we have chosen to derive
our MFDs from simulation data. To simulate, we have applied our microscopic
pedestrian simulation model Nomad [1, 8], which has been extensively calibrated
[2] and previously applied in transfer stations [9].

The investigated situation covers only the part of the platform where passengers
enter and exit (see Fig. 1). The situation is as follows: a train has stopped alongside
the platform, passengers alight from four doors (bottom part of the figure) and move
to two stairs on the platform (top part of the figure). In order to create hindrance,



Macroscopic Fundamental Diagram for Train Platforms 367

Fig. 1 Screenshot of the Nomad simulation. Different colours indicate different origins (train
door) and destinations (stairs)

Table 1 Overview of the
scenarios

[pes/s] Low Medium High

Doors left 0.2 1.2 1.2

Doors right 0.2 1.2 1.0

passengers alighting at the left two doors move to the right exit, while passengers
alighting at the two doors on the right-hand side walk towards the exit on the
left. The demand is triangular, increasing during 90 s, and then reduced to 0. We
distinguish three demand scenarios, see Table 1.

3 Methodology

The individual spacing for a pedestrian i (si) can be found by the personal space this
person has. Literature shows many alternatives to calculate this individual spacing,
see [6] for an overview. Here, we have chosen to use a combination of the Voronoi
space [13], and an upper boundary of a circular personal space with a range of 1.5 m
[7]. Figure 2 shows three examples of the resulting individual spacing.

This individual spacing can be transformed into a local density ki :

ki = 1/si (1)

Locally, the average density is now the average of the local densities:

klc = 1/N

N∑

i=1

ki (2)

A global definition for the density would be the number of pedestrians per space
occupied by these pedestrians. This would be proportional to the accumulation in
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Fig. 2 Example to calculate the individual spacing for a pedestrian using the Voronoi diagram and
a personal space. The most left circle shows a pedestrian whose circular personal space is within
the Voronoi personal space, so the circle is taken as individual spacing. The most right situation
shows a pedestrian whose Voronoi personal space is within the circular personal space, so the
Voronoi space is taken as individual spacing. For the pedestrian in the middle, the circular personal
space overlaps the Voronoi personal space, so the individual spacing is the intersection of both
personal spaces

terms of the MFD. In equations, we derive

kgb = Number of pedestrians

Occupied space
=
∑N

i=1 1
∑N

i=1 si
= N

1
∑N

i=1 si
= 1

/(
1

N

N∑

i=1

si

)

(3)

This shows that the global average density is the inverse of the mean spacing per
pedestrian.

Note that this is equivalent to the weighted mean density, with weights w equal
to the size of the area of one pedestrian.

kgb =
∑

wiki∑
wi

=
∑

siki∑
si

(4)

This derivation illustrates that the global density is the average density in which
each part of space gets an equal value, rather than each pedestrian.

The (instantaneous) inhomogeneity of the pedestrians is defined by the standard
deviation of the local densities:

γlc =
√√√√1/N

N∑

i=1

(ki − klc)
2 (5)
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Table 2 Different measures to describe the MFD

Perspective Local (from user) Global (system)

Density klc = 1

N

∑N
i=1 ki kgb = N

1
∑N

i=1 si

Inhomogeneity γlc =
√

1/N
∑N

i=1 (ki − klc)
2 γgb =

√
1

∑N
i=1 si

∑N
i=1 si

(
ki − kgb

)2

Equivalent to density, we can also define a measure of inhomogeneity weighted for
the area

γgb =
√√√√ 1
∑N

i=1 si

N∑

i=1

si
(
ki − kgb

)2 (6)

Table 2 shows an overview of the measures defined above.
For the analysis, we check for the relationships between the quantities mentioned

above. We are interested how the global and local densities relate. To check whether
an MFD approach is feasible, we check the relationship between local density and
speed, and between local density and internal flow. Finally, check whether there is a
relation between density and inhomogeneity.

4 Results

Figures 3, 4, 5, and 6 show the results. For readability, we only included medium
(in grey) and high (in blue) demand in the figures. Moreover, we have removed the
small local densities which correspond to the circular personal spaces (indicated by
the dotted line in the left-hand side of the figure). In all figures, we clearly see the
scenarios, covering different density ranges and different severity of the gridlock.

Figure 3 shows the relation between global density and local density. We see that
these densities differ more when densities increase, where the local density is higher
than the global density. This is according to our expectations. In the following, we
will therefore focus on the local density.

Secondly, we look at the relation between speed and local density in Fig. 4. We
see the well-known shape of the fundamental diagram. However, for the medium
demand, we see a second, “horizontal line”. This horizontal “line” is the result of
gridlock situations due to the internal bottleneck caused by the crossing flows: due
to lower demands, pedestrians keep moving slowly and one by one the pedestrians
exit the platform.
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Fig. 3 Relation between the global density and the local density
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Fig. 4 Relation between speed and local density

The MFD is shown as the relation between the local density and the internal flow
(calculated as speed times local density) in Fig. 5. Just like for the speed–density
relation, we see the gridlock situation where the internal flow is reduced to almost
zero for high local densities. For the medium demand, this gridlock does not occur.
Only temporary deadlocks occur, which decrease the outflow, but the passengers do
not come to a complete standstill.

Finally, we show the relation between local inhomogeneity and local density in
Fig. 6. Starting from the minimum local density, we see that the local inhomogeneity
gradually increases. This increase is not linear, though, as it reduces when local
densities get higher. It looks like a limit exists for the local inhomogeneity, which is
probably due to the limited space and the fact that parts of this space are not used
by passengers, as they are heading towards the exits.
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Fig. 5 Relation between internal flow and local density
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Fig. 6 Relation between inhomogeneity and local density

5 Conclusions

We have calculated the macroscopic fundamental diagram (MFD) describing
passenger flows on a platform using simulation data. Local densities have been
calculated based on the joint surface of Voronoi cells and circles surrounding
passengers describing their personal space. A clear relation between outflow
(production) and local density has been found. This shows that speed reduction on a
platform is not due to the limited capacity of the exits, but due to internal bottlenecks
(hindrance due to crossing flows). The pedestrian dynamics cause a reduction of
the outflow. This proves the importance of using MFDs to predict passenger flow
operations on platforms.

Whereas inhomogeneity in density on the platform might be of influence, we
found it to link directly to local density, so it might be redundant to use two variables
to describe flow, and local density could suffice as independent variable.
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In future work, we will investigate the shape of the MFD using empirical data,
and see how we can use the MFD in the design and assessment of passenger flows
on platforms.

Acknowledgements This research was supported by the ALLEGRO project, which is funded by
the European Research Council (Grant Agreement No. 669792) and the Amsterdam Institute for
Advanced Metropolitan Solutions.

References

1. Campanella, M.C.: Microscopic modelling of walking behaviour. Ph.D. thesis, Delft University
of Technology (2016)

2. Campanella, M., Hoogendoorn, S., Daamen, W.: A methodology to calibrate pedestrian walker
models using multiple-objectives. In: Pedestrian and Evacuation Dynamics, pp. 755–759.
Springer, Boston (2011)

3. Daamen, W., Knoop, V.L., Hoogendoorn, S.P.: Generalized macroscopic fundamental diagram
for pedestrian flows. In: Traffic and Granular Flow’13, pp. 41–46. Springer, Cham (2015)

4. Daganzo, C.: Urban gridlock: macroscopic modeling and mitigation approaches. Transp. Res.
B Methodol. 41(1), 49–62 (2007)

5. Daganzo, C.F., Knoop, V.L.: Traffic flow on pedestrianized streets. Transp. Res. B Methodol.
86, 211–222 (2016)

6. Duives, D.C., Daamen, W., Hoogendoorn, S.P.: Quantification of the level of crowdedness for
pedestrian movements. Phys. A Stat. Mech. Appl. 427, 162–180 (2015)

7. Hall, E.T.: The Hidden Dimension, vol. 1990. Anchor Books, New York (1969)
8. Hoogendoorn, S.P.: Normative pedestrian flow behavior theory and applications. LVV rapport,

VK 2001.002 (2001)
9. Hoogendoorn, S., Daamen, W.: Design assessment of Lisbon transfer stations using micro-

scopic pedestrian simulation. WIT Trans. Built Environ. 74, 135–147 (2004)
10. Hoogendoorn, S.P., Campanella, M., Daamen, W.: Macroscopic fundamental diagrams for

pedestrian networks. In: 89th Annual Meeting of the Transportation Research Board, Wash-
ington, DC (2010)

11. Hoogendoorn, S.P., Daamen, W., Knoop, V.L., Steenbakkers, J., Sarvi, M.: Macroscopic
fundamental diagram for pedestrian networks: theory and applications. Transp. Res. Procedia
23, 480–496 (2017)

12. Knoop, V.L., van Lint, H., Hoogendoorn, S.P.: Traffic dynamics: its impact on the macroscopic
fundamental diagram. Phys. A Stat. Mech. Appl. 438, 236–250 (2015)

13. Steffen, B., Seyfried, A.: Methods for measuring pedestrian density, flow, speed and direction
with minimal scatter. Phys. A Stat. Mech. Appl. 389(9), 1902–1910 (2010)



Towards Safer Pedestrian Traffic:
Investigation of the Impact of Social Field
Characteristic on Crowd Dynamics

Jingwan Fu, Boxiao Cao, Samer H. Hamdar, and Tianshu Li

Abstract The objective of this paper is to investigate pedestrian safety on vehicle-
free platforms. Towards realizing such objective, a microscopic pedestrian move-
ment model is expanded to analyze the implications of different pedestrian behav-
ioral characteristics on pedestrian movement under different density levels. This
microscopic modeling approach is flexible and may be efficiently implemented
while accounting for different traffic dynamics caused by complex geometric and
operational features, such as those observed in transit stations, football stadiums,
and rallies. The integrated modeling framework is built based on the Social Field
method (i.e., the social force model): the surrounding stimulus is considered, while
adding a stopping/vibration module and a tangential force module to the basic Social
Field method to account for additional behavioral dimensions based on atomistic
interactions between particles. C++ was used to build a simulator to obtain the
trajectory of pedestrians in the system. The research has been already translated to
two simulated scenarios: the bottleneck scenario and the bi-direction flow scenario.
Realistic flow patterns have been produced with a triangular fundamental diagram
(flow-density curve) as observed in real-life conditions. When the density goes up,
the flow will go up then go down to meet the capacity of the system. The expanded
social force model provided improved (lower) error levels once the simulated
pedestrian trajectories are compared to the observed pedestrian trajectories. Results
show the expanded model produces high-density congestion dynamics that are
not captured by the traditional social force model. The dynamics represented the
higher clustering of flow-density data points at low flow and high pedestrian levels
represent these dynamics.
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1 Introduction

In the recent decades, pedestrian safety has become a significant problem in
metropolitan areas both on roadways (mainly due to pedestrian-vehicle collisions)
and on pedestrian platforms (mainly due to overcrowding and lack of supply with
respect to demand: as is the case crowded metro stations, stadiums, concert halls
. . . , etc.). Using Washington, D.C. as an example, there were 2624 collisions
from 01/01/2013 to 01/01/2015.1 The report of National Highway Traffic Safety
Administration (NHTSA) may indicate that increased volumes for all types of traffic
(bicycles, pedestrian, motor vehicles, etc.) create an increase in exposure to risky
conflict conditions and the safety of all users requires examination [4].

Towards performing such investigation, the authors explore an integrated model-
ing approach that captures pedestrian walking behavior in congested and uncon-
gested conditions. The modeling approach is flexible and may be efficiently
implemented in order to account for different traffic dynamics caused by complex
geometric and operational characteristics, such as those observed in transit stations,
football stadiums, and rallies. The integrated modeling framework is built using
concepts from the social force model [6, 10, 11, 13], behavioral heuristics [5, 12],
and material science [14, 15]. Daamen and Hoogendoorm have done some of the
experiments to capture the behavior of pedestrian [2, 3, 8]. C++ was used to build a
simulator to obtain the trajectory [1, 9] of pedestrians in the system. From these
trajectories, flow-density fundamental [7, 16, 17] diagrams can be derived and
analyzed.

2 Methodology

The two behavior modules that are added to Helbing’s social force model [6] in
order to capture the movement behavior at different density levels are: the tangential
force module and the stopping module. The details of the social force model, the
tangential force module, and the stopping module are presented next.

2.1 The Basic Social Force Model

According to the social force model [6], we can calculate this directional accel-
eration or movement. Since the social force model is physics based model, the
acceleration is determined through a force vector. The sum of all social force vectors
determines the movement of pedestrians.

1http://dc.ms2soft.com/tcds/tsearch.asp?loc=dc&mod=tmc.

http://dc.ms2soft.com/tcds/tsearch.asp?loc=dc&mod=tmc
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When a pedestrian wants to reach a destination, the desired direction is deter-
mined by

e = x0
i − xi

‖x0
i − xi‖

(1)

where ei ≡ desired direction, x0
i ≡ the original location of pedestrian i, xi ≡ the

destination of pedestrian i.
The comfortable velocity and the desired velocity are defined as following:

v0
i = v0

i e0
i (2)

where e0
i ≡ desired direction of pedestrian, i v0

i ≡ the value of desired velocity,

v0
i ≡ desired velocity.

The social force is proportional to the difference between the desired velocity
and current velocity and is scaled by a relaxation time

fi = 1

τi

(v0
i − vi) (3)

where fi ≡ social force, τi ≡ relaxation time, v0
i ≡ desired speed of pedestrian i,

vi ≡ current speed of pedestrian i.
Moreover, a pedestrian prefers to keep a distance away from other pedestrians

through a repulsion potential. The direction of repulsion force is defined by

eij = xi − xj

‖xi − xj‖ (4)

fij = eij
∂v

∂r
‖xi − xj‖ (5)

where Uij ≡ repulsion potential between iandj , ∂v
∂r

≡ V is a monotonic decreasing
function of r , xi ≡ current location of pedestrian i, xj ≡ current location of
pedestrian j , r ≡ euclidean distance between pedestrian iandj , fij ≡ repulsion
force.

In our research, we considered the surrounding stimulus, then added a tangential
force module and a stopping module to the basic social force model to account for
additional behavioral dimensions.
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2.2 Tangential Force Module

The previous social force model considered repulsion force, but did not consider
the collision avoidance. Pedestrians would keep distance away from others while
moving towards a destination. When we detected the direction of pedestrian i is
different of the direction of pedestrian j , we will force pedestrian i to “detour”

ei · eij < 0 (6)

where ei ≡ desire direction of i, eij ≡ desire direction of j with respect to i.
In order to bypass pedestrian j , the force on pedestrian i should be perpendicular

to eij, in the direction of

fi

‖fi‖ = eij × (ei × eij) (7)

where fi ≡ social force for pedestriani, ei ≡ desire direction of i, eij ≡ desire
direction of j with respect to i.

2.3 Stopping Module

The stopping module is introduced to account for the difference between the human
behavior during every-day congested regimes (waiting in lines, stopping with no
contact) and particle movements. Particles oscillate at equilibrium position while
pedestrians have zero velocity/acceleration at equilibrium position. The velocity at
time t is v(t) and the velocity at the subsequent time step dt becomes v(t + dt).
When v(t) and v(t + dt) have different directions

v(t) · v(t + dt) ≤ 0 (8)

where v(t) ≡ velocity at time t , v(t +dt) ≡ velocity at the subsequent time step dt .
In such situation, the pedestrian is forced to make “full stop”.
To move again, a pedestrian’s movement is governed by a gap acceptance

function that can be described as

‖
∫ ∞

0
f(t − ξ)g(ξ)‖ ≥ F0

∫ ∞

0
g(ξ)dξ (9)

where F0 ≡ pre-set starting force magnitude for a pedestrian, ξ ≡ infinitesimally
small time period/duration.
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3 Results

The fundamental diagrams for the different narrow bottleneck scenario for the
different models adopted were extracted from trajectory data and plotted through
the use of MATLAB.

Different fundamental diagram under the bottleneck scenario was produced
depending on the type of walking model adopted and the measurement area. The
original size of the playground is 25 × 25 m and with 5 m-width bottleneck. As
a first study area (Area1 shows in Fig. 1): the focus was on the coordinates from
x = 3 m to x = 23 m and from y = 20.5 m to y = 4.5 m (area width = 20 m and
arealength = 16 m).

To reach higher congestion levels, Area2 (shows in Fig. 2) is considered: the point
of consideration has the coordinates from x = 5 m to x = 10 m and from y = 20 m
to y = 15 m.

As mentioned earlier, two types of models were tested: the Modified SF models
[13] and the basic social force model [6]. In the Modified SF model-1 (i.e., without
the tangential force and the stopping modules), two assumptions were made: the
first assumption considered that the movement of each pedestrian was impacted by
the forces resulting from the nearest three pedestrians who are within a subject’s
sight-distance; the second assumption considered the nearest three pedestrians
irrespectively of the sight-distance. In the Modified SF model-2, all the surrounding
forces within a given sight-distance to a target pedestrian were accounted for.
Moreover, the stopping module and the tangential force module were incorporated
into the basic social force model.

In order to compare the differences between the fundamental diagrams for all the
SF model versions, we plot the plow/density fundamental diagrams of these three
models on the same graph in Fig. 3.

Fig. 1 Area 1: the expanded model fundamental diagram/flow/density relationship under the
narrow bottleneck scenario
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Fig. 2 Area 2: the expanded model fundamental diagram/flow/density relationship under the
narrow bottleneck scenario

Fig. 3 Comparative illustration of different SF model versions studied in this thesis

The resulting Fig. 3 shows that only the Modified SF model-2 allows the
formation of a complete triangular fundamental diagram.

For added insights, the trajectory data for some pedestrians were extracted from
both the experimental TU Delft data and the simulation tool in Fig. 4. The X
axis represents the time step while the Y axis represents the horizontal directional
displacement. A clear shock wave phenomenon (consistent decrease in the slope of
the space-time/x-y function) is seen in the first figure of Fig. 4. The only model that
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Fig. 4 Trajectory data extracted from the experimental data, the Basic SF model, the Modified SF
model-1, and the Modified SF model-2

Fig. 5 3D diagrams for the experimental trajectories and the SF model-2 simulated trajectories

captures similar shockwave phenomena is the Modified SF model-2 (the last figure
of Fig. 4).

In order to observe the distribution of the average speed in the bottleneck
scenario, the 3-Dimensional trajectory figures (with speed represented by the z-
axis) are offered in Fig. 5. The 3D diagrams record the average speed for each time
step (0.1 s) for both the experimental data and the simulated data generated by the
Modified social force model-2. It can be observed that the average speeds are similar
in both diagrams.

4 Conclusion

Two modules have been added to expand on the basic social force model while
incorporating perception related constraints associated with the cognitive and
physiological capabilities of pedestrians (i.e., number of pedestrians considered
and sight-distances). The modules added are a tangential force module to allow
avoidance maneuvers and a stopping module allowing waiting and gap acceptance
maneuvers in crowded situations. Different versions of the SF model (along with the
proposed expanded SF model) are implemented and simulated. From the simulation
exercise, by comparing the expanded SF model with the remaining versions of the



380 J. Fu et al.

SF model, it was deduced that the formulation suggested in this thesis leads to more
realistic pedestrian trajectories and thus behavior. The fundamental flow/density
diagram resulting from the expanded SF model captured jamming and shockwave
conditions observed in real-word crowded conditions. In other words, the model
suggested in this thesis can efficiently be implemented while accounting for
different crowd dynamics caused by complex geometric and operational features. In
the future works, we will concentrate on the model calibration via genetic algorithm
and combine the pedestrian traffic with bicycle and vehicle traffic.

Acknowledgements The research team would like to thank the Delft University of Technology
Transportation Research Team, especially Dr. Winnie Daamen, for providing the trajectory data
needed to test the proposed modeling framework.
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Defining the Pedestrian Fundamental
Diagram

Ernst Bosina and Ulrich Weidmann

Abstract First introduced in vehicular traffic, the fundamental diagram is now
also used widely in pedestrian transport to describe the relationship between speed,
flow, and density. Various equations have been proposed, which often exhibit strong
differences. So far, several parameters that influence the pedestrian fundamental
diagram have been identified. These parameters do not, however, explain the
differences in proposed representations of the fundamental diagrams.

Examining the literature, it becomes obvious that even though the concept is
applied widely, a detailed and commonly accepted definition of the fundamental
diagram for pedestrians is missing. Thus, the term “fundamental diagram” is used
to describe different speed–density or flow–density relations. Without a proper
definition, also the measurement and data evaluation methods differ strongly, which
is then reflected in the resulting fundamental diagram curves.

This contribution aims at providing a definition for the pedestrian fundamental
diagram. Starting from its origin as a model for pedestrian flow, its background and
area of application are discussed. Based on these fundamental insights, a definition
for the pedestrian fundamental diagram is proposed. An important aspect of the
fundamental diagram concept is its stochastic nature. As the flow at a specific
density is not constant, but shows certain variations over time, the fundamental
diagram can either be described by its mean value or by using a probabilistic
approach. In this contribution, an extension of the fundamental diagram to include
its stochastic nature is discussed.

1 Introduction

Similar to the level of service concept, the pedestrian fundamental diagram model
originates from vehicular traffic. In the 1920s the first studies were made to estimate
the capacity of a single traffic lane (for a list see, for example, [6]). The work of
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Greenshield [9] is then considered the starting point of traffic flow theory and the
fundamental diagram [16], even though the term fundamental diagram was only
introduced several years later by Haight [10].

The first measurements of pedestrian density and walking speed were then
published in the 1960s [18]. Some years later, Fruin [7] published his work on
the pedestrian speed–density relation and the level of service, whose principles
are still used in pedestrian transport planning. Even though the concept of the
fundamental diagram was transferred from vehicular traffic, the first mentioning of
the term “fundamental diagram” in the context of pedestrian transport can only be
found in Weidmann [24]. In his work, a general fundamental diagram for pedestrian
transport was proposed for walkways and walking up- and downstairs. In the last
decades, many different fundamental diagrams have been measured and proposed in
literature (Fig. 1). Among them, only a few references can be found which propose
fundamental diagrams for different situation characteristics, for example, normal
and emergency conditions, uni- and bidirectional flow, and different trip purposes
[7, 18, 20, 23].

Apart from the free-flow walking speed [3], the different influence factors are
likely to change the fundamental diagram curve [4]. For example, luggage can
influence the free-flow walking speed, but it will also increase the individual space
demand and hence the maximum density. Still, neither in car traffic nor in pedestrian
traffic, a general definition and understanding of the fundamental diagram can be
found. It can otherwise be observed that the term fundamental diagram is used for
a vast amount of different relations, without discussing the validity or limitations of
the approach [11].
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Fig. 1 Fundamental diagram curves for level walking proposed in literature in comparison with
speed–density data found in literature [3]
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2 Existing Definition of the Pedestrian Fundamental
Diagram

Like for car traffic, the definitions of the pedestrian fundamental diagram found in
literature vary considerably. Often, the fundamental diagram is solely described as
the relation between density, flow, and speed. Nevertheless, the differences between
theoretical considerations and measurement data are significant and show the need
of a proper description of the fundamental diagram.

Generally, the pedestrian fundamental diagram describes a relation between
walking speed, pedestrian density, and flow. Still, it can be argued that not all such
measurements can be used to determine the fundamental diagram, as it aims at
describing the general relation between these three traffic properties. In literature
therefore stationary and homogeneous conditions [4, 17] or a stationary flow [13, 22]
is mentioned as requirement. In addition, other factors like time and measurement
area will influence the results [2].

Daamen [5] describes the fundamental diagram as statistical relation under
similar average conditions. It is assumed that on average, pedestrians behave the
same if the average conditions are similar. Therefore the fundamental diagram
is also sometimes considered as the averages of flow and density, compared
to local values [12]. The fundamental diagram thus represents the macroscopic
characteristics [13, 23]. On the other hand, others state that the fundamental diagram
contains the local density [1, 19].

Summarizing the literature, no detailed definition for the pedestrian fundamental
diagram was found. Otherwise, several different v-D-F relations are named fun-
damental diagram although they are not comparable as, for example, the method
used for calculating the density or the time intervals used differ considerably. Only
a few authors provide a definition of the fundamental diagram, whereof some are
contradictory. A specific definition including a consistent discussion of the aim of
the fundamental diagram and therefore the essential properties of speed, flow, and
density are lacking.

3 Aggregation Levels

For the classification of the fundamental diagram in terms of the aggregation level
used, two different approaches can be distinguished. First, the different levels can
be divided based on the usage, hence the outcome. Second, they can be classified
using the aggregation level of the model.
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Table 1 Usage based classification of speed–density relations at various levels

Level Name Pedestrian Space

Macro Network FD Unknown number of flows Area/network

Macro Generalized FD Multiple ped. flows Single situation

Meso Fundamental diagram Pedestrian flow Cross-section

Aggregated micro Group v-D relation Indiv. aggregated to groups x–y position

Micro Individual v-D relation Individuals x–y position

3.1 Usage Based Classification

For the usage based classification, the aggregation level of the result and the usage
level of the outcome are relevant. In general, a division between microscopic,
macroscopic, and mesoscopic can be made. A microscopic view provides data for
the smallest unit; hence, single pedestrians and a macroscopic approach shows only
aggregated values. A mesoscopic level will provide certain aspects on a macroscopic
and others on a microscopic level. To categorize the fundamental diagram in relation
to other speed–density relations according to this logic, Table 1 shows different
levels and their corresponding main properties. The fundamental diagram considers
pedestrian flows, hence a macroscopic aggregation, but at a cross-section location,
which can be considered microscopic in terms of space. Hence it is argued here
that the classic fundamental diagram is mesoscopic. The behavior of individual
pedestrians cannot be described using this approach, but can be extended to also
show variations in the flow, which will also support its mesoscopic nature.

3.2 Model Based Classification

In the model based classification, the aggregation of the model itself and not its
output is considered. In microscopic models, the individual behavior of pedestrians
and their individual characteristics are simulated using routines to describe the
interaction between pedestrians and the environment. Macroscopic models use
aggregated information; thus, the model framework considers aggregated features
such as pedestrian flows or larger areas. In between, mesoscopic models show
elements of both levels; thus, certain aspects are modeled in aggregated form,
whereas others are modeled disaggregated. In this framework, the social force model
is a microscopic model, and the Kladek formula [14] can be considered to be a
macroscopic model.

The model based classification and the usage based classification are linked by
the fact that the aggregation level of the model always has to be equal or lower
that the results. Thus, a macroscopic model cannot be used to obtain individual
speed–density relations but a microscopic model can be used to obtain a classic
fundamental diagram. Until now, most fundamental diagrams are modeled using a
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macroscopic model, hence providing a mostly linear relation between average speed
and density. Nevertheless, especially for the validation of models, also fundamental
diagrams are calculated from microscopic models [15]. Still, no approach was found
to explicitly model the fundamental diagram using a microscopic model.

4 Defining of the Pedestrian Fundamental Diagram

To be useful for the design of pedestrian facilities, a basic definition of the
fundamental diagram is needed which only reflects the pedestrian characteristics
and thus is, for example, independent from the measurement method used to
obtain the fundamental diagram [2]. The fundamental diagram, compared to other
speed–density relations, therefore does not represent the characteristics of individual
pedestrians, as it is done in microscopic models.

The purpose of the pedestrian fundamental diagram is to describe the properties
of a pedestrian flow for a cross-section, thus at a mesoscopic level. Hence, the
fundamental diagram will vary depending on the observed pedestrian characteristics
(free-flow walking speed, shy away distance, etc.). For example, even if the average
free-flow walking speed is the same, differences in the walking speed distribution
among the group (i.e., the standard deviation) might result in differences in the
fundamental diagram (assuming otherwise similar conditions). By default, the
fundamental diagram represents a situation with solely unidirectional flow.

If different or no definitions of the fundamental diagram are used, the comparison
between resulting data is of limited value. Therefore, and to summarize the
characteristics of the fundamental diagram and to distinguish it from other speed–
density relations, a detailed definition of the pedestrian fundamental diagram for
unidirectional flow is proposed:

The pedestrian fundamental diagram describes the (average) relation between
speed, flow, and density of a set of pedestrians with defined properties at con-
stant global density for infinite time and space. The individual characteristics
of the pedestrians might vary, but they are randomly distributed over space
and time.

In contrast to simulations, the constant state in the definition can hardly be
reached in real-life situations. Still, based on the specific setting, techniques can
be selected which minimize the deviation of the speed–density calculations from
the proposed definition. This ensures a high comparability between measurements
and reduces undesirable influences. Here, some of the requirements can be violated
without a substantial influence on the results. For example, a finite measurement
time and space is possible and small measurement areas can also be compensated
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using long observation times and vice versa. In this case, the deviation between
the definition and the method used and the expected effect on the results should be
discussed.

5 Stochastic Variations in the Fundamental Diagram

Usually, the fundamental diagram only shows the average relation between density
and speed or flow. Still, even for the same constant setting and global density,
stochastic variations will be visible. Individual pedestrian will not always react the
same in the same situation, as well as variations between different pedestrians exist.
In addition, the pedestrian composition within a flow is statistically distributed.
These differences will lead to variations in the local density, which itself will also
influence the speed and direction of individual pedestrian and therefore the global
average speed and flow.

In Fig. 2, an example for the influence of the stochastic variations on the
fundamental diagram is shown. For this, it is assumed that the walking speed at
a certain density shows a variation of ±15% around the mean value. For a given
density, the fundamental diagram now shows a corresponding walking speed range
as well as a range of flow values. Especially if the flow is known and it is in the
range of the maximum average flow, this example will result in a wide range of
corresponding densities.

These considerations are especially important for the design of pedestrian
facilities. Usually the design of facilities is not done for mean values, which
would imply that 50% of the time the design load is reached (assuming a normal

Fig. 2 Influence of
parameter variation on the
fundamental diagram (data:
[24])
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distribution) the facility is overloaded. Therefore, an exceedance probability is
applied to integrate the stochastic nature of the variables into the calculation. As
a reference for suitable probability values, data from similar situations can be used.
For the pedestrian crossing speed, often the 15th percentile is used as a reference
value [8]. To determine the design hourly volume of roads, the hourly value for the
30th to 100th yearly peak hour is used [21]. In addition, it has to be considered, if
the values are used for the design for quality or design for safety.

6 Conclusions

Nowadays, the fundamental diagram concept is widely used to describe the relation
between speed and density in pedestrian transport. Still, neither in car traffic, where
the concept originates, nor in pedestrian transport, a commonly accepted definition
beyond its three main properties, speed, density, and flow, can be found in literature.
This led to the current situation, where a wide range of speed–density curves are
named “fundamental diagram” which cannot be compared due to their differences
in measurement and calculation processes.

Thus, a definition of the fundamental diagram for unidirectional flow was
established for this work. It is based on the aim and application purposes found
in literature. Based on this definition it shall also be possible to derive fundamental
diagrams in different situations which can be compared in a meaningful way.

As, for example, the reaction of pedestrians to similar situation can vary, the
fundamental diagram has some stochastic variations. The proposed definition thus
allows an extension from a fundamental diagram representing the mean values to
a stochastic fundamental diagram, which also includes these variations. Especially
for the design of pedestrian facilities, this can enhance the quality of the results.

Further, the speed–density curves found in literature were shown. Although
the differences in the creation pose difficulties for their comparison, they form
a clear area within the speed–density plot. It can also be concluded that the
widely used fundamental diagrams proposed by Weidmann [24] can still serve as
an approximation of the mean curves. Using theoretical considerations about the
physical properties of pedestrians, the range of the pedestrian fundamental diagram
values can be narrowed down.

However, especially at the capacity values obtained from literature, considerable
variations can be found. Apart from variation in the measurement settings, this can
also reflect the walking behavior found in different setting. Here, like for the walking
speed, several influences can be identified.
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Part III
From Individual Interactions to Complex

Systems: Airplanes, Bicycles, Mixed Flow,
Particles and Traveler Behavior



Simulating Ground Traffic on Airports
Using Cellular Automata:
The CAMAT-Model

Florian Mazur and Michael Schreckenberg

Abstract Based on the Nagel–Schreckenberg cellular automaton model for free-
way traffic (Nagel and Schreckenberg, J. Phys. I 2:2221–2229, 1992), a model
for simulating ground traffic on airports, the CAMAT-model (cellular automaton
model for airport traffic), was developed. The model was designed and calibrated
by empirical research and presents the dynamic of airplanes from the point of
touchdown on the runway to the gate or from the gate (including pushback if
necessary) to the point of takeoff. For this purpose the behavior of airplanes was
studied on the international airport of Duesseldorf, complemented by specific data
provided by the German air traffic control (Deutsche Flugsicherung, DFS). The new
model’s main goal is to simulate the dynamics of all airplanes as realistically as
possible and to give an airport planner the opportunity to simulate changes in layout
or routing for improvement and optimization.

1 Introduction

Airplane traffic is the most increasing mode of transport [1, 2] due to the continuing
trend toward long-distance travel and the increasing interdependence of interna-
tional commerce. The expected growth rate in Germany is over 2.3% per year in
contrast to 0.2% for motorized private transport, 0.3% for railway transport, and
−0.1% for public road transport.

The increase of airplane traffic has created problems on most international
airports in Germany. For instance, long queues of airplanes are waiting for takeoff
in front of the runways because of the limited capacity of the runways. Therefore
airport surface operations have to become more efficient in order to be able to handle
the increasing number of airplanes and to reduce waiting times. Simulations are
useful to evaluate suggestions in advance and to avoid poor planning.
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1.1 Cellular Automata Models (CA)

Cellular automata models, being well known from road traffic and pedestrian traffic
[4, 6, 9], are a very efficient method to simulate traffic in a microscopic way.

With regards to airplane traffic there are few models developed to simulate
ground operations on airports. One is, for instance, the model of Mori et al. [7, 8],
simulating ground traffic on the international airport of Tokyo (Narita). This model
is specially tailored to this airport (e.g., the airport detection system, which is not
used at airports in Germany) and does not use randomization. Therefore, a new
cellular automaton model based on the CA model for road traffic [9] is developed
for simulating ground traffic on airports like the international airport of Duesseldorf
in Germany. The purpose is to reduce the airplanes’ rolling times in order to reduce
fuel consumption.

1.2 Duesseldorf Airport (EDDL)

The international airport of Duesseldorf (ICAO code EDDL) was opened in 1927. It
consists of two parallel runways which are too close to each other to be operated
independently (see Fig. 1). In 2016, 23.5 million passengers were processed and
the airport handled 217,500 airplane movements [3]. The prognosis for 2017 is an
exceedance of the 24 million passenger mark. There are lots of crossing situations
due to the layout of the airport and the limited space.

The unique fact about the airport is the so-called Angerlandvergleich [10]. In
1965 the airport and the nearby towns reached a settlement for reducing noise
pollution by limiting airplane movements. On the basis of the Angerlandvergleich
the following relevant restrictions for using the second runway built in 1997 exist:
first, the airport is allowed to use the second runway only half-time. Second, the
local government determines the usage times one week in advance.

2 The CAMAT-Model

The newly developed cellular automaton model presented in this paper is called
the CAMAT-model (cellular automaton model for airplane traffic). In the model,
the main steps of the Nagel–Schreckenberg model for road traffic are adopted: the
acceleration step, the breaking step, the randomization step, and the movement. It
uses a parallel update and a cell size of 5 m. This is small enough to map all common
types of aircrafts (e.g., a Cessna 152 needs 1 cell, an Airbus 320-200 and a Boeing
737-800 8 cells, an Airbus A330-200 12 cells, a Boeing 747-400 14 cells, and an
Airbus 380-800 15 cells). The time discretization is 1 s due to the reaction time of
human beings.
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Fig. 1 Layout of Duesseldorf Airport (EDDL). The airport consists of two parallel runways
(05R/23L and 05L/23R) and one main taxiway (M). Furthermore there is one passenger terminal
with terminal parts A, B, and C and a main apron, the apron west, and the apron east. Source:
OpenStreetMap contributors (Licence ODbL) [11]

The velocity of airplanes on the ground is limited to 2 cells per second (10 m/s)
which is the maximum allowed speed for taxiing. On runways the maximum speed
is unlimited, respectively, the specific takeoff and landing speed of the different
airplanes.

Acceleration and deceleration depend on the airplanes’ weight class, which are
classified due to the maximum takeoff weight (MTOW) of the airplanes by the
International Civil Aviation Organization (ICAO) [5]:

• Light (L) MTOW of 7000 kg (15,000 lb) or less
• Medium (M) MTOW of greater than 7000 kg, but less than 136,000 kg

(300,000 lb)
• Heavy (H) MTOW of 136,000 kg (300,000 lb) or greater
• Super (J) refers only to the Airbus A380 and Antonov An225
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In the CAMAT-model an airplane can accelerate one unit per 2 or 3 s (2 for L and
3 for M, H, and S). For deceleration it is important to distinguish between an airplane
on the runway and an airplane on the taxiway. On the taxiway the deceleration is
unlimited. On the runway the deceleration is one unit per 2–4 s (2 for L, 3 for M and
H, and 4 for S).

Randomization is implemented as follows: arriving airplanes reduce their veloc-
ity one unit with a probability of 1% for the following 10 s, while departing airplanes
reduce their velocity with a probability of 3% for the following 10 s. These values
result from the analysis of empirical data collected at the airport of Duesseldorf.

Airplanes on ground adhere a minimum distance of 20 cells due to the jet
blast and possible damages. To avoid unnecessary breaking the following airplane
reduces its velocity to 1 cell per second if the distance gets closer than 150 cells
between the airplanes.

In real life air traffic control (ATC) is responsible for all crossing situations on
an airport. In the simulation the airplane arriving first at a crossing between two
taxiways has the right of way. If they arrive at the same time the simulation has
to dice. The crossing of runways with taxiways is very simple. The crossing of a
runway is only possible if the runway is free of airplanes. Otherwise the airplane on
the taxiway has to stop at the holding point (a line marked on the taxiway) in front
of the runway.

The first action of a departing airplane is the pushback. The airplane has to be
pushed backwards from the terminal onto the taxiway because it is not allowed to
use the reverse thrust in this phase. The process of pushback normally takes 3–5 min
(see Fig. 2) and depends on the position of the gate used by the airplane.

The actual used gate depends on air traffic control, the company which is
responsible for the flight (due to strategic alliances aircrafts of all related companies
use the same terminal if possible) and the destination (due to customs).

3 Calibrating the CAMAT-Model

Real-world data from the airport of Duesseldorf is very hard to obtain. Radar
only provides pictures with lots of disturbances due to radar shadow. Also it
is hard to distinguish between small airplanes and ground facilities, such as
busses, without additional information. On the airport of Duesseldorf no automatic
detection system is installed like on the airport of Tokyo. The identification by the
airplanes’ transponder is mostly not possible. A great number of airplanes power
the transponder on just before line-up on the runway and not before pushback. As a
result, the transponders’ data for taxiing is not available and only visual observation
is possible on the airport of Duesseldorf.
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Fig. 2 Times needed for pushback at the airport of Duesseldorf. The average time of most
airplanes amounts to 4 min

3.1 Concept of Collecting Data of Duesseldorf Airport

To obtain relevant information passing times are collected for airplanes at defined
checkpoints (crossings of taxiways or taxiways with runways, see Fig. 3). As a result
taxiing times are obtained for every section on taxiway and runway.

On each runway airplanes can take off and land in two directions depending
on the direction of the wind. The data of each direction of operation has to
be collected independently. Furthermore a differentiation between single-runway-
operation (SRO), when only one runway is allowed to be used, and dual-runway-
operation (DRO) is important to obtain relevant data.

This data is complemented by data of air traffic control like gates and routes used
by the airplanes.

3.2 Comparison between Real-World Data and Simulation

A comparison between real-world data and simulation was realized on both
runways. Data from each runway was compared for both directions of operation
with the necessary distinction between single-runway-operation and dual-runway-
operation. The following figures represent a selection of all comparisons.
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Fig. 3 Checkpoints defined at Duesseldorf Airport (EDDL). The checkpoints on runways are
named by letters, and the checkpoints on taxiways are named by numbers. Source: OpenStreetMap
contributors (Licence ODbL) [11]

Figures 4 and 5 present the comparison for arriving airplanes on runway 05L
in dual-runway-operation (in single-runway-operation runway 05L is not used),
respectively, 23R in single-runway-operation. On the x-axis the distance starting
at checkpoint M on the runway and on the y-axis the taxiing time starting when
passing checkpoint M is plotted. In addition the position of all passed checkpoints
is marked with green lines. The averaged trajectories of real and simulated data are
very similar and differ only slightly. The slope of the trajectories shows the velocity
of the airplanes. An increased slope indicates a decreased velocity.

Figures 6 and 7 show the same comparison but for departing airplanes on runway
05L, respectively, 23R. This runway is used for departing airplanes in single-
runway-operation and dual-runway-operation. The direct comparison shows a lower
taxiing time for airplanes in dual-runway-operation due to the higher capacity of the
airport in this mode.
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Fig. 4 Comparison between real-world data and simulation for arriving aircrafts on runway 05L
(DRO) taxiing via K2 to checkpoint 5 on taxiway M at the airport of Duesseldorf

Fig. 5 Comparison between real-world data and simulation for arriving aircrafts on runway 23L
(SRO) taxiing via L9 to checkpoint 3 on taxiway M at the airport of Duesseldorf

4 Summary and Outlook

In this paper the CAMAT-model (cellular automaton model for airplane traffic) is
presented. The CAMAT-model offers an opportunity for microscopically simulating
ground traffic of airplanes on an airport. The calibration is conducted by data of
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Fig. 6 Comparison between real-world data and simulation for departing airplanes on runway 05R
(SRO and DRO) starting at checkpoint 6 on taxiway M at the airport of Duesseldorf

Fig. 7 Comparison between real-world data and simulation for departing airplanes on runway 23L
(SRO and DRO) starting at checkpoint 4 on taxiway M at the airport of Duesseldorf

visual observations from the airport of Duesseldorf and data of air traffic control.
As a result of the calibration the aberration of the CAMAT-Model is maximally 3%
(typically 1–2%). By using the model it becomes possible to simulate new taxiing
routes on the actual layout of an airport and to simulate new airport layouts in
advance.
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Further research will deal with the implementation of ground facility traffic, like
fuelling vehicles, follow-me-cars, busses, etc., and the simulations of new airplane
systems, like the break to vacate system (BTV) [12], which is a subset of the
airplane’s flight computer. It allows the computer to be programmed for a pre-
selected stopping distance, indicating the required combination of brakes and thrust
reversers to achieve that distance.
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Investigating Passengers’ Seating
Behavior in Suburban Trains

Jakob Schöttl, Michael J. Seitz, and Gerta Köster

Abstract In pedestrian dynamics, individual-based models serve to simulate the
behavior of crowds so that evacuation times and crowd densities can be estimated
or the efficiency of public transportation optimized. Often train systems are investi-
gated where seat choice may have a great impact on capacity utilization. Thus it is
necessary to reproduce passengers’ behavior inside trains. Yet there is surprisingly
little research on the subject. In this contribution, we collect data on seating behavior
in Munich’s suburban trains, analyze it, and subsequently introduce a model that
matches what we observe. For example, within a compartment, passengers tend
to choose the seat group with the smallest number of other passengers. Within a
seat group, passengers prefer window seats and forward-facing seats. When there
is already another person, passengers tend to choose the seat diagonally across
from that person. These and other aspects are incorporated in our model. We
demonstrate the applicability of our model and present a qualitative validation with
a simulation example. The model’s implementation is part of the free and open-
source VADERE simulation framework for pedestrian dynamics and thus available
for cross-validation. The model can be used as one component in larger systems for
the simulation of public transport.

1 Introduction

Pedestrian dynamics and crowd simulation is a wide field of research [3]. Micro-
scopic, that is, individual-based models of human locomotion are used to simulate
the behavior of crowds. The goal is often to improve safety by estimating evacuation
times and crowd densities [1, 6, 9, 15] but also to optimize efficiency in public
transport. For example, passenger exchange times are estimated by having virtual
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pedestrians leave and board trains. Thus it seems necessary to correctly reproduce
passengers’ behavior inside a train.

Simulation software can cope with common scenarios including gates, queues,
stairs, and multiple floors (e.g., [10, 11, 28]). Research on people’s spatial dis-
tribution during waiting times has also brought useful results (e.g., [12, 13, 23]).
There are a number of publications on boarding schemes for airplanes [8, 17, 25],
some of them providing simulations for the boarding process with the goal to
reduce the boarding time. Some studies contain useful hints related to seating
behavior, e.g., studies on the degree of capacity utilization [2], baggage in trains
[16], passenger exchange times [14, 27], and train interior design [19]. Studies on
seating layouts and passengers’ seating behavior in trains are discussed by several
authors: [26] investigated preferred facing directions in the Washington Metro, [18]
surveyed preferred seat choices in inter-city trains, and [29] carried out a survey
on passengers’ valuation of seating layouts in public transportation. Others are
concerned with the inflow process when people enter a room [5, 12, 13, 30]. While
these studies conduct experiments where the subjects cannot sit down, some aspects
are still interesting for this work. However, there is little research on people’s seating
behavior in trains that can be used to build a simulation model. This contribution
aims at closing this gap.

In the following section, we present empirical data on how single passengers sit
down in relation to other passengers. Other questions such as how groups sit together
or how gender and age influence seat choices will have to wait for later studies.
Then we build a seating model from our observations and implement it within the
open-source VADERE simulation framework. See [21] and the website [28] for an
introduction. Next we verify the model’s implementation by comparing simulated
data against real data. Then we qualitatively validate the model by demonstrating
that the train fills up in a visually realistic manner. Both methods are based on a
simulation run with real passenger counts. We conclude with a short summary, a
discussion, and inspiration for future work in this field.

2 Field Observation

The first author used his own smart phone app, over a period of several weeks, to
collect passenger data on his train ride to and from Munich University of Applied
Sciences in Munich’s suburban trains (S-Bahn). He observed single compartments
(see Fig. 1) during train rides, logging relevant events such as sitting down, leaving,
and placement of baggage. For more details we refer to his master thesis [20].

For all observed preferences, binomial tests are conducted, using the exact
binomial test (binom.test from R’s stats package), to see whether they are
statistically significant. The significance level is set to α = 0.05. We only report
the significant results: Passengers prefer empty seat groups or, more generally, they
prefer the seat group with the smallest number of occupants. See Figs. 2 and 3.
Apparently passengers try to maximize the distance to other passengers which is in
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Fig. 1 Four seat groups, with
four seats each. The black
arrow on the top denotes the
train’s driving direction. The
yellow dots mark the seats
and the yellow area in the
middle is the aisle connecting
the entrance areas. The green
bars are parts of the doors
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line with the phenomenon of personal space described in psychological studies [7].
When a seat group is empty forward seats win over backward seats, and windows
win over aisles (Fig. 4). When one seat is already taken, the choice diagonally across
wins (Fig. 5).

While we did not collect enough data to statistically investigate how passengers
choose a compartment, we received the impression that passengers often choose one
of the compartments next to their entrance area. Once they have chosen a direction,
they rather proceed to the next compartment instead of turning around and going
back. When they choose a compartment in a different train section they tend to
directly walk to this section.
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Fig. 3 There is a strong
preference for the seat group
with the smallest number of
occupants
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Fig. 4 When a seat group is
empty forward seats win over
backward seats, and windows
win over aisles (AIS: aisle,
WIN: window, FW: forward,
BW: backward)
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Fig. 5 When one seat is
already taken, the choice
diagonally across wins
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3 The Seating Model: Algorithm and Test

For our seating model we use a combination of cognitive heuristics [22] and random
assignment according to the empirical distributions. That is, we let the agents make
true decisions based on the situation they are confronted with when entering the
train, and base these choices on the empirical preferences. The algorithm’s first
decision is whether the passenger wants to sit at all. For this work we assume that
all passengers wish to sit. The rest of the algorithm consists of three steps: choosing
a compartment, choosing a seat group, and choosing a seat therein (see Fig. 6). We
use a normal distribution to assign each agent a compartment where (s)he sits down.
For the choices of seat group and seat, we only look at differences that we found
statistically significant. Otherwise, we use a uniform distribution. The chosen seat
is then assigned as target in the floor field-based navigation of the optimal steps
model [21, 24] in the VADERE simulation framework. Alternatives would be the
behavioral heuristics model [21], the gradient navigation model [4], or any other
microscopic locomotion model that can deal with fine resolution of the geometry of
Munich’s ET-423 S-Bahn train. Some special cases, such as a full compartment or
that another passenger snatches one’s chosen seat, have to be handled. For this and
for parameter choices we refer to [20].

We conduct simulation runs to test our implementation. Since we give the
statistical distribution as an input, correct reproduction of the empirical data
amounts to code verification. See Figs. 7 and 8. We achieve a qualitative validation
by visually comparing simulation runs to our personal expectations as frequent users
of the Munich S-Bahn.
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Fig. 6 The seating algorithm: passengers pick their seat according to the empirical preferences.
They choose a compartment close to where they enter, following a normal distribution
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Fig. 7 Comparison of empirical data (right) to simulation outcome (left): choice of seat in an
empty seat group
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Fig. 8 Comparison of empirical data (right) to simulation outcome (left): choice of seat within a
seat group when one seat is already taken

4 Conclusion

We designed a study on passengers’ seating behavior in trains, developed a mobile
app to support data logging, collected data, and processed and analyzed the data
with respect to the choice of seating. Thus, we gained insights on where passengers
prefer to sit down in a compartment and in a seat group. Based on the results of the
data analysis, we designed a model for seating behavior and implemented it in the
open-source crowd simulation software VADERE where it is available for cross-
validation. The model can easily be included in larger simulation systems for public
transport to make predictions of important control quantities such as flow, density,
or passenger exchange times more realistic.

Our results are in line with psychological findings, namely the fact that people
like to safeguard their personal space, keeping a distance from others. Other
psychological questions, such as the influence of gender or age on the seat choice, or
the behavior of groups, as well as the reasoning behind the choice of compartments,
would be interesting follow-up studies.
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Airplane?
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Abstract A simple airplane-boarding model, introduced earlier by Frette and
Hemmer, is considered. In this model, N passengers have reserved seats, but enter
the airplane in arbitrary order. We are looking for an analytical expression, which
describes the mean boarding time depending on the total number of passengers N .
For this purpose, we first determine precise values of the exponents and expansion
coefficients in the asymptotic expression at N → ∞. It is reached by mathematical
calculations and fitting the Monte Carlo simulation data for very large N , up to
N ∼ 6 · 108. Finally, we compare the obtained analytical approximation to the
simulation data for a realistic number of passengers N � 500 and find a good
agreement.
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1 Introduction

As already discussed during the previous Traffic and Granular Flow conferences [10,
11], a significant part of the total transportation time in the air traffic (see [9] for a
review) is related to the boarding of an airplane. A simple airplane-boarding model
has been introduced by Frette and Hemmer [8], resulting in an interesting discussion
in the following series of papers published in Physical Review [4–7].

In the simple model [8], N passengers have reserved seats, but enter the airplane
in arbitrary order. Besides, there is only a single isle of rows and only one seat in
each row. Each passenger occupies a place equal to the distance between rows. In
this model, a passenger requires one time step to place carry-on luggage and get
seated, the time for walking along the isle being neglected. However, a passenger
must wait for a possibility to move forward to his/her seat if the motion is blocked
by other passengers. The number of seats is equal to the number of passengers in
this model.

One of the basic quantities of interest is the boarding time tb of an airplane.
The mean boarding time 〈tb〉 scales as power law 〈tb〉 ∝ Nα with α = 1/2 for
large N , as it has been proven analytically [2, 3] and later has been found also
by numerical simulations [6, 7]. Interestingly, this scaling is described by a quite
different effective exponent 0.69 ± 0.01 for small number of passengers 2 < N <

16, as it follows from [8]. It means that corrections to the leading scaling behavior
are very important. These are described by the correction-to-scaling exponent θ ,
i.e., 〈tb〉 = cNα

(
1 + O

(
N−θ

))
at N → ∞. As it is known from earlier analytical

studies [2, 12], α = 1/2 and θ = 1/3 hold in a model with point-like passengers
and, more generally, for k < ln 2, where

k = (personal space of a passenger) × (number of passengers per row)

distance between rows
(1)

is an essential control parameter of a generalized model. This parameter is k =
1 > ln 2 for the particular model considered here. It means that θ is expected to be
smaller than 1/3, although α = 1/2 always holds [2].

The aim of our present work is to determine numerically a precise value of θ and
identify also the sub-leading correction terms in the asymptotic expansion of 〈tb〉 at
N → ∞. For this purpose, Monte Carlo (MC) simulations up to N ∼ 6 · 108 have
been performed. An important question is the applicability of the asymptotic theory
to a realistic number of passengers. We have addressed this question by comparing
the asymptotic formula to the simulation data for N � 500. A good agreement has
been found.
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2 Simulation Results and Analysis

Let us i-th passenger in the queue (where i = 1 stands for the passenger entering the
airplane first) has the seat number ji . In our analysis, it is convenient to represent
the initial state of the queue by the two-dimensional scatter plot, where one point
(qi, ri) with qi = i/N and ri = ji/N is related to each passenger. Since passengers
are randomly ordered in the queue, the points are uniformly distributed over the
square q ∈ [0, 1], r ∈ [0, 1] for large N . As discussed in [10], the boarding time is
equal to the number of nodes in the longest blocking sequence drawn by connecting
points in such a scatter plot. The connected points correspond to passengers having
certain blocking relation—see [10] for details. The longest blocking sequence is
a fluctuating curve, which converges to a smooth line at N → ∞ [2]. Under
appropriate transformation [2, 3], i.e.,

x(q) = ekq , y(q, r) = (r − 1)e−kq

k
(2)

the longest blocking sequence becomes the longest increasing sequence. Moreover,
the density of points remains uniform under this transformation, whereas the square
q ∈ [0, 1], r ∈ [0, 1] transforms into another region x ∈ [1, ek], y ∈ [−1/(xk), 0],
as illustrated in Fig. 1.

The asymptotic longest increasing sequence at N → ∞ is shown here by a thick
solid line. It consists of two pieces. The first piece follows the lower border of the
region up to the point (x0, y0), whereas the second piece is a straight line from
(x0, y0) to the upper corner (ek, 0). This straight line is tangent to the lower border
xy = −1/k at x = x0 = ek/2 and y = y0 = −2e−k/k.

The number of points in the asymptotic longest increasing sequence, i.e., the
length of the corresponding curve is well known [2]. It is equal to d(k)

√
N , where

d(k) = 2(k + 1 − ln 2)/
√

k for k ≥ ln 2. Moreover, concerning the straight-line
piece, we know not only its asymptotic length, but also the leading correction to

Fig. 1 The asymptotic
longest blocking sequence at
N → ∞ (thick solid line) in
new variables x and y after
the transformation (2). The
curve xy = −1/k shows the
lower border of the region for
the transformed variables.
The numbers on axes
correspond to k = 1
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scaling. According to [12], its length is 2
√

N̂ , and the normalized to N̂1/6 deviations
from this straight line is described by the Tracy–Widom distribution for large N̂ ,
where N̂ is the number of points in the rectangle x0 < x < ek , y0 < y < 0.
Hence, omitting sub-leading correction terms, the straight line gives the contribution

2
√

N̂ + BN̂1/6 to the mean boarding time, where B ≈ −1.771086807411 is the
mean value of the Tracy–Widom distribution. Note that the number of points above
the curve xy = −1/k is the number of passengers N , and we have N = kN̂ at
N → ∞.

Corrections to the leading scaling behavior, which are related to the first (curved)
piece of the longest increasing sequence in Fig. 1, are not known from analytical
studies. This part disappears at k < ln 2, therefore we have θ = 1/3 in that case.
In fact, a phase transition occurs when k is increased starting from 0 and reaches
the critical value ln 2. A contribution with different θ appears at k > ln 2, which
comes from the curved part of the longest increasing sequence in Fig. 1. We have
performed MC simulations to determine this value of θ .

We have used the transformation (2) also in MC simulations. It allows us to
perform simulations for much larger N than it would be possible in the original
model owing to the fast algorithm, known as the patience sorting algorithm [1],
which can be applied here. Our MC algorithm consists of the following steps:

1. In analogy with the original model, generate a scatter plot of uniformly dis-
tributed points over the rectangle x ∈ [1, ek], y ∈ [−1/k, 0], corresponding
to a random permutation (random queue) of length L;

2. Use the patience sorting algorithm to find the boarding time tb as the length of
the longest increasing sequence for the subset of N ≈ Lk/(ek − 1) points with
y > −1/(xk), where N is the number of passengers;

3. Make an averaging over M realizations to evaluate 〈tb〉.
We have performed MC simulations at k = 1 for L = 106, 1.4 × 106, 2 ×

106, 2.8 × 106, and so on, up to L = 1.024 × 109, as well as for smaller system
sizes L = 0.5 × 106, 0.7 × 106, 0.25 × 106, etc. In all cases M = 104 realizations
have been used to determine the deviation of 〈tb〉/

√
L from its asymptotic value

〈tb〉as/
√

L = 2(k+1−ln 2)/
√

ek − 1, in accordance with the relations given before.
We have subtracted from this deviation the already discussed correction to scaling
∝ BL−1/3, coming from the straight-line piece in Fig. 1, for a better estimation of
the remaining unknown correction term. Namely, we have fit the data to the ansatz

(〈tb〉 − 〈tb〉as)/
√

L − B(ek − 1)−1/6L−1/3 = a1L
−θ (3)

to evaluate the correction-to-scaling exponent θ of this term. The results depending
on the fit range L ∈ [Lmin, Lmax] are listed in Table 1. The numbers in brackets
indicate the magnitude of one standard deviation (error), e.g., 0.26165(74) means
0.26165 ± 0.00074. The quality of fit is characterized by the χ2 per degree of
freedom of the fit, i.e., χ2/d.o.f., shown in the last column. The results apparently
converge to a value somewhat smaller than 0.26 when the system sizes are increased.
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Table 1 The exponent θ ,
obtained by fitting the MC
data to the ansatz (3),
depending on Lmin and Lmax
of the fit range
L ∈ [Lmin, Lmax]

10−6Lmin 10−6Lmax θ χ2/d.o.f.

0.125 64 0.26165(74) 1.00

0.25 128 0.26171(70) 0.90

0.5 256 0.26079(67) 0.93

1 512 0.26050(64) 0.90

2 1024 0.25925(61) 0.86

The values of χ2/d.o.f. of the fits are shown in
column 4

Table 2 The exponent θ ,
obtained by fitting the MC
data to the ansatz (4),
depending on Lmin and Lmax
of the fit range
L ∈ [Lmin, Lmax]

10−6Lmin 10−6Lmax θ χ2/d.o.f.

0.125 64 0.2630(34) 1.04

0.25 128 0.2556(36) 0.80

0.5 256 0.2535(35) 0.74

1 512 0.2512(34) 0.56

2 1024 0.2505(32) 0.45

The values of χ2/d.o.f. of the fits are shown in
column 4

If there is a correction ∝ L−θ , the sub-leading correction of the kind ∝ L−2θ is
also expected. We have included it in the refined ansatz

(〈tb〉 − 〈tb〉as)/
√

L − B(ek − 1)−1/6L−1/3 = a1L
−θ + a2L

−2θ , (4)

neglecting corrections of even higher orders. The fit results are collected in Table 2.
As compared to the corresponding results in Table 1, the quality of fits is improved
(χ2/d.o.f. becomes smaller) and the estimated values of θ come very close to 0.25
for the largest Lmin and Lmax. Hence, it is very plausible that θ = 1/4 holds.

We have used this value in the following analysis and have determined the
expansion coefficients a1 = −0.4495(12) and a2 = −1.393(90) in (4) by fitting
the data over L ∈ [2 × 106, 1.024 × 109] (as in the last row of Table 2) at a fixed
θ = 1/4. Finally, we have represented the corresponding asymptotic formula in
terms of the number of passengers N = L/(e − 1) in the actual case of k = 1, i.e.,

〈tb〉 ≈
√

N
(

2(2 − ln 2) + A1N
−1/4 + BN−1/3 + A2N

−1/2
)

, (5)

where B ≈ −1.771086807411, A1 = −0.5146(14) and A2 = −1.393(90).

3 A Test of Applicability and Final Conclusions

The asymptotic expression (5) has been established for very large L, up to L =
1.024 × 109, which corresponds to N ≈ 6 × 108 passengers. We have tested the
applicability of our approach to a realistic number of passengers N � 500 by
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Fig. 2 The mean boarding
time 〈tb〉 depending on the
total number of passengers N .
The simulated in [7] values
are shown by circles, whereas
the solid line represents the
asymptotic formula (5)
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comparing 〈tb〉 in (5) with the mean boarding times obtained earlier in [7], as shown
in Fig. 2. The overall agreement is good.

Hence, we finally conclude that the correction-to-scaling exponent θ is 1/4 or
very close to 1/4, as it follows from our simulation results for very large number of
passengers. Moreover, the actual theoretical approach is valid also for description
of airplane-boarding processes with realistic numbers of passengers N � 500.
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Katsuhiro Nishinari, and Stefania Bandini

Abstract Unsignalized crosswalks are one of the most critical/risky traffic infras-
tructures in terms of safety, due to potentially vehicle–pedestrian conflictual inter-
actions. Many accidents occur there and elderly pedestrians are among the most
vulnerable victims. In a previous work, a simulation model has been developed with
the aim of predicting traffic volumes and waiting times by reproducing the behavior
of pedestrians and drivers during crossing attempts. Calibration and validation
was performed based on experimental data gained through a field observation in
an area with a significant population of elderlies. In this paper, we are focusing
on safety issues and the simulation model has been adapted to include collisions
between vehicles and pedestrians. The new simulation model presented here allows
to compute the risk of an unsignalized crosswalk by considering both frequency
and gravity of collisions. We consequently used the simulation model to evaluate
the efficacy of particular policies. Simulation results show that while speed limit
enforcement has an important effect in reducing pedestrian causalities, alternative
and indirect solutions aiming at improving drivers’ awareness are also effective to
improve safety.
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1 Introduction

Traffic safety has seen a rapid improvement during the twentieth century and
the number of road fatalities has constantly decreased in the developed countries
[9]. However, improvements in terms of traffic victims and injuries are becoming
minimal and with the aging of population, elderly are increasingly the most
vulnerable among the different road users. The “World report on road traffic injury
prevention” highlights “pedestrian safety as the main safety concern for the elderly,”
thus suggesting that pedestrians infrastructures need to be designed with a particular
attention when elderly are the largest users. Among the several infrastructures
making up the pedestrians environment, the crucial point where vehicles and cars
interact in a direct way is represented by the case of unsignalized crosswalk, which
is responsible for a comparatively high number of fatalities compared to other
facilities.

Although there have been several studies considering experimental aspects of
the behavior of both drivers and pedestrians on crosswalks, simulation models have
been more limited in number. Some early studies considered crosswalks as purely
mathematical model, allowing to determine, for example, the mean vehicle queue
length, but were not able to consider the heterogeneity found in human behavior
[5]. In the recent years, the popularity of computer simulation has brought some
more sophisticated models which allows to consider more subtle aspects of crossing
behavior, such as walking outside the zebra crossing [10]. In our previous work,
we also proposed a simulation model which predicted with sufficient agreement the
level of service (LOS) and traffic volumes [1, 3].

However, although some statistical models can be found in the literature [8], none
of the simulation models presented so far consider collisions between vehicles and
pedestrians, thus limiting their field of application to traffic engineering excluding
safety issue. In this paper, we present a simulation framework (based on a validated
model) which allows to consider collisions in a systematic way. Since microscopic
data on traffic accidents are not available (usually only aggregated data for cities
or countries are provided), we were not able to validate results for accidents, but
qualitative nature of the results showed some agreement with real situations.

2 Simulation Model

2.1 General Architecture and Motion Rules

The simulation is based on a hybrid environment which employs different
approaches for vehicles and pedestrians. A floor field cellular automata model
is used to simulate pedestrians in their environment (sidewalk and crosswalk) and
a modified Gipps model is used to account for the motion of vehicles (details
are given in [3]). Figure 1 provides a schematic image providing details on the
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Fig. 1 Geometry considered in simulation and its size (midblock is given in dotted lines)

(a) (b)

Fig. 2 Decision-making process for pedestrians and vehicles in relation with crosswalk. (a)
Vehicle flowchart. (b) Pedestrian flowchart

geometry considered. Dimensions for the simulated scenario have been chosen
equal to a crosswalk selected during an on-field observation carried out in the city
of Milan (Italy) in an area characterized by a large elderly population and by a high
number of pedestrian–car accidents in the past years [4].

Pedestrians are randomly generated from one of the four corners and get
randomly assigned destinations which force them to cross the road. Cars move in
a periodic environment along two lanes with opposite direction. The interaction
between vehicles and pedestrians is modeled according to the logic of Fig. 2.

Drivers consider the possibility of breaking before the crosswalk only if they
are leading a group of vehicles (i.e., approaching the crosswalk), they are compliant
(i.e., the driver is willing to stop), and one or more pedestrians are waiting. Next, it is
computed if the car can physically stop and this calculation is based on the kinetics
law of the Gipps model. Pedestrians follow a similar behavior: when reaching the
curbside they will check if a car is approaching and if it can stop. If the close lane
is safe they will cross until the midblock (a virtual area in the middle of the road)
and repeat the decision-making process again for the far lane. This crossing action
was adopted after noticing a similar behavior during the on-field observations (i.e.,
appraising phase for evaluating the safety gap from oncoming vehicles).

To account for collisions, a given portion of drivers or pedestrians neglect the
existence of the respective counterpart. This is to reproduce the risky behavior
typically observed in case of collisions (or conflicts). For pedestrians, Hatfield and
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Murphy [6] found that about 3% of the people crossing the road at unsignalized
crosswalks were looking at their phone and did not pay attention to traffic
conditions. We can assume that a similar proportion of users are distracted in our
simulation.

It is important to notice that in our model there is a difference between non-
compliant and distracted drivers. Distracted drivers do not break even if a pedestrian
is on the road, while non-compliant ones will not stop when a pedestrian is on the
curbside but will always stop if a pedestrian is already crossing.

With the aim to keep the simulation model relatively simple, we did not model
the possible occurrence of accidents among vehicles; so, drivers have the ability to
perceive other vehicles even if they are marked as distracted.

2.2 Estimation of Collision Gravity

Next, there is an additional important aspect which needs to be considered on
collisions between vehicles and pedestrians and it is related with the fatality risk. It is
known that collision speed has a strong relationship with the probability of resulting
in pedestrian’s death. Age of the pedestrians is also relevant, with elderly being
more vulnerable than adults due to their body fragility. To quantify the relationship
between collision speed, pedestrian age, and fatality risk, several authors collected
data relative to traffic accidents and obtained a function describing this probability.
Davis [2] presented a function which can be used to compute the risk of fatality as:

pfatality = 1 − ea−b·v

1 + ea−b·v (1)

where v is the collision speed (relative to the vehicle) and a and b empirical
parameters obtained by fitting with statistical data for traffic accidents (in the case of
Davis, data are relative to the 1970s when safety was rather poor compared to current
standards). Different parameters have to be used depending on the age group of the
pedestrian involved and Davis estimated them for children, adults, and elderly.

To measure pedestrian risk in a particular crosswalk using the simulation model,
it is not sufficient to simply count the number of collisions occurring, but gravity
of the accidents also needs to be accounted for. We therefore decided to include
the above equation for pedestrian fatality in our model and evaluate each collision
between vehicle and pedestrian using it. Our results will be therefore based on
the combination between the frequency of collisions and the gravity of them,
meaning that a crosswalk where collisions occur relatively often at low speed may
be considered more safe than a crosswalk where collisions are rare but usually result
in pedestrian death.
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3 Results and Discussion

To reduce the number and relevance of accidents between vehicles and pedestrians,
policies are an effective measure. The “World report on road traffic injury preven-
tion” [9] estimated that serious and fatal road casualty reduction effects related to
new policies account for 42% in the case of pedestrians, the highest percentage
among road users. We want therefore to investigate which policy is the most efficient
in reducing road casualties related to the specific case of pedestrians crossing
unsignalized crosswalks. Our model allows to change different parameters related
to traffic conditions and pedestrian/driver’s attitude. The standard values used for
the simulation results presented hereafter are given in Table 1.

For each simulation we varied the parameter which had to be investigated
and kept the remaining ones constant. Since the case of elderly pedestrians is an
important part of this work, three different scenarios were considered: adults only,
a population consisting of adults and elderly in equal amount, and elderly only. If
not provided in Table 1, values were taken from the on-field observation or from the
literature (and are given in [3]). Pedestrian safety was estimated by computing the
cumulative fatality risk over the total simulated time (360 h) and finally summarizing
it in terms of fatalities per hour.

3.1 Driver’s Attitude

We can start by considering driver’s attitude, for which speed and non-compliance
are given in Fig. 3. Logarithmic scale is used since fatality risk contains exponential
terms and changes in fatality risk are extremely quick in a limited speed range.

A first look on both graphs should suggest that fatalities are intuitively high.
Although it is not possible to provide a direct comparison with empirical data,
from the graph for speed it is obtained that at 50 km/h one fatality occurs roughly
about every 4 days (or almost 90 fatalities per year). To understand these results
it is important to remark that parameters used refer to a moderate level of traffic
from both vehicles and pedestrians and simulations were performed with the level

Table 1 Values used in the
simulations presented in this
work; in each case a single
parameter was varied by
keeping the remaining ones
constant

Type Variable Value
Driver’s attitude Car speed 40.0 km/h

Non-compliance 0.5
Traffic conditions Car density 15.0 (km lane)−1

Pedestrian flow 5.0 min−1

Distraction Distracted pedestrians 0.02

Distracted driversa 0.00
aWhen the amount of distracted drivers was varied, distracted
pedestrians was set at 0
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Fig. 3 Relationship between drivers’ attitude (in terms of speed and compliance) and fatality risk
for crossing pedestrians

of traffic unchanged for 360 h (i.e., constant during day and night). Also, parameters
used for the fatality risk are relative to the 1970s. The results presented here are
therefore intended for comparison between different policies and for qualitative
considerations. Quantitative values are to be handled with care.

The graph for speed shows that velocity clearly has an influence on pedestrian
fatality for all the populations considered. The ratio of elderly roughly has a linear
relationship with frequency of fatality (consider that logarithmic scale is used).
On the other side, non-compliance is seen as having only a marginal effect of
pedestrian safety. Qualitatively it can be observed that pedestrians are able to
recognize non-compliant drivers, thus preventing them from having a collision with
them. In this regard, it can be concluded that compliance becomes important for
LOS considerations, but its relation with safety is limited.

3.2 Traffic Conditions

Next we wish to consider volumes of traffic for both vehicles and pedestrians, whose
simulation results are given in Fig. 4.

In the case of pedestrians, it is shown that fatalities grow with the volume of
traffic, but a plateau is reached for around 6 (min)−1. This could be related with
the fact that when the traffic of pedestrians grows, it is more often observed that
people have to wait at the curbside. As a consequence even if a distracted pedestrian
crosses without checking, it is more likely that cars already stopped to give way to
other pedestrians, thus preventing him/her from suffering an accident. In the case of
vehicular traffic (more precisely density), the situation is slightly different. At first
the number of pedestrian fatalities grows with an increase in car density, but after
reaching a maximum at about 20 cars/(km lane), it constantly decreases until the
maximum density considered in simulations. This sudden change was created by
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Fig. 4 Relationship between traffic volumes for vehicles and pedestrians and fatality risk for
crossing pedestrians

the formation of traffic jams which reduced the driving speed for cars, consequently
reducing the cumulative risk for pedestrians.

Considering traffic volumes of both pedestrians and vehicles altogether it can be
concluded that a dense traffic is beneficial for pedestrian safety. This conclusions
are in line to what is observed in the case of “shared spaces” (in which traffic signs
are removed), where urban environment and traffic volumes create a reduction in
speed, which is beneficial for the safety of pedestrian users. Karndacharuk et al. [7]
reported for a shared space area in the city of Auckland (New Zealand) that vehicle
speed increased with a decrease in the number of interactions, making the area more
safe during the day (when the number of interactions is higher) but more dangerous
at night.

3.3 Distraction

Finally, we wish to consider distraction and in particular we want to investigate
which road user is most dangerous when not paying attention to the other type of
entity. The results are shown in Fig. 5. In each case, distraction was set at zero for the
road user which was not varied to allow a comparison under equivalent conditions.

The general behavior is similar for both drivers and pedestrians, although
distraction in drivers results in a number of fatalities 3–4 times higher compared
to distracted pedestrians (although victims are always pedestrians). These results
show that reducing the amount of distracted drivers is more effective than increasing
awareness among pedestrians. Being the most vulnerable users, pedestrians are
somehow responsible for their own safety regardless of the behavior of drivers,
but results show that policies increasing awareness on traffic accidents are more
effective when directed on drivers. In this regard, the use of shared spaces may
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Fig. 5 Relationship between distraction in drivers and pedestrians and fatality risk for crossing
pedestrians

help increasing the sense of responsibility among drivers, possibly reducing their
distraction.

4 Conclusions and Discussion

Based on empirical results from a field survey, a simulation model for pedes-
trians crossing at unsignalized crosswalks was developed. Crossing mechanism
of pedestrians has been modeled in a two-step fashion. A pedestrian attempting
to cross will consider only the near lane first and later check the safety of the
far one while walking on the crosswalk. The inclusion of distracted road users
(not paying attention to traffic conditions) allowed to simulate accidents occurring
between crossing pedestrians and incoming vehicles. Several scenarios were studied
to investigate which factor is the most relevant in reducing fatalities and improving
pedestrian safety. Speed limit was found being an effective measure to reduce
fatality among pedestrians, since probability of surviving an accident is directly
related to it. However, we also found that alternative solutions may have the same
impact without specifically addressing only one road user. In particular, the shared
space concept can automatically reduce traffic speed and, at the same time, decrease
the number of distracted drivers, both leading to a safer pedestrian environment.
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Algebraic and Geometric Aspects of Flow
Modeling and Prospects of Natural
Science Applications

Valery V. Kozlov, Boris N. Chetverushkin, Alexander P. Buslaev,
Alexander G. Tatashev, and Marina V. Yashina

Abstract Every modern applied direction of natural-scientific research has access
to a lot of data of network information—big data. These trends make it possible
to assume higher standards for information processing and quality of developing
models. In addition to using in traffic modeling applications, models of particle
flows on complex networks are applied in different areas. The areas are, for
example, material science for design of new materials, study of biological processes
(metabolism), medicine for the study of drug action , computing (supercomputers),
etc.

We consider regular networks being perturbation of standard rectangular
networks or other regular graphs, where vertices are replaced with contours as
support of the local movement of particles. The movement rules are postulated.
Qualitative and quantitative flow characteristics are studied.

The BML model of cellular automata on Manhattan network on a torus was
considered. There are two types of particles moving in one direction. The particles
of first type move along meridians, and the particles of second type move along
parallels. For the first time there was obtained an effect of self-organization of the
system, and collapse conditions were formulated. The BML authors laid down the
foundation of the spectral theory for the considered systems.

We are developing models of flows in more general periodic symmetric struc-
tures. There are proved results about particles velocities. Conditions of self-
organization and collapse of the system have been formulated.
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We consider a variant of general algebraic formulation for full graph with
architecture of N -dial. The particle plans are given by recording of real number
in N -ary number system. The results characterized by the quality behavior of
the system have been obtained. We have developed approaches to evaluate the
velocity of the plan implementation by the particle and value of intensity of
the particle movement. Various generalizations of the considered statements are
formulated. Interconnection of these problems with questions of classical branches
of mathematics has been found, in particular, with the theory of Diophantine
equations.

1 Introduction: Complex Systems, Big Data,
Supercomputers, and Mathematical Models

Modern scientific research takes place in the environment of revolutionary change
in information and communication technologies. This provides a qualitatively new
level of field tests and experimental data. In other words, every major direction of
natural science research, relevant to the application point of view, has at its disposal
a large number of observed data—big data. In turn, this provides higher standards
for information treatment and quality of models [12, 14]. It has been found by
experimental way that powers of computation complexes, though fast developing,
are not sufficient for investigations. The reason of this is a principally different scales
of supercomputer possibilities and concrete problems (e.g., metabolism in system
biology). Therefore, intensive searchers are carried out both in the development of
new bases in the device of computers, and in the direction of modern mathematical
models, which are in fact intermediaries between the observed complex systems and
existing technologies for their research and controls forecasts [13].

2 Complex Systems, Geometry of Supporter,
and Movement Rules

A complex system is a complex spatial network, which is a supporter of investigated
subjects (particles) with local rules of movements (transformations). The main
purpose of the research is to predict the behavior of the system as a whole on the
basis of information of the local behavior. As a rule, in each concrete case, the
network structure is unique, and therefore, passing to the limit in space and time
(to continuous medium) is a very delicate problem and an attribute of mathematical
models at the final stage of development. Therefore initially it is assumed that the
time is discrete and can time steps of any nonzero scale. The mathematical model
of the network is a graph with vertices in a linear finite dimensional space and
edges, which interpolate vertices. Characteristic velocity of particles movement
along edges and the time step value induce partition of the graph into sections,
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and boundaries of these sections determine the discrete model of the graph. Thus
the graph represents a sequence of vertices as a matrix of neighbors or in another
classical equivalent form. The movement rules determine the behavior of particles
set and, in concrete form, determine restrictions on the vertices capacity or on
simultaneously movement of some particles in the same particles set. Delays appear
because of given restrictions. In accordance with these restrictions more than one
particles (or more than a given number of particles) cannot be located in the
same cell simultaneously and cannot intersect the same nodes simultaneously. The
restrictions can be given also in the following forms. The particles cannot move
simultaneously to each other in opposite directions or more than one particle cannot
move through the same channel, etc. If more than one particle tries to occupy
a vacant common cell, then conflicts take place. If more than one particle tries
to occupy a vacant common cell or intersect the same cell simultaneously, then
conflicts take place. These conflicts are resolved in accordance with the given rules.
Deterministic and stochastic conflict resolution rules are considered. In accordance
with the deterministic rules, priorities of particles are assigned to particles. The
particle with the highest priority wins the conflict. The egalitarian rule is an example
of stochastic rule. In accordance with the egalitarian rule, particles win the conflict
equiprobably. Steady states of the system are investigated. In particular, we consider
steady fields of conflicts, the possibility to achieve free movement, self-organization,
and full stop of the system. The main investigated characteristic is the velocity of
particles in steady state.

3 Algebra of Complex Systems Models

Algebraic formulation of complex system modeling is the following. A sequence
of cells is given. These cells are numbered. Indexes of cells are non-negative
integer numbers 0, 1, . . . , N − 1. There are logistical plans of M particles. The
plans Li, i = 1, . . . ,M, are defined by rational fractions. The representation of
fraction is a periodic fraction 0.(k1i . . . kmi,i ) of nodes. Traffic rules are also given.
We assume that the plan of particle is recorded on the tape, and the particle reads
digits on its tape. The tape is shifted onto a position at every step if no delay of
plan implementation takes place. The plan implementation is characterized by the
tape movement velocity. The problem is to investigate the behavior of this dynamical
system or, depending on restrictions, Markov process.

We use concepts, facts and approaches of the dynamic systems theory, theory
of Markov processes, graph theory, function theory, algebra, number theory,
approaches to give algorithmic representation of real numbers and to find the period
of rational number representation, we develop visual geometric interpretations.
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Thus, in accordance with traffic rules, a dynamical system (Markov process) with
M subjects is defined on a semi-infinite lane (L1, L2, . . . , LM) with periodic rows
in positional system with ciphers {0, 1, . . . , N − 1}.

4 Regular Networks and Qualitative Behavior of Local Flows

Further we consider regular networks. These networks are perturbations of standard
regular networks and other regular graphs. In these graphs vertices are replaced by
ring, which is the supporter of local movement of particles. This approach simulates
two characteristic types of displacements. These types are local displacements and
cross migrations of particles.

Each contour consists of the same number of cells, and the number of neighbors
is the same for each contour. This number is equal to two (necklace), three
(honeycombs), four (chainmail). Neighborhood of two contours is determined by
a common cell (basic model), or a common node, which is located between
neighboring cells of the corresponding contour (alternative model). Respectively,
more than one particle cannot be located in the same cell simultaneously, or particles
of neighboring contours cannot intersect the same node simultaneously. We consider
deterministic rules of movement, deterministic–stochastic rules, and stochastic
rules. In the case of deterministic–stochastic rules, probabilistic behavior is shown
only in the case of conflict, which appears if particles of neighboring contours try to
occupy the common cell (intersect the common cell). In the case of stochastic rules
the nature of movement on each contour is also probabilistic. Here we assume that,
on each contour, the same number of particles moves only along this contour (local
migrations).

Self-Organization We have found the following. If the flow density (the number of
particles related to the number of cells) is less than 1/k, where k is the number of
contour neighbors, then system self-organization is realized after a finite time and
the free movement takes place after a finite moment.

Boundary of Phase Transition If ρ = 1/k, then, in the steady state, the velocity
of particles movement depends on the initial state of the system, and, in the case of
stochastic conflict resolution rule, the values of movement velocity can be different
with positive values.

In Fig. 1, we show a chainmail on a torus with boundary load. Vacant cells
are shown in white. Occupied cells are shown in gray. Nodes, which are points
of contours junctions, are shown as small black circles. On neighboring contours,
particles move in opposite directions. We have the following specific properties of
the considered systems:

(4.1) Behavior of deterministic–stochastic systems is deterministic after a time
interval with finite expectation, though this time interval is greater than any
fixed value with positive probability.
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Fig. 1 Chainmail on torus
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Fig. 2 Clusters of motionless particles on diagonals of chainmail, k = 4

(4.2) The considered dynamic system is a Markov chain. The space of this chain
states is divided into communication classes of essential states and the set
of inessential states. In general case, the velocity of particles depends on the
communication class to which the initial state belongs. An absorbing state of
the chain corresponds to a state of collapse.

(4.3) Steady state of movement on “chainmail” (two-dimensional toroid systems of
rings). The set of contours is divided into subsets (“diagonals”), Fig. 2. The
velocity of particles on all contours of each diagonal is the same. Consider the
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set of particles such that these particles cannot move at current moment. This
set shifts onto a position in the direction opposite to the direction of movement
at each moment.

(4.4) We have that the nature of steady movement on the chainmail with particles
flow density ρ = 1

4 depends on whether particles of neighboring contours
move in the same direction or in different directions. If the particles of all
contours move counterclockwise, then the particle of each contour does not
move (velocity is equal to 0) or moves at every moment (velocity is equal to
1). If the particles of the neighboring contours move in the opposite directions,
then the spectrum of particles velocities contains values between 0 and 1 in
general case.

(4.5) We use the theory of linear Diophantine equations in the investigation of
self-organization on the discrete version of the model “flower” (systems of
contours with a unique common point). Thus we use approaches of the
number theory.

A condition for the system to be in the state of free movement is that there
are no solutions of the corresponding Diophantine equations. The algorithm of
calculation of particles velocities on flower with two contours deals with the analysis
of solutions of linear Diophantine equations with two variables [8].

5 Rational Multipendulums

We consider a version of common algebraic formulation of problem for a full graph
with abstract architecture N -dial. Each particle passes the distance between any cells
for a step. The particles move in accordance with the plans. The plans are given by
the representation of real numbers in N -ary positional system. Delays in particles
movement take place in accordance with the given restrictions. The following types
of restrictions are possible: Simultaneous movement of particles to each other is
forbidden. Simultaneous movement of particles along the same channel is forbidden
(one-channel movement). More than fixed number of particles cannot be located in
the same cell simultaneously (restriction on the cell volume).

(5.1) Bipendulum. The simplest version is a dynamical system called bipendulum
[23]. There are two cells (vertices) and two particles. Analysis of bipendulum
with rational plans is related to unary algebras of proper fractions with fixed
denominator with operation called Bernoulli shift (the fraction is multiplied
by 2 and the integer part is excluded). Classical results of the number theory
(Little Fermat theorem, Euler theorems, etc.) are useful in the analysis of
Bernoulli algebras [9].

(5.2) Multipendulum. A generalization of bipendulum is real-valued pendulum,
for which the numbers of vertices and particles are arbitrary. Generalized
Bernoulli is related to real-valued pendulum [9].
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Fig. 3 Real-valued pendulum with orbits

In the model, shown in Fig. 3, rings, which turn when the tapes move, correspond
to particles tapes. The reading head, shown in Fig. 3 in black color, reads tapes
states at current moment. This representation shows how the real-valued pendulum
and generalized Bernoulli algebras are related to each other. There are two vertices
and three particles. The plans of particles are binary representations of numbers
1
5 , 1

7 , and 1
31 . In accordance with the given rules either the drum rotates and the

particle realizes its plan for moving in the binary pendulum or there is a delay. Free
movement of bipendulum is similar to the drum moving at each time step.

6 Cellular, BML Traffic Model and Processes on the Ring

(6.1) In a paper of Biham, Middleton, Biham [2], which has been published in
1992, a model of cellular automaton on Manhattan network on a torus. In
this model, two types of particles are fixed. These particles move in the same
direction upwards and to the right at alternating time moments or at each step
but with random priority assignment. A distinctive feature of the paper is that
the system self-organization effect has been revealed. It has been found that
conflicts disappear after a time interval for any admissible particles location.
It has been also revealed that, at certain network load, the system stops, i.e.,
the system comes to the state of collapse. Thus it can be assumed that these
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authors have laid the first stone in the foundation of the theory which
deals with the spectrum of the considered systems.

(6.2) In the subsequent papers, similar models in spaces of other dimensions were
considered. However results were limited by computer modeling [1, 15].
There are a very few results in this theory.

(6.3) The models of flows on discrete graph of successive vertices on the ring
are substantially more mathematized [3, 4]. However these results are in the
periphery of our interest at this stage.

7 Mathematical Problems and Application Prospects

(7.1) In abstracts [18] of the conference TFG’13, we have formulated directions
of our investigations in the scope of traffic flows modeling. The results
of our investigations on discrete models have been published in papers
[5–11, 17, 19–24]. Network models were introduced and investigated in
[5, 6, 8, 11, 17, 19–22, 24]. In these models, particles move on contours
of symmetrical periodic structures (necklace, chainmail, honeycombs, and
flowers). The generalized traffic model was considered in [7, 9, 10, 23].

(7.2) Investigation of bipendulum and real-valued pendulum with irrational plans
is related to problems of constructive representation of irrational numbers, the
concept of normal number relative to positional system, calculation of fraction
representation period, etc. It is known that sequences of digits in positional
representation of well-known irrational constants behave chaotically (though
proofs and even exact formulations of this statement are not known), and
therefore, behavior of the considered system with irrational plans is similar
to the behavior of a stochastic version of real-valued pendulum called random
pendulum [10].

(7.3) Developed models can have applications not only in analysis and optimization
of traffic flows but can be used for investigation of communication networks,
physical and biological processes, in materials science, in computer science,
etc. The experimental quantum computer of company D-Wave Systems [16]
is based on the Ising model. We note some analogies between the one-
dimensional Ising model and the dynamical system “necklace,” considered
in [21]. The Ising model is represented as interacting vertices (atoms) of a
crystal lattice, and each vertex can be divided into two states. A number called
spin and equals to +1 or −1 (“field up”/“field down”). There are 2N states of
the system, where N is the number of vertices. Each vertex interacts with
two neighboring vertices. The system state is characterized by the value of
energy. The energy is sum, and the value of each term corresponds to a pair
of vertices. This value is positive or negative depending on whether vertices
of the pair are in the same or in different states. A necklace with alternance
is a closed chain of N contours. There are 2N states of the system. Each
contour is at one of the two states at a fixed time. Namely, the contour is in
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the top cell 1 or in the bottom cell −1. Each particle interacts with particles
of two neighboring contours. The system state is characterized by the value
of the variation function of the necklace state. The state of the system is
characterized by the variation function of the necklace state. The value of
variation characterizes the distance between the given state and the state of
free movement, which is reached as a result of self-organization.
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Crossing Behaviour of Social Groups:
Insights from Observations
at Non-signalised Intersection

Andrea Gorrini, Luca Crociani, Giuseppe Vizzari, and Stefania Bandini

Abstract Environmental, demographical and psychological factors have a demon-
strated impact on risky crossing behaviour. In this work we focus on the potential
influence of social factors on the considered phenomenon (i.e., group crossing
decision). We present the results of a video-recorded observation about the crossing
behaviour of singles and dyads at non-signalised intersections. The results showed
that crossing behaviour is characterised by three distinct phases: (i) approaching,
(ii) appraising (decision making) and (iii) crossing. Dyads walk slower than single
pedestrians in all phases. The crossing behaviour of dyads is characterised by
the emergence of a leader who takes the decision to cross first, followed by the
companion. However, there is no difference between the accepted safety gap of
singles and dyads. Understanding factors influencing the crossing decision of social
groups represents an important result supporting the development of agent-based
simulations of pedestrian–vehicle interactions.

1 Introduction

As highlighted by the WHO [16], road accidents represent the eighth leading cause
of death in the world population: 1.2 million people are killed on roads every year.
Despite recent efforts, the measures currently in place to reduce the phenomenon
are mainly aimed at protecting car occupants. However, pedestrians are some of the
most vulnerable road users, with a percentage of fatalities corresponding to 22% of
the overall victims (26% in EU, 14% in USA).
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To effectively contrast the social costs of pedestrian–car accidents it is necessary
to identify the determining factors of risky crossing decisions by means of a multi-
disciplinary approach (e.g., traffic psychology, transportation engineering, safety
science, computer science). This is aimed at supporting public institutions in the
design of effective and safe infrastructures and traffic management solutions.

In this context, the results presented in [12, 15] highlighted, for instance, the
impact of the physical features of the infrastructure on crossing behaviour (e.g.,
road width, traffic volumes, type of intersection). Other researches focused on the
complex coordination of the motor and cognitive abilities involved in crossing
behaviour, such as locomotion [15]; perception and attention [8]; attitude towards
hazardous situations [3]. Other studies [2, 7] showed the impact of ageing on
crossing behaviour, due to the progressive decline of these functions.

These works showed the relevant impact of environmental, demographical and
psychological factors on risky crossing behaviour. However, there is still a lack of
knowledge about the impact of social factors on the phenomenon, due to limited or
controversial results. Urban cross-walks are characterised indeed by the presence
of multiple pedestrians, and people often cross the street in the presence of other
familiar or unfamiliar pedestrians.

The contributions about this topic can be classified according to two different
approaches. On one hand, the results presented in [9, 13] showed that the presence
of other pedestrians is associated with a reduction of cautiousness in crossing
decision at signalised cross-walks. Moreover, the results presented in [4] showed
that pedestrians imitate the behaviour of others to judge the gap from oncoming
vehicles, with potentially dangerous crossing decisions due to an overestimation of
crossing possibilities. This phenomenon is based on the power of group to cause
a diffusion of responsibility [6], as each member feels that the responsibility for
violating the norms and for taking risky crossing decisions is shared with the rest of
the group.

On the other hand, the results collected by [1, 14] showed that people are more
lax in risky crossing decisions standing by their own than when standing in groups.
These findings can be explained considering the theory of social control [11],
which describes the mechanism behind obedient behaviour as the motivation to be
rewarded just for being conformist to the group norms.

Starting from these assumptions, the present work was focused on studying
the crossing behaviour of social groups (groups composed of familiar pedestrians,
such as relatives and friends) through a video-recorded observation at a non-
signalised intersection. The research was aimed at comparing data about the
crossing behaviour of single pedestrians and two-member groups (i.e., dyads): the
simplest and most frequently observed type of group.

The methodology which sets the current work is presented in Sect. 2, with
reference to data collection and data analysis. The results of the observation
(e.g., traffic volumes, level of service, crossing phases, speeds, safety gap) are
presented in Sect. 3. The paper concludes with remarks about the achieved results
and their future use for the further development of a computer-based simulator of
pedestrian/vehicles interaction in urban contexts [5].
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2 Data Collection

The video-recorded observation [7] was performed in 2015 (from 10:45 a.m., 73 min
in total) at a non-signalised intersection in Milan (Italy), which was selected
by means of a preliminary analysis related to the localisation of road traffic
accidents. The results showed that the area was characterised by a high number
of pedestrian/car accidents in the past years.

A first phase of manual counting activity allowed to estimate and characterise the
observed traffic volumes. An ad hoc designed checklist (see Table 1), comprising a
set of locomotion and communication indicators, was used to support the annotators
in the identification of social groups from the video images. Then, a time stamping
activity allowed to measure the level of service in the observed intersection.

A second phase of data analysis was based on the use of the open source software
Tracker Video Analysis and Modelling Tool (see Fig. 1). The tracker allowed to
correct the distortion of the video images (due to the wide lens and the nearly zenith

Table 1 The checklist used by the coders for identifying social groups

Locomotion behaviour High spatial cohesion and coordination while walking

Waiting dynamics to regroup in case of separation

Leader/follower dynamics in sudden changes of direction

Verbal behaviour Talking while walking

Non-verbal behaviour Physical contact

Body and gaze orientation to each other

Gesticulation while talking and/or indicating

Fig. 1 A screenshot from the tracker tool used for data analysis
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perspective of the camera), and to track a sample of pedestrians considering one
frame every ten (every 0.4 s). The data set (including the X, Y coordinates and the
associated frames t) was exported for data analysis.

3 Results

3.1 Traffic Volumes

The observed vehicular traffic volumes (1379 veh, 18.89 veh/min) were constituted
for the majority by cars (67%). The direction of movements of vehicles was equally
distributed. The majority of pedestrians (585 ped, 8.01 ped/min) were singles (65%).
Dyads were a significant portion of the total counted pedestrians: 26% dyads; 8%
triples; 1% other. A Cohen’s Kappa analysis showed a moderate agreement between
the two independent coders in the identification of social groups (K = 0.47).

3.2 Level of Service

The level of service (LOS) [10] describe the degree of efficiency of an intersection,
by measuring the additional travel time experienced by drivers and pedestrians as
they travel/walk through a road segment. At non-signalised intersections LOS E is
the minimum acceptable design standard.

The LOS have been estimated by time stamping the delay of drivers due
to vehicular traffic and crossing pedestrian flows (time for deceleration, queue,
stopped delay, acceleration), and the delay of pedestrians due to drivers’ non-
compliance to their right of way on zebra (waiting, start-up delay). The results
showed that the average delay of drivers (3.20 s/veh ± 2.73 sd) and pedestrians
(1.29 s/ped± 0.21 sd) corresponded to LOS A: nearly all drivers found freedom of
operation; low risk-taking in crossing behaviour (Fig. 2).

Fig. 2 An exemplification of the trend analysis performed on the time series of dyads’ speeds



Crossing Behaviour of Social Groups 447

Table 2 The speed of singles and dyads among the crossing phases

Crossing phases Speed of singles Speed of dyads

Approaching speed 1.277 m/s± 0.182 sd 1.123 m/s± 0.155 sd

Appraising speed 0.943 m/s± 0.214 sd 0.702 m/s± 0.280 sd

Crossing speed 1.354 m/s± 0.181 sd 1.127 m/s± 0.131 sd

3.3 Speeds and Crossing Phases

A sample of 49 adult pedestrians (27 singles and 11 dyads, from about 18 y.o. until
65 y.o.) was selected for video-tracking analysis. The sample was selected avoiding
situations such as platooning of vehicles on the roadway, the joining of pedestrians
already crossing, and in general situations influencing the direct interaction between
pedestrians and drivers. Part of the selected crossing episodes was characterised by
the multiple interaction between the crossing pedestrian and two cars oncoming
from the near and the far lane. Pedestrians’ gender was balanced, but not considered
for data analysis.

The speed of pedestrians has been analysed among the time series of video
frames. The trend of speeds was analysed by calculating the difference between the
moving average (MA, time period length: 0.8 s) and the cumulative average (CA) of
the entire frames series. This allowed to smooth out short-term fluctuations of data
and to highlight longer-term deceleration/acceleration trends. According to results,
crossing behaviour is defined as composed of three distinctive phases:

1. approaching phase: the pedestrian travels on the side-walk with a stable speed
(speed MA–CA � 0);

2. appraising phase: the pedestrian approaching the cross-walk decelerates to
evaluate the distance and speed of oncoming vehicles (safety gap). We decided
to consider that this phase starts with the first value of a long-term deceleration
trend (speed MA–CA < 0);

3. crossing phase: the pedestrian decides to cross and speed up. The crossing phase
starts from the frame after the one with the lowest value of speed before a long-
term acceleration trend (speed min).

A two-way ANOVA1 showed a significant difference among the speeds
of pedestrians while approaching, appraising and crossing [F(2,146)= 66.981,
p < 0.001], and a significant difference between the speeds of singles and dyads
[F(1,146)= 40.652, p < 0.001] (see Table 2 and Fig. 3). A series of post hoc Tukey
test showed a non-significant difference between the speeds of all pedestrians while
approaching and crossing (p > 0.05). The difference between the speeds of singles
and dyads was significant among all the crossing phases (p < 0.001).

1All statistics have been executed by using IBM SPSS Statistics 24, at the p < 0.01 level.
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Fig. 3 The speed of (a) single pedestrians and (b) dyads among the crossing phases

Table 3 The safety gap accepted by singles, group leaders and followers

Singles Group leaders followers

Safety gap 3.982 s± 2.549 sd 4.355 s± 2.491 sd 4.242 s± 2.585 sd

Vehicle distance 16.399 m± 7.753 sd 19.152 m± 9.967 sd 17.325 m± 9.583 sd

Vehicle speed 16.534 km/h± 6.737 sd 16.525 km/h± 5.662 sd 15.695 km/h± 4.479 sd

Appraising time 2.785 s± 1.474 sd 3.527 s± 2.297 sd 3.164 s± 1.682

The results showed that the crossing behaviour of dyads (see Fig. 2) is char-
acterised by the emergence of a leader who completes the appraising first and
takes the decision to cross, followed by the companion. An independent samples
t-test analysis showed that the difference between the speeds of group leaders and
followers was not significant among all the three crossing phases (p > 0.05).

The results demonstrated that the crossing behaviour of both singles and dyads is
based on a significant deceleration in proximity of the curb to evaluate the distance
and speed of oncoming vehicles to safely cross. Dyads walked in average 17%
slower than singles among the three crossing phases, decelerating the 11% more
than singles while appraising.

3.4 Accepted Safety Gap

The term safety gap denotes the ratio between the pedestrians’s evaluation of
the distance of an approaching vehicle and its speed (not taking into account
acceleration/deceleration trends) to decide to safely cross avoiding collision.

A one-way ANOVA showed that the safety gap accepted by singles
(3.982 s± 2.549 sd), group leaders (4.355 s± 2.491 sd) and followers (4.242 s±
2.585 sd) was not significantly different (p > 0.05) (see Table 3). Moreover, a one-
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way analysis of variance showed that the time duration of the appraising phase
of singles (2.785 s± 1.474 sd), group leaders (3.527 s± 2.297 sd) and followers
(3.164 s± 1.682) was not significantly different (p > 0.05).

The results showed also that, compared to leaders, followers started appraising
with a delay of 1.055 s (± 1.032 sd) and they decide to cross with a delay of
0.691 s (± 0.671 sd). Further analysis about the relative positions of group members
showed that the large majority of group leaders preceded followers while appraising,
and that all leaders preceded followers when they decided to cross. The results
highlighted that the leaders were able to better evaluate the distance and speed of
oncoming vehicles according to the position, and so they take the decision to cross
first followed by the companion.

4 Final Remarks

A video-recorded observation was performed at a non-signalised intersection to
study the crossing behaviour of social groups, comparing data among single pedes-
trians and dyads. Trend analyses on the speeds of the tracked pedestrians showed
that crossing behaviour is characterised by three distinct phase: approaching,
appraising and crossing. In particular, the appraising phase consists on a significant
deceleration in proximity of the curb to evaluate the distance and speed of oncoming
vehicle to safely cross (i.e., decision making).

The results showed that dyads walked in average 17% slower than singles among
the three crossing phases, decelerating the 11% more than singles while appraising.
Group crossing behaviour is based on the emergence of a leader who completes
the appraising first and decides to cross, followed by the companion. However,
followers did not merely imitate the crossing behaviour of the leaders in judging
the safety gap from oncoming vehicles, since no significant difference was found
in the time duration of the appraising phase between them. Finally, no significant
difference was found in the safety gap accepted by singles and dyads.

Future works will be aimed at enlarging the sample of tracked pedestrians for
data analysis, including also groups composed by unfamiliar pedestrians. Moreover,
we consider the possibility to test the impact of social imitation among unfa-
miliar pedestrians on risky crossing behaviour, such as non-compliant jaywalking
behaviour out of zebra-striped crossing.

While no significant difference has emerged in comparing the crossing decision
of singles and dyads, the presented results could be of notable interest for those
involved in modelling and simulation of urban interactions. In particular, the
results of the observation will be used to support the further development of
a computer-based simulator of pedestrian/vehicles interactions at non-signalised
intersections [5], focusing on modelling heterogeneous crossing speed among
pedestrians.
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Modeling and Solving of Multiple
Conflict Situations in Shared Spaces

Chris Schiermeyer, Federico Pascucci, Nils Rinke, Volker Berkhahn,
and Bernhard Friedrich

Abstract When streets are designed according to the shared space principle, road
users tend to interact spontaneously and to negotiate priority with each other by
adapting their trajectory and speed. Despite the success of this design principle
in the recent years, traffic engineers still cannot rely on microsimulation tools for
shared spaces, which would be extremely useful to compute performance indicators
describing safety and quality of traffic. In view of this, in the previous research
the authors have developed a three-layered social force-based model, capable to
simulate the operation of shared space environments. The aim of the current work
is to extend the model by including conflict solving strategies for multiple conflict
situations, i.e., conflicts which involve more than two road users. A methodological
approach based on aggregated probabilities is proposed to determine road users’
behavioral strategy. The goodness of the model is shown by means of an observed
situation involving multiple pedestrians and motorists.

1 Introduction

According to the shared space design principle, road users are encouraged to interact
with each other on a continuously paved surface with no level difference. The
minimized usage of road signs and markings, together with the reduced demarcation
between the motorized and non-motorized area, makes road users more responsible
for their own behavior. In conflict situations road users can freely choose whether
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to yield or take priority over each other, as well as whether to modify the preferred
direction and speed in order not to collide.

However, the high diversification of human behavior and the heterogeneity of
conflict solving mechanisms among them make it difficult to reproduce shared
spaces in a microsimulation model. The challenge is also represented by the
presence of different transport modes—namely vehicles, pedestrians, and cyclists—
with different physical and mechanical characteristics, such as operational speed
and movement constraints. These models would be extremely helpful in traffic
engineering in order to estimate traffic quality and safety of these areas.

The challenge of the research project MODIS (Multi-mODal Intersection Simu-
lation) is to build a microsimulation framework, capable of simulating the move-
ments of road users in shared spaces. In the previous work [5, 7] the MODIS
microsimulation model has been developed and tested against different traffic
situations involving pedestrians, cars, and cyclists, and successively calibrated
[8]. This paper deals with multiple conflict situations involving motorists and
pedestrians, i.e., it addresses modeling of road user behavior when they encounter
more than one road user at the same time. The challenge is to determine a conflict
solving strategy which could resolve all current conflict situations, preventing any
possible collision. Moreover, it must be ensured that this strategy does not induce
additional conflict situations with other road users. In this paper we will provide a
new modeling approach which is valid independent from the traffic modes and the
number of simultaneous conflicts. To show its applicability, an observed situation is
reproduced and tested.

2 Background

For an insight into the existing literature in the field of shared space microsimulation
the authors recommend Anvari et al. [1], which introduces the characteristics of
integrated street design and provides a full overview on the modeling techniques.
The common idea is to extend the social force model by additional models or layers,
e.g., methods for trajectory planning, to guide the road users in free-flow, or collision
avoidance mechanisms, to address conflict situations. In addition to that, two issues
are here briefly discussed with respect to previous literature.

The first issue regards the circumstances in which a road user would perform a
behavioral change, i.e., a modification of their current direction and speed, caused
by the presence of other users around. While investigating safety performances of
shared spaces in New Zealand, Karndacharuk et al. [4] distinguished between two
types of behavioral change: one taken by force of situation, referred to as conflict,
and one as a choice or willingness, referred to as interaction. In accordance to this, a
widely accepted definition of conflict by Gettman and Head [2] refers to “situations
with a high risk of collision if the behavior of road users remains unchanged.”
Moreover Kaparias et al. [3], when analyzing the variety of actions that can be
observed in shared spaces, referred to as interactions in case the movement taken
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was not strictly of an “evasive” nature (as it would be in the specific case of a
conflict).

The second issue concerns the mechanism of priority negotiation between
motorists and pedestrians. Many approaches have been proposed in lane-based
environments, i.e., where the behavior of road users is expected to be on a predefined
trajectory, like at mid-block crossings or crosswalks [9, 11]. However in shared
spaces, where pedestrians are modeled with two spatial degrees of freedom, possible
evasive actions imply deviations as well as decelerations. Considering this, in the
past research we have developed a discrete choice model to determine the behavior
of pedestrians and motorists when encountering each other [6]. The model considers
as an input simple variables related to the conflict, such as time to collision (TTC),
or to the conflicting users, such as current speed and acceleration. It finally returns
a set of probabilities for all types of reaction strategies, which are feasible in the
respective situation, that are used to determine the most likely reaction.

3 Modeling Approach

In our previous work [5, 7, 8] different conflict solving strategies for situations
involving two road users were investigated. For this purpose, only conflict situations
according to the definition of Gettman and Head (see Sect. 2) were considered.

When dealing with multiple conflict situations, the aim is to find a strategy that
resolves all concurrent conflict situations while at the same time the application of
such a strategy should not induce new conflict situations with other road users. For
this reason all road users in temporal and spatial proximity have to be regarded.

In [5] a concept for detecting conflicts based on the comparison of a safety
distance with the predicted distance of two road users was introduced. For the
detection of individual conflicts in multiple conflict situations this concept is still
applicable, but is extended to cover the umbrella term “interaction,” which does not
imply a collision, but simply a high proximity of road users.

To determine which non-conflicting users may affect the decision process, the
concept is extended by introducing an interaction distance dint and an interaction
horizon tint . The extension is shown for a generic distance function in Fig. 1. If
the distance function d(t) is lower than dint in the interval before tint , these road
users are defined as interacting users. Each other user within a user’s perception
range is analyzed following this definition and accordingly classified as conflicting,
interacting, or non-interacting.

In case at least one conflicting and at the same time more than one interacting
user is detected, a situation is classified as a multiple conflict situation. For the
subsequent determination of a conflict solving strategy all conflicting and interacting
users are considered with equal impact.
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Fig. 1 Identification of interacting and conflicting users using the predicted distance function d(t)

3.1 Aggregation of Probabilities

As a first step, the probabilities for all possible reaction behaviors are calculated for
all conflicting and interacting users using the decisional model by Pascucci et al.
(see Sect. 2) independently as if they were in single conflict situations. Although on
the first glance this approach contradicts the requirement to find a comprehensive
strategy, it is noteworthy that the number of present road users already has an impact
on the outcome of the decisional model. The result of this is a set of probabilities
Pi(B), where i denotes the interacting road user effecting the respective reaction
and B the behavior type. An example is demonstrated in Fig. 2a, where a pedestrian
in a conflict with two motorists has to decide between a prudent, an aggressive, or no
reaction. Based on these single probabilities the aim is to find an aggregation PG(B)

to determine the global probability for a behavior B considering all nint interacting
users.

Aggregating probabilities is a problem known, e.g., in the field of geoscience,
where forecasts for natural events have to be combined from different sources.
An intuitive and common way to calculate the aggregation is the linear pooling
as proposed by Stone [10]:

PG(B) =
nint∑

i=1

wiPi(B), (1)

where the aggregated probability PG(B) is expressed as a convex combination of
the single probabilities.

For the test cases at hand (further covered in Sect. 4) currently equal weights wi

are used for all probabilities. In future work a variation of the individual weights will
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Fig. 2 (a) Conflict solving strategies in a pedestrian–car conflict with single probabilities, (b)
Threshold function T (nint ) for different values of the shape parameter k2

be investigated, in order to increase the influence of conflicting users in comparison
to that of interacting users. To acquire plausible values for the weights an extensive
calibration of the model using real world trajectories of multiple conflict situations
is necessary.

3.2 Choice and Application of a Strategy

Starting from the aggregated global decision probabilities, it is possible to choose a
strategy solely based on the probabilities using appropriate techniques, e.g., Monte
Carlo simulation. Considering real world traffic situations, it can be assumed that
especially vulnerable road users such as pedestrians show a higher tendency to
choose the safest available strategy, the more unclear a situation seems. Furthermore
the complexity of a situation increases with the number of road users involved. Thus,
the likeliness to choose the prudent reaction increases with the number of road users
present.

To incorporate this effect in the decision process, a threshold function T (nint ) is
introduced as:

T (nint ) = k1

nint
k2

, (2)

where nint is the number of interacting users, k1 is the initial threshold for T (nint =
1), and k2 is a shape parameter describing the decrease of the function. The



456 C. Schiermeyer et al.

exemplary curves of the threshold function in Fig. 2b show the influence of the shape
parameter.

After the global probabilities PG(B) are calculated, the probability for the
prudent reaction is compared to the respective threshold value T . If the probability
for the prudent reaction is higher than the threshold value, the prudent reaction is
chosen in any case. Otherwise, in the simulation the decision may be performed
based on the global probabilities. Since the threshold function is decreasing for a
higher number of interacting road users, the result of this approach is that with
a higher number of interacting users a higher perceived safeness is required for
choosing a non-prudent behavior.

Finally, the chosen strategy has to be applied to the social force model. The
calculation of force-based long range conflict evasion strategies for single conflict
situations was introduced in [7] and is adopted for multiple conflict situations. To
calculate an overall reaction force, the respective forces for the chosen behavior are
calculated for each interacting road user individually and subsequently combined
additively with respect to the physical limitations of the regarded traffic mode,
e.g., maximum acceleration. The consequence of this approach is that on one hand
similar reactions amplify each other, on the other hand contradicting forces can
partly compensate each other, resulting in deceleration. In real world scenarios, this
effect can occur when a pedestrian has to wait for cars from both sides of the road
to pass.

4 Application

In this section a real scene which was observed in a shared space street in Hamburg
(D) is presented. The situation was chosen for the presence of multiple conflicts
involving both vehicles and pedestrians. Five road users are involved in total,
including three pedestrians (Ped1, Ped4, Ped5) and two motorists (Mot2, Mot3).
Two of them are examined, namely Ped1 and Mot3, since they have to deal with
multiple conflict situations. Initially at time t1 (Fig. 3a), Ped1 decides to react

Fig. 3 Video footage. Multiple conflict situation for Ped1 (a, b) and Mot3 (c)
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Table 1 Probabilities for conflict solving strategies

Time User Conflicting user pprudent paggressive pnoReaction

t1 Ped1 Mot2 0.44 0.55 0.01

Mot3 0.27 0.57 0.16

Aggregated 0.36 (> 0.28) 0.56 0.08
t2 Ped1 Mot2 0.21 0.70 0.09

Mot3 0.03 0.17 0.80

Aggregated 0.12 (< 0.28) 0.43 0.45
t3 Mot3 Ped1 0.64 0.36

Ped4 0.69 0.31

Ped5 0.47 0.53

Aggregated 0.60 0.40

prudently, thus giving priority to the approaching motorists. Successively at time
t2 (Fig. 3b), Ped1 retrieves her desired speed by reacting aggressively, thus taking
priority over Mot3. Finally at time t3 (Fig. 3c), Mot3 decides to brake to let all
pedestrian cross the road. For the sake of clarity, the road users who have to take the
decision are represented in blue, while the conflicting users in red.

The scene has been reproduced in MODIS with a focus on the decision taken
at moments t1 and t2 for pedestrians, and moment t3 for motorists. Consequently,
we have simulated either pedestrians or motorist separately, and imposed the
real spatio-temporal trajectory on the other traffic mode. Single probabilities are
computed (with respect to all conflicting road users) and successively global
probabilities according to Eq. (1). The values are then compared to threshold values
to assign the corresponding behavior.

The results exposed in Table 1 demonstrate the validity of the developed
approach. At every time, the road users take always the observed decision,
whose combined probability is marked in bold, while the threshold values are in
parentheses.

5 Conclusions

In this paper we have presented an approach for determining evasive strategies in
multiple conflict situations using our previously developed decisional model. It was
demonstrated that the aggregation of the probabilities for single conflict decisions
yields realistic behaviors in multiple conflict situations. The proposed methodology
further allows for the inclusion of uncertainties caused by complex situations.

The approach was developed and tested using the trajectories of selected real
world situations involving pedestrians and cars, of which one was covered in detail
in Sect. 4. In the future the parameters of the model, namely the aggregation weights
and the parameters of the threshold function, have to be calibrated with regard to a
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larger quantity of situations also involving the remaining traffic modes, especially
cyclists. It is expected that the calibration will, similarly to single conflict situations
in the past research, result in different parameter sets depending on the involved
traffic modes.

Acknowledgements The scientific research published in this article is granted by the German
Research Foundation (DFG) under the reference BE 2159/13-1 and FR 1670/13-1. The authors
cordially thank the funding agency.

References

1. Anvari, B., Majumdar, A., Ochieng, W.: Mixed traffic modelling involving pedestrian dynamics
for integrated street designs: a review. University of Science and Technology, Beijing (2016)

2. Gettman, D., Head, L.: Surrogate safety measures from traffic simulation models. Transp. Res.
Rec. J. Transp. Res. Board (1840), 104–115 (2003)

3. Kaparias, I., Bell, M., Dong, W., Sastrawinata, A., Singh, A., Wang, X., Mount, B.: Analysis
of pedestrian-vehicle traffic conflicts in street designs with elements of shared space. Transp.
Res. Rec. J. Transp. Res. Board (2393), 21–30 (2013)

4. Karndacharuk, A., Wilson, D., Dunn, R.: Safety performance study of shared pedestrian and
vehicle space in New Zealand. Transp. Res. Rec. J. Transp. Res. Board (2464), 1–10 (2014)

5. Pascucci, F., Rinke, N., Schiermeyer, C., Friedrich, B., Berkhahn, V.: Modeling of shared space
with multi-modal traffic using a multi-layer social force approach. In: Transportation Research
Procedia, vol. 10, pp. 316–326. Elsevier, London (2015). https://doi.org/10.1016/j.trpro.2015.
09.081

6. Pascucci, F., Rinke, N., Schiermeyer, C., Berkhahn, V., Friedrich, B.: A discrete choice model
for solving conflict situations between pedestrians and vehicles in shared space. Eprint arXiv:
stat-AP/1709.09412 (2017)

7. Rinke, N., Schiermeyer, C., Pascucci, F., Berkhahn, V., Friedrich, B.: A multi-layer social force
approach to model interactions in shared spaces using collision prediction. In: Transportation
Research Procedia, vol. 25. Elsevier, London (2017). https://doi.org/10.1016/j.trpro.2017.05.
144

8. Schiermeyer, C., Pascucci, F., Rinke, N., Berkhahn, V., Friedrich, B.: A genetic algorithm
approach for the calibration of a social force based model for shared spaces. In: Proceedings
of Pedestrian and Evacuation Dynamics, pp. 485–491 (2016)

9. Schroeder, B.J.: A Behavior-Based Methodology for Evaluating Pedestrian-Vehicle Interaction
at Crosswalks. North Carolina State University, North Carolina (2008)

10. Stone, M., et al.: The opinion pool. Ann. Math. Stat. 32(4), 1339–1342 (1961)
11. Sun, D., Ukkusuri, S., Benekohal, R.F., Waller, S.T.: Modeling of motorist-pedestrian interac-

tion at uncontrolled mid-block crosswalks. Urbana 51, 61801 (2002)

https://doi.org/10.1016/j.trpro.2015.09.081
https://doi.org/10.1016/j.trpro.2015.09.081
https://doi.org/10.1016/j.trpro.2017.05.144
https://doi.org/10.1016/j.trpro.2017.05.144


Vibration Driven Vehicles Flowing
Through Bottlenecks

Germán A. Patterson, Federico Sangiuliano Jimka, Pablo G. König,
Luis A. Pugnaloni, Angel Garcimartín, Iker Zuriguel, Pablo I. Fierens,
and Daniel R. Parisi

Abstract In this work, we report the behaviour of an ensemble of self-propelled
particles that flow through a bottleneck. In particular, we studied the emergent
dynamics when mechanical vibration driven vehicles (VDVs) are placed in a
hopper-like geometry on a horizontal plane. For this particular geometry, the
particles present organized structures determining the size of the group of agents
crowding at the exit door. Furthermore, we show that the latter has a strong influence
on the distribution of time intervals between the exit of two consecutive vehicles.
We found these results to be compatible with the faster-is-slower effect interpreting
the term ‘faster’ as ‘higher pressure’.

1 Introduction

The study of self-propelled particles has received considerable attention in the last
decades, both in disciplines related to statistical physics and also in the development
of specific applications. These investigations study the collective behaviour of
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microorganisms, flocks, herds, pedestrian dynamics, and transport systems, among
other self-propelled agents [1, 3, 4, 10].

In this work, we study the collective dynamics of vibration driven vehicles
(VDV) when flowing through a bottleneck, namely a narrow constriction in a
hopper-like geometry. These agents have gained some attention recently because
of their complex collective behaviour and similarities with active matter systems.
Some of the advantages related to the VDVs are their simple mechanism, low cost,
availability, and ease of use. They also allow to collect large amounts of data in
comparison with other systems such as mice [8], sheep [5], and humans [6, 9].

We present results on the influence of both, the driving force and the spatial
configuration on the dynamic of the egress of agents. By studying the distribution of
time intervals between the exit of two consecutive VDVs, we show that the dynamic
of the egress is very sensitive to the spatial arrangement of agents unlike the battery
level charge. The former finding is in accordance with [11], where it was shown that
a group of VDVs flowing through a narrow constriction experiences a transition
from an unclogged to a clogged state when the number of the clogging agents is
increased.

2 Experimental Setup

Experiments were carried out using 36 VDVs commercially available as Hexbug
Nano. The dimensions of these are 43 × 15 × 18 mm. The motion of the agents
is based on an asymmetric bristle that rectifies vibrations originated by an internal
eccentric motor. The VDVs are powered by a 1.5 V button cell battery. In order to
trace positions and orientations, the agents were labelled on top with a white sticker
and two colour dots.

The experimental setup consisted of a metal plate on which the hopper-like
geometry was mounted as shown in Fig. 1. The relevant dimensions are specified
in the caption of the figure. The hopper had an opening of width L = 30 mm where
the VDVs evacuated. After the agents crossed the opening, they travelled through
a feedback path which led them back to the opposite end of the hopper. The latter
is indicated by yellow arrows in the figure. The experiments were recorded with a
GoPro Hero3 camera and analysed with an ad hoc MATLAB routine that allowed
us to determine the escape time of each agent and the spatial configuration of the
remaining VDVs inside the hopper. The time resolution was given by the camera
frame rate, that is, 29.97 fps.

Before starting the experiments, new batteries were installed in every agent.
Under this experimental conditions, the charge of the batteries lasted ≈3600 s. After
this time, some VDVs started to present signs of energy depletion as evidenced
by a drastic decrease of their speed. Data were collected until 4 of 36 agents had
their batteries drained. We performed two realizations under the same experimental
conditions.
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h

θi
βj

Fig. 1 Experimental setup. Relevant dimensions are: d1 = 200 mm, d2 = 174 mm, d3 = 100 mm,
and L = 30 mm. A sheet of glass was placed at h = 18 mm over the metal plate. The extensions of
the inclined walls (white dashed lines) are used to determine the position of the putative apex. θi is
the angle between the direction of agent i and the horizontal axis. βj is the angle between the line
joining the position of agent j and the putative apex and the long axis of the agent. Yellow arrows
indicate the feedback path

3 Results

The system presented an intermittent flow of VDVs due to transient clogs occurring
near the opening. We studied the time lapses Δt between the passage of two
consecutive VDVs through the opening. Figure 2 shows the mean of time lapses
〈Δt〉 as a function of time. The average was computed with a sliding window of 200

⟨Δ
t⟩
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]
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6

Time [s]
0 500 1000 1500 2000 2500 3000

Realization
#1
#2

Fig. 2 〈Δt〉 as a function of time for two different realizations of the same experiment. Data are
the results of averages computed with a sliding window of 200 clogging events
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clogging events. The results show different behaviours for each realization. While
for realization #1 〈Δt〉 experiences a minimum value around 1700 s, approximately
at the same time, 〈Δt〉 of realization #2 reaches a maximum. As it will be explained
later on, this heterogeneity of dynamics is related to the proximity of this system to
a transition point.

In order to investigate the effect of different parameters on this behaviour, we
first study the influence of the battery level on Δt. For this purpose, we built the
complementary cumulative distribution function (CCDF) of times Δt. This function
is the probability P(Δt ≥ τ) for the duration of a certain clog Δt to be greater than
or equal to a given duration τ . As the battery discharges continuously over time, we
separated the data into two intervals of time ≈1800 s each. While the first interval
corresponds to events with a high level of battery charge, the second corresponds to
events with a low battery level.

Figure 3a shows results of CCDF for both high and low level battery charge for
the experimental realization #1. We found that both sets of data present the same
distribution function. Moreover, the tails of the distributions are compatible with
a power-law (PL) function of characteristic exponent α, namely P(Δt ≥ τ) ∝
τ−(α+1). This type of distributions was also found in other systems of clogging
particles such as granular material, colloids, mice, sheep, and humans [5, 6, 8–
10]. The PL hypothesis was put under test using the fitting procedure proposed
by Clauset et al. [2]. The aforementioned technique not only provides α but also
the accuracy and the range for which the fit is valid. The accuracy is measured by
means of a p-value which is based on the distance between the distributions of the
proposed model and the experimental data. According to [2], the permissive choice
p-value < 0.05 is sufficient to reject the PL hypothesis. In all cases, we found a p-
value > 0.2 which implies that the PL hypothesis is plausible for the evaluated data.
Interestingly, we obtained very similar α values in both battery regimes showing
that the clogging times are little affected by the battery charge level. Similar results
were found for realization #2 despite the exponent obtained for low battery levels
is slightly higher as it can be seen in Fig. 3b. Moreover, the exponents α are very

τ [s]
10−1 100 101 102

Realization #2
Battery level

Low
High

(b)

α = 2.20

α = 2.10

P(
Δt

≥
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10−2

10−1

100

τ [s]
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Realization #1
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(a)

α = 2.09

α = 2.28

Fig. 3 CCDF of Δt for two battery levels. (a) and (b) show results for realizations #1 and #2,
respectively. Solid blue (red) lines stand for PL fits regarding low (high) battery level data
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similar for both realizations. This indicates that, from a statistical point of view, both
realizations are equivalent and do not present an apparent dependence on the battery
charge level.

We then study how the VDVs spatial arrangement could influence Δt. One of
the usual tools to measure the relative alignment of agents is by means of the
polarization parameter P defined as [12]

P =
√
〈cos θi〉2 + 〈sin θi〉2 , (1)

where θi is the angle between the direction of agent i and the horizontal axis
(see Fig. 1) and the operator 〈·〉 is the average over all the agents. P measures the
relative alignment of agents regardless of the spatial orientation of the total group
of vehicles. In order to study the alignment of agents towards the escaping opening,
we defined the A parameter as

A = 〈cos (βi)〉 , (2)

where βi is the angle between the line joining the centre of agent i and the putative
apex and the long axis of the agent (see Fig. 1). The position of the putative apex is
determined as the intersecting point of the extension lines of the oblique walls of the
hopper as shown in Fig. 1. In order to account simultaneously for both the relative
alignment and the direction of agents towards the putative apex, we introduce the
herding parameter H as

H = P · A . (3)

Note that high levels of H are obtained when both P and A are maximized.
Figure 4a shows the probability distribution of H for the experimental realization
#1. Under this approach, we have only considered the spatial configurations
presented by the system every time an agent egressed from the hopper. Interestingly,
we found that this distribution is bimodal showing that the system has two preferred
configurations. This allows us to set a threshold to separate events of high H from
events of low H . In particular, we choose a threshold value of 0.4 as indicated in
Fig. 4a. Events of lower H are mainly associated to configurations where VDVs
were divided into different groups. Figure 4c shows a typical configuration of low H

where the VDVs are grouped in two different zones of the hopper. In this particular
case, H is reduced because there is a large number of agents that are facing the
lateral walls lowering the parameter A. On the other hand, Fig. 4d shows an example
of a spatial configuration where the system presents high H . As most agents are
crowding towards the opening, both P and A are expected to have a large value.
The probability distribution of H for realization #2 has similar characteristics of the
one for realization #1 as it can be seen in Fig. 4b.

Next, we filter Δt considering the spatial configuration of the remaining agents,
that is, we separate Δt according to the H threshold. In this way, we obtained



464 G. A. Patterson et al.

Pr
ob

ab
ili

ty

0.00

0.04

0.08

0.12

0.16

Herding
−1.0 −0.5 0.0 0.5 1.0

(a)
Low High

Realization #1

Herding
−1.0 −0.5 0.0 0.5 1.0

(b)
Low High

Realization #2

(c) Low Herding (d) High Herding

Fig. 4 (a) and (b) Probability distribution of the herding parameter for realizations #1 and #2. The
dash line denotes the threshold used to filter events from high and low herding level. (c) and (d)
show snapshots of the system configurations at low and high herding level, respectively
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Fig. 5 CCDF of Δt for two herding levels. (a) and (b) show results for realizations #1 and #2,
respectively. A high H level implies longer jams. Solid blue (red) lines stand for PL fits regarding
low (high) H level

two sets of Δt associated with high and low H levels. We built the corresponding
CCDF for both levels and found again results compatible with PL distributions.
Figure 5a, b show these results for realizations #1 and #2, respectively. Surprisingly,
unlike the influence of the battery level, there is a notorious difference between
data from low and high H . The results show that spatial configurations with high
H have larger probability to present longer Δt. The figure shows fitting values
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for exponent α that quantify this difference. Data regarding low levels of herding
present a higher exponent α than those with higher levels of H . Interestingly, for this
experimental conditions, we observed that for high H the system is in a clogged state
in accordance with the definition given by Zuriguel et al. [13]. In both realizations,
#1 and #2, the mean clogging time diverges since α ≤ 2.

The effect of herding can be explained as follows. As a low H configuration
implies VDVs crowding at different regions of the arena, there is a reduced number
of agents around the opening. It is relatively easy for the VDV to destabilize a clog
with few agents involved, thanks to their intrinsic vibration. In contrast, at high
H configurations, most VDVs are crowding at the opening. In this situation they
found very difficult to break possible entanglements since their vibration cannot
overcome the pressure of the entire flock. This result can be related to the faster-is-
slower effect observed in other active matter systems [6, 7, 10] where the flow rate
is maximized for an intermediate value of the driving force. In this case, the term
‘faster’ should be interpreted in a more general way as ‘higher pressure’ produced
by the number of VDVs crowding at the opening.

4 Conclusions

In this work, we studied the behaviour of self-propelled particles flowing through a
narrow constriction. The system consisted of vibration driven vehicles and a hopper-
like geometry that produce a net flow of particles out of the arena causing clogs
around the opening. The time lapses Δt between the passage of two consecutive
agents through the opening reveal a power-law tail which is compatible with other
systems of clogging particles that interact with boundaries. In particular, we found
that the PL distributions do not present a dependence on the battery charge level. We
introduce a herding parameter H that not only accounts for the relative alignment of
particles but also their direction towards the opening. Different PL exponents were
found for different configurations of particles around the opening. The higher the
H , the longer the duration of flow interruptions which implies a decrease of the
flow rate. We found that in the case of high H , the system presents a distribution
of clogs duration corresponding to a clogged state as defined in [13]. The results
are compatible with the faster-is-slower effect, reinforcing the universality of this
phenomenon for frictional particles flowing through bottlenecks.
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Conflict Model of Evacuees and Vehicles
on Pedestrian Crossing in the Aftermath
of Disaster

Kentaro Kumagai and Kenji Ono

Abstract Simulation which focuses on conflict between pedestrians and vehicles is
important to assess evacuation safety of the pedestrians and drivers of the vehicles
at a disaster. Although there were many researches in regular traffic conditions,
conflict in the aftermath of disaster has not been discussed enough. Griffiths et
al. developed a microscopic simulation model of pedestrians and vehicles on an
unsignalized zebra crossing. In this contribution, we attempted to modify the conflict
model of Griffiths et al. and applied it to a zebra crossing and an event of a tsunami
evacuation drill. In the model proposed, we made assumptions that pedestrians are
more reckless to cross a street in an emergency. As a result, it was found that the
conflict model which takes into account the hypothesis about psychological state of
pedestrians reproduced well the results of a field survey.

1 Introduction

Conflict between pedestrians and vehicles is one of the major issues which relate to
a traffic safety in an unsignalized pedestrian crossing. Griffiths et al. [1] developed a
microscopic simulation model of pedestrians and vehicles in the crossing with one
lane of vehicle flow in each direction and with pedestrians able to cross from either
side of the road (see Fig. 1).

Simulation which focuses on the conflict is important to assess evacuation safety
at a disaster. Although there were researches of conflict on pedestrian crossing in a
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Preliminary road markings
for Ped. crossing

Pedestrian crossing
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Indication road sign
for Ped. crossing

Fig. 1 Unsignalized pedestrian crossing, with one lane of vehicle flow in each direction and with
pedestrians able to cross from either side of the road

regular traffic conditions with pedestrians of a low arrival rate [6], a conflict in the
aftermath of disaster with high arrival rate has not been discussed enough.

In this contribution, we attempted to modify the conflict model of Griffiths et al.,
to validate the reproducibility of a field survey about the new model, and to apply
the new model to an unsignalized pedestrian crossing under a hypothetical condition
of tsunami evacuation in the aftermath of earthquake.

2 Numerical Simulation Model

2.1 New Model

A brief outline of the basic sequence of the program by Griffiths et al. [1] is as
follows: The objective area is an unsignalized pedestrian crossing, with one lane of
vehicle flow in each direction and with pedestrians able to cross from either side
of the road (Fig. 1). The distribution of vehicle’s inter-arrival times depends on the
Poisson distribution. The speed of vehicles and pedestrians is distributed with a
specified mean and a standard deviation. If a pedestrian arrives at a kerbside and
there is a vehicle, the pedestrian must wait at the kerbside. If there is not enough
interval before the next vehicle arrival in the right-to-left stream, the pedestrian will
wait until the vehicle stops or passes through. If there is an enough interval before
the next vehicle in the stream, the pedestrian will cross. The pedestrians will be
prepared to stop again in the center of the road if there is a vehicle in the other
stream. An approaching vehicle will always stop if it is able to do so.

According to empirical facts, it seems that this model involves two issues to be
corrected. First, Fig. 2 is a snapshot of pedestrians around a kerbside, and they saw
the left-hand side for their safety confirmation. One of them raised her hand in order
to appeal to the driver of an approaching car in the left-hand side to request to slow
down or stop. Once pedestrians started to cross, many of them kept crossing instead
of stopping in the center of the road, if they find a vehicle approaching in the left-
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Fig. 2 Pedestrian who saw the left-hand side for their safety confirmation and raised her hand in
order to appeal to the driver of an approaching car

to-right stream. These facts suggest that pedestrians confirm their safety not only
for an approaching car in the right-to-left stream but also for that in the left-to-right
stream before starting to cross, instead of stopping in the center of the road to let a
car in the left-to-right stream pass through. Second, in case pedestrians are waiting
at the kerbside, approaching vehicles not always stop even if it is able to do so. Japan
Automobile Federation [2] reported that only 7% of drivers stop when they found
pedestrians waiting at the kerbside, according to their field survey in Japan. This
fact suggests that proportion of drivers who find the pedestrian and are prepared to
stop will vary depending on the location.

Based on these empirical knowledge, the model of Griffiths et al. should
be modified. A new model was developed, including issues of modification as
follows:

• Pedestrians confirm their safety not only for an approaching car in the right-to-
left stream but also for that in the left-to-right stream before starting to cross,
instead of stopping in the center of the road to let an approaching car in the left-
to-right stream pass through, in conditions of left-hand traffic.

• Proportion of drivers who find the pedestrians waiting at the kerbside and are
prepared to stop at crossing will vary depending on the location.

2.2 Simulation Cases

Basically, values proposed by Griffiths et al. [1] were adopted as parameters for
the simulation. But some measureable parameters were derived from the results of
a field survey which will be introduced in the following section. The parameters
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categorized into this type were the length of the pedestrian crossing lc (7.00 m),
the mean time interval for arrival of pedestrians tip (4.4 s), the average speed
of pedestrians vp (1.11 m/s), and the mean time interval for arrival of vehicles
tiv (22.0 s). And some parameters and conditions were set hypothetically, since
there was no explicit description by Griffiths et al. The parameters and conditions
categorized into this type were the distribution of pedestrian’s arrival time (the
Poisson distribution), the maximum speed of vehicle vv (8.33 m/s), a theory applied
to successive vehicles (the car following theory), the values for the equation of
response time which was proposed by Kometani and Sasaki [3] (1.0 s as the time
for reaction of driver and 1.31 as the constant value in the equation), a length of a
time step for simulations performed by an implicit method (0.1 s), and a percentage
of pedestrians who will stop at kerbside for the purpose of waiting for the following
colleagues (67% of pedestrians).

Let us now consider about how to model psychological state of evacuees. As they
have to go to a safer place as quick as possible, it can be reasonable to assume their
risk-taking and selfish attitude than usual. Based on this assumption, we introduced
a hypothesis below to express risk-taking and selfish attitude of pedestrians:

Hypothesis Pedestrians are more reckless to cross a street in an emergency.

Table 1 shows parameters for two simulation cases. Both were for simulations
which intended to reproduce the result of a tracking survey and to evaluate an
accuracy of the simulation model. Case 2 was for a simulation with the hypothesis
above. The other parameters and conditions were common between the two cases.

If a pedestrian arrives at a kerbside and there is an enough gap before the
next vehicle, the pedestrian will cross. The minimum value of the gap, lm, was
determined by lc, vp, vv, decelerate rate of vehicle av (−1.961 m/s2), and width of
the crossing w (4.0 m). For Case 1, pedestrians carefully consider about a risk that
an approaching vehicle keeps its top-speed even if the driver finds the pedestrians at
the kerbside:

lm =
⎧
⎨

⎩
vv × lc

2vp
+ w

2 for right-to-left stream

vv × lc
vp

+ w
2 for left-to-right stream

(1)

Table 1 Simulation cases

Case 1 Case 2

Parameters (Regular mental state) (Risk-taking)

The minimum gap lm for
pedestrians to cross

For R-to-L stream 28 m 18 m

for L-to-R stream 55 m 44 m
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For Case 2, pedestrians will be risk-taking, and they expect the driver to avoid a
collision by full-breaking if the driver finds the pedestrians crossing the street:

lm =
⎧
⎨

⎩
− vv

2

2av
for right-to-left stream

vv × lc
2vp

− vv
2

2av
for left-to-right stream

(2)

Proportion of drivers p who are prepared to stop when they find pedestrians
waiting at the kerbside was set to 7% in both cases.

3 Results

3.1 Pedestrian Tracking

In 9 March 2014, a tsunami evacuation drill was conducted in Shimoda city. The
residents of the Yamato community started walking to an evacuation site. In the
middle of their route, there was a pedestrian crossing, which was 7 m in length, and
has no signal and no central island. A video camera and two laser range-sensors
were installed to track evacuees and vehicles. The equipment for this tracking was
the same to the past research [4]. Figure 3 shows a bird-eye view of the measurement
area. The evacuees walked through from the lower side of the figure, southeast, to
the upper side, northwest. It was approximately 220 s, from the first evacuee arrived
at the area until the last one left. Fifty pedestrians walked through from SE to NW,
including forty-eight persons who joined in the drill and two who had no relation
to the event. There are two more persons who walked in the inverse direction, from
NW to SE, and two bicycles. But they were omitted because they had no effect on
the main traffic. The number of cars and motorcycles in the main streams was 20.

x
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vehicles
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y = 3.5 m
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Sensor
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y = -3.5 m

Fig. 3 Sketch of the measurement area: Pedestrian crossing of 7 m in length, no signal and no
central island
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Fig. 4 Time-space diagram of pedestrians. Pedestrians walked from y = −7.5 m, passed through
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number in the figure indicates ID number of the pedestrians, shown in column 1 of Table 2
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Fig. 5 Delay-time. Positive values in the vertical axis intended delay. Data in gray areas on this
figure are not available because of lack of tracking data

Figure 4 is a time-space diagram of the 33 pedestrians, with time on the abscissa
and y on the ordinate. Because of the limitation of measurement, it was impossible
to draw points and lines for the other 17 pedestrians. The zero point of time was
set to the time when the first pedestrian arrived at y = −7.5 m. The average speed
in the sidewalk, from y = −7.5 m to y = −3.5 m, was 0.96 m/s, and that in the
carriageway, from y = −3.5 m to y = 3.5 m, was 1.11 m/s. The reason why the
former value was smaller than the latter one was that many pedestrians reduced
their speed or waited at the kerbside in order to yield their way to vehicles.

On a hypothesis that a natural walking speed is equal to the speed observed in
the carriageway (1.11 m/s), it is easy to calculate time tn for passing through from
y = −7.5 to y = −3.5 m in the natural speed. The difference between tn and
the observed value to was defined as an estimate delay-time td. Figure 5 draws td.
The positive values in the vertical axis intended delay. Although some points were
negative, the figure shows that the overall trend of td was positive. An average value
of td was 0.56 s. Supposing that negative points were excluded from the data set, the
average value of td of the remaining points was 1.61 s. Figure 6a is the frequency
distribution of td.
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Fig. 6 Frequency distribution of delay-time td. (a) Observations of tracking survey (b) Results of
numerical simulations

3.2 Simulation Results

Figure 6b is the frequency distribution of td for simulation results. According to the
figure, in Case 1, td were within the range of values from 0 to 9 s. In comparison
with Fig. 6a, the dotted line in Fig. 6b showed considerable discrepancies when td is
equal to five or more. An average value of td was 2.30 s.

For Case 2, most values were distributed within the range of values from 0 to 5 s.
Although there was a small peak at td equal to 8 s, it seems that the reproducibility
of the distribution in Case 2 was improved compared to Case 1. The average of td
was 1.85 s, and this shows a good agreement with the average of positive values of
td in the tracking survey (1.61 s). As a result, it was found that the conflict model
which takes into account the hypothesis about psychological state of pedestrians
reproduced well the results of a field survey.

4 Discussion

An assessment of conflict is important not only for pedestrians but also for drivers
of vehicles, because many people are expected to evacuate using cars. For example,
55% of people used their cars to evacuate in the event of the 2011 Tohoku tsunami
[5]. It seems to be important to discuss about an impact of the mean time interval
of arrival of vehicles, tiv. In Case 2 of the previous chapter, the value of tiv was set
as 22 s. Because it was very low in frequency of arrival, it will be useful to simulate
trial cases with tiv, such as tiv = 2, 3, . . . , 21 s. The results of simulations showed
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that an average value of td for pedestrians was 30 s and more in cases that tiv was
equal to 4 s or less. In contrast, an average value of td for vehicles was almost 0 or at
most 3 s in all cases. According to the results obtained, it was found that when the
arrival rate of the vehicle increases, a large delay occurs for pedestrians, whereas
almost no delay occurs for vehicles.

5 Conclusions

The purpose of this study is to modify the conflict model of Griffiths et al. and
apply it to a zebra crossing under a hypothetical condition of tsunami evacuation
in the aftermath of earthquake. In the model proposed, we made assumptions that
pedestrians are more reckless to cross a street in an emergency.

• The conflict model which takes into account the hypothesis about psychological
state of pedestrians reproduced well the results of a field survey.

• According to the simulation, when the arrival rate of the vehicle increases, a large
delay occurs for pedestrians, whereas almost no delay occurs for vehicles.

Acknowledgements The authors would like to acknowledge Yamato community and City Office
of Shimoda City, and Shimoda Branch Office of Shimizu Port Office, MLIT for their assistance in
the tracking survey. The first author is a former senior researcher of National Institute for Land and
Infrastructure Management, and the tracking survey was conducted as an activity of NILIM. The
authors would like to acknowledge NILIM for utilizing the survey data. The authors also would like
to express appreciation to Mrs. Yoko Nishikawa of DPRI for her assistance, and to Prof. Tomihiro
Watanabe and Miss Misato Hiraoka, GSM, Kyoto University for discussions.

Appendix

Tracking data is shown in tables below. In Table 2, t1, t2, and t3 are the time when
a pedestrian passed through y = −7.5,−3.5, and 3.5 m, respectively. Sex and age
were determined by subjective judgment based on video images. The character E
in the sixth column indicates 65 years old and more, Y for 13 to 65, and Y− for
12 or less. In Table 3, time is the arrival time when a vehicle reached at x = 16,
x = −4, or y = −7.5 m. The character Y or N in the third column indicates that
the vehicle stopped or not, respectively, when the driver of vehicle found evacuees
at the kerbside.
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Table 2 Pedestrians

ID t1 (s) t2 (s) t3 (s) Sex Age ID t1 (s) t2 (s) t3 (s) Sex Age

1 0.0 7.0 16.5 F Y 26 – – – F Y

2 0.7 7.7 14.0 M E 27 132.8 137.8 143.4 F Y

3 – – – M Y 28 134.0 139.8 146.4 M Y

4 – – – F E 29 134.6 139.0 144.0 F E

5 5.4 11.4 20.5 F E 30 – – – F E

6 5.6 12.0 20.5 M Y- 31 135.8 140.3 146.1 F Y

7 5.6 12.5 20.0 F E 32 – – – F E

8 6.8 11.0 19.0 M E 33 – – – F E

9 6.0 13.8 21.3 M E 34 155.5 158.7 163.8 M Y

10 – – – F Y- 35 – – – M Y-

11 17.3 21.4 26.6 F Y 36 – – – F Y

12 18.3 21.6 27.6 M Y- 37 – – – M Y

13 18.4 22.6 27.6 M Y- 38 – – – F Y-

14 34.1 41.3 50.3 M Y 39 166.7 173.8 183.8 M Y-

15 41.5 44.0 49.0 M Y 40 172.3 177.3 186.3 F E

16 45.0 48.1 52.2 F Y 41 172.7 178.3 186.3 F E

17 45.4 49.1 52.6 F Y 42 174.1 179.0 186.3 M E

18 51.9 57.3 63.7 M Y 43 176.0 179.4 186.1 M Y

19 80.8 84.7 90.5 F Y 44 176.6 180.1 187.4 M Y

20 91.4 93.5 98.7 F Y 45 – – – M E

21 – – – F Y 46 – – – F Y

22 99.3 101.8 108.2 F Y 47 – – – M E

23 99.5 101.8 108.2 M Y 48 – – – M E

24 101.6 104.3 110.5 M Y 49 – – – F Y

25 117.5 123.8 131.9 M Y 50 203.3 208.8 214.0 M Y
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Table 3 Vehicles ID Time (s) Stop From/to

V-1 1.5 – SE/NE

V-2 2.3 – NE/SE

V-3 15.7 Y NE/SW

V-4 34.2 – SW/NE

V-5 35.0 – NE/SW

V-6 40.8 – SW/NE

V-7 46.4 Y NE/SW

V-8* 57.0 N SW/NE

V-9 69.5 – NE/SW

V-10 76.0 – SE/NE

V-11 76.3 – SW/NE

V-12 119.6 – SW/NE

V-13 128.5 N NE/SW

V-14 133.3 N NE/SW

V-15 143.0 Y SW/NE

V-16 143.7 – NE/SW

V-17 146.6 – NE/SW

V-18 162.8 N NE/SW

V-19 163.5 – SW/NE

V-20 175.6 Y NE/SW

V-21 185.5 – SE/NE

V-22 195.3 – NE/SW

V-23 198.3 N NE/SW

*Motorbike, No asterisk: Automo-
biles
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Social Force Model Describing Pedestrian
and Cyclist Behaviour in Shared Spaces

Yufei Yuan, Bernat Goñi-Ros, Tim P. van Oijen, Winnie Daamen,
and Serge P. Hoogendoorn

Abstract A simulation model capable of reproducing mixed-traffic operations in
shared spaces is crucial for the design and management of such areas. Existing
models focus on shared spaces where pedestrians and cars interact with each
other. This contribution presents a social force model describing walking and
cycling behaviour in shared spaces. The model assigns different physical shapes
to pedestrian and cyclist agents, accounts for anisotropic interaction behaviour,
and imposes turning-angle constraints. The face-validity of the model is tested by
comparing simulation output data to empirical macroscopic traffic data derived from
video recordings of a shared space in Amsterdam (the Netherlands).

1 Introduction

Shared space is an innovative urban design concept that is based on allowing
pedestrians and vehicles of various sorts to simultaneously use a single-surface
area with only basic priority rules. Space sharing aims to give equal priority to all
road users and to improve traffic safety. The ability to realistically simulate traffic
operations in shared spaces is crucial for the design and management of such areas.
For this purpose, it is necessary to use a microscopic traffic model that can capture
the complex interactions between different types of road users (e.g., pedestrians,
cyclists, cars) arising in shared spaces. Most models reproducing the microscopic
behaviour of single traffic modes (e.g., [1, 2, 7]) cannot capture those interactions,
and thus they cannot be directly applied to shared spaces.

Models that aim to reproduce traffic operations in shared spaces usually use the
force-based approach, which was first proposed by Helbing and Molnár [5] to model
pedestrian dynamics. In this respect, Schönauer et al. [8] proposed a social force
model including a tactical force to solve potential collisions between pedestrians and

Y. Yuan (�) · B. Goñi-Ros · T. P. van Oijen · W. Daamen · S. P. Hoogendoorn
Delft University of Technology, Delft, The Netherlands
e-mail: y.yuan@tudelft.nl; b.goniros@tudelft.nl; t.p.vanoijen@tudelft.nl; w.daamen@tudelft.nl;
s.p.hoogendoorn@tudelft.nl

© Springer Nature Switzerland AG 2019
S. H. Hamdar (ed.), Traffic and Granular Flow ’17,
https://doi.org/10.1007/978-3-030-11440-4_52

477

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11440-4_52&domain=pdf
mailto:y.yuan@tudelft.nl
mailto:b.goniros@tudelft.nl
mailto:t.p.vanoijen@tudelft.nl
mailto:w.daamen@tudelft.nl
mailto:s.p.hoogendoorn@tudelft.nl
https://doi.org/10.1007/978-3-030-11440-4_52


478 Y. Yuan et al.

cars using game theory. Anvari et al. [3] developed a rule-based social force model
that takes into account car-following behaviour, steering behaviour, and long-range
collision avoidance behaviour. Pascucci et al. [6] proposed a social force approach
that pays special attention to modelling the long-range conflict avoidance behaviour
of road users in different situations by means of a multi-layer modelling approach.
The existing modelling approaches consider only pedestrians and cars; thus, they
cannot be used to simulate traffic operations in situations where bicycles are present.

This contribution presents a social force model that reproduces walking and
cycling behaviour in shared spaces. The model is based on the modelling framework
proposed by Anvari et al. [3]. It assigns different shapes to the influencing areas of
pedestrian and cyclist agents, accounts for anisotropic interaction behaviour, and
imposes turning-angle constraints. A face-validation method is proposed to check
the accuracy of the model and to identify a reasonable set of model parameter values.
This method compares empirical traffic data (total outflows and average densities)
collected at a shared space in Amsterdam (the Netherlands) with simulation output
data obtained with different sets of parameter values. The simulation results have
revealed some behavioural insights of the model: cyclists generally react to traffic
conditions slower than pedestrians; and cyclists react to the presence of pedestrians
within their radius of interaction more strongly than the other way around.

2 Social Force Model

The model considers two types of agents: pedestrians and cyclists. It is assumed that
all agents move in a straight line towards their desired destinations at their desired
speeds in the absence of other agents. This goal defines the so-called driving force of
the agents. Furthermore, the model assumes that every agent that is within a certain
distance of the target agent exerts a so-called interaction force (or repulsive force)
on the latter. This repulsive force is greater if the neighbouring agent is closer to
and in front of the target agent. Like the original social force model [5], our model
assumes that the acceleration (magnitude and direction) of an agent at a certain time
instant is determined by the sum of the driving force and all the repulsive forces
exerted by neighbouring agents. At this stage, the model assumes that agents do not
encounter any static obstacles while moving through shared spaces.

The mathematical formulation of the model is as follows: Let us denote the
target agent by u (where u becomes α when considering a pedestrian and γ when
considering a cyclist), and the neighbouring agents by s (where s becomes β when
the neighbouring agent is a pedestrian and δ when it is a cyclist). The neighbouring
agents of the target agent at a certain time step t are all agents located within a circle
of radius Ru

max around the centre of agent u. The set of neighbouring pedestrians is
denoted by B(t), and the set of neighbouring cyclists is denoted by D(t). Note that
these sets are time-varying. Then, the acceleration of the target agent at time step t
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Fig. 1 Graphical representation of the variables and parameters needed to calculate the interaction
force between a cyclist (target agent) and a pedestrian (neighbouring agent)

(
−→
f u(t)) is defined as:

−→
f u(t) = −→

f 0
u(t) +

∑

β∈B(t)

−→
f uβ(t) +

∑

δ∈D(t)

−→
f uδ(t) (1)

where
−→
f 0

u(t),
−→
f uβ(t), and

−→
f uδ(t) are the driving force and the interaction forces

with the neighbouring pedestrians and cyclists at time instant t , respectively.
The driving force is defined as in [5]:

−→
f 0

u(t) =
v0
u · −→e u(t) −−→v u(t)

τu

(2)

where −→v u(t) is the current velocity of the target agent; −→
e u(t) is the current

direction to the destination; and v0
u and τu are parameters that can be interpreted

as the free speed of agent u and its relaxation time, respectively. The direction to
the destination (−→e u in Eq. (2)) is a normalized vector defined as follows (see also
Fig. 1):

−→
e u(t) =

−→
r k

u −−→
r u(t)

|−→r k
u −−→

r u(t)|
(3)

where −→
r u(t) is the current position of the centre of the target agent; and −→

r k
u is the

position of the destination of agent u (which is predefined).
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The interaction forces are defined based on the anisotropic exponential formu-
lation proposed by Anvari et al. [3], which accounts for the distance and relative
position between agents, and depends on the type of agents:

−→
f us(t) = Aus · exp

(
Ru + Rs − dus(t)

Bus

)
· −→n us(t) · Fus(t) (4)

In Eq. (4), Aus and Bus denote the interaction strength and interaction range
parameters, respectively. Note that these parameters are mode-specific: there are
four Aus parameters (Aαβ , Aαδ , Aγβ , and Aγδ) and four Bus parameters (Bαβ ,
Bαδ , Bγβ , and Bγδ). Furthermore, dus(t) is the current distance between the centres
of the target agent and the neighbouring agent (dus(t) = |−→r u(t) − −→

r s(t)|), and−→
n us(t) is the direction from the centre of agent s to the centre of agent u, which is

a normalized vector defined as follows (see also Fig. 1):

−→
n us(t) =

−→
r u(t) −−→

r s(t)

|−→r u(t) −−→
r s(t)|

(5)

In Eq. (4), Fus(t) is the interaction form factor, which accounts for the anisotropic
nature of interaction behaviour. Fus(t) depends on the angle between two vectors:
velocity of the target agent (−→v u(t)) and direction from the centre of agent u to the
centre of agent s (−→r s(t) −−→

r u(t)). This angle is denoted by Ψus(t) (see Fig. 1):

Fus(t) = λu + (1 − λu) · 1 + cos Ψus(t)

2
(6)

where parameter λu is the form factor constant. From Eq. (6), it follows that the
highest value of Fus is achieved when Ψus(t) is zero (i.e., the neighbouring agent is
in front of the target agent), and the lowest value of Fus is achieved when Ψus(t) is
π rad (i.e., agent s is behind agent u).

Finally, Ru and Rs are the radii of the target agent and the neighbouring agent,
respectively. Note that pedestrians are assumed to have a circular shape; thus, their
radius (Rα and Rβ ) is constant. However, cyclists are assumed to have an elliptical
shape. Therefore, for the purpose of calculating the interaction forces, the radius of
a cyclist agent (Rγ or Rδ) depends on the angle between its direction of movement
and the direction to the other agent (Ψγs(t) or Ψδu(t)), which is time-dependent. In
general, the radius of an agent is defined as follows (see also Fig. 1):

Ru(t) = wu√
1 − l2u−w2

u

l2u
· cos2 Ψus(t)

(7)
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where wu and lu are the width and length of the agent, respectively. For pedestrians,
wα = lα , so the radius is constant and equal to wα (see Eq. (7)). Rs can be calculated
with the same equation after substituting Ψus(t) by Ψsu(t), wu by ws , and lu by ls .

The velocities and positions of the target agent u are updated over time in
accordance with the following two equations:

−→v u(t + Δt) = −→v u(t) +−→
a u(t) · Δt (8)

−→
r u(t + Δt) = −→

r u(t) +−→v u(t + Δt) · Δt (9)

where Δt is the simulation time step length; and −→
a u(t) denotes the acceleration

at time step t . The acceleration −→
a u(t) is calculated using Eq. (1), although its

magnitude is constrained so that it is not greater than a maximum acceleration
defined as a parameter (amax

u ):

−→
a u(t) = min(amax

u , |−→f u(t)|) ·
−→
f u(t)

|−→f u(t)|
(10)

Furthermore, a constraint is imposed on the direction of vector −→v u(t + Δt).
If the angle between vectors −→v u(t) and−→v u(t + Δt) is higher than the maximum
turning angle (a parameter denoted by θu) multiplied by Δt , then the direction (not
the magnitude) of vector −→v u(t + Δt) is changed so that this angle equals θu · Δt .

3 Model Face-Validation Methodology

The model presented in Sect. 2 was implemented in MassMotion (a crowd simu-
lation software package). The face-validity of the model was tested by comparing
simulation output data to empirical traffic data derived from video recordings of a
shared space in Amsterdam (The Netherlands) in February 2016. The shared space
is rectangular (36 × 20 m) and contains no static obstacles; it is mainly used by
pedestrians and cyclists, who enter the rectangular area through any of its four sides
and exit it through any of its four sides as well. Note that a few mopeds were
observed in this area and they were treated as bicycles in this analysis. The main
goals of the face-validation were to acquire a reasonable set of parameter values (as
a first step towards extensive model calibration) and to determine whether the model
can realistically reproduce traffic dynamics on a shared space.

Figure 2 shows a scheme of the face-validation methodology. Six scenarios
were simulated using different parameter values. Every simulation scenario had a



482 Y. Yuan et al.

Parameter

set
Parameter

set

Scenario n, Run m

Scenario 1, Run m
Scenario 1, Run ...

Scenario 1, Run 1

RMSE total outflow, and RMSE average density

Parameter

set Simulation

model

Reference

data
Simulation

results

Selected parameter set 

with lowest RMSE

Average

RMSE

Scenario ..., Run ...

Fig. 2 Face-validation methodology, based on the concept presented in [4]. Note that, in this study,
n = 6, and m = 5

different mode-specific dynamic OD matrix (which was derived from the video
recordings) and was associated with a different set of reference data (which in
this case were average density and total outflow estimates derived from the video
recordings every 15 s). The scenarios covered situations with different demand
levels and OD patterns; the layout of the shared space was the same in all scenarios.
Every scenario was run five times for each set of parameter values in order to
account for model stochasticity (which is due to small variations in the times
and positions at which agents enter the shared space during simulation). The
results derived from the simulation model were compared to the reference data
by calculating the root mean square error (RMSE) of the total outflow and the
RMSE of the average density in each scenario (averaging the simulation results
of the five runs). These measures indicate the goodness of fit between simulated and
empirical data. The sets of parameter values that were tested differed only in the
values of interaction radii, strengths and ranges (Rα

max, R
γ
max, Aαβ , Aαδ , Aγβ , Aγδ ,

Bαβ , Bαδ , Bγβ , Bγδ), and relaxation times (τα , τγ ). These are the parameters that
have a higher influence on the interaction behaviour of pedestrian and cyclist agents.
The combinations of parameter values to be tested were generated by systematically
changing the value of one of these parameters within a certain range while leaving
the others unchanged (i.e., a grid search approach was used).

The grid search procedure (see Fig. 2) was implemented twice. First, a coarse
grid search was carried out in order to identify reasonable parameter value ranges.
The sets of parameter values given as input in this step were: 1, 2, . . . , 10 m for
Ru

max; 0.1, 0.2, . . . , 1.0 s for τu; 0.01, 1, 2, 3, . . . , 7 m/s2 for Aus ; and 1, 2, . . . ,
5 m for Bus . Next, a fine grid search was carried out giving more precise parameter
values as input (within the ranges identified in the previous step). Here, the main
goal was to identify the set of parameter values that represent walking and cycling
behaviour more realistically, which is the combination of parameter values leading
to the lowest average RMSE (see Fig. 2). Note that the following parameters were
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kept constant in both grid search steps: v0
α = 1.35 m/s, v0

γ = 3.00 m/s, λα = λγ =
0.2, wα = lα = 0.5 m, wγ = 1.0 m, lγ = 2.0 m, amax

α = amax
γ = 3.0 m/s2, θα =

π/4 rad, θγ = π/6 rad, and Δt = 0.2 s. These values are considered reasonable
given the authors’ experience in traffic simulation.

4 Face-Validation Results

Figure 3 shows selected results of the coarse grid search that provide insights on
walking and cycling behaviour (particularly on pedestrian–cyclist interactions). This
figure shows the RMSE values associated with combinations of parameter values
that differ only in the values of two parameters: the relaxation times of pedestrians
and cyclists (τα and τγ ) in Fig. 3a, and the intermodal interaction strengths of both
types of agents (Aαδ , Aγβ ) in Fig. 3b. In these figures, the values of the parameters
that remain constant are similar to the values identified later in the fine grid search.
Figure 3a shows that the relaxation time (τu) is generally higher for cyclists than for
pedestrians (note the area with low RMSE at the upper-left corner of the plot). This
implies that cyclists generally react to traffic conditions slower than pedestrians,
possibly as a result of the manoeuvring constraints of bicycles. Figure 3b shows
that the lowest RMSE values are obtained with low intermodal interaction strength
values (Aαδ , Aγβ ), at least within the considered range (note the area with low
RMSE at the lower-left corner of the plot).

Table 1 provides the best set of parameter values identified in the fine grid search.
Note that the relaxation times of pedestrians and cyclists (τα , τγ ) are 0.28 s and
0.7 s, respectively, which is in line with the results plotted in Fig. 3a. Interestingly,
the interaction strength of cyclists against pedestrians (Aγβ ) is larger than the one of
pedestrians against cyclists (Aαδ) (2.7 versus 0.1). This indicates that cyclists react
to the presence of pedestrians within their radius of interaction more strongly than
the other way around, possibly because cyclists can do more harm to pedestrians
in case of collision. Note that the maximum interaction radii (Rα

max, R
γ
max), the

intramodal interaction strengths (Aαβ , Aγδ), and the interaction ranges (Bαβ , Bαδ ,
Bγβ , Bγδ) have similar values for both pedestrians and cyclists (see Table 1).

Figure 4a, b shows the total outflows and average densities over time generated
by the simulation model in one of the scenarios (using the identified set of parameter
values, see Table 1), and compares them to the reference data. As shown in those
figures, the model can reproduce the empirical observations, which demonstrates
the potential of the proposed modelling approach.
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Table 1 Selected set of model parameter values after fine grid search.

Pedestrians Cyclists

Rα
max τα Aαβ Bαβ Aαδ Bαδ R

γ
max τγ Aγ δ Bγ δ Aγβ Bγβ

(m) (s) (m/s2) (m) (m/s2) (m) (m) (s) (m/s2) (m) (m/s2) (m)

3.0 0.28 0.05 1.5 0.1 1.5 3.2 0.7 0.1 1.5 2.7 1.5

Fig. 4 Comparison of simulation data to reference data (total outflows and average densities).
Note that the simulation results are the average of five simulation runs. (a) Total outflows.
(b) Average densities (count/total area)

5 Conclusions and Outlook

This paper presented a social force model describing walking and cycling behaviour
in shared spaces. The face-validity of the model was tested by comparing simulation
output data to empirical traffic data collected at a shared space in Amsterdam. This
led to the identification of a reasonable set of model parameter values. Furthermore,
the face-validation results indicate that the model reproduces the macroscopic
characteristics of traffic observed at the shared space in Amsterdam. Therefore we
conclude that the model describes walking and cycling behaviour in a plausible
way. Nevertheless, further research is necessary to improve the model. Firstly, it is
necessary to include an anticipation term in the model to account for long-range
collision avoidance behaviour. Also, other relevant types of forces (e.g., repulsive
forces exerted by static obstacles, and drift forces) need to be included in order to
model walking and cycling behaviour more realistically. Secondly, the acceleration
and turning-angle constraints could be modelled together to account for the fact that
cyclists compensate between the two. Finally, the model needs to be extensively
calibrated and validated, preferably using individual trajectory data.
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Multi-Attribute, Multi-Class, Trip-Based,
Multi-Modal Traffic Network
Equilibrium Model: Application
to Large-Scale Network

Mostafa Ameli, Jean-Patrick Lebacque, and Ludovic Leclercq

Abstract Transportation systems are dynamically driven not only by non-linear
interactions between the different components but also by significant feedbacks
between network state and user decision. In this work, we consider a trip-based
multi-modal approach to network equilibrium. We assume that mode and path
choice is carried out at the same level; therefore, travel time depends on the travel
path and the mode attributes of travelers. First, we analyze the existing approaches
in the literature to model users’ heterogeneity. Second, we present a formulation
for static traffic network equilibrium and propose a hybrid formulation of the
cost function for trip-based traffic assignment. Third, we consider dynamic traffic
assignment (DTA) and propose a variational inequality formulation of the trip-based
fixed demand function for the multi-class dynamic traffic equilibrium problem.
Finally, we analyze the equilibrium in a large-scale DTA test case (Lyon 6e +
Villeurbanne) by a simulation-based approach. Moreover, we propose a novel trip-
based algorithm to solve the discrete DTA problem and compare it with the gap
function-based method.
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1 Introduction

Network equilibrium is a situation of the traffic network in which all users’ travel
costs in all routes actually used are equal and less than those which would be
experienced by a single user on any unused route. Generally, travelers consider
different criteria in selecting their optimal properties of travel, including travel
route and travel mode(s). Most multi-class flow models classify travelers by
identifying traveler attributes. In the literature, this classification process identifies
eight categories of information about travelers:

1. Choice model: Users are divided into different groups based on the behavioral
model that they take into account to choose the route and mode(s) [6].

2. Cost function: Link cost or path cost can be different for each class of users, e.g.,
the toll of the links can be different for each class [2].

3. Economic attributes: Users are categorized into different classes based on their
income [8].

4. General cost function: The goal of the generalized cost function is to present
function which aggregates time and monetary cost. Typically, the general cost
function (GC) integrates travel time (T T ) and travel cost (T C). GC can take
into account the class-dependent value of time (VOT) [10]:

GC = T C + αi.T T (1)

where αi is VOT for class i.
5. Knowledge level of the network: Users can be classified by the ability to access

the real-time traffic information (ATIS) [2].
6. Risk taking attitude: Risk is defined as the expected value of the unfavorable

outcome. Travelers treat travel time variability as a risk in their travel choices
because it introduces uncertainty for an on-time arrival at the destination [9].

7. Social class: To classify users into social classes cannot make difference in
equilibrium calculation. The advantage is to estimate the demand in traffic
assignment problems with variable demand [1].

8. Vehicle class: In multi-modal traffic network, vehicle classes are defined in order
to calculate the travel time and cost based on mode attributes.

Traffic assignment mathematical models are divided into two main categories:
flow-based and trip-based [6]. Here, we consider the trip-based approach to be
more realistic for a large-scale traffic network. Therefore the path flow model will
be discrete. Concerning the mathematical model, the problem is known as static
traffic assignment (STA) when the origin–destination (OD) matrix and the link
flows are assumed to be time-independent. On the other hand, if time dependence is
considered, the problem becomes a dynamic traffic assignment (DTA). In this study,
we apply the model to a real test case (Lyon 6e + Villeurbanne) by a simulation-
based approach. In order to solve DTA model, we present a new heuristic approach
to find equilibrium and compare it to one of the efficient approach based on method
of successive average (MSA) by Lu et al. [4].
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In the next section, the multi-class model is presented. The Wardrop condition for
the network equilibrium model is discussed for STA and DTA in Sect. 2. Moreover,
the uniqueness of the solution is also discussed in this section. The new algorithm to
find the network equilibrium and the numerical experiment are explained in Sect. 3.
Finally, we conclude this study by presenting the numerical results and discuss them
in Sect. 4.

2 The Multi-Attribute, Multi-Class, Trip-Based,
Multi-Modal Model

In order to describe the traveler behavior, a general cost function that takes into
account four types of information (categories 2, 3, 4 and 7) defined in Sect. 1 is used.
Typically the general cost function (GC) will take into account the class-dependent
value of time (VOT) [10] denoted αi for class i, and a vector βi of economic and
social class parameters. Hence the general cost of path p (p ∈ P : set of paths) is

GCp(αi, βi) = T Cp(βi) + αi.T Tp (2)

The vector of parameters βi includes the mode(s) and social attributes of a traveler.
For instance, one class in the network can be students who pay less to use the
transit network and who have the specific value of time. The value of parameters
and classes identification will be presented in Sect. 3. Each user is able to perceive
the travel cost and travel time on a link. The demand of OD pair w (w ∈ W : set of
OD pairs) is

di
w =

∑

p∈Pw

πi
p , di

w ≥ 0 (3)

where i is the user class index (i ∈ 1, 2, ..., k), Pw is a set of paths for w and πi
p is

the number of users of class i on path p. After assigning the user to the path between
OD pair w, πa (the number of users on link a) is

πi
a =

∑

p∈P

πi
pδap , πa =

k∑

i=1

πi
a (4)

where a is the link index (a ∈ A: set of links in the network), πi
a is the number of

users of class i on link a and δap = 1 if path p contains link a and 0, otherwise.
The travel time/cost function depends on the congestion of the link. Therefore, the
travel time and cost are calculated by the following formulas:

T Ta = T Ta(πa) , T Ci
a(βi) = T Ci

a(βi, πa) (5)
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Consequently, the link generalized cost function is calculated as follows:

GCa(αi, βi) = T Ca(βi, π) + αi.T Ta(π) (6)

2.1 STA equilibrium model

In the STA, the elastic OD demands are assumed to depend on averaged generalized
OD travel costs via the OD demand functions. The OD demand functions are general
and can depend not only on travel disutilities of each class on pair w, but also on
other classes of users on other OD pairs. Therefore, the demand of class i for OD
pair w is

di
w = Δi

w(GC
i

w) (7)

where GC
i

w is averaged general cost of OD pair w. Δi
w denotes the demand

function. The static traffic network equilibrium condition is defined as: For each
class i, for all OD pair w ∈ W and for all paths p ∈ Pw, the equilibrium conditions
are

{
GCp(αi, βi) = GCi

w
∗

if πi
p
∗

> 0

GCp(αi, βi) ≥ GCi
w
∗

if πi
p
∗ = 0

(8)

{
Δi

w(GCi
w
∗
) =∑p∈Pw

πi
p
∗

if GCi
w > 0

Δi
w(GCi

w
∗
) ≤∑p∈Pw

πi
p
∗

if GCi
w = 0

(9)

where GCi
w
∗

is the minimum general cost of user in class i for travel between OD
pair w and πi

p
∗

is the optimal number of user class i on path p.
As presented in [5] the flow pattern π∗ being the solution of this network equi-

librium model is equivalent to solving the following finite-dimensional variational
inequality formulation:

k∑

i=1

∑

a∈A

GCi
a(πa)

(
πi

a − πi
a

∗)−
k∑

i=1

∑

w∈W

GCi
w

∗
(di

w − di
w

∗
)

+
k∑

i=1

∑

w∈W

(
di
w

∗ − Δi
w(GCi

w

∗
)
) (

GCi
w − GCi

w

∗) ≥ 0 ∀π ∈ H

(10)
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where (πi
a
∗
, di

w
∗
) ∈ H satisfy the equilibrium. H denotes the flow constraints

(Eq. (3)); π∗ must also be in H . Equation (10) equivalently, in standard form:

〈F(X∗)T ,X − X∗〉 ≥ 0 ∀X ∈ H (11)

where F ≡ (GC(),−GC()T , d − Δ(GC)) and X ≡ (π, d,GC).

2.2 DTA equilibrium model

Consider a network G(N, A) with a finite set of nodes N and a finite set of directed
links A. The demand is time-dependent. The period of interest (planning horizon)
of duration H is discretized into a set of small time intervals indexed by τ (τ ∈ T =
{τ0, τ0 + σ, τ0 + 2σ, ..., τ0 + Mσ } and τ0 + Mσ = H ). σ is the duration of the
time intervals. In an interval τ , travel time and traffic conditions do not change. The
important notations to introduce the dynamic equilibrium model are as follows:

Pw, τ : set of paths for w in departure time τ .
P ∗

w, τ : set of shortest paths for w in departure time interval τ .
p: index of path, p ∈ Pw, τ .
p∗: index of shortest path, p∗ ∈ P ∗

w, τ .
GCp, τ (αi, βi): general cost of path p for user class i in departure time τ .
GCi

w, τ
∗
: minimum general cost of OD pair w for user class i in departure time τ .

For each class i, for all OD pair w ∈ W and for all paths p ∈ Pw, the dynamic traffic
network equilibrium condition with fixed travel demands for the aforementioned
traffic network equilibrium problem is

⎧
⎪⎪⎨

⎪⎪⎩

GCp, τ (αi, βi) − GCi
w, τ

∗ ≥ 0

πi
p, τ (GCp, τ (αi, βi) − GCi

w, τ
∗
) = 0

πi
p, τ ≥ 0

(12)

The solution of this problem is equivalent to finding the solution to the following
variational inequality:

∑

w∈W

T∑

τ=1

k∑

i=1

∑

p∈P(w,τ)

GCi
w,p, τ

∗ (
πi

w, p, τ − πi
w, p, τ

∗) ≥ 0 (13)

Existence of solution(s) to Eq. (13) needs the continuity of the generalized cost
functions of paths with respect to the numbers of users on paths. In this case,
the uniqueness of the solution requires the strict monotonicity of the OD paths
generalized cost functions with respect to OD path flows (i.e., number of cars). In
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general urban transportation networks, these conditions are not guaranteed to hold.
In the next section, we present a new heuristic algorithm to find a solution for the
dynamic traffic network equilibrium model.

3 Trip-Based Solution Algorithm and Numerical
Experiments

This simulation-based study works on trip-based DTA which transforms the solution
space from continuous space to discrete space. The optimization process is executed
for each departure time interval that contains two loops. The outer loop finds a
new shortest path from origin to destination w and the inner loop finds a best
assignment path for the path set of the current outer loop [7]. At the end of each
outer loop, the best solution is kept and used to enter to the next outer loop. The
optimization method updates the assignment plan in each iteration of inner loop.
There is a convergence test for each loop. There are two differences between outer
loop convergence test (OCT) and inner loop convergence test (ICT). First, in the
outer loop we calculate the quality indicator (Eq. (14)), based on the new shortest
path(s) but in ICT the path set is fixed during the inner loop and just the shortest
path is updated in each iteration. Second, in ICT we calculate the difference of total
gap between two iterations of the inner loop, but in OCT, we compare the total gap
with a small reference value to check the convergence. The total gap as a quality
indicator in time interval τ is

Gap(π,GC∗) =
∑

w∈W

k∑

i=1

∑

p∈P(w,τ)

πi
w, p(GCi

w,p − GCi
w,p

∗
) (14)

The heuristic methods are path-swapping descent direction methods that decom-
pose the problem into many (origin-destination, departure time interval) subprob-
lems and solve each of them by adjusting time-varying OD flows between all
non-shortest paths and the shortest path(s). Moreover, in this study, the optimization
process is applied to each class of users.

To enable the deployment of large-scale (simulation-based) DTA models, [4]
proposes a heuristic approach which we called “gap-based” method in this study.
In iteration λ of this method, a fraction 1

λ+1 of users on each non-shortest path
swap to the one of the shortest path in current iteration. The new method which is
called “probabilistic method” is a trip-based approach which is without step size
for optimization. For each user the probability of swap to the shortest path(s) is
calculated by the following formula:

Swap indicator = GCp − GC∗
p

GCp

(15)
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Fig. 1 Lyon 6e + Villeurbanne: Mapping data ©Google 2017 and the traffic network by using
SymuVia

Table 1 User classes and their value of time for the Lyon 6e + Villeurbanne network

Percentage of trips (%) Class name (job) Value of time [euro/s]

44.7 Worker 0.01

8.2 Student 0.005

0.7 Worker–student 0.008

18.8 Retired 0.006

3.2 At home 0.004

8.2 Elementary school 0.004

10.3 Secondary school 0.005

5 Unemployed 0.004

0.9 Other 0.006

Then, we use a random number for taking a decision about swapping the user or
not. If the random number is lower than indicator the user swaps to the shortest path
and otherwise, the user keeps his/her path for the current iteration.

The model for multi-class DTA is applied to a large-scale network of Lyon 6e +
Villeurbanne with 1883 nodes, 3383 links, 94 origins, 227 destinations and 54,190
trips. This network located in Lyon is described in Fig. 1. The trips are divided into
9 classes that are presented in Table 1.

In this work, we use SymuVia1 as a trip-based simulator for calculating the
needed variables in the network. SymuVia has been developed by the LICIT
laboratory in IFSTTAR. It is a microscopic simulator based on a Lagrangian
discretization of the LWR model [3]. It has a simulation time-step equal to 1 s
and collects the information at the link level every 1 min. Note that the dynamic

1SymuVia is an open source simulator that will be available starting winter 2018.
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simulator uses Eq. (6) to calculate the generalized travel cost on a link at each time
interval.

The optimization process is executed for 9 outer loops that means we have 10
paths per OD. In each outer loop, 20 inner loops have been executed to find the
best assignment pattern. Note that we have one more simulation per outer loop for
keeping the best assignment pattern.

4 Numerical Results and Conclusion

The full optimization process is done for both methods and the quality of the
solution at the end of each outer loop is evaluated by the following indicator that
calculates the travel time gap per user in minutes:

Gap(π, GC∗) =
∑

w∈W

∑T
τ=1

∑k
i=1
∑

p∈P(w,τ) πi
w, p, τ (GCi

w,p, τ − GCi
w,p, τ

∗
)

∑
w∈W

∑T
τ=1

∑k
i=1
∑

p∈P(w,τ) πi
w, p, τ

(16)

The test results of two optimization methods on the multi-modal large-scale
network are presented in Fig. 2. The total gap (Eq. (14)) and the quality indicator
(Eq. (16)) are calculated for each outer loop with the updated shortest path. The
average delay for each user by the gap-based method is around 30 s but this value
for the probabilistic method is around 3 s. It shows that the new method obtains 10
times better quality than the gap-based method on this large-scale network.

Fig. 2 Comparison of gap-based method and probabilistic method which is proposed by this study
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The multi-attribute multi-class model and optimization process has a successful
application on a multi-modal large-scale network. The new method (probabilistic)
as a trip-based approach works significantly better than the gap-based method. It
is free from step size and it converges faster in this study. The authors propose the
following topics for the future works:

• Extend the multi-attribute, multi-class trip-based model to activity-based models
in order to consider travel with activity chains;

• Compare and analyze the performance of the method in other large-scale
networks with different topologies;

• Compare the other types of heuristic methods with the probabilistic method.
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under the European Union’s Horizon 2020 research and innovation program (Grant agreement No.
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Microscopic Cycling Behavior Model
Using Differential Game Theory

Alexandra Gavriilidou, Yufei Yuan, Haneen Farah,
and Serge P. Hoogendoorn

Abstract In order to develop design guidelines and assess the implications on
traffic flow operations and safety, microscopic behavioral models are used. The
increasing interest in cycling in cities necessitates the development of a model that
captures the movement of cyclists. Given the fact that cyclists exert effort for their
motion, the theory of effort minimization can be adopted from the micro-economic
theory of subjective utility maximization. Also, due to their size and flexibility,
close interactions between cyclists are possible, which can be resolved by solving a
differential game. This solution determines the optimal control strategy of a cyclist
and is, hence, a microscopic cycling model. In this paper we explain the derivation of
such a model. Moreover, we demonstrate its plausibility by interpreting the derived
equations and face validating the model. The results indicate the need to consider
traffic rules and to collect bicycle trajectory data.

1 Introduction

Even though the interest in cycling in cities increases, research into the microscopic
behavior of cyclists, i.e., how cyclists interact with other traffic participants and
with the infrastructure, is still in its infancy. It is, therefore, important to study and
understand the movements of cyclists and develop models that can capture their
behavior. The model proposed in the present study focuses on interactions between
cyclists, assuming no other modes and no effects from the infrastructure are present.

The outline of this paper is as follows: A literature overview of the microscopic
modeling approaches is provided in Sect. 2, while in Sect. 3 the derivation of the
cycling behavior model is described. Sect. 4 demonstrates the plausibility of the
developed model. The main conclusions and recommendations of this study are
discussed in Sect. 5.
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2 Microscopic Modeling Approaches

The early microscopic cyclists’ behavior models made use of the behavioral models
developed for cars while adjusting their parameters to reflect the lower speeds of
bicycles and their smaller size. Such vehicular modeling paradigms include the rule-
and velocity-based models. In addition to these, force-based models, which stem
from research on pedestrian dynamics, were developed to model the microscopic
cycling behavior. The characteristics of each of these methods are described in this
section, along with utility-based models which have not yet been used to represent
cyclists’ movements.

The most commonly used rule-based models are cellular automata (CA), pro-
posed by Nagel and Schreckenberg [13]. They are discrete in time and space and
vehicle movements are determined by a set of rules. The cell size was originally
defined such that one vehicle fits per cell, allowing for the tracking of individual
vehicles (i.e., microscopic level) through the grid of cells. However, modeling
mixed traffic conditions (i.e., cycling on the road among motorized traffic) required
adjustments to represent the difference in sizes and speeds between the modes.
These adjustments concern the size of the cells and their occupancy in time. A nice
example is the model developed in [12], where the cell occupancy is not only a
function of the vehicle type but also of its speed. This way the model accounts for
the variable lateral distance that bicycles keep from cars around them in order to
maintain a sense of comfort and safety.

Velocity-based or longitudinally continuous models constitute a different model-
ing approach usually found in microscopic traffic simulation tools, such as VISSIM
[4]. They are continuous in space and time and make use of separate models for
the longitudinal and lateral control. The former is based on car-following models,
while the lateral behavior is usually determined by a discrete choice model. Another
alternative is the continuous lateral model of [3]. In this model, the lateral position
is selected such that it maximizes the minimum time-to-collision (TTC) with
surrounding traffic (i.e., time remaining for collision if no change in the position
is made).

Force-based models assume agents to behave as particles that attract or repel
each other. The most common method which stems from the modeling of pedestrian
dynamics and was first proposed by Helbing and Molnar [5] is the social force
models. They are continuous in space, allowing for movement in a two-dimensional
plane in reaction to a set of forces acting on the individual by the surroundings.
The forces represent the desire to follow a certain path and at the same time avoid
bumping into obstacles and other road users. The former takes into account the
desired speed and direction of each individual. The interaction force distinguishes
between a psychological component, dependent on the distance from infrastructure
and from other traffic participants, and a physical component, activated upon
contact, to represent countering body compression and sliding friction [6].

Another modeling paradigm is based on utility theory. Utility-based models were
introduced in economics to model market dynamics based on the assumption that



Microscopic Cycling Behavior Model Using Differential Game Theory 499

humans strive to maximize their benefits while behaving rationally. This concept
of conscious decision making has been used in pedestrian research, but not yet to
model cycling behavior. It encompasses two approaches, namely the discrete choice
models [1] and models based on game theory [9]. The former are data-driven and use
time and space discretization, but contrary to CA models the grid moves along with
the individual instead of being fixed in space. In game theoretical approaches, the
different agents are assumed to adopt strategies, like cooperating or not, to resolve
conflicts and make decisions. Such a model is derived in the following section.

3 Cycling Behavior Model Derivation

Drawing a parallel from the utility maximization principle, it can be stated that since
cyclists exert effort (physical as well as mental) for their motion, they move in a
manner that minimizes this effort by applying optimal control and differential game
theory. It is, therefore, important to define their objective cost (effort) function Jp,
which, in optimal control theory, is generally determined by integrating the running
cost Lp of cyclist p over the planning period [t, t + T ), where t and T denote the
current and the terminal time, respectively [9]:

Jp =
∫ t+T

t

e−sLp ds (1)

For the derivation of the model, it is assumed that the running cost comprises
three components. The first describes the cost that is incurred by deviating from
the desired path (defined by a desired speed vp

0 and direction θp
0). The second

component refers to the application of control up, namely changing speed or
direction. The third component captures the cost of approaching other cyclists q,
while taking into account anisotropy with respect to the relative location of others.
This anisotropic character of cyclist motion (i.e., cyclists in front have a bigger effect
than those behind) is taken into account by the factor β proposed in [7]:

β = ψ + (1 − ψ)
1 + cos φpq

2
(2)

where ψ determines the level of anisotropy ∈ [0, 1] and φpq denotes the angle
between the direction of p and the position of q (Fig. 1).

Due to the fact that the change in direction is controlled by steering the bicycle,
angular movements are more representative than lateral ones and this has led the
authors to the choice of polar coordinates instead of Cartesian ones. The control up
is then reflected by the longitudinal acceleration ap and the angular velocity ωp. It
should be noted that a very simple model is assumed to describe bicycle kinematics,
yet more complex models, such as those in [11], could also be used.
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Fig. 1 Definition of (1) the
angle φpq between the speed
vector of cyclist p and the
position of cyclist q and (2)
the direction of positive
steering ωp

Given this, the running cost function is expressed by

Lp = 1

2
(v0

p − vp)
2 + 1

2
(θ0

p − θp)
2 + 1

2
a2

p +
1

2
ω2

p +
∑

q

e−
rpq
R β (3)

where vp and θp denote the current speed and direction of p, respectively, and rpq the
distance between cyclists p and q. R is the discount distance factor (i.e., the range
of the repulsive interactions).

In order to solve the optimization problem, two assumptions are made. First, a
non-cooperative behavior between agents is assumed which means that each person
optimizes their own cost function while being aware that the opponents will do the
same. Second, we assume zero-acceleration for the opponents, i.e., the opponents
do not change their speed or direction during the prediction period.

The state of a cyclist can be fully described by the vector
−→
ξp = (xp, yp, vp, θp).

Since the control variables (ap and ωp) are derivatives of state variables, the
evolution of the system is governed by differential equations. This makes it a
differential game [10], whose optimal strategy can be found using Pontryagin’s
principle [14].

First, the Hamiltonian function is defined as

H = Lp +−→
λ

d

dt

−→
ξp (4)

where
−→
λ denotes the co-state or marginal cost vector.

The optimal control up
∗ is then given by

up
∗ = argminH(t, ξp, up, λ) (5)
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Once behavioral parameters are added as weights to the solution obtained from
Eq. (5), the model is derived. The optimal longitudinal acceleration ap

∗ is described
by Eq. (6) and the optimal angular velocity ωp

∗ is given by Eq. (7).

ap
∗ = vp

0 − vp

τ
−
∑

q

e−
rpq
R

(
A

cos φpq

R
β + B

(1 − ψ)

2

sin2 φpq

rpq

)
(6)

ωp
∗ = θp

0 − θp

ζ
−
∑

q

e−
rpq
R

(
C

sin φpq

R
β + D

(1 − ψ)

2

cos φpq sin φpq

rpq

)
(7)

where A and B denote the interaction strength for longitudinal control. C and D

denote the interaction strength for angular control. τ and ζ are the relaxation times
for longitudinal and angular control, respectively.

The interpretation of these equations and their plausibility are demonstrated in
the following section.

4 Model Plausibility Demonstration

Having derived the model, its plausibility is checked. The first step is to interpret the
derived model (Eqs. (6) and (7)). Then the value ranges of the behavioral parameters
are derived by face validating the model.

4.1 Model Interpretation

Equation (6) describes the optimal longitudinal acceleration and Eq. (7) the optimal
angular steering. The first term in both equations reflects the urge to cycle with
the desired speed and at the desired direction, while there is a relaxation time till
the corresponding desired parameter is reached. The other two terms describe the
behavior upon interaction with other cyclists.

Figure 2 visualizes these interaction terms with a cyclist q at every angle from
cyclist p and at very close proximity (0.5 m) or further away (5 m). It can be seen that
the reaction is much more intense for cyclists nearby than for those further away.
The magnitude of these effects depends on the selection of parameters R and ψ .
In the displayed case, the value of the distance discount factor comes from the face
validation process described in Sect. 4.2 and is R = 3, while the level of anisotropy
is set to ψ = 0.2, so that interactions beyond the vision field have little effect [2].

At the top part of the figure the acceleration is shown. The second term
corresponds to reactions to cyclists in the front, i.e., 0–90◦ and 270–360◦ (braking
to avoid collision) and in the back (slight acceleration). The third term captures the
interaction with cyclists coming from the left (90◦) or the right (270◦) and since
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no traffic rules have been introduced yet, both situations result in braking to avoid
colliding.

The interaction terms of the optimal steering are depicted at the bottom part of
the figure. Based on the definition of positive steering of Fig. 1, both terms result in
steering to shy away from cyclists approaching vertically or diagonally.

4.2 Face Validation

The face validation examines a wide range of parameter values and aims to
limit these ranges based on the resulting fundamental diagram and the cyclist
trajectories. According to the literature, the critical density ranges between 0.05 and
0.14 bicycles/m, while the jam density between 0.27 and 0.45 bicycles/m [8]. Since
there are literature findings concerning the fundamental diagram for cyclist traffic,
it is the starting point for the face validation.

In order to obtain the fundamental diagram, it is assumed that equilibrium
conditions have been reached. This means that there is no steering to switch lanes
(ωp

∗ = 0) and no acceleration or braking (ap
∗ = 0). Equation (6) can then be

solved to give the equilibrium speed corresponding to a certain density (i.e., amount
of cyclists). By varying the amount of cyclists, the speed–density relationship can
be obtained. It should be noted that this step can only face validate parameters R,
A, and τ , because in the described setup cyclists form a single file, thereby zeroing
the term of parameter B.

First, coarse grids are examined and they become finer based on their perfor-
mance. The initial ranges are R ∈ [0.1, 10], τ ∈ [0.6, 1], and A ∈ [0.1, 104],
because of the physical interpretation of the corresponding parameter (R is distance
in meters, τ is time in seconds, and A is the interaction strength). It is observed
through the resulting fundamental diagram that R has an effect on the critical
density, limiting its range to R ∈ (2, 5), while τ and A have an impact on the
jam density, which limits the range of A to (20, 50).

Following this step, parameter B is face validated by checking that cyclists brake
to avoid colliding or riding through each other in case of a colliding crossing course.
This leads to a range for B ≥ 10.

The last step is to examine the steering behavior of non-colliding cyclists and
get ranges for parameters C, D, and ζ . When cyclists are in close proximity,
they steer away from each other. The effect of these parameters on the resulting
cyclist trajectories is displayed in Fig. 3 for pairs of bi-directional cyclists who are
initially separated by different vertical distances Δy. By changing the parameter
values and looking at the resulting trajectory plots, it is observed that parameter C

determines the magnitude of their steer-away movement, while D influences how
far they deviate from each other. The value of ζ impacts the time it takes to return
to the desired path. Since there is no literature studying this behavior, it becomes
harder to draw quantitative conclusions regarding these parameters. This, however,
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demonstrates the plausibility of the model and highlights the need to collect and
study bicycle trajectories.

5 Conclusions

In this paper a microscopic cycling behavior model has been derived based on
effort minimization and differential game theory and its plausibility has been
demonstrated. The developed model is, however, based on simple assumptions
regarding the bicycle kinematics and the way cyclists anticipate the behavior of
others. Moreover, the current model is not yet calibrated. These limitations create
two directions for future research. One is to extend the model by considering more
elaborate schemes, such as elliptical shape for the bicycles, the explicit reaction of
other cyclists, and traffic rules. The other is the collection of bicycle trajectory data
to calibrate and validate the model.
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Simulating Bicycle Traffic by the
Intelligent-Driver Model: Reproducing
the Traffic-Wave Characteristics
Observed in a Bicycle-Following
Experiment

Valentina Kurtc and Martin Treiber

Abstract Bicycle traffic operations become increasingly important and yet are
largely ignored in the traffic flow community, until recently. We hypothesize
that there is no qualitative difference between vehicular and bicycle traffic flow
dynamics, so the latter can be described by reparameterized car-following models.
To test this proposition, we reproduce bicycle experiments on a ring with the
intelligent-driver model and compare its fit quality (calibration) and predictive
power (validation) with that of the necessary-deceleration-model which is specif-
ically designed for bike traffic. We find similar quality metrics for both models, so
the above hypothesis of a qualitative equivalence cannot be rejected.

1 Introduction

In spite of its growing relevance, past research on bicycle traffic operations in
experiments [3, 6, 7, 11] and models [1, 2, 4] is remarkably scarce. In contrast,
there is a multitude of empirical and experimental investigations for vehicular traffic
flow, as well as a plethora of models (for an overview see, e.g., [8]). Therefore, it is
natural to ask whether there is a significant qualitative difference between vehicular
and bicycle traffic flow at all. In other words, the question arises if one can use the
well-developed car-following models for the simulation of bicycle traffic instead of
creating new bicycle models.

In this paper, we test the intelligent-driver models (IDM) [10] as a typical repre-
sentative of car-following models against the “ring-road” bicycle traffic experiments
of Andresen et al. [1, 11]. In addition, we compare the IDM fit quality with that of a
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specifically designed “bicycle-following model,” the necessary-deceleration-model
(NDM) [1].

In the following two sections, we shortly describe the models and the exper-
iments. Section 4 specifies the calibration procedure before we present our main
calibration and validation results in Sect. 5 and conclude with a discussion in Sect. 6.

2 Models Under Investigation

Two microscopic car-following models are considered—the IDM [10] and the NDM
[1]. Both of them are formulated as coupled ordinary differential equations and
characterized by an acceleration function which depends on the actual speed v(t),
the approaching rate Δv(t) = v − vl to the leader, and the gap s(t).

The IDM is defined by the acceleration function [10]

v̇IDM(v,Δv, s) = a

[
1 −

(
v

v0

)4

−
(

s∗(v,Δv)

s

)2
]

, (1)

where s∗(v,Δv) = s0 + max(0, vT + v Δv/(2
√

ab)) is the dynamically desired
gap. The IDM contains five parameters to identify via calibration—a, v0, s0, T , b.
Recently, it has been found that stochasticity plays a significant role for low-speed
traffic flow, so we have added the simplest form of white acceleration noise to the
acceleration equation (see [9] for details) when simulating collective effects, cf.
Sect. 5.4.

The NDM is originally formulated in terms of difference equations for the
speed [1] which, in the limit of update times Δt tending to zero, is equivalent to
a coupled differential equation with the acceleration function

v̇NDM(v,Δv, s) = acc − min(dec1 + dec2, bmax), (2)

where

acc =
{

0 s ≤ d(v)
v0−v

τ
s > d(v),

(3)

dec1 = min

(
(Δv)2

2(s − l − s0)
, bmax

)
, (4)

dec2 =
{

bmax
(s−d(v))2

(l−d(v))2 s ≤ d(v), Δv ≤ ε

0 otherwise.
(5)

The safety distance d(v) = s0 + l + vT is a linear function of the cyclist’s speed
v, and l is a length of the cyclist. The NDM has five parameters to calibrate—
τ, v0, s0, T , bmax.
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3 Ring-Road Experiment

Trajectory data of bicycle experiments were considered for calibration and val-
idation. These experiments were conducted by the University of Wuppertal in
cooperation with Jülich Forschungszentrum on 6th of May, 2012 [1]. Cyclists
were moving one after another along the oval track of 86 m length. However the
measuring area covered only a straight line of 20 m length. Group experiments were
performed for several density levels—5, 7, 10, 18, 20, and 33 participants.

Recently, further experiments with up to 63 cyclists have been performed [3]
giving essentially the same results and showing even more pronounced stop-and-go
waves for the higher densities.

4 Methods

We have estimated the model performance by two approaches. One is based on
trajectories, and the other on aggregated properties of scatter plots derived from
stationary measurements (virtual detectors).

4.1 Calibrating and Validating Trajectories

Pairs of consecutive trajectories were used for calibration and validation according
to the global approach [5, 8]. Specifically, the microscopic model was initialized
with the empirically given speed vsim(t = 0) = vdata(t = 0) and gap ssim(t =
0) = sdata(t = 0), and the trajectory of the following cyclist for a given leader
trajectory was calculated using the ballistic update (see Chapter 10.2 of [8]) with a
time step Δt = 0.04 s. Afterwards, the simulated gaps sdata(t) were compared with
the experimentally observed gaps by means of two objective functions, namely the
absolute error measure

Sabs =
∑n

i=1(s
sim
i − sdata

i )2

∑n
i=1(s

data
i )2

, (6)

and the relative error measure

Srel = 1

n

n∑

i=1

(
ssim
i − sdata

i

sdata
i

)2

. (7)
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4.2 Comparing Microscopic Fundamental Diagrams

We used virtual stationary detectors at several positions of the ring and calculated

• the instantaneous speed vi of cyclist i at passage time,
• the “microscopic density” ρi , i.e., the inverse space headway to the leader at

passage time, and
• the microscopic flow Qi = ρivi , i.e., the inverse (time) headway.

We combined these data to microscopic speed–density scatter plots both for
the simulations and the experiments by defining the sets {[ρdata

i , vdata
i ]} and

{[ρmodel
i , vmodel

i ]}, respectively. In order to quantitatively compare the similarity,
we create a partitioning of the data points by filtering them according to N equally
spaced density intervals

V src
j = {v(src)

i : ρ
(src)
i ∈ [ρj , ρj+1], i = 1, . . . ,Msrc}, (8)

where j = 1, . . . , N, src = {data,model}. The key idea is to interpret V src
j as a

one-dimensional random variable. Now we calculate the (cumulative) distribution
functions both for the experiment, FV data

j
(x), and the simulations, FV model

j
(x), and

calculate the Kolmogorov–Smirnov distance

Dj = sup
x

|FV data
j

(x) − FV model
j

(x)|, j = 1, . . . , N. (9)

The distance Dj averaged over all density bins provides the quantitative metric
which estimates the similarity of two data-clouds

D∗ = 1

N

N∑

j=1

Dj . (10)

5 Results

5.1 Free Acceleration

First, we compare and calibrate the free acceleration profile against the experimental
results (cf. Fig. 4 of [1]). After calibrating the relevant IDM parameters to the
values v0 = 4.3 m/s2 and a = 1.0 m/s2 and adding a small amount of white noise
(intensity Q = 0.02 m2/s3), we found a better agreement compared to the NDM
(Fig. 1).
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Fig. 1 First stage of the free
acceleration of cyclists.
Shown are a typical
experimental profile and the
NDM prediction taken
from [1], and two realizations
from the stochastic IDM
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5.2 Collective Driving Behavior

Both models have been calibrated for all trajectory pairs and optimal parameter
value distributions were obtained. Table 1 presents the calibration errors. For both
error measures (Eqs. (6) and (7)) lower error values correspond to the IDM, whereas
higher errors come from the NDM.

The use of several error measures can be interpreted as a benchmark for the
robustness of the model calibration. Specifically, for a good model, the calibration
results and the distribution of the calibrated parameters should not significantly vary
with the chosen error measure. We compare the Kolmogorov–Smirnov distance

Dn = sup
∣∣F1,n(x) − F2,n(x)

∣∣ (11)

of the distributions F1,n and F2,n of parameter n as obtained by calibrating the
trajectories with respect to the absolute and relative error measure Sabs and Srel,
respectively. According to the results presented in Table 2, the IDM tends to be
slightly more robust than the NDM.

Table 1 Calibration errors
(%) for IDM and NDM

Model
√

Sabs
√

Srel

IDM 2.86 3.01

NDM 4.85 5.05

Table 2 Kolmogorov–
Smirnov distance (11) Dp of
the parameter values for the
two models

IDM Da Dv0 Ds0 DT

0.023 0.027 0.036 0.029

NDM Dτ Dv0 Ds0 DT Dbmax

0.043 0.035 0.072 0.026 0.039
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Fig. 2 Speed–density relation for the data, the IDM (a) and the NDM (b), (c) values of the metric
Dj for j th density bin, (d) boxplots corresponding to the IDM (left) and the NDM (right)

5.3 Microscopic Fundamental Diagrams Comparison

We have calculated the microscopic fundamental diagram and the distance measures
both for the real data and for the simulation of the two models with the optimal
parameter values without noise. The results are shown in Fig. 2.

5.4 Stop-and-Go Waves

Besides calibrating the IDM by trajectory pair, we also tested if the IDM can
produce collective effects such as the stop-and-go traffic observed in the experi-
ments [1] and [3]. Figure 3 shows the result. Instead of using heterogeneous drivers,
we simplified the investigation as much as possible by using a single parameter set
for all drivers replacing the heterogeneity by white acceleration noise. In contrast
to the free-flow simulation (Fig. 1), a higher amount of 0.1 m2/s3 was needed to
approximatively reproduce the observed amplitude and frequency statistics of the
traffic waves, while the free-flow parameters v0 = 4.3 m/s2 and a = 1.0 m/s2 were
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Fig. 3 Simulated trajectories
of stop-and-go traffic
appearing for the IDM for
dense traffic (density
300 cyclists/km)
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the same. The calibrated values T = 0.85 s, s0 = 0.4 m, and b = 1.3 m/s2 were
near the median of the trajectory-by-trajectory calibration of Sect. 5.2.

5.5 Inter-Driver Variation and Validation

Validation by cross comparison implies determining the error measures for a certain
test data set by simulating the model with the parameters calibrated to the disjunct
“learning” data set [8]. For each experiment (5, 10, 15, 18, 20, and 33 participants,
respectively), we have separately calculated the calibration-validation matrix whose
elements Mij give the error measure

√
Sabs for the trajectory pair j as obtained

from the model calibrated to the trajectory pair i. The diagonal element Mii are
the calibration errors, whereas the off-diagonal elements Mji , j 	= i, give a
superposition of the validation error and the inter-driver variation of follower j with
respect to follower i. The average validation error εval and calibration error εcal are
given by

εval = 1

n(n − 1)

n∑

i=1

n∑

j=1
j 	=i

Mij , (12)

εcal = 1

n

n∑

i=1

Mii, (13)

where n is a number of trajectory pairs. Notice that a separation of these two
causes would require using disjunct parts of the same trajectory for calibration and
validation which is only viable for longer trajectories than the available ones. To
obtain measures for the overall fitting quality and the predictive power plus inter-



514 V. Kurtc and M. Treiber

Table 3 Calibration, validation errors (%), and averaged ratios for IDM and NDM

N = 5 N = 10 N = 15 N = 18 N = 20 N = 33

IDM

Calibration error 1.74 3.08 2.87 11.98 3.43 5.67

Validation error 32.23 26.37 22.53 32.79 26.6 32.63

Ratio 18.5 8.5 7.8 2.7 7.7 5.7

NDM

Calibration error 1.28 6.39 3.49 3.54 5.78 7.43

Validation error 42.58 32.51 29.19 35.58 31.67 27.58

Ratio 33.2 5.1 8.3 10.0 5.5 3.7

driver variations, we have calculated the ratio of the average validation error to the
calibration error (Table 3).

6 Discussion and Conclusions

According to the results presented in this paper, we conclude that the IDM, which
has a similar underlying heuristics as the NDM, cannot only describe vehicular but
also bicycle traffic, or, at least, “bicycle following.” The IDM trajectories fit even
better to the data than that of the NDM. The IDM calibration errors with absolute
and relative error measures are 2.86 and 3.01%, whereas for the NDM they are 4.85
and 5.05%, respectively. The application of several objective functions indicates
that the IDM calibration is also more robust in comparison to the NDM. Validation
results show that the predictive power of the IDM is better than that of the NDM.
However, the validation results are confounded by discrepancies from inter-driver
variations, so further investigations to separate these factors are necessary.

The analysis of macroscopic characteristics such as speed–density relations
provides more or less the same results for both models. Specifically, the averaged
Kolmogorov distance D∗ (Eq. (10)) is nearly the same. Furthermore, the stochastic
IDM can well describe the statistical features of the amplitude and frequency of
the observed stop-and-go waves. We conclude that the dynamics of bicycle traffic
differs only quantitatively from vehicular traffic and reparameterized car-following
models such as the IDM work at least as well as dedicated “bike-following” models.
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Large-Scale Modeling of VANET
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Abstract Intelligent transportation systems (ITSs) are key components of future
smart cities. These systems attempt to enhance the transportation system efficiency.
ITSs utilize vehicular ad hoc networks (VANETs) to collect and disseminate data
to be used in ITS applications. Consequently, the performance of the commu-
nication network can significantly impact the performance of ITS applications.
Consequently, in this paper, we develop a large-scale modeling framework that is
capable of modeling large-scale transportation and communication networks. First,
we develop and validate a communication model that estimates the packet drop
probability and delay for a single hop communication system using a Markov chain
and the M/M/1/K queuing model. Then, we integrate this model with a connected
vehicle (CV) eco-routing navigation system within a microscopic traffic assignment
and simulation software. The fully integrated vehicular and VANET tool is then
used to model and evaluate the performance of the CV eco-routing application on a
real large-scale road network with a realistic calibrated vehicular traffic demand.
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1 Introduction

ITSs use networked sensors, microchips, and communication technologies to
collect, process, and disseminate information about the state of the transportation
system. Using these data, the traffic management center (TMC) can make better
decisions to improve the performance of the overall transportation system and
mitigate traffic congestion. These decisions are affected by the accuracy of the data
collected, which is influenced by the communication system.

Vehicular ad hoc networks (VANETs) [8] are expected to constitute the ITS
application communication infrastructure. Consequently, the performance of an ITS
application is significantly influenced by the VANET communication performance.
Consequently, it is imperative to study the impact of the VANET on the performance
of transportation applications. It is well known that the communication network
performance can also be affected by the mobility of the transportation system.
This bidirectional interdependency creates a loop of mutual influence between
the communication and transportation system that increases the complexity, and
consequently, the analysis of these systems.

The feedback-based eco-routing (FB-ECO) navigation system is an ITS appli-
cation that attempts to minimize vehicle fuel consumption and emission levels by
routing vehicles through the most environmentally friendly routes. The FB-ECO
system utilizes connected vehicle technology to gather real-time fuel consumption
data from vehicles for use in real-time routing. However, studying and modeling
such systems is challenging not only because of the interdependency of the
communication and the mobility components, but also because of the scale in which
these systems are applied which is covering a city level road network.

Consequently, in this paper, we propose a new scalable framework that is
capable of modeling the mutual interaction of the communication and transportation
systems in the vehicular environment. The proposed model is characterized by its
scalability that supports thousands of concurrent vehicles in the network. Under the
umbrella of this framework, we first develop a model for the medium access control
(MAC) considering a finite buffer size in vehicular networks. This model utilizes
a combination of Markov chain and the queuing theory to estimate the packet
delay and drop probability. Second, this model is validated against benchmark
simulated data. Third, to enable for the capturing of the mutual impact of the
communication and transportation systems, this model is incorporated within the
FB-ECO system in the INTEGRATION traffic simulation software [12]. Fourth, the
developed simulation framework is used to quantify the impact of communication
system on the FB-ECO application performance on a large-scale network.

The remaining of this paper is organized as follows: Sect. 2 gives an overview
of VANET communication and the proposed communication model. Section 3
describes the transportation network modeling utilized and the eco-routing appli-
cation. The simulation network and the results are then presented and discussed in
Sect. 4 before the conclusions are presented in Sect. 5.
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2 VANET Communication and the Medium Access
Technique

According to the IEEE 802.11p [10] standard, the communicating station (vehicle)
can support 4 data traffic access categories (AC). Every AC has its own enhanced
distributed channel access (EDCA), which acts as a stand-alone virtual station that
has its own queue and its own access parameters. Whenever any EDCA has a frame
to send, it initializes its back-off counter to a random value within the range of
the initial contention window CW (w0). Then, when it detects that the medium is
idle for a specific duration, it counts down the back-off counter. The station can
send the frame only when the back-off counter becomes zero. When more than one
EDCA count their back-off timers to zero and attempt to transmit at the same time, a
virtual collision takes place within the same station, which is referred to as internal
collision. In such cases, the access to the medium will be granted to the highest
priority AC.

If two different stations start transmitting in the same time slot, an external
collision takes place and both transmitted signals will be destroyed. Because
the sender cannot detect the collision while transmitting, it has to wait for an
acknowledgment (ACK). If an ACK was not received within a specified time, the
sender assumes a collision occurred and increases its CW by a factor α, which has
a typical value of 2 and backs off again. This process can be repeated until reaching
a retransmission attempt threshold (M + f ), where M and f are the maximum
number of retransmissions with and without increasing the CW, respectively.

2.1 The Proposed Medium Access Model Versus Previous
Models

In this paper, we develop an analytical model for the medium access in the vehicular
environment that supports only one AC. This assumption is validated, but because
of space limitations the validation results are not presented. Our proposed model is
characterized by: (1) unlike most of the previous models such as Bianchi’s models
[3, 14], as well as [9, 15], our proposed model considers the MAC layer queue size,
so the model is capable of estimating both the average processing and queuing delay
for each packet, (2) it works for both saturated and unsaturated cases, unlike many
of the previous research efforts such as [3, 5, 9, 14, 15], and (3) it limits the number
of retransmission attempts. When a packet reaches this limit, it will be dropped.
These three characteristics are illustrated in Fig. 1.

2.2 Model Derivation

To build a model for the MAC layer, a two-dimensional Markov chain, shown
in Fig. 1, is utilized. Due to space limitations, the model derivation will not be
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Fig. 1 Markov chain model for the medium access technique with only one AC. State 0 represents
the system-empty state. Each of the other states is defined by (i, j), where i and j are the back-off
stages and back-off counter value, respectively. wi is the CW range for stage i. q0 is the probability
that the system becomes empty in any time slot. pcol is the packet collision probability. pidle is the
probability that the medium considered idle by a station

described. The general procedure is to derive all the state probabilities P(i, j) in
addition to P(0) as functions of P(0, 0). Subsequently, the summation of all these
state probabilities should equal 1.0. Using this procedure results in Eq. (1) that is
used to solve the model

P(0, 0) =
(

q0

1 − q0
+ 1 − pcol

M+f

1 − pcol

+ w0 − 1

2 pidle

+ 1

2 pidle

[
(αM−1 w0 − 1)

pcol
M−1 − pcol

M+f

1 − pcol

+ w0
α pcol − (α pcol)

M−1

1 − α pcol

+ pcol − (pcol)
M−1

1 − pcol

])−1

(1)
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Fig. 2 Average throughput and delay, model versus simulation

where pcol = 1 − (1 − ptran)
N−1 and pidle = pidleslot

AIFS . The probability

that a station starts transmission in any time slot ptrans = ∑M+f−1
i=0 P(i, 0), the

probability that a medium is idle in any time slot pidleslot
= (1 − ptran)

N , N is
the number of vehicles in the communication range, and AIFS is the arbitration
inter-frame space communication parameter.

In solving Eq. (1) a relationship between q0 and the state probabilities is derived.
Utilizing the M/M/1/K model, q0 can be calculated as q0 = 1−ρ

1−ρK+1 , where K is

the queue capacity and ρ is the traffic intensity, which equals packet arrival rate λ
packet service rate μ

. λ

is an input parameter that represents the background packet generation rate. μ can
be calculated based on the communication parameter settings.

2.3 Communication Model Validation

To validate this communication model, we ran extensive simulations for different
packet traffic rates and number of communicating stations considering V2I commu-
nication. We used the OPNET software [13], which is characterized by its trusted
results because its implementations of the standard protocols are tested and validated
before publishing. The results show an accurate estimation of both throughput and
delay compared to the OPNET simulated results (Sim), as shown in Fig. 2.

3 Transportation Traffic Modeling

The transportation network is the environment where the vehicular communication
takes place. Consequently, it is essential to integrate the proposed communication
model into a scalable transportation simulation software. So, we implemented
and incorporated the model within the INTEGRATION software [12] which is
a trip-based microscopic traffic assignment, simulation, and optimization model.
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INTEGRATION is capable of modeling networks with tens of thousands of cars
concurrently on the network. It is characterized by its accuracy, which comes from
its microscopic nature, and its small time granularity (0.1 s). This time granularity
enables it to accurately track vehicles by modeling car-following, lane-changing,
and gap acceptance behavior. The INTEGRATION simulation model provides 10
traffic assignment/routing options [12]. One important feature of INTEGRATION is
its support for the FB-ECO traffic assignment. So, we use it to quantify the impact
of the communication on the fuel consumption rate. By default, INTEGRATION
assumes an ideal communication performance which means there is no drops or
delay. So, to realistically model the FB-ECO we incorporated the communication
model into the eco-routing model. The communication model can drop the packet
or delay it based on the communication parameters and the vehicle density in the
surrounding area. In this way, INTEGRATION can realistically model the impact of
the communication on the EB-ECO performance.

3.1 Eco-Routing Application

Eco-routing navigation techniques were introduced to minimize fuel consumption
and emissions. It utilizes the route fuel cost as a metric, based on which the most
environmentally friendly route can be selected.

3.2 Eco-Routing in Literature

Eco-routing was initially introduced in 2006 and applied to the street network in
the city of Lund, Sweden, to select the route with the lowest total fuel consumption
and thus the lowest total CO2 emissions [7]. This routing technique resulted in 4%
average fuel consumption savings. Ahn and Rakha [1] showed the importance of
route selection on the fuel and environment. They demonstrated that the emission
and energy optimized traffic assignment based on speed profiles can reduce CO2
emissions by 14–18%, and fuel consumption by 17–25% over the standard user
equilibrium and system optimum assignment. Barth et al. [2] attempted to minimize
the vehicle fuel consumption and emission levels by proposing a new set of cost
functions that include fuel consumption and the emission levels for the road links.
Boriboonsomsin et al. [4] developed an eco-routing navigation system that uses both
historical and real-time traffic information to calculate the link fuel consumption
levels and then selects the fuel-optimum route. To the best of our knowledge, the
first work that considers the communication network and its impact on the eco-
routing performance is our previous work [6]; however, the model presented in [6]
is not scalable compared to the framework presented here.
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4 Simulation and Results

To study the impact of the communication on the eco-routing system performance,
We use the network shown in Fig. 3 which is the downtown area of the city of Los
Angeles (LA). The modeled road network is shown by the red polygon in Fig. 3
which is about 133 Km2. It has 1625 nodes, 3561 links, and 459 traffic signals.
With regard to the car traffic demand, we use a calibrated traffic demand. The traffic
calibration which uses data collected from multiple sources is described in detail in
[11]. This traffic demand represents the morning peak hours in downtown area of
the city of LA. In order to study the impact of different traffic origin–destination
demands (ODs) levels, the calibrated traffic rates are multiplied by an OD scaling
factors (ODSFs) 0.1–1 at step 0.1. So, we have 10 traffic demand levels.

In this paper, we use the V2I communication. So, we have to allocate the road
side units (RSUs) in the network. The most economical method is to install the
RSUs at the traffic signal locations since they are already equipped with the required
connections and power sources. We used a greedy algorithm to select a subset of
the 459 signals that achieves the maximum coverage with the minimum number of
RSUs. Using 1000 m communication range, the algorithm selects only 42 signals
to install RUSs as shown in Fig. 3. We run the network using different traffic
demands levels in the case of the ideal communication model (which assumes no
drops or delays) and the realistic communication modeling framework in which
the packets can be dropped and/or delayed. For each of the ten scenarios in each

Fig. 3 The LA downtown area and coverage map
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Fig. 4 Average fuel consumption per vehicle

case, the average fuel consumption per vehicle is calculated. The results shown in
Fig. 4 demonstrate that for the low traffic demand levels, the difference between
the realistic and ideal communication is not significant. However, for the higher
demand levels, there are significant impacts of the realistic communication due to
packet drop and delay.

As illustrated in Fig. 4, the difference in the fuel consumption rate decreases for
the high traffic demand level. Analyzing the simulation outputs showed that when
increasing the OD scaling factor to 0.7 or higher in the realistic communication
case, the routing decisions become incorrect because of the high packet drop rate
caused by the higher vehicle density. These incorrect routing decisions resulted in
network gridlocks. Consequently, a large portion of the vehicles were not able to
complete their trips and some of them were not able to enter the network because
there were no free spots on their entrance links. The results show that at the 0.8
OD scaling factor, only 52% of the vehicles were able to complete their trips. This
number decreased to approximately 40% at the full demand level. These vehicles
are not accounted for when calculating the fuel consumption rate. This is the reason
for the behavior of the Realistic_com curve in Fig. 4. Consequently, to account for
those vehicles in the fuel consumption rate we assume that all the vehicles have
already exited the network at the calculated rate so we can calculate the total fuel
consumption. Then, the total fuel consumed is divided by the number of vehicles
that completed their trips. This estimated rate is shown by the expected curve in
Fig. 4, which shows that the expected fuel rate can reach approximately 2.5 times
that of the ideal case.
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5 Conclusions

In this paper, we introduce a framework to model and simulate the inter-connectivity
of the vehicular and communication systems in large-scale networks. This frame-
work is used to study the impact of the communication on the feedback-based
eco-routing performance. The results show that for low traffic demands, the
CV-based eco-routing system is not significantly affected by the communication
performance. However, at high traffic demand levels, the performance of the CV-
based eco-routing system is significantly degraded due to the incorrect routing
decisions associated with packet delays and losses. As a result of the communication
system degradation traffic gridlocks occur. These findings demonstrate the need to
consider the realistic communication performance when realistically deploying such
technologies.
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Activity Location Recommendation
Using a Decentralized Proportional
Feedback Mechanism

Tim P. van Oijen, Winnie Daamen, and Serge P. Hoogendoorn

Abstract Numerous activity location recommendation strategies have been
developed that recommend activity locations or points of interests to individuals. To
the best of our knowledge, these strategies have always been designed from a user-
optimal perspective. This paper contrariwise presents a recommendation strategy
that aims for a system-optimal distribution of people over a set of locations. The
task of generating recommendations is described as a control problem, in which
the difference between a locally observed distribution of people over the locations
and a desired distribution is minimized. We present a generic approach that uses
feedback control laws to tackle this problem. Instead of modelling the effect of
single recommendations on human behaviour, we follow a macroscopic approach
and aim to determine optimal origin-specific destination choice distributions. The
potential of the approach is illustrated by simulation of a simple scenario in a 3-node
network.

1 Introduction

Crowd managers and large scale event organizers have always looked for methods to
influence people’s choice behaviour in order to have some control on the distribution
of the crowd within a certain area. The recent advance of smartphones makes it
feasible to communicate with the crowd on individual level and therefore offers
a whole new range of possibilities to manage a crowd. One of these, which is
already being applied in practice, is to provide visitors with descriptive information
about current crowdedness-levels or waiting times at specific locations [3, 4].
This could potentially make people avoid highly crowded locations and therefore
contribute in regulating the crowd distribution. A stronger regulation could be
achieved when we consider prescriptive information as well and provide users with

T. P. van Oijen (�) · W. Daamen · S. P. Hoogendoorn
Delft University of Technology, Delft, The Netherlands
e-mail: t.p.vanoijen@tudelft.nl; w.daamen@tudelft.nl; s.p.hoogendoorn@tudelft.nl

© Springer Nature Switzerland AG 2019
S. H. Hamdar (ed.), Traffic and Granular Flow ’17,
https://doi.org/10.1007/978-3-030-11440-4_57

527

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11440-4_57&domain=pdf
mailto:t.p.vanoijen@tudelft.nl
mailto:w.daamen@tudelft.nl
mailto:s.p.hoogendoorn@tudelft.nl
https://doi.org/10.1007/978-3-030-11440-4_57


528 T. P. van Oijen et al.

context-specific location recommendations. The concept of the so-called context-
aware recommender systems already exists for many years [1], but studies have
always adopted a user-optimality perspective. Although system-optimality has been
studied for related topics, like pedestrian evacuation [2, 5] and road-traffic routing
[6], to the best of our knowledge, there are no studies yet that look into activity
location recommendation from a system perspective. Therefore, in this paper, we
describe a location recommendation strategy that actively aims for a system-optimal
distribution of people over a set of activity locations.

Section 2 describes a location-choice model of a single agent, which serves as
the basis for our control formulation, which is outlined in Sect. 3. Finally, a simple
case is described in Sect. 4, showing the potential of the strategy.

2 Model for the Uncontrolled System

This section describes a model of the uncontrolled system dynamics with respect
to the occupation of a set of activity locations. First, a simple location-choice
model for a single agent is introduced. The aggregated system dynamics are derived
afterwards.

Single Agent Model We consider a system that contains n activity locations,
denoted by the set N = {1, . . . , n}. Time is discretely defined according to
tk = k Δt , with some fixed interval Δt and k ∈ {0, 1, . . .}. Θd,o denotes the free
travel time from origin o to destination d, expressed as the number of discrete-time
slots. During each time slot, an agent i is either located at an activity location in
N , or he is travelling towards a new location. The state of agent i at time instant tk ,
denoted by si[k], is represented by the 2-tuple (di[k], τi[k]), where di[k] ∈ N is the
location of agent i at time instant tk , or the location he is travelling towards, and τi[k]
is the remaining time period needed to reach this location. Obviously, τi[k] = 0 in
case agent i is located at an activity location at time instant tk .

Agents do not change their intended destination while travelling. If currently at a
location, we assume that an agent chooses a next destination according to an origin-
specific probability distribution, and will start travelling towards this destination at
the start of the next time slot. The next destination might be equal to the agents’
current location, in which case the agent simply stays at this location during the
next time slot. The latter implicitly allows us to specify the average activity duration
for the different locations, by selecting proper ‘stay probabilities’ for the given
discretization interval Δt .

The origin-specific probabilities to choose a next location are defined by a left
stochastic matrix P , where element pd,o represents the probability that an agent
currently located at o chooses destination d as his next location. See Fig. 1b for
an example of such a location-choice matrix P . We assume that P is irreducible
(each location is reachable, regardless of an agent’s initial location) and aperiodic
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Fig. 1 (a) Example of network, having three locations and a travel time of 1Δt between all
locations. The stationary agent distribution is shown for the location-choice matrix as shown in
(b), the arrow percentages denote the fraction of agents travelling towards the specific activity
location. (b) Location-choice matrix P . On average, agents stay at a location for a duration of 20
time slots (5% chance to leave during each time slot). (c) State transition matrix P̃ . Notice the
analogy with the location-choice matrix P . (d) Simulated time evolution of the fractions ṽ of 1000
agents, together with the Markov approximation according to (2)

(all possible return time durations for all locations are not a multiple of a common
period greater than 1 time step). Both conditions hold for a matrix with only strictly
positive entries.

System Dynamics The 2-tuple state representation does not allow for a direct
evaluation of the system dynamics. Therefore, we first describe the range of a
single agent’s state si[k] = (di[k], τi[k]) as a finite ordered set S = (s1, s2, s3, . . .),
according to:

S =
(

(1, 0) , (1, 1) , . . . ,
(

1, max
o

(Θ1,o)
)

,

. . . , (1)

(n, 0) , (n, 1) , . . . ,
(
n, max

o
(Θn,o)

) )
.
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The ordered set S covers all activity locations and travelling states (the remaining
travel time is larger than zero) that are reachable, given the travel times between
locations. Next, we introduce ṽ[k], being the distribution of all agents over the states
S at time tk . The j -th element of ṽ[k], denoted as ṽj [k], equals the fraction of all
agents that are in state sj at time instant tk . The time evolution of the expectation of
ṽ[k] can now be written as a discrete-time Markov chain:

E(̃v[k + 1]) = P̃ E(̃v[k]). (2)

The state transition matrix P̃ contains the probabilities to transit from a given
state to another state. The transition probabilities when located in an activity
location state are already given by the agent’s location-choice probabilities, which
are defined by matrix P . Since travelling choices are assumed deterministic, the
travelling state transition probabilities are either 1 or 0. Figure 1b, c shows the trivial
transformation from P into P̃ .

The assumption of irreducibility and aperiodicity of location-choice matrix P

makes that P̃ is an irreducible and aperiodic stochastic matrix as well. This implies
that the uncontrolled system has a unique stationary distribution ṽ∗, which is also
the limiting distribution, satisfying

ṽ∗ = P̃ ṽ∗, 0 ≤ ṽ∗i ≤ 1,
∑

i

ṽ∗i = 1. (3)

Example Figure 1a shows an example of a 3-node network with travel times equal
Δt . Figure 1b shows an arbitrary location-choice matrix P and the corresponding
state transition matrix P̃ is shown in Fig. 1c. The stationary agent distribution
(solution of Eq. (3)) is shown in Fig. 1a. The simulated time evolution of ṽ[k],
starting in a non-stationary distribution, together with the Markov approximation
according to (2) is shown in Fig. 1d.

3 Controller Design Problem Formulation

By influencing the activity choice process of individual agents, the collective system
dynamics can be altered. By providing adequate recommendations, we might be
able to (1) shift the uncontrolled stationary distribution towards a desired reference
distribution, which from now on will be denoted with ṽref, and (2) improve the
disturbance behaviour of the system.

Human compliance plays an important role in the design of a recommendation
strategy. In this paper we will not look into this behavioural aspect, which usually
comes with lots of assumptions. Instead, we model our control at the level of the
aggregated location-choice distributions, regardless of compliance. More precise,
we define our control strategy as a modification of the location-choice matrix P .
Future studies are needed to find out which advice should be provided to people at
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specific locations, such that their collective choice behaviour is in accordance with
the location-choice matrix as demanded by our controller. Intuitively, we would
argue that a lower compliance rate requires a higher rate of recommendations,
though this will not be further discussed in this paper.

Our proposed location-choice control strategy can be subdivided into three parts.
The first part comprises a constant modification of the location-choice matrix, which
we call the feedforward strategy. By applying this feedforward strategy, we are able
to shift the stationary distribution to another desired distribution ṽref. The second
part is a feedback strategy, where the error of the currently observed distribution
with respect to the desired distribution is used to modify the location-choice matrix
such that this error is reduced. The third part is a correction term which ensures that
the location-choice distributions always contain values between 0 and 1. Formally,
we write:

P = P 0 + P ff + P f b(̃v[k], ε̃[k]) + P corr (ε̃[k]), (4)

where

• P 0 denotes the predefined left stochastic location-choice matrix for the uncon-
trolled case (previous section).

• P ff is a static feedforward control term, whose columns should sum to 0.
The problem of finding P ff , given ṽref, is underdetermined, which allows us
to solve for P ff and simultaneously optimize some objective function. One
typical example is to minimize the total distance of the ‘forced’ location-choice
adjustments.

• P f b(̃v[k], ε̃[k]) is a feedback control term, which depends on the current
distribution ṽ[k] and the error ε̃[k] (= ṽ[k] − ṽref). See Sect. 3.1 for an in-depth
discussion.

• P corr (ε̃[k]) is a correction term that ensures that P only contains values between
0 and 1. For small ε̃[k], P corr (ε̃[k]) is supposed to be a zero matrix.

3.1 Feedback Control

In this study, we limit ourselves to feedback functions of the following form:

P f b(̃v[k], ε̃[k]) =
(

B1

ṽ1[k] ε̃[k]
∣∣∣

B2

ṽ2[k] ε̃[k]
∣∣∣ . . .

∣∣∣
Bn

ṽn[k] ε̃[k]
)

, (5)

where Bj denotes an arbitrary feedback gain matrix for location j . Equation (5)
actually states that the feedback control term at location j is governed by an origin-
specific time-invariant feedback gain matrix (Bj ), scaled by the current fraction of
all agents at that specific location ṽj [k]. Notice that Eq. (5) cannot be evaluated if
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ṽj [k] = 0. Fortunately, this is not necessary since in this case there is no agent
whose location choice needs to be modelled.

Parameterization of Gain Matrices Several constraints have to be taken into
account when selecting element values of Bj . First, to ensure that the controlled
location-choice matrix stays left stochastic for small errors (see Eq. (4)), the column-
sums of Bj should be 0. Second, in a real-world application some state occupations
might be unobservable, which further reduces the set of allowed gain matrices. To
deal with these constraints, we write in the general case that Bj = Bj (β), where β

is a vector that parameterizes (a subset of) all gain matrices that satisfy the given set
of constraints.

Although an infinite number of parameterizations exist that satisfy the imposed
constraints, this study is limited to two particular parameterizations (see Fig. 2).
Parameterization 1 assumes that travelling agents cannot be observed and uses a
single parameter (β = (β)) to specify the strength of counter-acting a certain
crowd distribution disturbance. The key mechanism here is that for each location,
a certain fraction of agents is either attracted from or pushed towards all other
locations, depending on the sign and magnitude of the error at that specific
location. Parameterization 2 assumes that the destinations of travelling agents can
be observed and uses a second ‘decay’ parameter to also allow for gain-factors
that depend on observed travelling state fractions. For this parameterization, β =
(β0, γ ).

Optimization In order to find optimal values for β, we introduce a quadratic
function that expresses the ‘cost’ of an initial disturbance ε̃0 in terms of future state
errors and control inputs (similar to LQR optimization):

J0(β, ε̃0) =
∞∑

t=0

(
E
(
ε̃[k])T QE

(
ε̃[k])+

∑

i∈N

E (̃ui[k])T RE (̃ui[k])
)

, ε̃[0] = ε̃0,

(6)

Fig. 2 Two examples of feedback matrix parameterizations. The left case (parameterization 1)
assumes that agents can only be observed at locations. The matrix is parameterized with a single
parameter β. The right matrix (parameterization 2) observes travelling agents as well and adds a
‘decay’ factor γ to allow for remaining travel time dependent gains
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where ũi[k] = B̃i(β) ε̃[k]. The matrices Q and R specify the weights on state errors
and control inputs, respectively. They are assumed to be symmetric and positive
definite. Next, we define Jf b(β) as the largest possible value of J0(β, ε̃0), where
we restrict the disturbance ε̃0 to have a fixed norm α � 1:

Jf b(β) = max
|ε̃0|=α�1

J0(β, ε̃0). (7)

Finally, the grand optimization problem is defined as

Minimize
β

Jf b(β). (8)

A direct calculation of the cost function Jf b(β) (Eq. (7)) can be derived by assuming
an infinite number of agents and infinitely small disturbances. However, due to
limited space, we will not elaborate on this.

4 Simulation of a 3-Node Network

For a 3-node network with travel times equal to 3Δt and a location-choice matrix as
in Fig. 1, the collective behaviour of 10,000 agents has been simulated for different
feedback control strategies (see Fig. 3). The results show that applying optimal
single-gain feedback (parameterization 1) can largely increase the convergence rate.
Observation of travelling states combined with the ‘decay’ factor (parameterization
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Fig. 3 Simulated response for network and location-choice matrix as in Fig. 1 and travel times
equal to 3Δt , using different types of feedback control. Notice the oscillations when using too
aggressive gains and the overshoot reduction when applying the single gain with ‘decay’ strategy
(parameterization 2)
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2) further increases the convergence rate and also reduces the overshoot. We also
looked into the system’s behaviour when choosing larger gains than the computed
optimal ones. Figure 3 shows that oscillatory responses can occur in these cases.
A linearized stability analysis indicates that the system becomes locally unstable in
these situations, although at a global level the magnitude of the error seems to be
upper bounded. More research is needed to better understand these phenomena.

5 Conclusions and Outlook

In this paper, an activity location recommendation strategy has been explored with
a focus on system-optimality. A simulation of agents moving through a network
with three activity locations has shown that the distribution of agents over multiple
locations can be largely improved if the error with respect to a desired distribution is
used to modify the location-choice distributions. How to translate such a collective
strategy into local recommendation strategies (from the perspective of a single
agent) has deliberately not been addressed, since this would require us to involve
many assumptions on human behaviour. If we would assume a fixed compliance
rate, which often occurs in similar studies, a translation from the collective strategy
into local strategies would be straightforward. In this case, we could exploit a local
strategy in which local recommendations would be provided based on probabilities
that can be computed such that the collective behaviour would be as prescribed by
the collective strategy. More research is needed to find out whether and in which
cases such simple behavioural assumptions can be used when implementing local
strategies. Looking for methods in which human compliance factors are adaptively
learned can be another direction to continue this work.
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