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This volume of the Handbook of Experimental Pharmacology is the first handbook
on sleep-wake pharmacology in which both sleep- and wake-promoting compounds
are discussed and within the context of the neuroscience of sleep-wake regulation.
We have organized the volume in five parts: (I) Basic Principles; (II) Optogenetics
and Pharmacogenetics; (III) Sleep-Wake Pathologies; (IV) Current and New
Targets, and Therapeutic Prospects; and (V) Outlook and Perspectives.

The alternation of sleep and wakefulness represents a fundamental biological
rhythm, and undisturbed good quality sleep is indispensable for physical and mental
health, cognitive functioning, and good quality of life. Although it is widely
accepted that sleep must serve at least one basic function across a wide range of
species, general consensus about the unique function(s) of sleep is lacking. Frank
and Heller provide an overview of current hypotheses on sleep functions and
categorize them into those serving higher order cognitive functions and restorative
processes. They conclude that the strongest support for a primary function of sleep
goes to learning and memory and the underlying process of synaptic plasticity.
Furthermore, they suggest that impaired sleep-dependent brain energy reserve
replenishment and clearance of brain metabolism-related waste products may con-
tribute to cognitive decline with aging.

While significant gaps in the understanding of sleep-wake regulation remain, the
knowledge base for a rational pharmacology of sleep-wake disorders is much
stronger now than a decade ago. Luppi and Fort summarize the current understand-
ing of the neuroanatomical and neurochemical bases responsible for the generation
of wakefulness, non-rapid eye movement (NREM) sleep and rapid eye movement
(REM) sleep, as well as the putative networks responsible for the switch between
wakefulness and NREM and REM sleep states. Then, O’Callaghan, Green, Franken,
and Mongrain review the insights derived from powerful “omics” approaches
applied to sleep regulation, including transcriptomics, epigenomics, proteomics,
and metabolomics. They emphasize that the complexity of sleep regulation observed
at the neuronal level also extends to the molecular level. Future integration of this
accumulating knowledge at a systems level will eventually lead to an understanding
of the information flow from the genome via molecules to networks regulating
wakefulness and sleep in health and disease.
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Additionally, important new concepts and model systems, such as astroglial
regulation of sleep, sleep as a local-use dependent process, and occurrence of
sleep-like states in vitro, have recently emerged. In the chapter dedicated to
gliotransmission and sleep-wake regulation, Frank discusses the emerging evidence
that not only neuronal but also glial brain cells play fundamental roles in the
expression, regulation, and functions of wakefulness and sleep. McKillop and
Vyazovskiy continue by focusing on recent advances achieved from using small
neuronal networks as model systems to study the electrophysiology and pharmacol-
ogy of ion channels, receptors, and intracellular pathways controlling and regulating
the sleep-wake cycle. The convergent evidence suggests that neuronal-glial
networks can exhibit wake- and sleep-like activity, which is consistent with the
view that activity-dependent modulation of local networks underlies global behav-
ioral states.

In the last decade, optogenetic, chemogenetic, and pharmacogenetic techniques
have been established as powerful tools to interrogate sleep regulatory mechanisms.
Optogenetics allows the remote, optical control of activity in genetically targeted
neuronal circuits with physiologically relevant spatial and temporal resolution.
Adamantidis and Liithi provide a step-by-step review of optogenetic studies
mapping the functional circuits underlying sleep-wake states and the switching
between states and investigations of the neural substrates of neurophysiological
sleep rhythms and their functions. Inspired by the introduction of optogenetics,
pharmacosynthetics approaches such as DREADDs (Designed Receptors Exclu-
sively Activated by Designer Drugs) offer pharmacological tools to selectively
control neuronal activity and to probe causal roles of neuronal populations in
regulating waking and sleep states. Varin and Bonnavion illustrate how DREADDs
expand our understanding of discrete neuronal subpopulations in brain structures
that are critical in controlling the vigilance state architecture. Their comprehensive
review highlights the emergence of a large, complex network of strongly
interconnected and heterogenous neuronal subpopulations controlling the sleep-
wake cycle. It is a challenging task to decipher the complexity and unscramble the
hierarchical organization of this sleep-wake regulatory network and to translate this
knowledge into rational novel therapies of sleep-wake disorders. Nevertheless, as
outlined by Landolt, Holst, and Valomon, based upon insights from opto-/
chemogenetic strategies in animal models and human genetic studies, circuit
mechanisms regulating distinct sleep-wake functions may also be identified in
humans. Such an approach may reveal novel targets for the development of rational
sleep-wake therapeutics.

Sleep-wake disorders rank third in the prevalence of brain disorders, which
together cause an estimated economic cost of roughly 800 billion Euros per year
in Europe. We have included two reviews summarizing clinical sleep-wake
pathologies. While Baumann focuses on central disorders of hypersomnolence and
sleep-related movement disorders and their current pharmacotherapies,
Spiegelhalder, Nissen, and Riemann emphasize the high prevalence and pronounced
disease burden associated with insomnia and circadian rhythm sleep-wake disorders
in modern 24/7 societies, which are now present around the globe. Because of the
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unknown neurobiology of insomnia, the current pharmacological treatments of
insomnia disorders are almost entirely symptomatic. This is in contrast to the
treatment of delayed sleep phase and jet lag disorder, which is based on an under-
standing of the circadian disruption underlying these disorders and the effect of
melatonin and light on the circadian system.

A set of reviews covers current and new targets of sleep-wake pharmacology and
discusses their therapeutic prospects. This volume highlights five neurochemical
systems: GABA (y-amino-butyric acid), melatonin, glutamate, dopamine, and aden-
osine. Based on pharmacogenetic evidence, Wisden, Yu, and Franks emphasize the
possibility that the development of subunit-selective modulators of GABA,
receptors could lead to novel hypnotics and anxiolytics. Alston, Cain, and
Rajaratnam conclude that melatonin and melatonin receptor agonists provide a
promising alternative option to pharmacologically treat sleep and mood disorders,
particularly when the patient’s circadian phase position is misaligned with the
desired sleep-wake schedule. These authors discuss that the phase-shifting and
sleep-promoting effects of melatonin, plus additional effects of certain melatonin
receptor agonists on serotonin receptors, can provide an advantage over traditional
sleep and depression treatments. Ketamine, a drug recently approved for rapid
antidepressant treatment in a subset of patients with major depressive disorders
(MDD), also appears to alter the timing and amplitude of circadian activity patterns
in rapid responders vs. nonresponders with MDD. In addition, ketamine has well-
described effects on slow wave sleep. The review by Duncan, Ballard, and Zarate
emphasizes that ketamine treatment elevates extracellular glutamate in the prefrontal
cortex, suggesting that central glutamatergic circuits may be targeted in the search
for novel interventions to improve sleep-wake mechanisms and mood.

In contrast to the neuromodulators serotonin, noradrenaline, histamine, and
hypocretin, dopamine has long been thought to play a minor role in the regulation
of sleep-wake states. Wisor, however, summarizes opto- and chemo-genetic
experiments in animal models and pharmacogenetic findings in humans that high-
light a central role of dopaminergic signaling in the maintenance of wakefulness and
individual responses to wake-promoting medications. Finally, Lazarus, Chen,
Huang, Urade, and Fredholm present an overview of the current knowledge of the
role of the widely accepted somnogen, adenosine, and its receptors in sleep-wake
regulation. Although several aspects of the sleep-promoting action of adenosine are
still unclear, there is an active search for natural compounds, including caffeine, that
could interact with adenosine receptors for the treatment of sleep-wake disorders.

We conclude this volume with two informative reviews on two contemporary
hypotheses of sleep function and their potential for pharmacotherapy, and a timely
overview of recent findings on sleep-wake neurobiology and their relevance for the
development of novel therapeutics. First, Hladky and Barrand provide background
on the processes affecting elimination of metabolites created by brain cell activity
and how these processes differ between wakefulness and sleep. They provide
evidence that sleep increases clearance for amyloid-f, possibly suggesting that
pharmacological agents promoting physiological sleep could have potential to
reduce the formation of plaques and cerebral arterial deposits and their consequences
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for neurodegenerative processes. Then, Heller and Ruby present convincing evi-
dence that sleep and circadian rhythms functionally interact in the processes of
learning and memory consolidation. Partly based on pharmacological studies in
two distinct rodent models of learning disability, they posit the intriguing new
hypothesis that the circadian system dampens neuroplasticity during the sleep
phase, in order to stabilize labile memory transcripts during their transfer to long-
term memory stores. Finally, Dijk and Landolt highlight in their concluding chapter
that a better understanding of the neurobiology of sleep-wake regulation and circa-
dian rhythmicity, and in particular its relation to the subjective experience of sleep
and the subjective and objective quality of wakefulness, is necessary for the proper
evaluation of sleep-wake therapeutics. Persistent societal demands and demographic
changes will continue to be associated with a high prevalence of sleep-wake
disturbances, and this will lead to a continued need for novel pharmacological and
nonpharmacological therapeutic approaches.

We believe that the present volume provides an informative view on our current
understanding of the neurobiology and pharmacology of wakefulness and sleep. It
connects current ideas and concepts about sleep functions, sleep homeostasis, and
circadian thythms with the search for novel target-selective sleep-wake therapeutics.
Towards this goal, it provides a timely overview of sleep-wake mechanisms in health
and disease, ongoing developments in drug discovery, and their prospects for the
clinical treatment of sleep-disordered patients. Special attention is given to the
concept that sleep and wakefulness mutually affect each other. Thus, future thera-
peutic interventions with either sleep- or wake-promoting agents are expected to
improve the quality of sleep as well as waking behavior, cognition, mood, and other
sleep-associated physiological functions. We hope that the chapters in this book are
helpful in identifying some directions for this important and exciting “work in
progress.”

Ziirich, Switzerland Hans-Peter Landolt
Guildford, UK Derk-Jan Dijk
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Abstract

Sleep is a highly conserved phenomenon in endotherms, and therefore it must
serve at least one basic function across this wide range of species. What that
function is remains one of the biggest mysteries in neurobiology. By using the
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word neurobiology, we do not mean to exclude possible non-neural functions of
sleep, but it is difficult to imagine why the brain must be taken offline if the basic
function of sleep did not involve the nervous system. In this chapter we discuss
several current hypotheses about sleep function. We divide these hypotheses into
two categories: ones that propose higher-order cognitive functions and ones that
focus on housekeeping or restorative processes. We also pose four aspects of
sleep that any successful functional hypothesis has to account for: why do the
properties of sleep change across the life span? Why and how is sleep
homeostatically regulated? Why must the brain be taken offline to accomplish
the proposed function? And, why are there two radically different stages of sleep?

The higher-order cognitive function hypotheses we discuss are essential
mechanisms of learning and memory and synaptic plasticity. These are not
mutually exclusive hypotheses. Each focuses on specific mechanistic aspects of
sleep, and higher-order cognitive processes are likely to involve components of
all of these mechanisms. The restorative hypotheses are maintenance of brain
energy metabolism, macromolecular biosynthesis, and removal of metabolic
waste. Although these three hypotheses seem more different than those related
to higher cognitive function, they may each contribute important components to a
basic sleep function. Any sleep function will involve specific gene expression and
macromolecular biosynthesis, and as we explain there may be important
connections between brain energy metabolism and the need to remove metabolic
wastes.

A deeper understanding of sleep functions in endotherms will enable us to
answer whether or not rest behaviors in species other than endotherms are
homologous with mammalian and avian sleep. Currently comparisons across
the animal kingdom depend on superficial and phenomenological features of
rest states and sleep, but investigations of sleep functions would provide more
insight into the evolutionary relationships between EEG-defined sleep in
endotherms and rest states in ectotherms.

Keywords
Glycogen - Glymphatic system - Hippocampal place cells - Learning - Memory -
Ocular dominance plasticity - Synaptic homeostasis - Synaptic plasticity

1 Introduction

Sleep researchers frequently begin talks with the statement that we spend one-third
of our lives sleeping, and we don’t know why. There is no other area of human
biology that can make such a claim, but that is not a claim to fame. Many great minds
and much excellent research have been focused on the question — what is the
function of sleep? Reasonable hypotheses have been advanced, but a definitive
answer still eludes us. In this chapter, we outline what we consider essential criteria
for identifying sleep function, and we apply those criteria to several leading
hypotheses.
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Table 1 Criteria for identifying a sleep-like state

Characterized by an absence of voluntary movements
Spontaneous, occurring with a circadian rhythm
Reversible

Characterized by a species-specific posture and/or resting place that minimizes sensory
stimulation

Have an increased arousal threshold
Regulated by a homeostatic mechanism that is modulated by circadian regulation

State-related changes in neural function, including those leading to decreased sensory input to the
CNS

The state should be identifiable as a stable species characteristic

We should define sleep before discussing what its function is. Prior to about 2000,
the word sleep was reserved for those animals — namely, mammals and birds — that
shared certain EEG correlates of behavioral states. For all other animals, including
invertebrates, rest state or sleep-like state was often the descriptor used (reviewed in
Tobler 2005). But in 2000, two seminal papers appeared that made a strong case for
rest in Drosophila being homologous with sleep (Hendricks et al. 2000a; Shaw et al.
2000). Also in 2000, Hendricks, Sehgal, and Pack published a paper titled: “The
Need for a Simple Animal Model to Understand Sleep” (Hendricks et al. 2000b).
They made a convincing argument that a phylogenetic approach would bring
powerful molecular genetic tools to the investigation and identification of evolution-
arily conserved mechanisms and functions of sleep. They proposed a list of criteria
(Table 1) for identifying a sleep-like state in animals other than mammals and birds.
However, all but one of these criteria are phenotypic features and are not mechanistic
or functional characteristics. Their one mechanistic criterion, homeostatic regulation,
could conceivably lead to a function through understanding the feedback signals that
connect some functions to the expression of the homeostatic response.

Why is it critical to identify mechanistic and functional homologies between
sleep-like states in different phylogenetic groups? Daily cycles of the physical
environment are a feature of our planet and circadian rhythms of organisms are a
ubiquitous adaptation to that fact. Daily cycles of rest and activity, whether circadian
or not, can serve many functions, and they may share many characteristics such as
quiescence, increased arousal thresholds, typical postures, and safe resting places.
But, they may not serve the same essential function that sleep serves in mammals and
birds. We therefore have a chicken and egg problem. If we knew a function of
EEG-defined sleep, we could ask if sleep-like states in other organisms served that
same function and are therefore truly homologous with avian and mammalian sleep.
If so, we could use those simpler organisms to investigate the underlying
mechanisms of that sleep function.

In this chapter, we review key findings that support different hypotheses of
EEG-defined sleep function in mammals. For each hypothesis, we will apply four
criteria that should be satisfied for it to be considered as defining a primary function
of sleep:
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1. Ontogeny: Does it account for changes in sleep throughout development?

2. Homeostasis: Does it explain the homeostatic regulation of sleep?

3. Necessity and sufficiency: Does it explain why having the brain “offline”” during
sleep is necessary and sufficient for the proposed function?

4. Two states: How does the proposed function explain the two extremely different
EEG states of sleep, NREM and REM sleep?

We recognize, of course, that sleep in mammals and birds may serve more than
one function, and sleep-like states on other organisms may serve a variety of
functions that may be similar or different. However, if we want to take a phyloge-
netic approach to understand sleep, and if we want to make the case that sleep is a
basic, primitive, evolutionarily conserved feature of animal life as are circadian
rhythms, we must identify one or more core functions. We also focus on hypotheses
that concern the brain rather than the body. This is because, as far as we know, the
most evolutionarily conserved effects of sleep and sleep loss are neural and not
somatic (Frank 2010). It is difficult to explain why the brain would have to be taken
offline if the primary function of sleep were not neural.

Brain hypotheses of sleep function can be broadly subdivided into cognitive
(higher-order) and housekeeping (restorative and detoxification) categories. Cogni-
tive hypotheses propose that sleep serves functions such as memory or brain
plasticity. Housekeeping hypotheses instead propose that the function of sleep is
related to essential neural processes that support higher-order cognitive functions.
Restorative hypotheses propose that sleep restores and repairs neural substrates
degraded by wakefulness. Detoxification hypotheses propose that sleep detoxifies
substances that accumulate during wake. As each of these putative functions of sleep
have been extensively reviewed elsewhere (Rechtschaffen 1998; Frank 2006), only
findings from selected studies are discussed below. We also emphasize that these
different hypotheses are not mutually exclusive.

2 Learning and Memory

The importance of sleep for learning and memory has been abundantly documented
in animals and humans (Stickgold 2005; Rasch and Born 2013), and virtually all of
us can attest to that fact through personal experience. In recent years the neurophysi-
ological mechanisms underlying the encoding of experience and its consolidation
into long-term memory have been increasingly elucidated. The pioneering study of
Wilson and McNaughton (1994) demonstrated in rats that ensembles of hippocam-
pal “place cells,” which fire in relationship to specific positions in a maze, repeat
their patterns of firing when the rats were in subsequent NREM sleep. Those
observations led the authors to the hypothesis, “. . .initial storage of event memory
occurs through rapid synaptic modification, primarily within the hippocampus.
During subsequent slow-wave sleep, synaptic modification within the hippocampus
itself is suppressed, and the neuronal states encoded within the hippocampus are
‘played back’ as part of a consolidation process by which hippocampal information
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Fig. 1 Firing of “hippocampal place cells” corresponds to specific locations in space. (a)
Recordings of a population of place cells during sleep in a naive animal show no obvious pattern
of firing. (b) However, during wake activity running in a maze sequence patterns of place cell firing
are observed. (¢) During subsequent NREM sleep, those firing patterns are replayed but at a speed
that is about seven times faster (reprinted from Mehta 2007 with permission)

is gradually transferred to the neocortex.” Those original results have been nicely
summarized by Mehta (2007) and reprinted as Fig. 1.

Much excellent work between 1994 and the present has supported the neural
replay during sleep hypothesis and filled out details. The replay firing patterns of
hippocampal CA1 ensembles, called low-probability sequences, occur during both
quiescent wake and NREM sleep, and they run about fifteen 6-20 times the speed of
the same sequence during active spatial experience (Davidson et al. 2009). These
replay events are associated with hippocampal local field potentials (LFPs) called
sharp-wave ripples (Lee and Wilson 2002). Thus, the replay sequences contained in
sharp-wave ripples appear to spatially and temporally code information into short-
term memory.

A little background information helps explain why replay events are associated
with specific electrophysiological signatures recorded locally (LFPs) and more
globally. Ripples are 100-200 Hz waves generated by local neuronal activity.
Their detection denotes highly active neurons nearby. During waking and REM
sleep (when acetylcholine is present), ripples occur at the depolarized peaks of
hippocampal theta waves (6—10 Hz). During task-disengaged quiet wakefulness
and NREM sleep (when acetylcholine is absent), ripples are associated with peaks
of depolarization called sharp waves. Peaks of theta and sharp waves occur because
of summed dendritic depolarization that brings neurons in the local field close to
action potential threshold. The troughs following theta waves and sharp waves
coincide with membrane hyperpolarization when neuronal spiking is least likely.
Ripples do not appear at the troughs of slow waves (NREM sleep) or theta waves
because the hyperpolarized membranes do not support high neuronal activity.
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Communication of the information between the hippocampus and the cortex that
is necessary for memory consolidation is enabled by coupling between ripple events
in the hippocampus and the cortex. The hippocampus slightly leads the cortex,
indicating directionality of information flow (Siapas et al. 2005; Khodagholy et al.
2017). During NREM sleep, another LFP, the slow oscillation (0-3 Hz), may
organize the information exchange between the hippocampus and the cortex
(Fujisawa and Buzsdki 2011). Sharp-wave ripples (100-200 Hz) are expressed
during the up-states (depolarized phases) of the slow oscillation in both the cortex
and the hippocampus. Thus, the slow oscillation appears to create sequential frames
for the replay of information contained in the sharp-wave ripples. A single long
replay sequence may span more than one frame. Importantly, the specific sequences
expressed in the cortical and hippocampal ensembles during any one sharp-wave
ripple correspond. Thus, it appears as if, during NREM sleep, there is a communica-
tion between the hippocampus and the cortex about the prior wake experience.
Whereas the phase relationships of the theta oscillations of the hippocampus and
the cortex during wake experience indicated a direction of information flow from
hippocampus to cortex, the phase relationships between the slow (0-3 Hz)
oscillations in these two structures do not clearly support a unidirectional flow of
information (Ji and Wilson 2007). However, during the NREM state called NREM
stage 2 when slow oscillations are interrupted by faster 10—15 Hz spindles lasting
~1.5 s, the direction of communication is clearly from the hippocampus to the cortex,
and the cortex reverberates to hippocampal neuronal activity with a spindle fre-
quency response (Wierzynski et al. 2009).

The very elegant studies of unit activity and LFPs in the hippocampus and cortex
during experience and sleep support the model proposed by Born and Wilhelm
(2012). This model proposes that both the cortex and the hippocampus acquire
information about experience during wake with the cortical representation being
weak and the hippocampal being strong. Then during sleep, the hippocampus tutors
the cortex to strengthen or consolidate the information into long-term memory.

There are hippocampal replays of waking experiences during REM sleep as well
(Louie and Wilson 2001; Poe et al. 2000), with the main difference being that REM
replays occur without compression and the neuronal firing coincides with the peaks
of the theta rhythm. One interesting feature of REM replay in the dorsal region of the
hippocampus CAL1 output region is that the firing of neurons associated with older
memories that have already been consolidated to the neocortex is delayed so that
they coincide with the troughs of the theta rhythm, a time consistent with the
weakening of those familiar synapses in the hippocampus (Huerta and Lisman
1996), possibly to recycle the synapses so they may be free to encode novel
memories in subsequent waking (Poe et al. 2000).

The idea that episodic memory encoding and consolidation involves the transfer
of packets of information between the hippocampus and the cortex in the form of
ripples gains support from studies showing that disruption of sharp-wave ripples
during sleep following training impairs spatial learning and memory (Girardeau et al.
2009; Ego-Stengel and Wilson 2010). No one has yet attempted to disrupt theta
ripple replay during REM sleep. Indirect evidence for the significance of replay
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Fig. 2 Protein synthesis inhibitor (anisomycin) in combination with cued fear memory replay
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case, the treatment (vehicle or anisomycin) was administered prior to the sleep phase, and during
sleep the animal was exposed to the CS odor or a control odor. The strength of the cued fear
response was determined during the subsequent wake phase as % of time displaying freezing
behavior following the CS exposure. The anisomycin had no effect if the animal was only exposed
to the control odor cue during sleep, but if the animal was exposed to the CS during sleep, the
strength of the cued fear memory was considerably reduced during the subsequent wake phase.
However, if the CS was delivered to the anisomycin-treated animals only when they were awake
during the sleep phase, there was no effect on the strength of the cued fear memory during the
subsequent wake phase

events comes from studies that used classical conditioning to reactivate memories
during sleep. Memories that are reactivated in sleep are significantly strengthened
(Rasch and Born 2007; Rudoy et al. 2009; van Dongen et al. 2012; Oudiette and
Paller 2013; Rolls et al. 2013). Rolls et al. (2013) went on to demonstrate that the
consolidation of the reactivated memory was an active process requiring protein
synthesis (Fig. 2).

Using an odor as the conditioned stimulus (CS) and foot shock as the uncondi-
tioned stimulus (US), they showed that reintroduction of the CS during sleep
resulted in a heightened, context-independent fear response to the CS during
subsequent wake. In similar experiments, they injected a protein synthesis inhibitor
(PSI) into the amygdalas of the mice following the fear conditioning and just prior to
sleep. These animals were then exposed to the CS or a control odor stimulus during
sleep. During the next wake phase, the mice that received the PSI injections and were
exposed to the CS during sleep had decreased fear responses in comparison to mice
that had received vehicle injections and also in comparison to mice that had received
PSI injections but were exposed to a control stimulus during sleep. These results
(first three bars in Fig. 2) were interpreted to mean that interfering with the active
process of memory reactivation and consolidation during sleep reduced the strength
of the memory. The very interesting result, however, was that when the conditioned
stimulus was introduced during natural wake episodes during the sleep phase, the
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PSI had no effect on the strength of the memory (Fig. 2, fourth bar, Rolls et al.
unpublished). Thus, the influence of cued memory replay on the strength of the
memory depends on sleep and not just on experiencing the CS during the sleep
phase. Taken together, there is strong evidence that hippocampal encoded memories
are reactivated during subsequent sleep and that reactivation involves communica-
tion with the cortex resulting in the formation and strengthening of a long-term
memory transcript.

3 Synaptic Plasticity

Synaptic plasticity refers to changes in the strength of existing synapses, changes in
synapse number or size, or changes in morphological structures that contain or form
synapses (e.g., dendritic spines and synaptic boutons). Synaptic plasticity is thought
to be the cellular basis of memory and also has historically been associated with
sleep. Scientists have traditionally examined this relationship in two ways. “Top-
down” approaches involve an organizing principle or hypothesis that attempts to
explain the role of sleep in plasticity in a comprehensive way. “Bottom-up”
approaches instead ask simpler questions about how sleep or sleep loss impacts
classic models of plasticity in vivo or in vitro. The results of the latter investigations
do not require that any particular “top-down” hypothesis be true. However, any “top-
down” hypothesis must account for “bottom-up” results.

3.1 Synaptic Plasticity in the Hippocampus

The role of sleep in brain plasticity has traditionally been investigated using classic
forms of tetany-induced Hebbian long-term synaptic potentiation (LTP) and long-
term depression (LTD). Overall, sleep deprivation inhibits the induction or mainte-
nance of LTP in vivo and in vitro. Sleep deprivation impairs hippocampal LTP in
anesthetized or awake rodents (Romcy-Pereira and Pavlides 2004; Kim et al. 2005;
Marks and Wayner 2005). Several studies also show that in vitro hippocampal LTP
(either the induction or maintenance) is reduced in rodents that undergo varying
amounts of REM sleep deprivation, total sleep deprivation, or sleep restriction prior
to sacrifice (Campbell et al. 2002; Davis et al. 2003; McDermott et al. 2003, 2006;
Chen et al. 2006; Ishikawa et al. 2006; Kopp et al. 2006; Ravassard et al. 2006, 2009;
Tartar et al. 2006; Arrigoni et al. 2009; Vecsey et al. 2009; Florian et al. 2011).
Interestingly, when REM sleep is restored (after prior deprivation) or increased in
rodents, this reverses deficits in hippocampal LTP (Ravassard et al. 2009, 2015).
The underlying mechanisms mediating the effects of sleep loss on LTP and LTD
are not understood. They do not appear to be simply due to indirect effects of the
sleep deprivation procedures. For example, these deficits can be dissociated from
changes in stress hormones (Kopp et al. 2006; Ravassard et al. 2009, 2015).
Diminished plasticity may instead be linked to decrements in hippocampal NMDA
receptor function (Chen et al. 2006; Kopp et al. 2006; McDermott et al. 2006;



The Function(s) of Sleep 1

Longordo et al. 2009) and ERK/MAPK activation (Ravassard et al. 2009) combined
with reductions in hippocampal dendritic spines (Havekes et al. 2016), plasticity-
related mRNAs or proteins (Davis et al. 2006; Guzman-Marin et al. 2006; Ravassard
et al. 2015), and elevated concentrations of PDE4 (Vecsey et al. 2009) and extracel-
lular adenosine (Arrigoni et al. 2009; Florian et al. 2011). This may also involve
changes in protein synthesis, as the translational machinery in the hippocampus is
suppressed during sleep deprivation but recovers with subsequent sleep (Havekes
and Abel 2017) (Fig. 3).

3.2 Synaptic Plasticity in the Visual Cortex: Ocular Dominance
Plasticity (ODP) and Stimulus-Selective Response Plasticity
(SRP)

ODP refers to synaptic changes in visual cortical neurons in vivo triggered by
monocular deprivation (MD) or other changes in patterned vision (Wiesel and
Hubel 1963; Hubel and Wiesel 1970). ODP is more easily induced during a critical
period of development, but it shares in common numerous mechanisms that mediate
Hebbian and non-Hebbian plasticity in the adult hippocampus and non-sensory
cortex. ODP is considered physiological for the following reasons. It occurs in the
intact, unanesthetized brain in response to changes in sensory input that animals
actually experience. The resulting plasticity involves naturally occurring changes in
synaptic proteins and molecules as part of an adaptive response to this change in
vision. Third, the underlying plasticity governs cortical adjustments to visual input
that normally occur during the critical period. These adjustments are thought to be
essential for the development of binocular vision, acuity, and other visual response
properties in cortical neurons (for review see Spolidoro et al. 2008; Smith et al. 2009;
Tropea et al. 2009; Espinosa and Stryker 2012).

In the cat during the peak of the critical period, sleep significantly enhances the
effects of MD on cortical neurons, a process that does not occur when animals are
instead sleep-deprived (Frank et al. 2001). The precise mechanisms governing this
process are similar to those that mediate LTP. For example, both acute (Aton et al.
2009a, b) and chronic recording (Aton et al. 2013) of single neurons show responses
to the non-deprived eye become stronger after sleep. In comparison, sleep has little
to no effect on the magnitude of depression observed in the deprived-eye pathway.
This process is activity-dependent (Jha et al. 2005), and inhibiting the N-methyl-p-
aspartate receptor (NMDAR), protein kinase A (PKA), the extracellular-regulated
kinase (ERK), or the mammalian target of rapamycin (mTOR) during post-MD sleep
inhibits this potentiated response (Aton et al. 2009a, b; Seibt et al. 2012). In addition,
post-MD sleep is accompanied by activation of several kinases implicated in LTP
and phosphorylation of the a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
receptor (AMPAR) that lead to trafficking and insertion of this receptor into the post-
synaptic membrane (Aton et al. 2009a, b). Post-MD sleep also promotes the synthe-
sis or phosphorylation of several proteins implicated in LTP (Seibt et al. 2012;
Dumoulin et al. 2015) (Fig. 4).
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Fig.3 The molecular impact of sleep deprivation. A schematic overview of hippocampal signaling
pathways whose modulation by sleep deprivation may contribute to effects on memory formation.
Sleep deprivation has been reported to reduce glutamatergic signaling while increasing adenosine
levels. Sleep deprivation also attenuates cAMP signaling, CREB-mediated gene transcription,
translational processes through mTOR signaling, and structural plasticity through modulation of
the PKA-LIMK-cofilin pathway. All of these molecular events are shown in a single connected
pathway in order to demonstrate how the effects of sleep deprivation could potentially interact to
impact learning and memory. Dashed black lines and blue arrows pointing down indicate attenua-
tion of the signaling pathway. Red lines and upward pointing arrows indicate an increase of the
signaling pathway. Reproduced with permission from Havekes and Abel (2017)
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Fig. 4 Effect of sleep on the magnitude of the ocular dominance shift induced by monocular
deprivation. The first two columns depict the rearing conditions of kittens employed by Frank et al.
(2001). The right-most column schematically shows ocular dominance maps obtained from primary
visual cortex under the various conditions. All kittens were monocularly deprived for 6 h, and one
group was tested immediately afterward (MDG6h). A second group was allowed to sleep as much as
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Stimulus-selective response plasticity (SRP) is a form of in vivo LTP also
induced by changes in visual input but occurring in the developing and adult visual
cortex. In mice, brief exposure to a visual stimulus (phase-reversing, oriented
gratings) results in enhanced cortical (V1) responses to stimuli of the same orienta-
tion (Frenkel et al. 2006). SRP is considered an in vivo form of LTP of cortical
glutamatergic synapses because it requires the same cellular mechanisms as LTP
in vitro (Frenkel et al. 2006) and occludes tetany-induced thalamocortical LTP
(Cooke and Bear 2010). SRP is not present immediately after training in an awake
mouse. It is only observed after a subsequent period of sleep and suppressed by sleep
deprivation (Aton et al. 2014). A follow-up investigation (Durkin and Aton 2016)
showed that these changes could not be explained as a form of synaptic weakening in
excitatory synapses, as recently suggested (Cirelli and Tononi 2015). Instead they
require thalamocortical spindles and likely involve mechanisms implicated in classic
LTP (Durkin et al. 2017). In support of this interpretation, calcium in cortical
dendrites is elevated during NREM spindles in a manner that may promote Hebbian
synaptic modifications (Seibt et al. 2017) (Fig. 5). Nevertheless, there are several
unknown mechanisms that likely are important in this process, including changes in
intracortical inhibition (Kaplan et al. 2016).

33 The Synaptic Homeostasis Hypothesis (SHY)

SHY proposes that sleep promotes global (or “net’) synaptic weakening that offsets
global synaptic strengthening that occurs during wake (Tononi and Cirelli 2003,
2006, 2014). This global synaptic weakening in sleep preserves the relative strength
between synapses, allows for further synaptic changes, and prevents maladaptive
metabolic costs associated with excessive synaptic maintenance. These are intui-
tively appealing aspects of SHY. If indeed all or most learning results in synaptic
strengthening (but see Frank 2012), then eventually the brain’s ability to learn or
store information would saturate at some point. There should be other forms of
plasticity that restore a set point of synaptic strength to the network. This problem
was recognized many years before SHY was proposed and several mechanisms
including heterosynaptic adjustments (e.g., a sliding threshold for plasticity) and
synaptic homeostasis were proffered as solutions (reviewed in Turrigiano 2007;
Hulme et al. 2014).

Fig. 4 (continued) they liked during the following 6 h (MD + S), while a third group was kept
awake in the dark (MD — S). A fourth group was deprived for 12 h and then tested (MD12h). The
ocular dominance maps obtained by intrinsic signal imaging (Bonhoeffer and Grimwald 1996) dis-
play cortical regions dominated by the deprived eye in black and those dominated by the
non-deprived eye in white. The MD + S group shows a loss of territory dominated by the deprived
eye well beyond that is observed in the MD6h group, while the sleep-deprived group (MD — S)
does not. In fact, the consolidation of the MD shift in the MD + S group amounts to about the same
magnitude as is observed after 12 h of monocular deprivation (MD12h). Reproduced with permis-
sion from Sengpiel (2001)
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Therefore the core concept of SHY is not new; what is new is the idea that this
renormalization of synaptic weights predominantly occurs in sleep and that it should
manifest as a global reduction in synaptic strength. Although the most recent
formulation of SHY allows for subsets of synapses to be preserved against the
downscaling process (“selective down-selection™), the latter does not involve
synaptogenesis or new synaptic strengthening during sleep.

A number of changes in proteins, synaptic efficacy, and synapse and dendrite
morphology are consistent with predictions of SHY (Vyazovskiy et al. 2008; Liu
et al. 2010; Maret et al. 2011; de Vivo et al. 2017). In homogenized tissue, markers
of synaptic potentiation (e.g., changes in AMPAR subunit number or phosphoryla-
tion) are higher in rats sacrificed at the end of the active phase or after sleep
deprivation, compared to animals sacrificed at the end of the rest phase (Vyazovskiy
et al. 2008). Similar results are reported for measures of synaptic efficacy (EPSPs
and mini EPSPs) and neuronal firing rates, which are also elevated at the end of the
active phase (or after sleep deprivation) relative to sleep (Vyazovskiy et al. 2009; Liu
et al. 2010). Two imaging studies of cortical dendrite spine morphology showed that
the ratio of spines eliminated to those formed was greater after sleep (Maret et al.
2011; Yang and Gan 2011). However, these results were restricted to stages of
development when there is an overall pruning of synapses and were not detected in
adult mice (Maret et al. 2011). It was also shown using electron microscopy in fixed
mouse tissue (layer 2—-3 of the cortex) that many synapses shrink in size when
examined after a long period of sleep, relative to sleep deprivation or the wake
phase (de Vivo et al. 2017). These studies were also conducted in juvenile mice;
therefore, it is unclear if this reflects a general sleep-dependent process that occurs in
adult animals. It is also reported that hippocampal sharp waves during sleep lead to
synaptic downscaling (Norimoto et al. 2018), findings which are surprising consid-
ering the role of sharp-wave ripples and replay in synaptic potentiation (Sadowski
et al. 2016).

There are a number of important caveats to SHY. The first is that the effects of
sleep on synaptic plasticity are not uniform. They vary based on a number of factors,
including the brain region under examination, the age of the animal, the types of
waking experience that precede sleep, and circadian phase (Ribeiro 2011; Frank
2012; Frank and Cantera 2014; Areal et al. 2017; Puentes-Mestril and Aton 2017;
Timofeev and Chauvette 2017). For example, the decrease in neuronal firing rates
during sleep (Vyazovskiy et al. 2009) does not occur in the visual cortex in juvenile
and adult rodents (Aton et al. 2014; Hengen et al. 2016) or developing cats (Aton
etal. 2013). In the frontal cortex of rats, neuronal firing rates across bouts of sleep are
inconsistent with only “selective down-selection.” Instead, sleep appears to promote
firing rate adjustments consistent with a preservation of the weaker synapses
(Watson et al. 2016). Sleep has also been shown to increase or decrease cortical
dendritic spines in adult mice, depending on the type of learning that precedes sleep
and the cortical region under examination (Yang et al. 2014; Li et al. 2017). In
contrast to what is reported in rodent cortex, extended wakefulness reduces morpho-
logical and biochemical markers of hippocampal synapses, events that are reversed
during recovery sleep (Havekes et al. 2007, 2016; Hagewoud et al. 2009). Changes
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in cortical AMPAR subunits reported after sleep deprivation in rats (Vyazovskiy et
al. 2008) are not found in mice (Diering et al. 2017) or cats (Seibt et al. 2012). The
conclusion from these various studies is that SHY does not accommodate several
basic findings from “bottom-up” approaches.

A second caveat is that some findings cited in support of SHY are based on
nonphysiological conditions and/or are rely heavily on ex vivo preparations. As
discussed elsewhere (Holscher 1999; Albensi et al. 2007), plasticity is considered
nonphysiological when it involves forms of stimulation not naturally experienced by
the intact brain or measurement conditions that do not reproduce the conditions of
the intact brain (Holscher 1999; Albensi et al. 2007). Studies cited in support of SHY
employ nonphysiological approaches, including exogenous, transcallosal electrical
stimulation (Vyazovskiy et al. 2008), intracranial infusions of chemicals that cause
cortical spreading depression (Faraguna et al. 2010), intracortical infusions of
neurotrophins and antibodies (Faraguna et al. 2008), transcranial electromagnetic
fields (Huber 2007), and measurements in vitro that require the use of tetrodotoxin
and picrotoxin (Liu et al. 2010). A recent study reporting sharp-wave-mediated
synaptic downscaling relies heavily on in situ preparations and not actual direct
measurements of spines or synapses in vivo (Norimoto et al. 2018).

The third caveat is that virtually nothing is known concerning the sleep-
dependent mechanisms that purportedly weaken synapses during sleep (Frank
2012, 2013). Homer la has been implicated in synaptic downscaling during sleep,
but this study did not examine sleep per se. It instead measured changes in synapses
or proteins at two different times of day in a strongly circadian species (mice) in the
absence of quantitative measures of sleep or wakefulness or controls for circadian
influences (Diering et al. 2017). Therefore the results may be due to sleep or
circadian rhythms.

NREM SWA has been proposed to directly weaken synapses in SHY (Tononi
and Cirelli 2003, 2006). However, there is no direct evidence that SWA in vivo
weakens synapses (Steriade and Timofeev 2003; Frank 2012) while several studies
indicate that SWA might strengthen synapses (Tsanov and Manahan-Vaughan 2007;
Watson et al. 2016; Timofeev and Chauvette 2017). As mentioned above, SWA
appears to be critical in the transfer of information from the hippocampus to the
cortex (Fujisawa and Buzsdki 2011), which seems to be incompatible with a synaptic
weakening function. If, as suggested, there is extensive transfer of information
between the hippocampus and cortex during sleep in support of memory consolida-
tion, and that those communications are organized by specific local field potentials
makes it unlikely that those LFPs are functioning to weaken synapses (and see above
discussion).

A final caveat is that there is no direct evidence for a functional significance of the
synaptic weakening associated with SHY (Tononi and Cirelli 2014). Currently,
evidence supporting a functional significance comes primarily from computational
models (Hill et al. 2008; Olcese et al. 2010; Nere et al. 2013). Computational models
depend critically on what variables are included and the assumptions made about
how actual neurons operate in vivo. Other computational models of memory consol-
idation during sleep do not employ “selective down-selection” or “renormalization”
as described in SHY (O’Donnell and Sejnowski 2014; Blanco et al. 2015). A
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remaining challenge is the need for direct in vivo evidence for adaptive functions
(behaviorally or otherwise) of synaptic down-selection during sleep.

To summarize, it appears that sleep does more than simply weaken synapses.
Rather, during sleep, there is a mixture of synaptic weakening and strengthening that
is circuit-specific and determined in large part by the experience that precedes sleep
(Frank 2015).

4 Restorative Functions

We commonly refer to a good night of sleep as “restorative sleep,” but we don’t
know what is being restored. The most ubiquitous conceptualization of a sleep
restorative function in the sleep literature is Process S based on the changing
expression of EEG slow-wave activity (SWA) as a function of prior wake and
subsequent sleep duration (Borbely and Achermann 1992). Process S is quantified
by the EEG spectral power in the 0.5-4.5 Hz range, which is highest following
prolonged wake and decays exponentially during subsequent sleep. Varying the
duration of wake prior to sleep indicates that Process S builds as an exponentially
saturating curve. The dynamics of Process S reflect a negative feedback mechanism —
some condition accumulates during wake and that condition produces a signal that
controls the intensity of subsequent sleep and presumably the restorative process that
returns the condition to its normative state. Identifying the feedback signal should
lead to identification of that condition and the restorative process.

4.1 Brain Energy

The prevalent and age-old use of adenosine Al-receptor antagonist caffeine and
theophylline to promote wakefulness presaged the scientific demonstration that
adenosine Al-receptor agonists promote sleep (Radulovacki et al. 1984; Benington
et al. 1995). Moreover, in sleep satiated rats, adenosine agonists promote dose-
dependent increases in SWA that have spectral profiles identical to those following
different durations of prior wake, and these increases in SWA show a monotonic
decline similar to that seen in recovery from prolonged prior wake (Benington et al.
1995). Adenosine concentrations and the activity of adenosine synthetic and degra-
dative enzymes show diurnal variations in the rat brain with adenosine highest
during the rest phase and lowest during the active phase (de Sanchez et al. 1993).
Microdialysis studies in cats revealed increases in adenosine in the basal forebrain
and cortex with prolonged wake and decline during subsequent sleep
(Porkka-Heiskanen et al. 1997). The mechanisms whereby adenosine can regulate
SWA are established. Acting through adenosine A1 receptors throughout the thala-
mus and cortex, adenosine promotes increased K+ conductance, hyperpolarization,
and de-inactivation of low-threshold Ca++ channels that are the basis for the
synchronized bursting that produces the slow waves in the cortical EEG (reviewed
in Benington and Heller 1995). These observations and many more
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(Palchykova et al. 2010; Greene et al. 2017) clearly support adenosine as being a
critical feedback variable in the homeostatic regulation of SWA.

What does the identification of adenosine as the critical feedback variable for
control of SWA suggest as to the function of sleep? Adenosine is a central player in
energy exchanges. When metabolic demand reduces the ATP/ADP ratio, excess
ADPs are scavenged to produce ATP with adenosine being a leftover. Thus,
increased adenosine release reflects energy depletion. The hypothesis presented by
Benington and Heller (1995) was that the major brain energy reserve, glycogen, is
regionally depleted during wake resulting in local transient energy deficits and
adenosine release. Adenosine release promotes NREM sleep with increased SWA
during which glycogen reserves are restored. The hypothesis was supported by a
study in rats showing sleep deprivation depletes brain glycogen and recovery sleep
restores brain glycogen (Kong et al. 2002). However, attempts to replicate those
findings in mice produced equivocal results (Gip et al. 2002; Franken et al. 2003).
Supporting molecular genetic data came from a study by Petit et al. (2002) showing
that 6 h of sleep deprivation in mice elevated expression of glycogen synthase-a and
protein targeted to glycogen which serves as a scaffolding bringing glycogen and
glycogen metabolic enzymes together. However, many subsequent studies reviewed
by Petit et al. (2015) have shown that the relationships between sleep-wake and brain
energy metabolism are more complex with both glycogen synthesis and degradation
occurring during sleep or wake. Thus, measures of rate of turnover might be more
informative than time point measures of glycogen concentrations.

Whether or not glycogen replenishment is a major function of sleep, adenosine is
clearly an important controlling element and perhaps a feedback signal. The role
of adenosine in modulating the SWA response to prior waking activity was
demonstrated in a study in which the ability of astrocytes to release ATP was
reversibly impaired by means of a conditional double negative SNARE transgene.
The release of ATP by astrocytes is a major factor in control of extracellular
adenosine. This study showed that baseline sleep was normal in the mice expressing
the dnSNARE, but these mice did not show the enhanced SWA response to sleep
deprivation (Halassa et al. 2009). These results provide further evidence that adeno-
sine is the feedback signal controlling the sleep homeostatic response, but if that
adenosine is the result of ATP release from astrocytes, what could the restorative
function be?

4.2 Macromolecular Synthesis

Sleep may also serve a restorative process by promoting the synthesis of proteins,
peptides, or lipids necessary for normal waking function. NREM sleep has histori-
cally been viewed as the “restorative” sleep state (Benington and Heller 1995).
Though far from conclusive, there are a number of findings that support this view.
NREM sleep amounts are positively correlated with cerebral protein synthesis in
adult rats, monkeys, and the ovine fetus (Ramm and Smith 1990; Nakanishi et al.
1997; Czikk et al. 2003; Vazquez et al. 2008). Studies in rabbits show positive
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correlations between RNA synthesis in purified nuclear fractions of neocortical
neurons and EEG synchronization during sleep (Giuditta et al. 1980a, b). In cats
and rodents, NREM sleep promotes the synthesis of a number of synaptic proteins
and neurotrophins (Seibt et al. 2012; Vecsey et al. 2012; Tudor et al. 2016).

Molecular studies show that recovery sleep after total sleep deprivation
upregulates cortical and medullary expression of genes that may play a role in
protein biogenesis in the endoplasmic reticulum (ER) (Terao et al. 2003). Comple-
mentary results have been reported after 6 h of total sleep deprivation in mice, which
induces cellular events that decrease protein synthesis (Naidoo et al. 2005). Other
studies have found sleep-related increases in several genes implicated in cholesterol
synthesis, membrane trafficking, and vesicle maintenance and transport (Taishi et al.
2001; Cirelli et al. 2004; Basheer et al. 2005; Mackiewicz et al. 2007). Total sleep
deprivation is also reported to reduce cell proliferation in the hippocampus
(Guzman-Marin et al. 2003, 2005; Hairston et al. 2005; Tung et al. 2005). This
latter effect does not appear to be simply due to stress accompanying sleep depriva-
tion because it persists even when stress hormones are clamped (Mueller et al. 2008).

The evidence for macromolecule synthesis in REM sleep is not as clear. REM
sleep deprivation also reduces hippocampal neurogenesis (Guzman-Marin et al.
2008), but it has inconsistent effects on protein synthesis, with some investigators
reporting no effects (Bobillier et al. 1971) and others showing reductions, chiefly in
non-cortical structures (Denin et al. 1980; Shapiro and Girdwood 1981).

An important caveat applies to all studies that employ selective REM sleep
deprivation. Even very short-term REM sleep deprivation on the order of hours
compromises the quality of NREM sleep as the attempts to enter REM sleep come at
increasingly shorter intervals (Benington and Heller 1994). Nevertheless, selective
REM sleep deprivation has continued to be used in many studies, so this caveat has
to be kept in mind while attempting to interpret the results of these studies.

REM sleep deprivation alters the expression of several genes associated with
REM sleep mechanisms, but there is little evidence that REM sleep enhances the
expression of genes other than those located in REM sleep circuits (Merchant-Nancy
et al. 1992; Toppila et al. 1995; Maloney et al. 2002). Although REM sleep is
accompanied by reduced monoaminergic activity (Hobson 1999), the significance of
this interaction in terms of neuro-regeneration is unclear. For example, short-term
REM sleep deprivation (96 h) has been shown to increase noradrenergic activity and
downregulate beta-adrenergic receptors (Pedrazzoli and Benedito 2004; Andersen
et al. 2005), but extended total sleep deprivation or REM sleep deprivation mini-
mally impacts monoamine levels and receptor number (Porrka-Heiskanen et al.
1995; Farooqui et al. 1996; Hipolide et al. 1998; Rechtschaffen et al. 2002) and
only modestly affects neuronal morphology in cholinergic and noradrenergic
neurons (Majumdar and Mallick 2005). However, REM sleep deprivation has
been shown to profoundly reduce the activity of the kinase extracellular signal-
related kinase (ERK). ERK works synergistically with the mammalian target of
rapamycin (mTOR) to activate protein synthesis in neurons (Dumoulin Bridi et al.
2015; Dumoulin et al. 2015). Studies in cultured cortical neurons also show that
conditions that simulate the biochemical environment present in REM sleep can lead
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to pulses of protein synthesis (Soulé et al. 2012). Intriguingly, oligodendrocytes
(a glial cell that manufactures myelin) proliferate during REM sleep, suggesting that
myelination may be promoted by this sleep state (Bellesi et al. 2013).

5 Neural Detoxification

Restoration can involve replacement of something depleted as in the energy hypoth-
esis above, or it can involve the elimination of something accumulated above a
desirable level. Elimination of waste products of metabolism is the focus of a
relatively new hypothesis on sleep function — the glymphatic clearance hypothesis
(Xie et al. 2013). The term glymphatic was introduced in 2012 in a description of the
newly characterized system in the brain for exchange of cerebral spinal fluid (CSF),
interstitial fluid (ISF), and blood. In summary, the evidence supports a model in
which subarachnoid CSF enters the brain through perivascular spaces around
penetrating arteries (Fig. 6).

These spaces are bounded by the end-feet of astrocytes and the endothelium and
smooth muscle of the vessel walls (Iliff and Nedergaard 2013). Water and small
molecular solutes enter the astrocytes through aquaporin (Aqp4) channels in the
astrocyte end-feet membranes. From the astrocytes the water and small molecular
solutes are distributed to the ISF. The ISF along with its solutes leaves the brain
parenchyma through the perivascular spaces around venules and veins draining into
cervical lymphatics and venous blood in the dural sinuses. This drainage of ISF
carries with it waste products of brain metabolism such as beta amyloid, soluble
proteins, lipids, ions, and small molecules such as lactate (Lundgaard et al. 2016).

The connection of the newly described glymphatic system with sleep comes from
the observation that the perivascular spaces and therefore the flow through them
expand dramatically (up to 60%) during sleep in comparison to wake facilitating the
flow of ISF through the brain parenchyma. The volume of the interstitium and hence
the flow of ISF appear to be controlled by at least one neuromodulator that is high
during wake and low during sleep — norepinephrine (Xie et al. 2013).

The glymphatic clearance hypothesis for the function of sleep has possible
connections with the brain energy restoration hypothesis discussed above. The
brain depends on glucose and its breakdown product lactate for energy, and the
astrocytes mediate the delivery of these energy substrates to the neurons. First,
glucose is transferred to astrocytes from the blood via glucose 1 transporters
(Glutl). The astrocytes deliver glucose to the ISF and thereby to neurons via
Glutl. Second, astrocytes also synthesize glucose into glycogen by means of series
of enzymatically controlled steps notably including glycogen synthase. Third, astro-
cytic glycogen is an important and rapidly activated energy reserve, but the process
of glycogenolysis produces glucose-6-phosphate moieties that cannot leave the
astrocyte. Instead, they enter glycolysis producing lactate molecules that can leave
the astrocyte and be an energy source for neurons (reviewed in Falkowska et al.
2015).
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Fig. 6 The glymphatic hypothesis for clearance of brain metabolic waste involves the flow of CSF
from the subarachnoid space into the brain along the periarterial spaces around penetrating arteries
and arterioles. Aquaporins in the end-feet of the astrocytes lining the blood vessels allow water and
small molecular solutes to enter the astrocytes and from the extensions of the astrocytes into the
interstitial fluid (ISF) of the brain parenchyma. The ISF along with metabolic wastes and toxins
leaves the parenchyma through perivascular spaces around the venules and veins. This ISF flow
increases by about 60% during sleep due to widening of the perivascular spaces (figure from
Herculano-Houzel 2013)

The high-energy demands of neural activations during wake call upon the
glycogen reserves of the astrocytes causing increases in lactate levels in the ISF,
and indeed studies have shown higher brain lactate levels during wake than during
sleep (Lundgaard et al. 2016). In addition, neuronal activations are associated with
transient rises in glycolysis resulting in neuronal contributions of lactate to the ISF
(Prichard et al. 1991). Thus, sleep-related clearance of lactate from the brain is one
potential function of the glymphatic system (Lundgaard et al. 2016) and that
clearance function would pertain to many other components of the ISF as well.

6 Discussion

There are two main categories of brain-based hypotheses of sleep function. Cogni-
tive hypotheses propose that sleep is important for complex brain functions such as
learning, memory, and plasticity. Housekeeping hypotheses (restoration and



The Function(s) of Sleep 23

detoxification) instead propose that sleep governs more basic, homeostatic functions
necessary for normal operation of neurons. How do these hypotheses fare when one
considers our criteria for a core function of sleep?

6.1 Ontogeny

Both categories of hypotheses appear to explain many aspects of sleep across the
lifespan. Early development is a time of rapid and extensive learning. If sleep is
necessary to consolidate and strengthen the effects of experience on the brain, it is
reasonable that sleep amounts should be high in young animals. Similarly, if sleep
plays a critical role in brain plasticity, then one might expect the amount of sleep to
parallel developmental changes in brain plasticity. This is indeed the case across a
wide range of animal species (Frank 2005). Sleep is maximal during periods of
development when the brain is most plastic. With respect to SHY, it might explain
the need for sleep function during specific developmental windows when overall
pruning exceeds synaptogenesis. These periods of rapid growth, learning, and
plasticity are likely accompanied by greater metabolic demands and increased
rates of macromolecule synthesis. This in turn could theoretically require greater
amounts of glymphatic clearance of waste products.

6.2 Homeostasis

Not all hypotheses offer explanations for homeostatic regulation. Cognitive
hypotheses have yet to provide a convincing link between learning or plasticity
and Process S. There is no clear feedback variable resulting from memory consoli-
dation or brain plasticity per se that then determines sleep need or expression. It has
been suggested that BDNF could play that role. BDNF concentrations in the brain
are higher during wake reflecting the level of neural activity. Unilateral applications
of BDNF into the rat brain promote higher slow-wave activity in that side of the
brain during subsequent sleep. However, these studies rely on nonphysiological
manipulations of BDNF (Faraguna et al. 2008).

There is a link between cortical slow-wave activity and memory consolidation.
The expression of hippocampal sharp-wave ripples that are believed to be the
conduit for information transfer between the hippocampus and the neocortex during
memory consolidation is linked to the up-states of the slow-wave oscillations.
Therefore, the cortical slow-wave activity appears to synchronize the neocortical-
hippocampal interplay that is fundamental to the formation of long-term memories
(Molle et al. 2006). There is elegant evidence that regional brain activation during
wake influences SWA in that region during sleep, and the subsequent improvement
in the task related to that activation is proportional to the change in SWA (Huber
et al. 2004). However, no feedback signal related to cognitive demand related to
memory consolidation has been identified.
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Stronger linkages exist between some housekeeping hypotheses and Process
S. As proposed by Benington and Heller (1995), wake promotes regional energy
deficits that result in a negative feedback signal, adenosine, that promotes sleep and
in particular the EEG delta power that is the primary measure of Process S. During
sleep energy reserves are restored, and the negative feedback signal is decreased.
The higher energetic demands during waking could be related to regional synaptic
activity, maintaining ion gradients, and/or macromolecule turnover; all are energetic
processes.

It is also conceivable that the synthesis of macromolecules during sleep includes
molecules that enable sustained wakefulness; an interruption of this process would
then lead to heightened sleep pressure.

At present, there is no direct evidence linking glymphatic clearance with Process
S; however, a clearance hypothesis for sleep function implies that there is a buildup
during wake of one or more substances that are cleared during sleep, and any such
substance could serve as a feedback variable in the homeostatic regulation of sleep.
There is a potential connection between glymphatic clearance and brain energetics
that could relate to Process S. During wake, brain lactate levels are higher than
during sleep (Lundgaard et al. 2016). When regional metabolic demand of neurons
exceeds the available blood glucose supply, the astrocytes break down glycogen and
through glycolysis supply lactate to the interstitial fluid to serve the metabolic needs
of the neurons. Thus, wakeful brain activities could generate the need for extracellu-
lar lactate clearance during sleep, but that lactate production could be coincident
with energetic demands resulting in adenosine release.

6.3 Necessity and Sufficiency

Very few brain hypotheses for sleep function demonstrate why sleep is necessary
and sufficient and why the brain must be offline for the proposed function. The best
case can be made for sleep being necessary for learning and memory. New informa-
tion is coded during wake, and significant information is consolidated and integrated
during subsequent sleep. Although studies have shown that simple cued fear mem-
ory may not require sleep (Graves et al. 2003; Cai et al. 2009), their strengthening
and integration may require sleep. Rolls et al. (2013) showed that the intensity of
cued fear memories is dependent on replay occurring during sleep. The interesting
dichotomy between the wake and sleep response to the cue is that repeated exposure
to the cue during wake leads to extinction but repeated exposure during sleep results
in intensification. Clearly working memory and short-term memory do not require
sleep. Certain forms of replay also occur in quiet waking (Foster 2017), and
emotional valence may extend the duration of those memories. Sleep, however, is
necessary for higher-order memory consolidation and integration.

The necessity of sleep for learning and memory consolidation may involve the
importance of stabilizing memory transcripts during hippocampal/neocortical
interactions, thus separating the encoding of new information from the consolidation
of prior information (Heller et al. 2014). The vulnerability of those memory
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transcripts has been demonstrated by the ability to alter their emotional valence
(Rolls et al. 2013) and by the ability to manipulate them during sleep to create false
memories (Ramirez et al. 2013). Having the brain offline during higher cognitive
processing blocks new inputs and protects the fidelity of the memories being
consolidated.

Few restorative and detoxification hypotheses have been able to demonstrate
necessity and sufficiency and the need for offline brain states. Offline states would
seem to promote glycogenesis. The neuromodulators promoting wake activate
glycogen phosphorylase promoting glycogenolysis, and the neuromodulators pro-
moting sleep activate the enzymes of glycogen synthesis. Short-term sleep loss has
been shown to reduce cerebral glycogen content in rats (Kong et al. 2002) but not in
other rodent studies (Gip et al. 2002; Franken et al. 2003). In Drosophila, if sleep loss
is maintained for longer periods, glycogen synthesis resumes even though the
animals are awake (Zimmerman et al. 2004). Thus, sleep may be sufficient, but
not necessary, for glycogen synthesis. Similarly, it is not yet clear if sleep is
necessary and sufficient for glymphatic clearance or why the brain must be offline
for this to occur. It is conceivable that because the control of the perivascular
resistance to flow is under adrenergic control, and adrenergic tone is high during
wake, sleep is needed to decrease adrenergic tone. Yet, it is unknown what happens
to clearance if wakefulness is extended. Given that clearance does occur during
wakefulness, but at a lower rate (Xie et al. 2013), it is possible that during sleep
deprivation, clearance rates simply increase even in the absence of sleep.

There is some evidence that sleep may be necessary and sufficient for the
synthesis of certain types of cerebral proteins. This has been demonstrated in the
hippocampus and visual cortex. In both brain regions, activation of some enzymes
important for mRNA translation (and protein synthesis) only proceeds in sleep (Seibt
et al. 2012; Tudor et al. 2016). Offline brain states may be necessary for optimal
protein synthesis because waking may inhibit the upstream activation of mTOR. The
higher consumption of ATP during waking states may shift the AMP/ATP ratio
toward AMP thus activating AMP-kinase, leading to inhibition of mTOR (Inoki
et al. 2012).

6.4 The Presence of Two Sleep States

No current hypothesis of sleep function has adequately explained the presence of
REM and NREM sleep. Several proposals have been made that posit that the
interplay between the two states is required for memory consolidation (Giuditta
et al. 1995; Smith 2001). However, the supporting evidence is not strong
(Ackermann and Rasch 2014). There is evidence that supports a role for both
brain states in brain plasticity and macromolecular synthesis, but it is not clear if
they govern the same or different plastic processes.

Other proposals are largely mute when it comes to REM sleep (Xie et al. 2013;
Tononi and Cirelli 2014). This may in part stem from the difficulty in examining the
role of each state in isolation. Experimentally, this is very hard to do as selective
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REM sleep deprivation (which is commonly used to probe the role of REM sleep)
disrupts NREM sleep (Endo et al. 1997, 1998). In addition, REM sleep periods in
mice (which are the more commonly used animal model) are very short in duration,
which makes measurements selectively in this state difficult.

The problem of accommodating both sleep states in a hypothesis of sleep function
only exists if we assume that the functions of both sleep states are in relationship to
wake. Therefore, the problem disappears if we view REM sleep as serving a need
generated during NREM sleep as proposed by Benington and Heller (1994). They
produced convincing evidence for a homeostatic relationship between NREM and
REM sleep with the need for REM sleep building up during episodes of NREM sleep
until that need forces a transition to REM to dissipate that need.

7 Synthesis and Concluding Remarks

None of the hypotheses of sleep function that we have discussed convincingly
satisfy all of the criteria we set forth at the beginning of this review. The least
satisfactory challenge for all hypotheses is explaining the two different states of
sleep. Perhaps this difficulty is due to a wrong assumption that all sleep functions are
in relationship to waking. If REM sleep serves a need created by NREM sleep rather
than waking (Benington and Heller 1994), then all hypotheses of sleep function
explain the existence of the two sleep states. The question converts to what
conditions or needs created by NREM sleep require the alternations of that state
with REM sleep.

The macromolecular synthesis hypothesis appears to accommodate the ontogeny
criterion well since early life is a time of rapid and extensive growth and remodeling
of the nervous system and also a time of maximum sleep amounts. It also has the
potential of satisfying the homeostasis criterion since it postulates that many gene
products are depleted during wake and replenished during sleep. However, no
specific feedback signal has been identified that relates biosynthetic functions to
Process S. Problems arise for the macromolecular synthesis hypothesis with respect
to necessity and sufficiency with respect to gene transcription. Although thousands
of genes have been shown to alter expression levels between wake and sleep, the
observed changes in levels are subtle (Mackiewicz et al. 2007). It is difficult to
explain why the brain must be taken offline to achieve those subtle changes. There is
also a logical problem in postulating that biosynthesis serves as the primary function
of sleep. All of the other hypotheses of sleep function could be expected to be
facilitated by changes in gene or protein expression, so it seems that the evolution of
those functions would have preceded the associated changes in macromolecular
synthesis.

The other two restorative hypotheses, brain energy reserve replenishment and
brain clearance of waste products, are compatible with increased demands during
early life. Decrease in these functions reflected in less sleep in the aged could also be
factors in cognitive capacity senescence. A strong feature of the brain energy
hypothesis is that it identifies a feedback molecule (adenosine) that explains Process
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S and a mechanism (glycogen depletion) that relates the production of that feedback
molecule to events during waking. However, it is difficult to conclude that the brain
energy hypothesis meets the necessity and sufficiency criterion. Although glycogen
metabolism is strongly affected by the neuromodulators associated with sleep/wake
regulation, it has been shown that glycogen synthesis occurs in both sleep and wake
(Petit et al. 2015). Conversely, the glymphatic clearance hypothesis does not identify
a feedback molecule that explains Process S, but mechanistically it satisfies the
criterion of sufficiency. It is tempting, however, to see a link between the energy and
the clearance processes. Lactate is a significant component of the glymphatic
clearance process, and its accumulation in the interstitial fluid should correlate
with the energy demands placed on the brain.

Our conclusion is that the strongest support for a primary function of sleep
hypothesis goes to learning and memory along with the requisite underlying pro-
cesses of synaptic plasticity. Obviously synaptic plasticity is a feature of wake;
otherwise, new information could not be encoded, and practice would not have an
effect on subsequent recall/performance. However, sleep surely involves unique
properties of synaptic plasticity that underlie complex memory consolidation and
integration that are fundamental to higher cognitive functions. Evidence shows that
sleep is necessary and sufficient for these higher cognitive functions. A reason for
why the brain must be offline for these functions to occur likely resides in the brain
processes that communicate memory transcripts from one brain region to another.
The fidelity of these memory transcripts could be compromised by intrusion of new
information that is constantly being encoded during wake. A feedback signal
controlling sleep homeostasis in response to accumulation of information during
wake has not been identified, but a major feature of sleep homeostasis, cortical slow-
wave activity, may play an important role in coordinating the information processing
involved in memory consolidation.

As we learn more about the complex neural mechanisms underlying sleep and its
relationships to wake, we are likely to find that the final answer to what is the primary
function of sleep involves a combination of aspects of the current leading
hypotheses. A final consideration is that pharmacologically induced brain states
resembling sleep (e.g., hypnotic induced sleep) may not accomplish the normal
functions of sleep. For example, hypnotic agents that have relatively modest effects
on sleep architecture can profoundly inhibit sleep-dependent brain plasticity in
animals (Seibt et al. 2008; Aton et al. 2009a, b) and reduce sleep-dependent memory
in humans (Hall-Porter et al. 2014). Therefore, the secret of sleep function must lie
beyond the superficial metrics such as EEG that we use to measure its outward
appearance. Conversely, as we learn more about specific functions normally
subserved by sleep, it may be possible to stimulate them or improve them without
replicating the superficial manifestations of sleep.

We end this brief review of the search for sleep function with a quote from our
esteemed colleague who engaged in that search for many years, Allan
Rechtschaffen: “If sleep does not serve an absolutely vital function, then it is the
biggest mistake the evolutionary process has ever made.”
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Abstract

In the present chapter, hypotheses on the mechanisms responsible for the
genesis of the three vigilance states, namely, waking, non-rapid eye movement
(non-REM) also called slow-wave sleep (SWS), and REM sleep also called
paradoxical sleep (PS), are presented. A huge number of studies first indicate
that waking is induced by the activation of multiple waking systems, including
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the serotonergic, noradrenergic, cholinergic, and hypocretin systems. At the
onset of sleep, the SWS-active neurons would be activated by the circadian
clock localized in the suprachiasmatic nucleus and a hypnogenic factor, adeno-
sine, which progressively accumulates in the brain during waking. A number
of studies support the hypothesis that SWS results from the activation of
GABAergic neurons localized in the ventrolateral preoptic nucleus (VLPO).
However, new GAB Aergic systems recently described localized in the parafacial,
accumbens, and reticular thalamic nuclei will be also presented. In addition, we
will show that a large body of data strongly suggests that the switch from SWS
to PS is due to the interaction of multiple populations of glutamatergic and
GABAergic neurons localized in the posterior hypothalamus and the brainstem.

Keywords

Acetylcholine - Adenosine - Brainstem - GABA - Glycine - Histamine - Hypocretin -
Melanin-concentrating hormone - Muscle atonia - Norepinephrine - Orexin -
Serotonin

1 Introduction

In most mammals, there are three vigilance states characterized by distinct
differences in electroencephalogram (EEG), electromyogram (EMG), and electrooc-
ulogram (EOG) recordings. The waking state is characterized by high-frequency
(40-300 Hz), low-amplitude (desynchronized) activity on the EEG, sustained
EMG activity, and ocular movements; non-rapid eye movement (non-REM), also
named slow-wave (SWS) sleep (synchronized), is characterized by low-frequency
(0.5-4 Hz), high-amplitude delta oscillations on the EEG, low muscular activity on
the EMG, and no ocular movement; and rapid eye movement (REM), also called
paradoxical sleep (PS), is characterized by a predominant theta (6-9 Hz) and gamma
(30-300 Hz) rhythms similar to waking EEG but with complete disappearance of
postural muscle tone and the occurrence of rapid eye movements (REMs) and
muscle twitches.

Neuropathological evidence from the nineteenth century indicates that altered
states of vigilance can be induced by focal brain lesions and that different neuro-
chemical mechanisms are responsible for the succession of the three vigilance states
across the 24 h day (Fort et al. 2009). The aim of this review is to examine possible
neuronal networks and mechanisms responsible of the switch from waking to SWS
and PS.

2 Neuronal Network and Mechanisms Involved in Waking

The activated cortical state during waking is induced by the activity of multiple
waking neurochemical systems. Some of these belong to the ascending reticular
activating system. These neurochemical systems include the serotonergic neurons
mainly localized in the dorsal raphe nucleus, noradrenergic neurons in the locus
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coeruleus, cholinergic neurons in the pontine brainstem, glutamatergic neurons of
the medial parabrachial nucleus (Anaclet et al. 2014), and dopaminergic neurons of
the ventral tegmental area (Eban-Rothschild et al. 2016), while other systems are
located more rostrally in the forebrain. These systems include the cholinergic
neurons in the basal forebrain, the histaminergic neurons localized in the tubero-
mammillary nucleus, and GABAergic and orexin (hypocretin) neurons in the lateral
hypothalamus (Fort et al. 2009; Herrera et al. 2016).

Altogether, these systems control wakefulness and arousal through their wide
projections to the thalamus and/or the neocortex. When these waking systems are
inactivated, the thalamocortical network is no longer activated and return to its
default mode characterized by oscillations in the delta range (i.e., the slow-wave
mode of activity typical of SWS) (Fort et al. 2009).

A number of studies strongly suggest that sleep is induced by neurons inhibiting
the waking systems, possibly by gamma-aminobutyric acid (GABA), the main
inhibitory neurotransmitter in the brain. It is well known that serotonergic neurons
discharge during wakefulness decrease their activity during SWS to become
completely silent during sleep (Gervasoni et al. 2000). It has also been shown that
the local application during SWS and PS of bicuculline, a competitive antagonist of
GABA-A receptors, restores the waking activity of the neurons. Similar results have
been obtained for the noradrenergic neurons of the locus coeruleus (Gervasoni et al.
1998) (Figs. 1 and 2).

3 Mechanisms Involved in Non-REM (Slow-Wave Sleep, SWS)
Induction and Maintenance

A large number of studies localized the GABAergic neurons in charge of inhibiting
the waking systems during sleep in the preoptic area as described below.

3.1 The Forebrain (Preoptic) Sleep Center

Following studies of patients with postinfluenza encephalitis, the neuropathologist
von Economo reported that inflammatory lesions of the preoptic area were often
associated with insomnia and therefore proposed that the preoptic area was critical
for the production of normal sleep (von Economo 1926). This was further confirmed
in monkeys, rats, and cats where preoptic area lesions consistently induced a
profound and persistent insomnia (Fort et al. 2009). Consistent with these results,
preoptic area electrical stimulation induces EEG slow-wave activity and sleep
(SWS) (Fort et al. 2009). A recent study using pharmacogenetics in mice to
functionally mark neurons activated in the preoptic area during recovery sleep or
alpha-2 adrenergic receptor-induced sedation elegantly demonstrated that selective
reactivation of these neurons induces SWS (Zhang et al. 2015). Finally, putative
sleep-promoting neurons in the preoptic area displaying an elevated discharge rate
during SWS were recorded in freely moving cats (Fort et al. 2009). Altogether, these
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studies support the hypothesis that the preoptic area contains neurons that promote
sleep, in particular SWS.

In the following years, to more precisely identify the sleep active neurons,
researchers mapped in the preoptic area the localization of the neurons with
increased expression of the immediate early gene c-Fos, a marker of neuronal
activity. They found out that these neurons are distributed in the preoptic area but
are more densely packed in the median preoptic nucleus (MnPn) and the ventrolat-
eral preoptic nucleus (VLPO). Interestingly, the number of c-Fos-immunoreactive
neurons in the VLPO and MnPn positively correlated with sleep quantity and sleep
consolidation during the last hour preceding sacrifice. Numerous c-Fos-positive
neurons were also observed in sleep-deprived rats in the MnPn but not in VLPO
(Sherin et al. 1996; Gvilia et al. 2006), suggesting that VLPO neurons are responsi-
ble for the induction of sleep while MnPn neurons serve a homeostatic role in
sleep. It was later demonstrated that VLPO and the suprachiasmatic nucleus
(SCN), responsible for the circadian organization of the sleep-waking cycle,
have synchronized activity (Fort et al. 2009). Considering that both areas are
interconnected and receive inputs from the retinal ganglion cells, it is, thus, possible
that circadian- and photic-linked information may be conveyed to modulate VLPO
activity (Fort et al. 2009) (Fig. 3).

Electrophysiological experiments in behaving rats have shown that neurons
recorded in the VLPO and MnPn are active before and after the onset of SWS and
their firing rate is positively correlated with sleep depth and duration, suggesting that
they participate to SWS induction and stability. Some of these neurons are also
active during PS with a higher firing frequency than during the preceding SWS. In
addition, VLPO and MnPn neurons display a firing pattern reciprocal to the wake-
active neurons (see below). Retrograde and anterograde tract-tracing studies indicate
that VLPO and MnPn neurons are reciprocally connected with wake-active neurons
such as those containing histamine in the tuberomammillary nucleus (TMN),
hypocretins in the perifornical hypothalamic area (PeF), serotonin in the dorsal
raphe nuclei (DRN), noradrenaline in the locus coeruleus (LC), acetylcholine in
the pontine (LDT/PPT), and basal forebrain nuclei. In these wake-promoting areas,
extracellular levels of GABA increase during SWS compared to W. It has also been
shown that c-Fos-positive neurons in the VLPO express galanin mRNA and 80% of

A

Y
Fig. 1 (continued) activation, and also, importantly, inhibit the GABAergic SWS (non-REM
sleep)-active neurons of the VLPO and MnPn. SHT 5-hydroxytryptamine (serotonin), Ach acetyl-
choline, ADA adenosine, BF basal forebrain, DPGi dorsal paragigantocellular reticular nucleus,
dDPMe deep mesencephalic reticular nucleus, DRN dorsal raphe nucleus, GABA gamma-
aminobutyric acid, GiV ventral gigantocellular reticular nucleus, Gly glycine, Hcrt hypocretin
(orexin)-containing neurons, His histamine, LC locus coeruleus, LdT laterodorsal tegmental
nucleus, MCH melanin-concentrating hormone-containing neurons, NA noradrenaline, PH poste-
rior hypothalamus, PPT pedunculopontine tegmental nucleus, PS paradoxical sleep, RT reticular
thalamic neurons, SCN suprachiasmatic nucleus, SLD sublaterodorsal nucleus, SWS slow-wave
sleep, TMN tuberomamillary nucleus, vIPAG ventrolateral periaqueductal gray, VLPO ventrolateral
preoptic nucleus, W waking
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VLPO neurons projecting to the TMN contain both galanin and glutamic acid
decarboxylase (GAD), the GABA-synthesizing enzyme. In addition, electrical stim-
ulation of the VLPO area evokes a GABA-mediated inhibition of TMN neurons,
suggesting that VLPO and MnPn efferents to the wake-promoting systems are
inhibitory (Fort et al. 2009). Finally, a new study demonstrated that optogenetic
activation or inhibition of GABAergic neurons of the VLPO projecting to the TMN
enhances or suppresses sleep (Chung et al. 2017). Further, they showed that these
neurons are significantly more active during PS and SWS than W and contain
cholecystokinin, corticotropin-releasing hormone, and tachykinin 1 (Chung et al.
2017).

3.2 Mechanisms Controlling the Activity of the Preoptic
SWS-Inducing Neurons

Electrophysiological whole-cell recordings showed that VLPO contains neuronal
groups with specific intrinsic membrane properties and distinct chemo-morphology
and that they are inhibited by most of the waking neurotransmitters (Gallopin et al.
2000). Sleep-active neurons are GABAergic and galaninergic in nature and multi-
polar triangular shaped and exhibit a potent low-threshold calcium potential.
These neurons are always inhibited by noradrenaline (NA), via postsynaptic
alpha2-adrenoceptors. Interestingly, NA-inhibited neurons are also inhibited by
acetylcholine, through muscarinic postsynaptic and nicotinic presynaptic actions
on noradrenergic terminals. In contrast, histamine and hypocretin did not modulate
the activity of the sleep-active neurons (Gallopin et al. 2000). Finally, serotonin
induced either excitation (50%, Type 2) or inhibition (50%, Type 1) of VLPO
neurons (Fort et al. 2009).

Homeostatic regulators, involving natural sleep-promoting factors accumulating
during waking, play a crucial role in triggering sleep. Among these factors, prosta-
glandin D2 and adenosine have been functionally implicated in sleep, although their
neuronal targets and mechanisms of action remain largely unknown. In this context,
it has been shown that application of an adenosine A, receptor (A,,R) agonist
evoked direct excitatory effects specifically in 50% of the sleep-active neurons that
are also activated by serotonin (Fort et al. 2009). Additional results further suggested
that adenosine might directly activate VLPO neurons at sleep onset via an action on
postsynaptic A;4R. Indeed, pharmacological infusion of an A;,R agonist into the
subarachnoid space rostral to the VLPO increases SWS and induces c-Fos

<
<«

Fig. 2 (continued) neurons of the lateral hypothalamic area (LH) would inhibit during waking the
GABAergic neurons of the reticular thalamic nucleus (RT). Finally, the glutamatergic (GLU)
neurons of the medial parabrachial nucleus (MPB) would induce waking by their excitatory
projection to the basal forebrain (BF) cholinergic and GABAergic neurons. The relationship
between these systems as well as between them and the VLPO GABAergic neurons remains to
be identified
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expression in VLPO neurons (Lazarus et al. 2011) (Fig. 3). It has also recently been
shown that VLPO GABAergic neurons are excited by glucose (Varin et al. 2015).
Further, injection of glucose in the VLPO promotes SWS and selectively increases
the density of c-Fos+ neurons in the VLPO (Varin et al. 2015). These results suggest
that glucose likely contributes to sleep onset facilitation by increasing the excitability
of sleep-promoting GABAergic neurons in the VLPO.

Besides, a number of studies showed that adenosine A receptors (A;R) promote
sleep through inhibition of the wake-promoting neurons, in particular cholinergic
and hypocretin neurons (Porkka-Heiskanen et al. 2000). However, transgenic mice
that lack AR exhibit normal homeostatic regulation of sleep. In contrast, the lack of
AsAR prevents normal sleep regulation and blocks the wake-inducing effect of
caffeine, suggesting that the activation of A,5R is crucial in SWS (Huang et al.
2005; Lazarus et al. 2017).

33 The Sleep GABAergic Neurons of the Nucleus Accumbens

Rather than through the VLPO, a recent study provides convincing evidence that the
waking effect induced by caffeine is mediated by GAB Aergic neurons located in the
nucleus accumbens and expressing adenosine A,4R and dopamine D2 receptors.
Indeed, it has been shown that the induction of waking by caffeine was abolished in
rats in which the expression of the A;,R mRNAs was removed from the shell of the
nucleus accumbens (Lazarus et al. 2011). Further, chemogenetic or optogenetic
activation of adenosine A2A receptor-expressing GABAergic neurons in the nucleus
accumbens induces SWS, while their chemogenetic inhibition prevents sleep induc-
tion (Oishi et al. 2017). GAB Aergic neurons of the nucleus accumbens might induce
sleep via their inhibitory projections to the waking systems such as the hypothalamic
hypocretin and histaminergic neurons and the ventral tegmental dopaminergic and
the noradrenergic locus coeruleus neurons (Lazarus et al. 2013). These observations
are of great interest. Unit recording experiments are nevertheless necessary to
demonstrate that adenosine A2A receptor-expressing GABAergic neurons of the
nucleus accumbens are specifically active during sleep. Further, the effect on sleep of
their optogenetic or pharmacogenetic manipulation needs to be determined.

<
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Fig. 3 (continued) homeostatic (adenosine), and circadian drives (suprachiasmatic input). These
activated neurons, through the reciprocal GABAergic inhibition of all wake-promoting systems,
would be in a position to suddenly unbalance the “flip-flop” network, as required for switching from
W (drowsiness) to a consolidation of SWS sleep. Conversely, the slow removal of excitatory
influences would result in a progressive firing decrease in VLPO neurons and therefore an activation
of wake-promoting systems leading to the awakening event
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34 The Sleep GABAergic Neurons of the Thalamic Reticular
Nucleus

It is well accepted that GAB Aergic reticular thalamic (RT) neurons are responsible
for spindle generation during NREM sleep (Huguenard and McCormick 2007).
Their repetitive spike bursts cause rhythmic inhibitory postsynaptic potentials in
thalamocortical neurons. In turn, spike-burst activity in thalamocortical neurons due
to a post-inhibitory rebound generates excitatory postsynaptic potentials in cortical
cells (Steriade 1999). It has recently been shown that strong phasic optogenetic
stimulation of RT neurons during SWS, unlike in the awake state, induces spindles
(Halassa et al. 2011, 2014). In contrast, tonic and low-power activation of the RT
induces slow waves and sleep in awake mice without affecting power in the spindle
band (Lewis et al. 2015). In addition, RT inhibition reduces slow waves in mice
during SWS (Lewis et al. 2015). Further, it has also recently been shown that
silencing of RT GABAergic neurons using optogenetics during SWS induces
rapid sleep-to-wake transitions (Herrera et al. 2016). Altogether, these results indi-
cate that RT GABAergic neurons play a key role in sleep induction and maintenance,
as well as the genesis of spindles and delta activity. It has been shown recently that
during waking RT GABAergic neurons are inhibited by GABAergic neurons
located in the lateral hypothalamic area, in addition to cholinergic, serotoninergic,
noradrenergic, and histaminergic inhibitory inputs (Herrera et al. 2016). Optogenetic
and/or pharmacogenetic experiments are still needed to determine the respective
roles of each of the inhibitory inputs from the multiple waking systems, as well as the
pathways and mechanisms responsible for the activation of RT GABAergic neurons
during sleep.

3.5 The Sleep Nitric Oxide Synthase/GABAergic Neurons
of the Cortex

Interestingly, a subpopulation of GABAergic cortical interneurons, which express
the enzyme neuronal nitric oxide synthase (nNOS) and the neurokinin-1 receptor,
has been found to be activated during SWS using c-Fos. The extent of activation of
these nNOS neurons has been shown to be proportional to SWS sleep time, SWS
bout duration, and EEG delta power during SWS, an index of homeostatic sleep
drive (Gerashchenko et al. 2008; Morairty et al. 2013). Transgenic mice knockout
for the nNOS gene shows reduced SWS time, shorter SWS bouts, and decreased
power in the low delta range during SWS. These observations strongly suggest a role
for nNos/GABAergic cortical interneurons in SWS regulation. Unit recording and
specific optogenetic or pharmacogenetic manipulations of these neurons are now
needed to confirm that they play a role in homeostatic sleep regulation and delta
oscillations. Furthermore, the specific role of GABA in these interneurons still needs
to be assessed using genetic inactivation.
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3.6 The Sleep GABAergic Neurons of the Medullary
Parafacial Zone

It has been recently shown that GABA/glycinergic neurons located lateral and dorsal
to the descending branch of the facial nerve, a region termed the parafacial zone
(PZ), could play a role in sleep induction and maintenance (Anaclet et al. 2012).
Indeed, these inhibitory PZ neurons express c-Fos after sleep but not after waking,
and lesions of these neurons induce an increase in waking (Anaclet et al. 2012).
Their pharmacogenetic activation promotes SWS and inhibits both waking and PS
for 3 h, whereas their inhibition strongly decreases SWS and PS (Anaclet et al.
2014). GABAergic PZ neurons directly inhibit glutamatergic neurons within the
pontine medial parabrachial nucleus. Further, the glutamatergic medial parabrachial
neurons project to and excite cortically projecting magnocellular basal forebrain
neurons. Since lesions of the latter two structures induce a coma state, it has been
proposed that GAB A/glycinergic neurons of the parafacial zone would induce sleep
by inhibiting this pontine-basal forebrain-cortical pathway (Anaclet et al. 2014).
Altogether, these results are strongly in favor of a role for the GABA/glycinergic
neurons located in the parafacial zone in the induction and maintenance of SWS.
However, unit recordings of PZ neurons recently showed that they are not selectively
active during SWS (Sakai 2017).

In summary, a number of new sleep-inducing systems have been recently
identified in addition to the VLPO. It is of great importance to confirm that they
are really involved in sleep control and to determine their specific roles in compari-
son with the classical preoptic SWS-inducing neurons.

3.7 Overview of the Neuronal Network Responsible for SWS
(Non-REM) Sleep

A large body of evidence suggested that both the VLPO and the MnPn contain
neurons responsible for sleep onset and maintenance. It has been proposed that
during wakefulness, VLPO GABAergic neurons are inhibited by inputs from
waking systems such as the noradrenergic and cholinergic inputs. Conversely,
emergence from sleep would result from a rapid reactivation of arousal circuits,
concomitant with the inhibition of VLPO neurons (Fort et al. 2009). However, the
recent years have seen the discovery of new structures and pathways involved in
sleep and waking such as the parafacial zone, reticular thalamic nucleus, nNOS
GABAergic cortical interneurons, or the nucleus accumbens. We illustrate all
pathways in Fig. 2. Further work is now necessary to find out the role of each of
the pathways identified and the relationships among them (Fig. 4).
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4 Mechanisms Involved in Paradoxical (REM) Sleep
(PS) Genesis

4.1 The Neurons Generating PS Are Localized in the Pontine
Reticular Formation

It was first shown that a state characterized by muscle atonia and rapid eye
movements persists following decortication, cerebellar ablation, or brainstem
transections rostral to the pons and in the “pontine cat,” a preparation in which all
the structures rostral to the pons have been removed (Jouvet 1962). These results
suggested that brainstem structures are necessary and sufficient to trigger and
maintain the state of PS. Electrolytic and chemical lesions showed that the dorsal
part of pontis oralis (PnO) and caudalis (PnC) nuclei also named peri-locus coeruleus
o (peri-LCa), pontine inhibitory area (PIA), and subcoeruleus nucleus (SubC)
contains the neurons responsible for PS onset (Jouvet 1962). More recently, a
corresponding area has been identified in rats and named the sublaterodorsal
tegmental nucleus (SLD) (Boissard et al. 2002). It was also shown that bilateral
injection in cats of a cholinergic agonist, carbachol, into the SLD dramatically
increases PS quantities in cats (Vanni-Mercier et al. 1989). In addition, the SLD
and the adjacent laterodorsal (LDT) and pedunculopontine tegmental (PPT) cholin-
ergic nuclei contain many neurons that show a tonic firing selective to PS state
(called “PS-on” neurons) (Sakai and Koyama 1996). From these early 1970s to
1980s studies, it was hypothesized that the PS-on neurons generating PS were
cholinoceptive and cholinergic.

4.2 Paradoxical (REM) Sleep-Generating Neurons: The Switch
from Acetylcholine to Glutamate

However, in contrast to cats, carbachol iontophoresis into the rat SLD failed to
induce a significant increase in PS quantities (Boissard et al. 2002). Further, only a
few cholinergic neurons were immunostained for c-Fos in the LDT, PPT, and SLD
after PS hypersomnia (Verret et al. 2005). Finally, neurochemical lesions in rats of
both the LDT and PPT had no effect on PS and cortical activation (Lu et al. 2006). It
has been recently further demonstrated that most of the c-Fos-positive neurons
localized in the SLD after PS recovery express vGlut2 (Clement et al. 2011),
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Fig. 4 (continued) They would be driven by the increase of adenosine excitation through A2a
adenosine receptors. The GABAergic neurons of the reticular thalamic nucleus would also be
activated when the wake-active GAB Aergic neurons of the lateral hypothalamic area stop to inhibit
them. They would induce SWS by means of their inhibitory projections to the other thalamic nuclei.
The parafacial (PZ) GABAergic neurons would induce sleep by means of their inhibition of the
glutamatergic neurons of the medial parabrachial nucleus (MPB). The mechanisms responsible for
their activation remain to be identified
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suggesting that the PS-on SLD neurons triggering PS are glutamatergic. Confirming
this hypothesis, we recently showed that genetic inactivation of glutamatergic
transmission in SLD neurons induces a 30% decrease of PS quantities and the
abolition of muscle atonia and the occurrence of violent movements (Valencia
Garcia et al. 2017).

A number of recent results further suggest that PS-on glutamatergic neurons
located in the SLD generate muscle atonia via descending projections to PS-on
GABA/glycinergic premotoneurons located at medullary level rather than directly in
the spinal cord. First, using intracellular recordings during PS, it has been shown that
trigeminal, hypoglossal, and spinal motoneurons are tonically hyperpolarized by
large inhibitory postsynaptic potentials (IPSPs) during PS (Chase et al. 1989).
Furthermore, local iontophoretic application of strychnine (a specific antagonist
of the inhibitory neurotransmitter, glycine) decreased the hyperpolarization of
motoneurons, suggesting that they are tonically inhibited by glycinergic neurons
during PS (Chase et al. 1989). Interestingly, it has then been shown that the levels of
glycine but also that of GABA increase within hypoglossal and spinal motor pools
during PS-like atonia suggesting that GABA, in addition to glycine, might contribute
to motoneurons hyperpolarization during PS (Kodama et al. 2003). Finally, it has
been recently shown that combined microdialysis of bicuculline, strychnine, and
phaclophen (a GABA-B antagonist) in the trigeminal nucleus is necessary to restore
jaw muscle tone during PS (Brooks and Peever 2012) and that mice with impaired
glycinergic and GABAergic transmissions display PS without muscle atonia
(Brooks and Peever 2011).

In addition, SLD neurons send direct efferent projections to GABA/glycinergic
medullary neurons located in the nucleus raphe magnus (RMg) and the ventral
(GiV), alpha (Gia) gigantocellular, and lateral paragigantocellular (LPGi) reticular
nuclei (Boissard et al. 2002; Valencia Garcia et al. 2017). Besides, GABA/
glycinergic neurons of the Gia, GiV, LPGi, and RMg express c-Fos after induction
of PS by bicuculline (Bic, a GABA-A antagonist) injection in the SLD (Boissard
et al. 2002). In addition, nearly all c-Fos-labeled neurons localized in these nuclei
after 3 h of PS hypersomnia following 72 h of PS deprivation express GAD67
mRNA (Sapin et al. 2009).

In view of all these results, it can be proposed that the SLD glutamatergic PS-on
neurons induce muscle atonia during PS by means of direct projections to medullary
RMg/GiA/GiV/LPGi GABA/glycine neurons. These neurons hyperpolarize moto-
neurons mainly using glycine but also to a minor extent GABA acting on GABA-A
and GABA-B receptors.

It has finally also been shown that cholinergic and non-cholinergic neurons
located in the SLD and pedunculopontine and laterodorsal tegmental nuclei and
glutamatergic neurons located in the reticular formation are active both during
waking and PS and project rostrally to the thalamus and hypothalamus and play a
role in cortical activation during PS (Boissard et al. 2002; Fort et al. 2009). In
addition to these systems, we recently demonstrated that only a few limbic cortical
structures including the dentate gyrus, the anterior cingulate, and retrosplenial
(Koike et al. 2017) and medial entorhinal cortices are activated during PS (Renouard
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et al. 2015). We further showed that the lateral part of the supramammillary nucleus
activates the dentate granule cells during PS, while the claustrum activates the other
cortical structures (Renouard et al. 2015; Billwiller et al. 2016). The link between
these structures and the other nuclei generating PS remains to be identified.

4.3 Mechanisms Responsible for the Activation of SLD PS-on
Neurons During PS

In cats and rats, microdialysis administration in the SLD of kainic acid, a glutamate
agonist, induces a PS-like state (Boissard et al. 2002). A long-lasting PS-like
hypersomnia can also be pharmacologically induced with a short latency in head-
restrained unanesthetized rats by iontophoretic application into the SLD of
bicuculline or gabazine, two GABA-A receptor antagonists (Boissard et al. 2002).
Further, application of kynurenate, a glutamate antagonist, reverses the PS-like state
induced by bicuculline (Boissard et al. 2002). In the head-restrained rat, neurons
within the SLD specifically active during PS and excited following bicuculline or
gabazine iontophoresis have been recorded. Taken together, these data indicate that
the activation of SLD PS-on neurons is mainly due to the removal during PS of a
tonic GABAergic tone present during W and SWS combined with the continuous
presence of a glutamatergic input. Combining retrograde tracing, c-Fos, and gluta-
mate decarboxylase 67 (GAD67) staining, it was recently demonstrated that the
ventrolateral part of the periaqueductal gray (VIPAG) and the adjacent dorsal part of
the deep mesencephalic nucleus (A(DPMe) are the only ponto-medullary structures
containing a large number of GABAergic neurons activated during PS deprivation
and projecting to the SLD (Sapin et al. 2009). Further, injection of a GABAa agonist
(muscimol) in the VIPAG and/or the dDpMe induces strong increases in PS
quantities in cats (Sastre et al. 1996) and rats (Sapin et al. 2009). In addition,
neurochemical lesion of these two structures induces profound increases in PS
quantities (Lu et al. 2006). Further, optogenetic stimulation of PS-off GABAergic
neurons within the vIPAG and the dDpMe almost completely suppresses PS onset
and shortens the duration of PS episodes (Weber et al. 2015). DREADD activation
of vIPAG/dDPMe GABAergic neurons reduces PS and increases SWS (Hayashi
et al. 2015). Conversely, their pharmacogenetic inhibition increases PS, mainly by
increasing the number of PS episodes (Hayashi et al. 2015). These congruent
experimental studies strongly support our hypothesis that PS-off GABAergic
neurons located in the VIPAG and the dDpMe gate PS by tonically inhibiting
PS-on neurons of the SLD during W and SWS. Our results indicate that these
GABAergic neurons are crucial to gate PS although they do not rule out a secondary
role for monoaminergic neurons since increases in monoaminergic transmission
either by reuptake blockers or agonists is well known to inhibit PS (Luppi et al.
2011). Monoamines are known to project to most of brain structures including those
controlling PS (Dahlstrom 1964). It is therefore challenging to identify the targets of
monoaminergic neurons responsible for their inhibitory effects on PS. They can
either excite PS-off neurons or inhibit PS-on neurons. One possibility is that the
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monoaminergic neurons are exciting the GABAergic vIPAG and dDpMe PS-off
neurons during waking to preclude PS onset.

4.4 Neurons Inhibiting the GABAergic and Monoaminergic PS-off
Neurons at the Onset and During PS

It has been previously reported that bicuculline application on serotonergic and
noradrenergic neurons during SWS or PS restores a tonic firing pattern in both
types of neurons (Gervasoni et al. 1998, 2000). These results strongly suggest that an
increased GABA release is responsible for the PS-selective inactivation of monoam-
inergic neurons. This hypothesis is well supported by microdialysis experiments in
cats, which measured a significant increase in GABA release in the dorsal raphe
(DRN) and locus coeruleus (LC) during PS as compared to W and SWS but no
detectable changes in glycine concentration (Nitz and Siegel 1997a, b).

By combining retrograde tracing with CTb and GAD immunohistochemistry in
rats, it has been found that the vIPAG and the dorsal and lateral paragigantocellular
nuclei (DPGi and LPGi) (Gervasoni et al. 2000) contained numerous GABAergic
neurons projecting both to the DRN and LC. It has then demonstrated by combining
c-Fos and retrograde labeling that these nuclei contain numerous LC-projecting
neurons selectively activated during PS rebound following PS deprivation (Verret
et al. 2006). Further, it has been found that the DPGi contains numerous PS-on
neurons that are increasing their activity specifically during PS (Luppi et al. 2011).
Taken together, these data strongly suggest that the DPGi and the LPGi contains the
neurons responsible for the inactivation of LC noradrenergic neurons during PS
(Luppi et al. 2011). A contribution from the vIPAG in the inhibition during PS of
LC noradrenergic and dorsal raphe serotonergic neurons is also likely. Indeed, an
increase in the number of c-Fos/GAD immunoreactive neurons has been reported in
the vIPAG after a PS rebound following deprivation in rats (Sapin et al. 2009). In
summary, a large body of data indicates that GABAergic PS-on neurons localized
in the VIPAG and the LPGi/DPGi hyperpolarize the monoaminergic neurons
during PS.

It has been first proposed that these neurons might also be responsible of the
inhibition of the dDPMe/vIPAG PS-off GABAergic neurons during PS. To test this
hypothesis, neurons active during PS hypersomnia projecting to the dDPMe/vIPAG
PS-off GAB Aergic neurons were localized (Clement et al. 2012). It has been found
out that the vVIPAG and the DPGi, respectively, contained a substantial and a small
number of CTb/c-Fos double-labeled neurons in PS hypersomniac rats. Although,
the GABAergic nature of these neurons remains to be demonstrated, our results
indicate that the vVIPAG and the DPGi might contain PS-on GABAergic neurons
inhibiting the vVIPAG/dDPMe PS-off GABAergic neurons at the onset and during
PS. At variance with our hypothesis, it has recently been proposed that ascending
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PS-on neurons located in the LPGi play a key role in that matter. Indeed, optogenetic
stimulation during SWS of ascending fibers of GABAergic LPGi neurons located in
the vIPAG/dDPMe induced PS (Weber et al. 2015). However, we did not find in the
LPGi neurons activated during PS hypersomnia and projecting to the vIPAG/dDPMe
(Clement et al. 2012). One possibility is that the fibers projecting to the LC were
stimulated in Weber’s experiments. We further demonstrated that the lateral hypo-
thalamic area (LH) is the only brain structure containing a very large number of
neurons activated during PS hypersomnia and projecting to the VLPAG/dDpMe
(Clement et al. 2012). We further demonstrated that 44% of these neurons express
the neuropeptide melanin-concentrating hormone (MCH). These results indicate that
LH hypothalamic neurons might play a crucial role in PS onset and maintenance by
means of descending projections to the VIPAG/dDPMe PS-off GABAergic neurons
(Clement et al. 2012). They confirmed previous data discussed below indicating that
the posterior hypothalamus contains neurons implicated in PS control.

4.5 Role of the MCH/GABAergic Neurons of the Lateral
Hypothalamic Area in PS Control

To localize all the brain areas activated during PS, an extensive mapping of the
distribution of c-Fos-positive neurons in control rats, rats selectively deprived of PS
for 72 h and rats allowed to recover from such deprivation, has been done (Verret
et al. 2003). Surprisingly, a very large number of c-Fos-positive cells were observed
in the posterior hypothalamus (PH), including zona incerta (ZI), perifornical area
(PeF), and the lateral hypothalamic area (LH). This result is in agreement with the
fact that (1) bilateral injection of muscimol in the cat mammillary and tuberal
hypothalamus induce a drastic inhibition of PS (Lin et al. 1989) and (2) neurons
specifically active during PS were recorded in the posterior hypothalamus of cats or
head-restrained rats (Goutagny et al. 2005). By using double immunostaining, it has
been further shown that around 75% of posterior hypothalamus cells labeled for
c-Fos after PS rebound express GAD67 mRNA and are therefore GAB Aergic (Sapin
et al. 2010). One third of these GABAergic neurons were also immunoreactive for
the neuropeptide, MCH. Almost 60% of all the MCH-immunoreactive neurons
counted in PeF, ZI, and LHA were c-Fos-positive (Verret et al. 2003). It has been
recently demonstrated that these neurons co-express the peptide nesfatin (Jego et al.
2012). In support of our c-Fos data, it has then been shown in head-restrained rats
that MCH neurons fire exclusively during PS (Hassani et al. 2009). Importantly,
MCH neurons start to fire at the onset of PS and, therefore, can play a role in PS
maintenance but not in PS induction. Nevertheless, rats receiving intracerebro-
ventricular (icv) administration of MCH showed a strong dose-dependent increase
in PS and, to a minor extent, SWS quantities, possibly due to an increased number of
PS bouts (Verret et al. 2003). Further, subcutaneous injection of an MCH antagonist
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decreases SWS and PS quantities (Ahnaou et al. 2008). The increase in sleep
induced by MCH system activation was recently confirmed using chronic (24 h)
optogenetic activation (Konadhode et al. 2013). Of interest, mice with genetically
inactivated MCH signaling exhibit altered vigilance state architecture and sleep
homeostasis (Jego et al. 2013). In addition, disruption of nesfatin-1 signaling by
icv administration of nesfatin-1 antiserum or antisense against the nucleobindin2
(NUCB2) prohormone suppressed PS, whereas the infusion of nesfatin-1 antiserum
after a selective PS deprivation precluded PS recovery (Jego et al. 2012). Finally, it
has been recently shown that optogenetic activation of MCH neurons specifically
during SWS episodes did not increase SWS duration but increase the probability of
SWS-to-PS transitions PS. Further, optogenetic stimulation of MCH neurons during
PS significantly prolonged the duration of PS episodes (Jego et al. 2013). In
agreement with our results showing that MCH neurons constitute only one third
of the GABAergic neurons activated during PS hypersomnia, it has been recently
shown that a large population of GABAergic neurons, but not expressing MCH, are
localized in the LH area discharge maximally during PS (Hassani et al. 2010). These
neurons are mostly silent during active W with high muscle tone and progressively
increase their discharge from quiet W through SWS to be maximally active during
PS. Since these neurons anticipate PS onset, they could play a role in triggering PS
state. Supporting this hypothesis, it has recently been shown that a genetic activation
and inhibition of a subset of the GABAergic neurons of the zona incerta which
express the LIM homeodomain factor Lhx6 of Lhx6-positive bidirectionally regulate
PS in adult mice (Liu et al. 2017).

To determine the function of the MCH+/GABA+ and MCH—/GABA+ neurons
in PS control, all lateral hypothalamic area neurons were inactivated with muscimol
(a GABA-A agonist) or only those bearing alpha-2 adrenergic receptors using
clonidine. Such inactivation induced an inhibition of PS with or without an increase
in SWS quantities, respectively. It has been further shown that after muscimol
injection in the LH, the vIPAG/dDpMe region contains a large number of c-FOS/
GADG67+ and of c-FOS/CTb+ neurons in animals with a CTb injection in the SLD.
These results indicate that the activation of PS-on MCH/GABAergic neurons
localized in the LH is a necessary step for PS to occur. They further suggest that
MCH/GABAergic PS-on neurons localized in the LH control PS onset and mainte-
nance by means of a direct inhibitory projection to VIPAG/dDpMe PS-off
GABAergic neurons. From these results, it can be proposed that MCH/GABAergic
neurons of the LH constitute a “master” generator of PS that controls a “slave”
generator located in the brainstem. To reconcile the Jouvet hypothesis (i.e.,
brainstem is necessary and sufficient to generate a state characterized by muscle
atonia and REM, Jouvet 1962) with these new results, it can be proposed that after
removal of the forebrain, the brainstem generator is sufficient to induce a state with
muscle atonia and REM by means of a reorganization of the brainstem systems
generating PS. However, the brainstem generator would be under control of the LH
generator in intact animals.
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In addition to the descending pathway to the PS-off GABAergic neurons, the
MCH/GABAergic PS-on neurons might also promote PS by means of other
pathways to the histaminergic neurons, the monoaminergic PS-off neurons, and
the hypocretinergic neurons (Boissard et al. 2002; Jego et al. 2013; Liu et al.
2017). Indeed, Jego et al. (2013) recently showed that optogenetic activation of
MCH neurons inhibit postsynaptic targets, including histaminergic cells in the TMN,
through activation of GABAA receptor.

The mechanisms at the origin of the activation of the MCH/GABAergic neurons
of the LH at the entrance into PS remain to be identified. A large number of studies
indicate that MCH neurons also play a key role in metabolism control. Therefore, the
activation of these neurons at the onset and during PS could be influenced by the
metabolic state. In addition, it is likely that yet undiscovered endogenous cellular or
molecular clocklike mechanisms may play a role in their activation.

The cessation of activity of the MCH/GABAergic PS-on neurons and more
largely of all the PS-on neurons at the end of PS episodes may be due to a different
mechanism than the entrance into the state, possibly the reactivation of the waking
systems, which are known to silence MCH neurons in vitro (van den Pol et al. 2004).
Indeed, animals are entering PS slowly from SWS, while in contrast they exit from it
abruptly by a micro-arousal. This indicates that the end of PS episodes is induced by
the activation of the W systems like the monoaminergic, hypocretin, or the hista-
minergic neurons. However, the precise mechanisms responsible for their activation
remain to be identified.

4.6 A Network Model for PS Onset and Maintenance (Fig. 5)

The onset of PS would be due to the activation of PS-on MCH/GABAergic neurons
localized in the lateral hypothalamic area (LH) by intrinsic and extrinsic factors. At
PS onset, these neurons would inhibit the PS-off GABAergic neurons localized in
the VIPAG and the dDpMe tonically inhibiting during W and SWS the glutamatergic
PS-on neurons from the SLD. The disinhibited descending glutamatergic PS-on
SLD neurons would induce muscle atonia via their excitatory projections to GABA/
glycinergic premotoneurons localized in the raphe magnus, alpha, and ventral
gigantocellular reticular nuclei. PS-on GABAergic neurons localized in the LH
(including the MCH neurons), DPGi, and vIPAG would also inactivate the PS-off
orexin (hypocretin) and aminergic neurons during PS. The exit from PS would be
due to the activation of waking/arousal systems since PS episodes are almost always
terminated by a transition to wakefulness state. The waking systems would recipro-
cally inhibit the GABAergic PS-on neurons localized in the LH, vIPAG, and DPGi.
Since the duration of PS is negatively coupled with the metabolic rate, it can be
proposed that the activity of the waking systems is triggered to end PS to restore
crucial physiological parameters like thermoregulation.
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Abstract

Although sleep seems an obvious and simple behaviour, it is extremely complex
involving numerous interactions both at the neuronal and the molecular levels.
While we have gained detailed insight into the molecules and neuronal networks
responsible for the circadian organization of sleep and wakefulness, the molecular
underpinnings of the homeostatic aspect of sleep regulation are still unknown and
the focus of a considerable research effort. In the last 20 years, the development
of techniques allowing the simultaneous measurement of hundreds to thousands
of molecular targets (i.e. ‘omics’ approaches) has enabled the unbiased study of
the molecular pathways regulated by and regulating sleep. In this chapter, we
will review how the different omics approaches, including transcriptomics,
epigenomics, proteomics, and metabolomics, have advanced sleep research. We
present relevant data in the framework of the two-process model in which
circadian and homeostatic processes interact to regulate sleep. The integration
of the different omics levels, known as ‘systems genetics’, will eventually lead to
a better understanding of how information flows from the genome, to molecules,
to networks, and finally to sleep both in health and disease.

Keywords
Circadian timing system - Epigenomics - Metabolomics - Proteomics - Sleep
homeostasis - Transcriptomics

1 Introduction

Sleep plays a multitude of roles in physiology. In the past two decades, it has become
possible to study the molecular and cellular consequences of sleep and sleep loss at a
much deeper and broader level with the advent of so-called ‘omics’ technologies.
In essence, ‘omics’ refers to the entirety of technologies used to characterize and
quantify, in an unbiased manner, the various types of molecules and their
interactions at the ‘genome-wide’ level which hitherto was impossible. Yet, translat-
ing this new wealth of data into useful knowledge about the structure, function, and
dynamics of a cell, a system, or a whole organism remains a challenge. In this
chapter, we will review the contribution these technologies have made to the
understanding of the regulation of sleep at the molecular level, considering the
factors and genes that regulate the many aspects of sleep, including the molecular
consequences of sleep deprivation. Identifying these factors represents a pivotal step
in developing interventions to target the adverse consequences of sleep loss that are
so prevalent in today’s ‘24/7’ society or to alleviate sleep-wake disturbances in the
context of disease.

The study of genome sequence — genomics — was the first ‘omics’ technology to
be developed. Genomic analyses yielded a wealth of data on sequence variants
among individuals that could be directly exploited to infer causal relationships
with sleep traits and sleep disorders. Such studies include genome-wide association
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studies (GWAS) and quantitative trait locus (QTL) analysis, which have been
applied to diverse sleep phenotypes and served to elucidate some of the genetic
architecture underpinning the sleep machinery (Nicod et al. 2016; Gottlieb et al.
2015; Ollila et al. 2014; Winrow et al. 2009; Franken et al. 2001; Tafti et al. 1999;
Toth and Williams 1999). GWAS have also contributed to the understanding of
genetic variations associated with sleep disorders (Faraco et al. 2013; Hor et al.
2010). Although relevant to understand the molecular wiring of sleep regulation, the
genetics of sleep disorders will be covered elsewhere (i.e. Part III. Sleep-Wake
Pathologies), and this chapter will specifically focus on data obtained from ‘healthy’
sleepers and directed towards the understanding of the physiological sleep-wake
regulation.

GWAS and QTL analysis interrogate the full genome. However, these
approaches mostly yield very few and often single targets that typically explain a
minor portion of the phenotypic variance when considered individually, which is in
line with the fact that sleep and its regulation are complex, involving multiple
interacting networks in a variety of brain regions and cellular compartments.
Moreover, although linkage and association studies can establish gene variant-to-
phenotype correlations, the flow of information from the genome to transcriptome,
proteome, and metabolome, and finally phenotype, cannot be assessed. To capture
the complexity of sleep, systems genetics should be favoured to quantify, at a
genome-wide level, gene expression (transcriptomics), epigenetic marks
(epigenomics), proteins (proteomics), and metabolites (metabolomics), in a geneti-
cally well-characterized population as pictured in Fig. 1. The main techniques used
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Fig. 1 Intricately interacting networks underlying sleep. Left: Epigenetic modifications of the
genome lead to changes in transcription, which associate with changes in the levels of proteins and
metabolites, which feed back into further changes in gene expression. Sleep, loss of sleep, and the
environment can influence these molecular interactions that, in turn, affect sleep. Right: Networks
underlying a particular behaviour interact with each other through shared network components to
produce an integrative behavioural pattern
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and the overall contributions to knowledge on sleep-wake regulation of these main
layers of omics approaches will be emphasized in the following sections.

The contributions of transcriptomics, epigenomics, and proteomics/
metabolomics to knowledge on sleep will more precisely be described in the context
of models by which wakefulness and sleep duration and quality are regulated by the
interactions between a circadian timing system and a sleep homeostat (Daan et al.
1984). To identify molecules impacted by or impacting the circadian timing system,
measurements are usually performed at different circadian times under constant
environmental conditions, whereas sleep deprivation with sampling at the same
‘time’ as undisturbed controls is used to identify molecular components linked to
sleep homeostasis. However, because the distribution of wakefulness and sleep
varies simultaneously with endogenous circadian time, disentangling circadian
determinants and sleep-wake-driven (‘homeostatic’) components can only be
achieved by specific experimental designs such as the forced desynchrony protocol
or by combining circadian sampling and sleep deprivation, which are only rarely
performed (Archer et al. 2014; Maret et al. 2007). Data concerning both the
independent and combined strategies will be highlighted in the present chapter.

2 Transcriptomics

To understand the complex interplay between circadian time and homeostatic sleep
drive, researchers have studied the dynamic response of an organism to these two
factors by quantifying the ensemble of RNA transcripts. The transcriptome
represents the levels of all RNAs (including protein-coding messenger RNAs
[MRNASs] and non-coding RNAs such as microRNAs) at a particular time (Wang
et al. 2009). Although techniques can be adapted to quantify nascent transcripts,
usually steady-state RNA levels are measured in transcriptomic studies, including
both actively transcribed genes and stored RNA pools. While the relationship
between a gene’s transcription and its protein levels is often not linear, a
transcriptomic analysis can nevertheless be seen as the genome’s active components
(to contrast functional components covered in the proteomics section below).
Transcriptomic studies have contributed to elucidate the role of specific genes and
intracellular signalling pathways in regulating sleep and in mediating the
consequences of sleep loss and thereby have identified potential therapeutic targets
for sleep and associated brain disorders. Quantifying the transcriptome of a sample
has been achieved using two main technologies that will first be summarized below:
hybridization-based and, more recently, sequencing-based technologies.

2.1 Microarrays and RNA Sequencing

In hybridization-based technologies, a high-density array of oligonucleotides
(i.e. microarray) is incubated with fluorescently labelled complementary DNA
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(cDNA) synthetized from an RNA sample. The fluorescence quantifying the
amount of cDNA binding each oligo spot (probe set) on the array is then read.
Although it is possible to design custom arrays for organisms lacking a reference
genome, commercial microarrays rely on high-density synthesis of oligonucleotides
of defined sequences onto the slide, allowing inferences to be made as to the
expression of various predicted gene isoforms (Wang et al. 2009; Okoniewski and
Miller 2006). Thus, a key shortcoming of this technology is its dependence on high-
quality genome annotation to optimally design oligonucleotide probes, which also
limits this technology to the identification of known rather than novel transcripts.
Despite these shortcomings, most of our understanding of the molecular under-
pinnings of sleep regulation comes from microarray studies performed in a number
of organisms, including the fruit fly (Zimmerman et al. 2006; Cirelli et al. 2005),
birds (Jones et al. 2008), rodents (Mackiewicz et al. 2007, Cirelli et al. 2004), as well
as humans (Archer et al. 2014; Moller-Levet et al. 2013; Pellegrino et al. 2012).

The recent development of high-throughput DNA sequencing methods has
provided novel techniques for quantifying transcriptomes. In this technique, the
expressed RNA is reversed transcribed to form cDNA, which is used to make a
platform-specific DNA library ready for sequencing (commonly involving DNA
fragmentation and adapter ligation) (Syed et al. 2009). As next-generation sequenc-
ing generates short read lengths that must be assembled, this is sometimes called
whole transcriptome shotgun sequencing, or more commonly RNA sequencing
(RNA-Seq). Compared to microarray techniques, this technology is both more
sensitive and accurate due to its higher dynamic range, with little or no background
noise that otherwise would limit the detection of rare transcripts, and less signal
saturation for highly expressed transcripts (Darlington et al. 2013; Marguerat and
Béhler 2010; Wang et al. 2009). RNA-Seq is also more informative in that it can
detect previously unannotated splice variants and single-nucleotide polymorphisms.
Nevertheless, the use of this technology has been limited by the significant bioinfor-
matic skills required to analyse the data. In addition, RNA-Seq also depends on high-
quality genome annotation to perform genomic alignment. To date, RNA-Seq has
been used in few sleep studies (Sabir et al. 2015; Darlington et al. 2013), but given its
advantages and the high-quality information it outputs, it is evident that future sleep
research will increasingly utilize this method. In planning future research using
transcriptomics (as well as other omics), we wish to direct readers to recently
published methodological and analytical guidelines for genome-wide circadian-
related studies (Hughes et al. 2017).

2.2 The Circadian Transcriptome

Many microarray studies have reported on the extent of 24-h variations in the
transcriptome in numerous organisms and tissues (Keegan et al. 2007; Storch et al.
2007; Akhtar et al. 2002). We will focus here on mammalian datasets only. In the
mouse forebrain, more than 2,000 rhythmic probe sets have been reported under
normal light-dark (LD) conditions (Maret et al. 2007), while in the pineal gland, the
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brain structure responsible for melatonin secretion, more than 600 genes showed
differential day-night expression in the rat (Bailey et al. 2009). However, many
genes that show a cycling pattern of expression in the brain will directly or indirectly
respond to the light-dark cycle (or the feeding schedule). Accordingly, genes directly
regulated by circadian time need to be distinguished by performing experiments in
constant darkness (DD), here referred to as circadian studies. For instance, in an
organ specialized to respond to light, the eye, only about 10% of the transcripts that
were rhythmic under 24-h LD conditions remained rhythmic under DD conditions,
which represented 120 genes (Storch et al. 2007). Circadian studies have notably
revealed a high tissue specificity of the circadian transcriptome (Miller et al. 2007,
Duffield 2003), and the dependency of the peripheral circadian transcriptome on the
integrity of the brain, or in particular of the main mammalian clock located in the
hypothalamic suprachiasmatic nuclei (SCN) (Kolbe et al. 2016; Hughes et al. 2012;
Akhtar et al. 2002).

Overall, circadian studies have described hundreds of genes cycling with internal
(circadian) time. However, as highlighted in the introduction, among the strongest
confounding factors in these studies is the distribution of wakefulness and sleep that
covaries with circadian time. A consensus is even emerging that the sleep-wake-
driven transcriptome is larger than the ensemble of circadian transcripts. For
instance, of the >2,000 rhythmic probes in the mouse forebrain under baseline
conditions, fewer than 400 retained a rhythmic expression profile when the sleep-
wake influence was accounted for by submitting animals to a 6-h sleep deprivation
prior to around-the-clock tissue sampling (Maret et al. 2007). A similar >80%
reduction of the number of rhythmic transcripts was observed in the human blood
transcriptome: of the ~1,400 genes that showed circadian rhythmicity, the expres-
sion of only 230 genes remained rhythmic when sleep no longer occurred at the
correct circadian phase (Archer et al. 2014). This underscores the predominance of
the sleep-wake distribution in driving cycling gene expression. Nevertheless, a more
recent study by the same group using 19 transcriptome datasets available from
humans and mice identified circadian transcripts that were not influenced by the
sleep-wake cycle (Laing et al. 2015). The genes identified were related to processes
involved in lipid metabolism, glucocorticoid signalling, and immune function.
Given the complexity of adequately quantifying the circadian transcriptome, the
circadian genome-wide gene expression pattern that is independent of the sleep-
wake cycle remains to be defined for most brain structures regulating sleep.

23 Brain Transcriptomic Response to Sleep Loss

The quantification of the transcriptome after sleep deprivation has been used to find
molecular correlates of sleep need as well as to identify molecular pathways
associated with functions of sleep. Early studies examined rat cerebral cortex
transcript expression and found that during spontaneous wakefulness or enforced
wakefulness (i.e. sleep deprivation), various genes were upregulated relative to their
levels during sleep. These included immediate early genes, genes involved in
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metabolism, neurotransmission and synaptic function, and genes coding for heat
shock proteins or chaperones (Cirelli and Tononi 2000). Additional studies have
corroborated the impact of sleep deprivation on these gene categories, showing
thousands of genes being up- and downregulated (Mongrain et al. 2010; Maret
et al. 2007; Mackiewicz et al. 2007; Terao et al. 2003). Some additional genes
identified by these studies included genes involved in intracellular calcium homeo-
stasis and glutamate signalling suggesting a role for sleep in neuroprotection
(Mongrain et al. 2010; Maret et al. 2007).

Some of the sleep deprivation-driven changes in the transcriptome are observed at
the level of the whole brain in mammals (Mongrain et al. 2010; Maret et al. 2007).
However, sleep transcriptomic studies have also characterized alterations in the
cerebral cortex as indicated above (Mackiewicz et al. 2007; Terao et al. 2003; Cirelli
and Tononi 2000) and also in the hypothalamus and hippocampus (Porter et al. 2012;
Vecsey et al. 2012; Mackiewicz et al. 2007). The hippocampus is a brain region
particularly sensitive to the effect of sleep loss (Havekes and Abel 2017), and its
transcriptomic signature after sleep deprivation is indicative of impaired protein
synthesis (Vecsey et al. 2012). Such studies may shed light on the molecular origin
of sleep loss-induced alterations in memory processes.

Collectively, these studies and those in non-mammalian models contributed to
hypotheses regarding the functions of sleep, which include to respond to cellular
stress and to maintain metabolism and synaptic plasticity (Mackiewicz et al. 2009).
One meta-analysis identified immediate early gene families (Egr, Nrd4a) as
conserved sleep deprivation-affected genes in insects, birds, and mammals and
showed the cAMP-responsive element (CRE) to be one of the primary cis-regulatory
elements in the enhancers of those genes (Wang et al. 2010). However, one limita-
tion of sleep deprivation studies is the observation that many transcripts previously
thought to be affected by sleep loss are actually responding to the corticosterone
surge induced by sleep deprivation (Mongrain et al. 2010). Removal of the cortico-
sterone surge using adrenalectomy resulted in the identification of protein synthesis,
RNA post-transcriptional modification, and neuroprotection pathways as likely to be
more directly linked to sleep need (Mongrain et al. 2010). MicroRNAs, small
non-coding RNAs controlling mRNA expression, also featured in the list of potential
direct correlates of the sleep homeostat, which is reminiscent of other studies linking
microRNAs to sleep regulation (Davis et al. 2007, 2012).

24 Sleep Loss Affects the Peripheral Transcriptome

In mice, microarray studies have shown that sleep loss affects the transcriptome in
the heart and lung similar to the brain (Anafi et al. 2013). In the liver, however, a
higher number of transcripts showed sleep deprivation-induced alterations than in
the brain (Maret et al. 2007). Such findings challenge the historical view that sleep is
solely required for the brain (Hobson 2005). Peripheral organs, and in particular
blood, are better suited for human studies because of easier accessibility and the
possibility to assay biomarkers for sleep need. A comprehensive review outlined the



66 E. K. O'Callaghan et al.

state of the literature in humans (Archer and Oster 2015). In the human blood,
prolonging wakefulness to 60 h changed the expression of over 500 genes, including
genes involved in the immune system, stress response, and DNA damage repair,
with many downregulated following sleep loss and subsequently showing a recovery
with sleep (Pellegrino et al. 2012). More recently, an attempt was made to identify
molecular correlates of sleep loss-sensitive and sleep loss-resistant phenotypes in
humans using transcriptomics (Arnardottir et al. 2014). This microarray study
described that subjects resistant to sleep loss showed a reduction in the amplitude
of expression of rhythmic transcripts in comparison to sleep loss-sensitive subjects.
Such findings may eventually allow predicting whether an individual will be able to
perform under high sleep pressure conditions.

25 Future of Sleep Transcriptomics and Limitations

Besides assessing the sleep/wake-dependent transcriptome of discrete brain regions,
research has now come to the study of specific cell types (Yelin-Bekerman et al.
2015; Bellesi et al. 2013, 2015). Worth mentioning are studies of the oligodendro-
cyte and astrocyte transcriptomes in the cerebral cortex assessed using the combina-
tion of microarray and translating ribosome affinity purification (Bellesi et al. 2013,
2015), which captures mRNAs that are actively being translated by ribosomes.
During wakefulness, genes translated in oligodendrocytes included genes involved
in apoptosis, cellular stress response, and cell differentiation, whereas astrocyte-
translated genes were involved in metabolism, extracellular matrix, and elongation
of peripheral astrocytic processes. In both cell types, the team also described
pathways linked to genes that are transcribed specifically during sleep.

Although we now have a clear portrait of how gene expression changes with the
distribution of sleep and wakefulness, most of these transcriptomic studies remain
limited by the fact that they cannot establish if alterations in gene expression profiles
are merely a consequence of the behavioural state or if the genes are causally
involved in regulating the behavioural state. To overcome this limitation, application
of transcriptomics to inbred strains or genetically modified animals with alterations
in sleep seems a promising avenue to identify networks of genes specifically
involved in sleep regulation (Freyburger et al. 2016; Hasan et al. 2014; Massart
et al. 2014; Darlington et al. 2013; Maret et al. 2007). Studies using mutant mice
with deficits in neural development and plasticity highlighted that the transcriptome
response to sleep deprivation is only slightly impacted by these mutations and is thus
extremely robust (Freyburger et al. 2016; Massart et al. 2014). Yet, FgfI (fibroblast
growth factor 1) was identified as a potential cell-specific element contributing to
recovery sleep using the combination of transcriptomics with genetic engineering
(Massart et al. 2014).

Another area of transcriptomic research with important clinical relevance
concerns the consequence of chronic sleep loss. In fact, the gene expression response
to multiple days of sleep restriction was shown to differ from the acute effects of
sleep loss measured at the end of the prolonged wakefulness episode (Cirelli et al.
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2006). In humans, sleep restriction was shown to disturb the circadian regulation of
the blood transcriptome and to impact on biological processes like gene-expression
regulation, metabolism, and inflammatory and stress responses (Aho et al. 2016;
Moller-Levet et al. 2013). More research is clearly needed to understand how the
impact of acute total sleep loss on the transcriptome relates to that of chronic sleep
restriction better mimicking clinical scenarios seen in patients with sleep, psychiat-
ric, or neurological disorders. Lastly, a noticed limitation of transcriptomic studies is
that changes in mRNA expression may not be reflected in protein expression and
therefore might not be indicative of functional observations. This will partly be
addressed in the following sections.

3 Epigenomics

In the previous section, we have emphasized that the transcriptome of both the brain
and the periphery changes over the sleep/wake cycle and is altered following sleep
deprivation. Mechanisms underlying these changes in gene expression are inevitably
involving epigenetic modifications, which are required for modifying the state of a
gene (e.g. silent vs. primed vs. actively transcribed). The epigenome refers to the
genome-wide pattern of specific marks found on DNA and histones, which
determine the state of chromatin (heterochromatin vs. euchromatin), and thus
DNA accessibility and gene expression (McGowan and Szyf 2010; Wolffe and
Kurumizaka 1998). In general, epigenetic modifications comprise all changes to
DNA (chemical or physical due to histone modifications) that do not alter the DNA
sequence.

Epigenetic modification of gene expression operates across very different
timescales. For instance, epigenetic mechanisms play important roles in determining
cell fate and behaviour during development (Khalyfa et al. 2014; Koh and Rao 2013;
McGowan and Szyf 2010), which implicates stable modifications that will last
throughout the existence of an organism. However, epigenetic changes can be
much more dynamic (Qureshi and Mehler 2014) and respond to changes in environ-
mental conditions lasting a few weeks or even minutes (Azzi et al. 2014; Zhao et al.
2010). In addition, the fact that epigenetic mechanisms are profoundly linked to the
establishment of brain circuitry and neuronal plasticity (Bale 2015; Miller and
Sweatt 2007) places the epigenome at a central position to regulate wakefulness
and sleep. We will here present specific epigenetic modifications and methodologies
for their genome-wide quantification and, in addition, review findings linking
epigenomics to the circadian timing system and the sleep homeostat.

3.1 Epigenetic Marks and Techniques
We will first provide a brief description of DNA methylation and derivatives and of

histone post-translational modifications. DNA methylation consists of the addition
of a methyl group to the 5’ position of cytosine (5-methylcytosine or 5SmC). In
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general, SmC correlates with gene silencing when occurring in the promoter of genes
because the methyl group prevents the binding of transcription factors required
for gene expression and attracts methylated DNA-binding proteins that recruit
corepressors, histone methyltransferases, and histone deacetylases promoting a
closed chromatin configuration (McGowan and Szyf 2010). This of course applies
to the mammalian brain (Massart et al. 2017). DNA methyltransferases (DNMTs)
catalyse the SmC reaction and have thus themselves been implicated in all functions
attributed to SmC, including in plasticity of the central nervous system (Miller and
Sweatt 2007).

The methylated cytosine can undergo further chemical modifications that have
also been shown to regulate gene expression and cellular functions, including
hydroxymethylation (ShmC), formylation (5fC), and carboxylation (5caC). These
modifications are mediated by DNA hydroxylases (i.e. ten-eleven translocation
methylcytosine dioxygenase or TETs) (Koh and Rao 2013). The exact roles of
these additional modifications remain to be determined, which is a particular chal-
lenge for 5fC and 5caC because of the difficulty to precisely quantify these marks
(Koh and Rao 2013). The ShmC mark has been proposed to serve as an intermediate
to demethylation or as a mark diversifying SmC (Koh and Rao 2013; Wu et al. 2011)
and is highly abundant in the adult brain, particularly in the cerebral cortex (Miinzel
et al. 2010). Importantly, TETs have been involved in neurogenesis and brain
function (Zhang et al. 2013).

Histone post-translational modifications also represent a major category of
epigenetic marks. These include phosphorylation, ubiquitination, acetylation, and
methylation, the last two of which are controlled by histone acetyltransferases
and deacetylases and histone methyltransferases and demethylases, respectively
(Qureshi and Mehler 2014). Histone modifications exert their effects on gene
expression by directly influencing chromatin structure via shaping chromatin com-
paction and regulating the binding of effector molecules (Bannister and Kouzarides
2011). An extensive literature exists on the role of histone modifications in brain
development and plasticity, and some specific examples relevant to the regulation of
sleep and wakefulness will be highlighted hereafter.

A standard technique to study the role of histones, DNMTs, and TETs is
chromatin immunoprecipitation (ChIP) that allows enrichment of DNA associated
with these specific epigenetic elements. To achieve an omic (genome-wide) resolu-
tion, the DNA captured by ChIP can be assayed using microarrays (ChIP-chip) or
high-throughput sequencing (ChIP-Seq) (Takahashi et al. 2015). Similarly, genome-
wide quantification of 5SmC is generally achieved using methylated DNA immuno-
precipitation (MeDIP) (Massart et al. 2014). These techniques all depend on
effective antibodies that will specifically recognize the targeted epigenetic elements.
Sequencing can also be combined with bisulfite treatment (Bis-Seq) to measure the
genome-wide methylation landscape (Massart et al. 2017), but this technique does
not allow to distinguish between SmC and 5hmC (Koh and Rao 2013), which
requires the use of Tet-assisted bisulfite sequencing (Tab-Seq) (Yu et al. 2012).
Future studies on the regulation of sleep will also feature data from ATAC-Seq that
assesses genome-wide chromatin accessibility (Buenrostro et al. 2015).
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3.2 The Circadian Epigenome

The circadian field has a considerable advance compared to the sleep field with
regard to understanding the function of epigenetic mechanisms in physiology (Sahar
and Sassone-Corsi 2013; Takahashi et al. 2015). In particular, genome-wide
quantifications of the circadian epigenetic landscape have portrayed the profound
implication of epigenetic mechanisms in the circadian timing system (Valekunja
et al. 2013; Koike et al. 2012; Le Martelot et al. 2012). Most, if not all, histone
modifications play roles in circadian transcription. For example, the circadian
expression and activity pattern of histone acetyltransferase p300 and histone
methyltransferases MLL1 and MLL3 are essential in generating circadian rhythms
(Valekunja et al. 2013; Katada and Sassone-Corsi 2010; Etchegaray et al. 2003). An
important discovery was that the core circadian protein CLOCK is itself a histone
acetyltransferase that binds other chromatin modifiers such as MLL1 and the histone
deacetylase SIRT1 to regulate circadian gene expression (Sahar and Sassone-Corsi
2013). Although most currently available datasets have been obtained from the
mouse liver, these observations suggest that similar mechanisms will govern circa-
dian timekeeping in the brain, implying this might also regulate sleep.

With regard to SmC mechanisms, DNMTs were shown to both be regulated by
molecular clock mechanisms and to play roles in clock outputs. In fact, on the one
hand, the mRNA expression of DNMTs was shown to cycle with time-of-day in the
mouse liver (Xia et al. 2015; Maekawa et al. 2012). On the other hand, DNA
methylation regulates the expression of core circadian clock components in the
mouse SCN (Azzi et al. 2014; Ji et al. 2010). Importantly, genome-wide
reprogramming of SmC in the SCN was shown to change the rhythmic locomotor
activity pattern, which was prevented when a methyltransferase inhibitor was
administered (Azzi et al. 2014). This indicated that epigenetic mechanisms coordi-
nate plasticity of the main circadian clock. Another important study using a genome-
wide design reported on rhythmic SmC in the human prefrontal cortex and on its
relationship with the transcriptome (Lim et al. 2014). Moreover, the authors
observed that the amplitude of the DNA methylome rhythm was positively linked
to the amplitude of activity rhythms before death, suggesting a functional role for
5SmC rhythm in the human brain. Nonetheless, similar to the transcriptome, further
experiments will be required to understand the contribution of the wake/sleep
distribution to the circadian epigenome.

33 The Epigenome Responds to Sleep Loss

Transcriptomic studies suggest that epigenetic mechanisms and the sleep homeostat
are also fundamentally linked, as sleep deprivation and mistimed sleep extensively
modify gene expression including expression of genes coding for histones, histone-
modifying enzymes, and DNMTs (Archer et al. 2014; Massart et al. 2014;
Moller-Levet et al. 2013; Mongrain et al. 2010). Furthermore, sleep deprivation
impacts genome-wide SmC and 5ShmC patterns with, respectively, hundreds and
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thousands of genes being affected (Massart et al. 2014). More precisely, SmC
modifications were found in genes involved in neuritogenesis and synaptic plastic-
ity, whereas ShmC alterations were found in genes involved in cytoskeleton organi-
zation, signalling, and neurotransmission. These biological functions are in line with
the results of transcriptomic studies (previous section). In addition, a significant
proportion of ShmC changes observed in this study correlated with changes in gene
expression assessed using RNA-Seq (Fig. 2a). In a follow-up experiment, our group
has also observed a significant association between sleep deprivation-driven changes
in SmC located at enhancers (i.e. bound to H3K4mel) and gene expression (Fig. 2b),
supporting a role for 5SmC in regulating gene expression under high sleep need
conditions. A recent study making use of omics approaches in human blood samples
(Nilsson et al. 2016) and studies looking at individual targets (Ventskovska et al.
2015) also support this notion.

The relationship between sleep regulation and the epigenome is further supported
by studies showing that modifications of epigenetic elements alter markers of the
sleep homeostat in rodents (Wither et al. 2012) and sleep in flies and humans
(Pirooznia et al. 2012; Winkelmann et al. 2012). Moreover, epigenetic mechanisms
have been shown to be involved in the impact of sleep loss on progeny in mice
(Khalyfa et al. 2014). This study showed that SmC and 5ShmC, the expression of
DNMTs and TETs, and histone acetyltransferase activity are all altered in visceral
adipose tissue of the offspring of pregnant mice exposed to sleep fragmentation.
Some of these changes applied to adiponectin, which is involved in insulin resistance
and obesity, and were associated with metabolic dysfunction observed in the off-
spring during adulthood. This dataset highlights a mechanism by which sleep
disruption can impact physiology on the long term, namely, through epigenetic
modifications.

A B
omC at
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Fig. 2 (a) Venn diagram showing the overlap between genes differentially hydroxymethylated
(5hmC) after a 6-h sleep deprivation (SD) in comparison to control condition (false discovery rate
[FDR] < 0.15) and genes differentially expressed (mRNA) after SD (FDR < 0.05) in the mouse
cerebral cortex. DNA 5hmC data are from Massart et al. (2014). Gene expression was quantified by
high-throughput sequencing (RNA-Seq) using three pools of three control and three SD mice.
22.3% of changes in DNA 5hmC overlap with changes in gene expression. (b) Overlap between
genes differentially expressed (mRNA) after SD (see also a) and genes showing significant changes
in methylation (5SmC) at H3K4me1 enhancers measured by combining chromatin immunoprecipi-
tation, bisulfite treatment, and high-throughput sequencing (ChIP-Bis-Seq). 36.7% of changes in
SmC at enhancers overlap with changes in gene expression (unpublished data)
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34 Future of Sleep Epigenomics

To understand how sleep impacts brain function and health via epigenetic
mechanisms is an exciting and promising area of future sleep research. In blood,
the analysis of the genome-wide methylation landscape in shift-workers revealed
epigenetic modifications, which included genes with roles in circadian physiology as
well as genes belonging to cancer-associated pathways (Shi et al. 2013; Zhu et al.
2011). Alterations in blood 5SmC are also seen in obstructive sleep apnoea patients
(Kim et al. 2012). Various epigenetic changes are also expected to occur in the
central nervous system in response to the above perturbations of sleep and to many
others, including insomnia, and to underlie, at least in part, the relationships between
sleep and psychiatric or neurological disorders. The potential for epigenetic marks to
serve as biomarkers for diseases showing sleep and circadian disturbances is clear,
and identifying relevant molecular targets could facilitate the development of novel
interventions that will allow targeting networks of genes. Nevertheless, much
remains to be done before we understand how the epigenome, and particularly the
brain epigenome, regulates the normal wakefulness and sleep cycle.

Non-coding RNAs represent another class of molecules playing epigenetic roles
in regulating gene expression. Non-coding RNAs are divided on the basis of
their size and of particular interest are long non-coding RNAs (IncRNAs, >200
nucleotides) and piwi-associated non-coding RNAs (piRNAs, 26-32 nucleotides)
because they play roles in SmC and chromatin remodelling (Gomes et al. 2013;
Rajasethupathy et al. 2012). One IncRNA was specifically shown to regulate sleep in
flies (Soshnev et al. 2011). Their role in sleep regulation remains to be explored in
mammals, in which investigation is supported by observation that sleep deprivation
alters the expression of some IncRNAs in the mouse hypothalamus (Davis et al.
2016).

4 Proteomics and Metabolomics

The last category of omics approaches that will be covered in this chapter could be
seen as functional outputs from transcriptomics and epigenomics. However, proteo-
mics and metabolomics can reveal additional/different networks of components not
necessarily identifiable in transcriptomic/epigenomic studies because there is not
always a direct correlation between the expression of a gene and of the protein
product that it produces. Indeed, in circadian rhythm research, a rhythmic protein can
be associated with a nonrhythmic mRNA expression, and the opposite has also been
observed (Chiang et al. 2014; Mauvoisin et al. 2014; Reddy et al. 2006). Similarly,
an impact of sleep or sleep loss can be observed only at the level of protein amount
and not for mRNA expression or vice versa (Tudor et al. 2016; Seibt et al. 2012).
In addition, post-translational modifications shaping the activity of functional
components can only be captured at the proteome level (Tudor et al. 2016; Liick
et al. 2014; Seibt et al. 2012). This emphasizes the need for the different
measurements to be performed in parallel (i.e. systems genetics).
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Although metabolites clearly differ from proteins, methodologies used for the
quantification of the metabolome are nevertheless very similar to those for the
proteome except that they are applied to physiological fluids containing metabolites
such as blood and urine. To simultaneously quantify the expression of hundreds to
thousands of proteins or metabolites, two-dimensional difference gel electrophoresis
(2D-DiGE) is generally used with the gold standard technique of liquid chromatog-
raphy combined with mass spectrometry (LC-MS) (Kim et al. 2014; Ang et al. 2012;
Deery et al. 2009; Reddy et al. 2006), of which different technologies exist such as
high-performance liquid chromatography-electrospray tandem mass spectrometry
(Chiang et al. 2014).

Assessment of the metabolome is particularly suitable for human studies because
metabolites measured in the blood can be sampled easily, are a reliable index of
the physiology, and can be directly compared to research in other mammals
(Weljie et al. 2015). In addition, metabolites might eventually serve as accessible
biomarkers. Studies have unequivocally reported that the brain proteome, the
peripheral proteome, and the metabolome change with circadian time and sleep
need, as will be summarized below.

4.1 The Circadian Proteome/Metabolome

The circadian proteome has been assayed in both the central and peripheral clocks,
with the liver being particularly well-studied (Mauvoisin et al. 2014; Masri et al.
2013; Reddy et al. 2006). Pioneer work by Reddy et al. (2006) identified 60 proteins
with a strong circadian variation among the 642 proteins reliably measured. The
rhythmic hits included proteins involved in fundamental liver functions like urea
formation and sugar metabolism, which highlighted that the liver is a functionally
different organ at different endogenous times (Reddy et al. 2006). More recent data
emphasized the contribution of the feeding schedule to these 24-h variations of the
liver proteome (Mauvoisin et al. 2014). Post-translational modification can also be
targeted in proteomic analyses. In particular, the rhythmic acetylated proteome
(acetylome) differs in animals lacking a functional molecular clock, with differences
including proteins linked to amino acid metabolism, nitrogen metabolism, and
glycolysis/gluconeogenesis (Masri et al. 2013).

In the murine SCN, about 20% of the ~2,100 proteins identified showed a time-
of-day abundancy pattern (Chiang et al. 2014). These were linked to neurotransmit-
ter release, neural plasticity, and mitochondrial function. Among these, 48 proteins
specifically showed a circadian (LD cycle-independent) rhythm (Chiang et al. 2014).
These observations mostly corroborated earlier findings concerning synaptic vesicle
cycling as a major biological pathway showing circadian rhythmicity in the mouse
SCN proteome (Deery et al. 2009). A recent observation also indicates that the level
of many amino acids shows a circadian rhythm in the mouse SCN (Fustin et al.
2017). Day-night variations in the proteome have also been reported for the pineal
gland (Mgller et al. 2007). Together, these studies underline the important
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contribution of proteomics to the current understanding of roles of circadian
processes in different tissues.

In the human blood, the level of 15-19% of metabolites reliably detected was
observed to vary with time-of-day (Ang et al. 2012; Dallmann et al. 2012), similar in
extent to circadian results obtained using saliva (Dallmann et al. 2012). Notably,
such studies allowed for the identification of novel rhythmic metabolites such as
acylcarnitines and phospholipids (Ang et al. 2012). In a follow-up study utilizing
human urine, authors have reported that the sleep-wake cycle impacts on circadian
variations of several metabolites by measuring 24-h levels under undisturbed sleep-
wake cycle and during total sleep deprivation (Giskegdegard et al. 2015). This
observation is not surprising given data showing the impact of sleep loss on the
proteome and metabolome that will be presented in the next section.

4.2 The Proteomic/Metabolomic Response to Sleep Deprivation

A number of proteomic studies have reported on the impact of sleep loss in several
brain areas, including the cerebral cortex, the hypothalamus, and the basal forebrain.
In the basal forebrain, an area particularly involved in sleep regulation (sleep
homeostasis), 89 proteins were shown to have a twofold or greater difference after
an acute 6-h sleep deprivation in rats, including many synaptic and cytoskeleton
proteins (Basheer et al. 2005). In the mouse cerebral cortex, sleep deprivation was
shown to specifically affect the level of three proteins: alpha tubulin, heat shock
cognate 71, and lactate dehydrogenase (Pawlyk et al. 2007). These two studies
identified elements in line with neurotransmission, cytoskeleton, metabolism, and
heat shock pathways identified in microarray studies. In rats, sleep was shown to be
associated with higher level of the C-terminal fragment of histone 4 in the cerebral
cortex (Cirelli et al. 2009), again emphasizing the link between the epigenome and
sleep deprivation. It thus seems that there is convergence of transcriptomics and
proteomics data on the impact of sleep deprivation even if, in general, fewer proteins
are significantly changed by sleep deprivation compared to reported changes in gene
expression presented earlier (unit to dozens vs. hundreds to thousands, respectively).
Technical reasons likely explain such a difference, which may also be due to mixing
distinct cell types. For instance, a more recent study examining only hypothalamic
astrocytes has identified as many as 139 proteins with significantly altered levels
after chronic sleep restriction that were related to glial activation and
gliotransmission (Kim et al. 2014).

The blood metabolome was also shown to be altered by sleep loss. Indeed, recent
studies indicate that the level of many lipids, in particular phospholipids, is modified
by both acute and chronic sleep loss (Weljie et al. 2015; Davies et al. 2014).
Interestingly, metabolomics have identified potential biomarkers of chronic sleep
loss encompassing different mammalian species, namely, oxalic acid and
diacylglycerol 36:3 (Weljie et al. 2015). Equally interesting is the observation that
acute sleep deprivation increases human plasma levels of serotonin, tryptophan, and
taurine, potentially relevant to the antidepressive effect of acute sleep deprivation
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(Davies et al. 2014). Similar to transcriptomic studies, these studies emphasized the
fact that sleep loss not only impacts the brain but also importantly affects peripheral
organs. Future research should determine whether and how these changes participate
in regulating sleep and how this information can contribute to establish sleep’s
function(s).

4.3 Future of Sleep Proteomics/Metabolomics

As mentioned for transcriptomic studies, most of these studies are solely descriptive,
cataloging the changes in protein and metabolite levels across circadian time and
sleep need. How changes in protein amount underlie functions of sleep such as
neuronal plasticity is beginning to be addressed at the level of individual targets
(Tudor et al. 2016; Seibt et al. 2012), but the use of strategies targeting networks of
elements should eventually be favoured. In addition, to fully delineate the complex-
ity of sleep/wake regulation, combinations of omics approaches (i.e. systems genet-
ics) are increasingly being used such as transcriptomics with proteomics or
metabolomics (Aho et al. 2016; Liick et al. 2014; Eckel-Mahan et al. 2012) and
integrating the acetylome with the transcriptome, proteome, and metabolome (Masri
et al. 2013). New related technologies including breathomics and lipidomics
(Martinez-Lozano Sinues et al. 2014; Thimgan et al. 2015) may also shed light on
sleep regulation.

5 Conclusions and Perspectives

Overall, this chapter has highlighted the power of specific omics approaches to
identify molecular networks associated with circadian and homeostatic sleep regula-
tion. Yet, the exact contribution of sleep-wake-driven changes to ‘circadian’
genome-wide oscillations still remains to be determined for distinct brain areas
and peripheral tissues using adequate study design. It is evident that these
technologies offer the potential to comprehensively investigate impacts of pharma-
cological agents and evaluate their suitability to mimic or restore a normal or
pathological molecular ‘landscape’. Such studies have only begun to be available,
and a good example is found in the description of the genome-wide signature of
different wake-promoting pharmacotherapies (i.e. pharmacogenomics) (Hasan et al.
2009). This study even used the more promising approach of systems genetics by
studying different inbred strains and thus combining transcriptomics with genetics.
In order to adapt treatment in diseases, assessing circadian/sleep-dependent genome-
wide effects of the numerous drugs reported to affect sleep variables (e.g. Monti
et al. 2017; Schwartz et al. 2016; Arbon et al. 2015; Bettica et al. 2012) seems
required. In addition, the combination of pharmacogenomics with pharmacogenetics
(i.e. considering genetic variations in pharmacological interventions) is of impor-
tance for personalized treatment of sleep disorders as highlighted recently (Holst
et al. 2016). In the long term, omics will without doubt permit to develop
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therapeutics that simultaneously target networks of relevant pathways, which seems
particularly promising with regard to epigenomics.

The present work has focused on transcriptomics, epigenomics, and proteomics/
metabolomics approaches and their contributions to wakefulness and sleep regula-
tion. Nevertheless, some omics approaches that have not been specifically discussed
in the present chapter and that are equally relevant to the regulation of sleep include
microbiomics and connectomics. Microbiomics generally consists in sequencing the
bacterial flora of different tissues, most often the gut. The use of such approach is
exponentially increasing and has revealed that the deregulation of the gut microbiota
due to circadian disruption and consequent abnormal feeding schedule crucially
impacts metabolism in both humans and mice (Thaiss et al. 2014). Considering the
importance of the gut-brain axis in brain functions (Montiel-Castro et al. 2013), this
type of research will certainly reveal additional determinants of the normal regula-
tion of wakefulness and sleep, in addition to increase the understanding of diseases
of sleep such as sleep apnoea (Durgan et al. 2016).

At probably the most macroscopic level of omics approaches stands
connectomics, which is applied to the mammalian brain. The brain connectome is
defined as the global connectivity between all brain areas and is generally measured
with imaging techniques such as functional magnetic resonance imaging, but also
using electrophysiological methods (Liu et al. 2015). This approach has notably
revealed that functional connectivity during sleep in children seems less complex
than in adults (Manning et al. 2013) and that, not surprisingly, sleep deprivation
radically alters the connectivity of a number of brain networks including hippo-
campal networks (Kaufmann et al. 2016). The application of these other omics
methodologies to sleep research and their use in combination with genomics and
pharmacological testing will also allow the development of more efficient strategies
to regulate wakefulness and sleep. Overall, we have definitely entered a ‘sleepomics’
era, which will contribute tremendously to understanding the determinants of brain
functions and health.
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Abstract

The cellular mechanisms governing the expression, regulation, and function of
sleep are not entirely understood. The traditional view is that these mechanisms
are neuronal. An alternative view is that glial brain cells may play important roles
in these processes. Their ubiquity in the central nervous system makes them well
positioned to modulate neuronal circuits that gate sleep and wake. Their ability
to respond to chemical neuronal signals suggests that they form feedback loops
with neurons that may globally regulate neuronal activity. Their potential role in
detoxifying the brain, regulating neuronal metabolism, and promoting synaptic
plasticity raises the intriguing possibility that glia mediate important functions
ascribed to sleep.
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1 Introduction

Glia refers to nonneuronal cells of the nervous system. The three main classes of
glia in the mammalian brain include astrocytes, microglia, and oligodendrocytes.
Astrocytes perform a number of “housekeeping” functions in the brain, including
buffering ions, recycling neurotransmitter, and regulating metabolism. Microglia are
the immune cells of the central nervous system and play critical roles in the response
to neural injury and cellular stress. Oligodendrocytes produce myelin and enwrap
axons and dysfunction in these cells leads to demyelination and disease. They are
considered non-excitable, as they do not produce action potentials and respond
linearly to current injections. For these reasons, they have historically been viewed
as supportive brain cells with no special or direct roles in brain activity or behavior.
However, through several different mechanisms, including neurotransmitter uptake,
ion transport, and direct chemical signaling (i.e., gliotransmission), glial cells can
alter the activity of surrounding neurons. This provides a means of influencing
behavior and brain activity (Fiacco et al. 2009; Halassa and Haydon 2010; Hamilton
and Atwell 2010). Therefore, glia are well positioned to control not only the
expression and regulation of sleep but also sleep functions (Fig. 1).

2 Glial Cells and Sleep Homeostasis

Sleep homeostasis refers to a regulatory mechanism that increases sleep drive, sleep
amounts, and sleep intensity as a function of prior time awake (Borbély and
Achermann 2000; Dijk and Lockley 2002). In contrast to the circadian clock,
which is well characterized anatomically and molecularly, the biological substrates
of sleep homeostasis are poorly understood. Several sets of findings support a role
for glia in this type of sleep regulation.

Astrocyte Oligodendrocyte Microglia

Fig. 1 Glial cells involved in sleep expression, regulation, and function. The three main classes of
glia in the mammalian brain include astrocytes, microglia, and oligodendrocytes. All three types of
glia may play important roles in mammalian sleep, either by the secretion of somnogenic
substances, uptake of neurotransmitter, detoxification of metabolic wastes, or providing energy
substrates to neurons
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2.1 Exocytosis of Somnogenic Substances

Glial cells in vitro release a variety of molecules that when injected either systemi-
cally or into the brain can increase sleep time or non-rapid eye movement (NREM)
slow-wave activity (SWA). For example, the cytokine IL-1 derived from cultured
mouse astrocytes increases NREM sleep in rats when administered into the ventric-
les (Tobler et al. 1984). Cultured astrocytes also secrete neurotrophins (e.g., brain-
derived neurotrophin factor (BDNF)), prostaglandins (PGD2), and the cytokine
tumor necrosis factor (TNFa) that increase sleep time or intensity (e.g., NREM
SWA) when injected intraventricularly and/or infused applied to the neocortex
(Kushikata et al. 1999; Hayaishi 2002; Huang et al. 2007; Faraguna et al. 2008;
Krueger 2008). Astrocytes exocytose additional chemical transmitters that modulate
neuronal excitability, including adenosine triphosphate (ATP) which is hydrolyzed
to adenosine in the extracellular space (Pascual et al. 2005; Halassa et al. 2009a).
This latter observation is particularly important because adenosine is considered a
key mediator of mammalian sleep homeostasis.

Although these findings are intriguing, astrocytes in vitro often show very
different properties than cells in vivo (Yamamoto et al. 1988; Inagaki and Wada
1994). In addition, although mutant mice lacking the TNFa, interleukin (IL)-1, and
purinergic receptors have sleep phenotypes consistent with this general hypothesis
(i.e., reduced NREM sleep amounts and intensity), it is not known if this reflects
neuronal or astrocytic influences, as neurons release and respond to many cytokines
as well. Therefore, determining the precise role of astrocyte cytokine signaling in
sleep requires selective manipulations of these signaling pathways in vivo.

This was achieved by manipulating one mechanism of astrocytic exocytosis
in vivo. Gliotransmission involves the vesicular release of substances such as ATP
via proteins similar to those involved in synaptic release of neurotransmitters
(Pascual et al. 2005; Halassa et al. 2009a). The precise mechanisms of gliotrans-
mission are debated (Parpura and Zorec 2010; Nedergaard and Verkhratsky 2012),
but for some gliotransmitters, exocytosis may depend on the formation of a SNARE
complex between vesicles and the target membrane (Scales et al. 2000). Conditional
astrocyte-selective expression of a soluble SNARE domain of the protein synaptob-
revin II prevents both tonic and activity-dependent extracellular accumulation of
adenosine that acts on Al receptors in situ (Pascual et al. 2005). The expression of
this mutation acts as a dominant/negative (dn)protein which inhibits the normal
function of the endogenous SNARE.

The role of SNARE-dependent gliotransmission in sleep homeostasis was
investigated in vivo using the tet-off system (Morozov et al. 2003). This allows
for conditional expression of a dnSNARE transgene selectively in astrocytes in
adult mice (Pascual et al. 2005). Suppressing gliotransmission in vivo had surpris-
ingly little effect on baseline sleep-wake architecture (Halassa et al. 2009b), but
behavioral and EEG indices of sleep homeostasis (NREM SWA) were attenuated.
More specifically, inhibiting gliotransmission significantly reduced compensatory
increases in NREM SWA, sleep time, and sleep continuity. These results are best
interpreted as a reduction in adenosine. For example, the dnSNARE phenotype was
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“phenocopied” in wt mice via antagonism of the A1 receptor (Halassa et al. 2009b).
The dnSNARE mutation reduces the normal accumulation of adenosine during
sleep deprivation (Schmitt et al. 2012) and produces a phenotype similar to that in
mice with abnormal purinergic signaling (Huang et al. 2005; Krueger et al. 2010). A
role for gliotransmission in sleep homeostasis is further supported by studies using
optogenetic activation of astrocytes in vivo. This technique increases gliotrans-
mission of ATP (Losi et al. 2017), and optogenetic activation of astrocytes surround-
ing waking circuits (i.e., histaminergic neurons) increases sleep time and intensity
(Pelluru et al. 2016). Gliotransmission of other molecules (D-serine and glutamate)
may also play a key role in producing cortical oscillations typical of NREM sleep
(Fellin et al. 2009; Poskanzer and Yuste 2016) (Fig. 2).

Cerebral microglia and oligodendrocyte cells also secrete a number of substances
in vitro known to influence sleep or brain activity in sleep (e.g., cytokines,
prostaglandins, and nitric oxide) (Matsui et al. 2010). Because sleep deprivation is
associated with an increase in markers of cellular stress, it has been proposed that
substances secreted by microglia may play a central role in sleep regulation (Wisor
et al. 2011a, b). For example, attenuation of microglia reactivity with minocycline
reduces the normal compensatory increases in NREM SWA in mice following sleep
deprivation (Wisor and Clegern 2011). Interestingly, microglia contain membrane-
bound purinergic receptors, providing a means of interaction with astrocyte-derived
ATP and adenosine (Haynes et al. 2006; Gyoneva et al. 2009). On the other hand,
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Fig. 2 Astrocytes as integrators of sleep need. Astrocytes respond to neurotransmitters and
neuromodulators with slow changes in intracellular calcium concentrations. Consequently,
astrocytes may use intracellular calcium oscillations to register and integrate surrounding neuronal
activity during wakefulness. This may lead to progressively higher rates of negative feedback (e.g.,
via gliotransmission) that dampen the “waking” signal and promote sleep. One prediction of this
hypothesized relationship is that the amplitude or period of intracellular calcium oscillations should
be proportional to sleep drive. Therefore, intracellular calcium concentrations (or period frequency)
are predicted to be low at the end of the sleep period and maximal at the end of the active period.
Alternatively (or in conjunction), astrocytes may respond to waking signals by expanding and then
contracting their distal processes. This can bring glial neurotransmitter uptake or gliotransmitter
release mechanisms in closer proximity to synapses as a function of synaptic activity (adapted)
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a putative transducer of microglial-mediated effects (the toll-like receptor 4 (TLR4))
does not appear to play a central role in sleep brain activity. Constitutive deletion of
TLR4 minimally impacts NREM SWA under baseline conditions or after sleep
deprivation (Wisor et al. 2011a). Oligodendrocytes are a source of prostaglandin
D2 in the mature brain, which has been shown to be a potent sleep-inducing
substance when applied exogenously (Urade and Hayaishi 2011). In addition to
increasing behavioral indices of sleep, stimulation of D2 receptors increases NREM
SWA in a physiological manner (Urade and Hayaishi 2011). However, in contrast to
astrocytes, much less is known about how microglia and oligodendrocytes exocytose
somnogenic substances. It is also unknown what signals normally trigger the release
of these substances across the sleep-wake cycle.

2.2 Uptake and Transport

Glia can also modulate synaptic activity by passive and active transport of ions,
neurotransmitters/neuromodulators, and movement of molecules via gap junctions.
In addition to gliotransmission of ATP, astrocytes can control extracellular adeno-
sine concentrations via adenosine kinase (ADK). Deletion of ADK in astrocytes
results in an accumulation of adenosine in the extracellular space and an attenuation
of the normal discharge of sleep need (as measured by NREM SWA). Whether this
reflects direct effects on sleep homeostasis is unclear, as this also results in a general
“leakage” of SWA into all brain states (Greene et al. 2017). The movement of small
molecules between glial cells may also promote SWA. Blockade of cortical astro-
cytic gap junctions in vivo reduces anesthesia-induced neuronal synchronization,
which is similar (though not identical) to the synchronization underlying NREM
SWA (Szabé et al. 2017).

Astrocytes buffer ions which may further facilitate synchronized neuronal activ-
ity necessary for NREM SWA (Crunelli et al. 2002). For example, astrocytes in
thalamic slices (in situ) exhibit spontaneous intracellular calcium oscillations that
fall within “slow” EEG bands (<0.1 Hz). These oscillations can propagate within the
slice and elicit NMDA currents in neighboring neurons. This particular coupling
between neurons and astrocytes may not be related to the EEG rhythms of sleep, as it
predominates at ages when thalamocortical and intracortical EEG activities typical
of adult sleep are absent (Crunelli and Hughes 2010). The thalamus also does not
appear to be required for NREM cortical slow-wave activity (SWA) (Fuller et al.
2011; but see Crunelli et al. 2011). More compelling evidence that astrocytes
contribute to slow, EEG rhythms of sleep via ion buffering comes from studies
using dual intracellular recording in cortical astrocytes and neurons (Amzica and
Neckelmann 1999; Amzica 2002; Amzica and Massimini 2002). These investigators
showed that astrocyte membrane polarization and capacitance oscillate in phase with
NREM SWA, suggesting that the cation buffering by these cells may also contribute
to cortical oscillations in sleep.
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23 Morphological Changes in Glia

Glia can be quite dynamic either by proliferating rapidly or extending and retracting
their processes in response to changes in the neural environment. This can bring their
membranes and the embedded transporters, uptake mechanisms, and vesicle release
apparatus closer or further to synapses. Therefore, as originally suggested by Ramon
y Cajal (reviewed in Garcia-Marin et al. 2007), morphological changes in glia across
the sleep-wake cycle may be a key step in glial control of sleep. Morphological
changes in astrocytes have been reported following acute and chronic sleep depriva-
tion in mice. In these studies, serial block face scanning electron microscopy was
used to reconstruct astrocytic processes that surround synapses (peri-synaptic pro-
cesses: PAPs). It was found that sleep deprivation caused the PAPs to move closer to
synapses in layer 2 of the cortex. Molecular analyses of astrocytes further revealed
that a number of genes implicated in PAP extension were also upregulated by
waking (Bellesi et al. 2015). In addition, an important molecule involved in PAP
morphology (Fabp7) was shown to cycle in tandem with the sleep-wake cycle in
rodents (Gerstner et al. 2012), and mutations in the Fabp7 gene reduced sleep bout
length in flies, man, and mice (Gerstner et al. 2017). Interestingly, oligodendrocytes
were shown to proliferate during sleep (with positive correlations with REM sleep).
This was accompanied by an increase in the cortical expression of oligodendrocyte
genes implicated in phospholipid synthesis and myelination (Bellesi et al. 2013).

3 Glial Cells and Sleep Function

Glia mediate several neural processes that have historically been theorized to be
important functions of sleep. These include brain metabolism, neural detoxification
and repair, and synaptic plasticity. Therefore in addition to potentially playing
central roles in sleep regulation, glia may also govern critical functions ascribed to
sleep.

3.1 Metabolism

Sleep is thought to be a restorative brain state that relieves the metabolic cost of
wakefulness (Frank 2010). How sleep achieves this putative function (and what is
restored) is unknown, but this idea is supported by several findings. For example,
brain metabolism is reduced (overall) during sleep compared to wakefulness (Hyder
et al. 2013; but see Shannon et al. 2012). Sleep is also accompanied by increased
synthesis of proteins and neural energy substrates (Ramm and Smith 1990; Kong
et al. 2002; Dworak et al. 2010; Clegern et al. 2012; Seibt et al. 2012). Astrocytes are
well positioned to influence these processes. In many parts of the brain, astrocytic
processes not only surround synapses but are in close approximation to blood vessels
(via “end feet”). This provides for nutrient uptake and the regulation of blood flow
via constriction and dilation of vessels (Takano et al. 2006; Kreft et al. 2012).
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Astrocytes also contain energy substrates than can be rapidly mobilized and used by
neurons (lactate and glycogen) (Magistretti 2011).

Early and suggestive findings that support a role for glia in sleep-mediated
metabolism were reported by Hyden and Lange. They found sleep-wake rhythms
in succinooxidase (a key enzymatic step in the Krebs cycle) activity in neurons and
glia (type not specified). Glia showed reduced succinooxidase activity and neurons
heightened activity during sleep (Hyden and Lange 1965). The authors proposed that
“neuron and glia form a functional unit” and that an exchange of signaling molecules
between these cell types might influence sleep.

According to the Benington-Heller hypothesis, the transferred molecules
included glucose. It was proposed that astrocytic glycogen — which acts as a reserve
glucose store for neurons — is depleted during wakefulness and restored during
NREM sleep. The depletion of glycogen was mediated by the heightened release
of excitatory neurotransmitters during wake which through enzymatic mechanisms
convert astrocytic glycogen into glucose. The utilization of this glucose by neurons
(and the subsequent hydrolysis of ATP to adenosine monophosphate) leads
to an increase in neuronal adenosine production — which diffuses across the cell
membrane. Adenosine, acting on adenosinel receptors, then reduces neuronal
excitability. The restoration of glycogen is favored by states with reduced release
of excitatory neurotransmitters, such as NREM sleep (Benington and Heller 1995).
In support of the theory, sleep deprivation increases the concentration of mRNA
transcripts involved in glycogen metabolism and glycogen synthase activity (Petit
et al. 2002, 2010). However, studies of cerebral glycogen across sleep and wakeful-
ness generally do not support this theory. While one study showed decreases in brain
glycogen content following sleep deprivation and increases following recovery sleep
(Kong et al. 2002), these findings were not replicated by other labs (Gip et al. 2002,
2004; Franken et al. 2003; Zimmerman et al. 2004; Petit et al. 2010).

One alternative mechanism is the neuronal-glial “lactate shuttle,” according to
which synaptic glutamate release triggers lactate production and release in astrocytes
(reviewed in Magistretti 2011). In support of this idea, brain lactate levels increase
during wakefulness and decrease during NREM sleep in parallel with NREM SWA
(Dash et al. 2012; Naylor et al. 2012; Wisor et al. 2012). A number of genes
important in cerebral metabolism (Bellesi et al. 2015) and the lactate shuttle are
specifically upregulated in cortical astrocytes after sleep deprivation (Petit et al.
2013). This is consistent with observations that astrocytic metabolic pathways are
activated to a greater degree during wakefulness. Astrocytes may also provide
energetic support specifically to neurons involved in wakefulness. Astrocytes pro-
vide energetic support (via lactate) to hypocretin neurons involved in wakefulness
and state stability. Mice with a mutation in this process are unable to sustain normal
amounts of wakefulness (Clasadonte et al. 2017).
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3.2 Detoxification and Repair

As originally proposed at the beginning of the twentieth century, the “hypnotoxin”
theory of sleep function posited that sleep removes a noxious by-product of the waking
brain (Ishimori 1909). Modern versions of this theory propose that sleep reverses or
protects against neuronal damage caused by prolonged glutamate release or oxidative
processes that occur during wakefulness (Reimund 1994; Inoue et al. 1995; Schulze
2004). The evidence in support of the hypnotoxin theory has been rather mixed. For
example, there is no compelling evidence that sleep loss produces neural damage as
might be expected by unchecked oxidative processes or the accumulation of a toxin
(reviewed in Frank 2006). However, more subtle but important detoxification/repair
processes may occur during sleep due to astrocytic and microglia activation. It was
shown that during sleep (or anesthesia) there is an increased clearance of extracellular
proteins from the brain interstitial fluid. This involves a filtration system provided by
astrocytes (the “glymphatic” system) (Xie et al. 2013). The bulk flow/convective flow
of brain interstitial fluid is greatly attenuated by sleep deprivation (Achariyar et al.
2016), which may lead to the accumulation of proteins such as beta-amyloid and
apolipoprotein E, isoforms of which are linked to neurodegeneration (Yulug et al.
2017). Sleep deprivation also produces microglial activation and astrocytic phagocy-
tosis. These latter changes may play an important role in the removal of metabolic
waste products and/or synaptic proteins and membranes that accumulate during
waking (Bellesi et al. 2017).

3.3 Synaptic Plasticity

Synaptic plasticity is defined as changes in the strength of existing synapses (synap-
tic efficacy), changes in synapse number or size, or changes in morphological
structures that contain synapses (e.g., dendritic spines and presynaptic boutons)
(De Roo et al. 2008; Sala and Segal 2014). Sleep has long been suspected to play
an important role in synaptic plasticity, and glial cells may mediate this important
putative function. Astrocytes and microglia profoundly influence synaptogenesis
and synaptic pruning during early development. There is also accumulating evidence
that these glial cells modulate both Hebbian and non-Hebbian forms of plasticity
in vitro and in vivo (Volterra 2013; Stogsdill and Eroglu 2017). Glia cells influence
plasticity through several processes, including metabolic support; glutamate uptake;
exocytosis of growth factors, adhesion molecules, and gliotransmitters; and phago-
cytosis (Volterra 2013; Stogsdill and Eroglu 2017).

It is currently unknown if glial cells mediate sleep-dependent plasticity. However,
this is suggested by several findings. Sleep deprivation increases glial-mediated
phagocytosis of cortical synapses, which is consistent with synaptic pruning during
sleep (Bellesi et al. 2017). Sleep is also accompanied by higher brain concentrations
of the glial-derived cytokine TNF-a, which promotes non-Hebbian synaptic poten-
tiation (Krueger 2008). In addition astrocytes (Imamura et al. 1993) and microglia
(Sipe et al. 2016) are required for a classic form of visual cortical plasticity (ocular
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dominance plasticity) that is highly sleep-dependent and involves both synaptic
weakening and strengthening (Frank 2015). Collectively, these findings suggest
that glia may mediate diverse forms of plastic remodeling in the sleeping brain.

4 Conclusions

The precise role of glia in sleep regulation and function is only now beginning to be
explored. Consequently, there are many important unanswered questions. The relative
contribution of different glia subtypes to sleep is poorly understood, as is the relative
importance of various glial mechanisms (e.g., gliotransmission, ion buffering, gluta-
mate clearance, metabolic support, and non-vesicle-mediated exocytosis (Magistretti
2011; Nedergaard and Verkhratsky 2012; Verkhratsky et al. 2012)). It is also not clear
where in the brain glia exert their effects on sleep. Astrocytes, for example, are
dispersed widely in subcortical and cortical brain areas (Zhang and Haydon 2005)
including regions known to trigger sleep and wakefulness (Halassa et al. 2009b).
Therefore, they may regulate sleep and brain activity by acting globally throughout the
cerebrum, via modulation of canonical sleep and arousal centers, or both (Benington
and Heller 1995; Strecker et al. 2000; Szymusiak et al. 2007; Krueger et al. 2008).

The precise signaling pathways linking neuronal activity and glial-mediated sleep
processes are also unknown. Astrocytes and microglia in vivo express a number of
membrane-bound receptors for neurotransmitters and peptides, which could mediate
neuronal-glial transduction pathways critical for sleep regulation and function.
Theoretically, these receptors as well as other membrane-bound peptides could
provide new pharmacological targets for arousal and sleep disorders. For example,
the astrocyte-specific water transporting protein aquaporin 4 influences processes
that could impact sleep and wake (neuronal excitation and neuroinflammation).
Several laboratories are developing compounds that target this protein (Verkman
et al. 2017). A different strategy is to repurpose existing compounds (which may
have failed as neuronal-targeted compounds) as novel glial pharmacopeia (Dale et al.
2016). The development of novel delivery systems that specifically deliver drugs to
glial cells provides yet another strategy. This may be achieved through the develop-
ment of nanoparticles or polymers coated with surface peptides or lipids that result in
the selective uptake by glia (Madhusudanan et al. 2017). Despite these promising
steps, the development of glial-specific compounds remains very challenging
(Moller and Boddeke 2016; Madhusudanan et al. 2017).

Investigating glia in vivo with the same precision as used in neurons has histori-
cally been very difficult. This situation is rapidly improving with the development
of new tools designed for use in glia. A number of glial-specific promoters have
been identified, and when expressed in conjunction with Cre-Lox, or viral vector
strategies, they can be used to selectively delete or express molecules of interest in
glial cells in vivo. The use of calcium indicator fluorescent proteins (i.e., GCaMPs)
has revolutionized the study of astrocytes, as these cells are electrically silent and
instead signal with changes in intracellular calcium (Bazargani and Attwell 2016,
2017; Kjaerby et al. 2017; Losi et al. 2017). Optogenetics has also been used to
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trigger gliotransmission (although the mechanisms at play are unclear) (Bazargani
and Attwell 2016, 2017; Kjaerby et al. 2017; Losi et al. 2017). The future application
of these techniques in freely behaving animals will be key to a deeper understanding
of how glia and neurons contribute to sleep regulation and function.
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Abstract

Wakefulness and sleep are highly complex and heterogeneous processes, involv-
ing multiple neurotransmitter systems and a sophisticated interplay between
global and local networks of neurons and non-neuronal cells. Macroscopic
approaches applied at the level of the whole organism, view sleep as a global
behaviour and allow for investigation into aspects such as the effects of insuffi-
cient or disrupted sleep on cognitive function, metabolism, thermoregulation and
sensory processing. While significant progress has been achieved using such
large-scale approaches, the inherent complexity of sleep-wake regulation has
necessitated the development of methods which tackle specific aspects of sleep
in isolation. One way this may be achieved is by investigating specific cellular or
molecular phenomena in the whole organism in situ, either during spontaneous or
induced sleep-wake states. This approach has greatly advanced our knowledge

L. E. McKillop - V. V. Vyazovskiy (<)
Department of Physiology, Anatomy and Genetics, University of Oxford, Oxford, UK
e-mail: vladyslav.vyazovskiy @dpag.ox.ac.uk

© Springer Nature Switzerland AG 2018 97
H.-P. Landolt, D.-J. Dijk (eds.), Sleep-Wake Neurobiology and Pharmacology,
Handbook of Experimental Pharmacology 253, https://doi.org/10.1007/164_2018_174


http://crossmark.crossref.org/dialog/?doi=10.1007/164_2018_174&domain=pdf
mailto:vladyslav.vyazovskiy@dpag.ox.ac.uk

98 L. E. McKillop and V. V. Vyazovskiy

about the electrophysiology and pharmacology of ion channels, specific
receptors, intracellular pathways and the small networks implicated in the control
and regulation of the sleep-wake cycle. Importantly though, there are a variety of
external and internal factors that influence global behavioural states which are
difficult to control for using these approaches. For this reason, over the last few
decades, ex vivo experimental models have become increasingly popular and
have greatly advanced our understanding of many fundamental aspects of sleep,
including the neuroanatomy and neurochemistry of sleep states, sleep regulation,
the origin and dynamics of specific sleep oscillations, network homeostasis as
well as the functional roles of sleep. This chapter will focus on the use of small
neuronal networks as experimental models and will highlight the most significant
and novel insights these approaches have provided.

Keywords
Global - In vitro - In vivo - Local - Sleep - Small networks

1 Introduction: From Global Sleep to Small Networks

Waking and sleep are distinguished by characteristic changes in behaviour, sensory
processing and brain activity. The majority, if not all organisms investigated to date
exhibit sleep-like behaviour, which spans a diverse range of vertebrate and inverte-
brate species from the well-studied rodent models to the microscopic nematode
worms (Allada and Siegel 2008; Campbell and Tobler 1984; Raizen et al. 2008;
Tobler 2005). While the minimum requirements and sufficient conditions for sleep
remain unclear, a prevailing view is that sleep occurs in any organism with a
neuronal/glial network (Krueger et al. 2016). This view suggests that the size of
the network and/or its specific cellular composition may play a significant role in
determining the amount, architecture and spatio-temporal dynamics of sleep, as well
as many other characteristics. The size of the nervous system in general, and the
brain in particular, differs several orders of magnitude among mammalian species,
and even more so if invertebrates are included (Buzsaki et al. 2013). According to
recent estimates, human brains are around five times larger than would be expected
for a mammal of its body size, consisting of approximately 86 billion neurons, of
which 16 billion are located in the cerebral cortex and 69 billion in the cerebellum
(Azevedo et al. 2009). On the other hand, the entire nervous system of C. elegans
consists of only 302 neurons, yet these simple organisms are still able to enter
putative sleep-like states (Mackiewicz et al. 2008). Human studies have shown
that large-scale brain networks exhibit complex dynamics during waking and
sleep, including the emergence of stage-specific spatial patterns of functional
organisation during sleep (Ramot et al. 2013; Watanabe et al. 2014). The many
complex and highly dynamic interactions between neuronal networks, as well as
their biochemical and genetic underpinnings, represent significant obstacles for
investigating the cellular and network properties of sleep, its possible functions
and how pharmacological interventions may be used to manipulate sleep. As
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human studies are limited by numerous technical and ethical implications, in vitro
and in vivo models have instead been developed to perturb localised networks and
therefore further our basic understanding of sleep. Importantly, these approaches
also enable external factors such as the environmental conditions to be controlled,
which are known to have profound influences on many aspects of sleep and
associated network dynamics.

The functional role of sleep in larger-scale processes, such as behaviour or
metabolism, can be investigated using in vivo approaches, through stimulation,
ablation or recording specific neuronal populations in situ, during physiological
waking, sleep or a sleep-like state such as anaesthesia. Although these approaches
typically only target small parts of the network, their function can be investigated in
the context of the rest of the brain. These models are however constrained by
technical limitations, such as the number of neurons or brain regions that can be
recorded simultaneously. Furthermore, the causal relationship between specific
patterns of activity in a small brain region and global changes in behaviour are
usually difficult to ascertain using these methodologies. It is therefore important to
utilise small network model systems, both in vitro and in vivo, to provide further
insights into the neural circuitry and the biochemical molecules governing sleep
regulation.

Simple ex vivo/in vitro/in silico models have reliably reproduced several of the
essential characteristics of sleep, allowing relevant phenomena to be studied at the
level of small circuits, rather than across the entire brain. Importantly, these
methodologies have important shortcomings, namely, that the afferent and efferent
connectivity of the network is largely disrupted, which may result in the occurrence
of nonphysiological activity patterns, such as epileptic discharges or a persistent
hyperpolarisation, not present under physiological conditions in vivo (Lemieux et al.
2014). Furthermore, while such a reductionist approach is necessary for understand-
ing sleep as a whole, it is becoming increasingly clear that local level activity likely
dictates larger-scale brain organisation. Therefore, it is crucial to utilise an integrated
approach which takes into account the complex nonlinear interactions between
smaller and simpler processes at many spatial and temporal scales. In this chapter
we highlight some of the most important advancements these model systems have
provided to the sleep field and discuss their pharmacological applications.

2 Local Network Activity and Sleep Regulation

Brain activity during waking and sleep is traditionally studied by recording the
electroencephalogram (EEG, electrodes typically on cortical surface) or local
field potentials (LFP, electrodes in deeper brain structures) (Buzsaki et al. 2012). It
is now well established that thythmic activity in the neocortex arises from specific
interactions between excitatory and inhibitory neurons, intrinsic membrane
properties and synaptic activity (Buzsaki 2006). The interaction between a positive
feedback loop (e.g. recurrent excitation) and negative feedback control
(e.g. inhibition) contributes to the generation of oscillatory activities in the neocortex
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and subcortical areas (Buzsaki et al. 2012; McGinley et al. 2015). There are several
types of brain oscillations during waking and sleep, which are arranged in a hierar-
chical system to maintain the local-global integration of network activity (Buzsaki
2006; Molle and Born 2011; Staresina et al. 2015). Notably, these network
oscillations are conserved across organisms, regardless of brain size (Buzsaki et al.
2013), and so the results obtained from various laboratory animals are likely to
generalise across species.

The brain is generally more metabolically and electrically active during waking
(Braun et al. 1997; Kennedy et al. 1982; McKillop et al. 2018; Vyazovskiy et al.
2009). During sleep, slow waves recorded with cortical EEG or LFP electrodes
reflect the synchronous occurrence of periods of reduced spiking and synaptic
activity within thalamocortical networks (Crunelli et al. 2015; Destexhe et al.
1999; Neske 2016; Timofeev 2013; Vyazovskiy and Harris 2013). These so-called
OFF periods become increasingly frequent the longer the duration of preceding
wakefulness and are most prominent during the initial deep NREM sleep occurring
immediately after periods of wakefulness (McKillop et al. 2018). These changes at
the network level modulate the amplitude and incidence of EEG or LFP slow waves
in a sleep-dependent manner, observed both in laboratory animals and humans
(Lazar et al. 2015; Riedner et al. 2007; Vyazovskiy et al. 2009). This in turn
underpins the well-established dynamics of EEG slow-wave activity (SWA,
0.5—4 Hz), which increases as a function of preceding wake duration and decreases
during subsequent sleep (Borbély 1982; Dijk et al. 1987; Franken et al. 1991;
Guillaumin et al. 2018; Vyazovskiy 2015; Vyazovskiy et al. 2002, 2007). Sleep
homeostasis is a ubiquitous phenomenon found in all animal species carefully
studied so far, suggesting that it is a fundamental function (Tobler 2005).

The notion that sleep is not a global process, but rather concerns local circuitries
or specific parts of the brain goes back almost a century. Maria Manasseina noted
that “the scientists recognizing sleep for stopping or diastole of cerebral activity are
mistaken, for during sleep the brain as a whole does not sleep at all, it does not stay
idle entirely, but only those parts of it which constitute an anatomical basis, anatomic
substrate of consciousness are under the process of sleeping” (Kovalzon 2009).
Similarly, Giuseppe Moruzzi suggested that “sleep concerns primarily not the
whole cerebrum, nor even the entire neocortex, but only those neurons or
synapses ... which during wakefulness are responsible for, or related to, the brain
functions concerned with conscious behavior” (Moruzzi 1972). In vitro studies have
provided the most consistent evidence for sleep being a fundamentally local process,
showing that cortical networks are capable of generating localised activity indepen-
dent of the rest of the brain. In 1949 Kristiansen and Courtois observed the
occurrence of sleep- and wake-like states in isolated portions of the cortex, similar
to that observed in the intact cortex. An important impetus for this research direction
was provided by the theory of local, activity-dependent regulation of sleep, which
postulated that rather than being a global process that is bottom-up regulated, sleep
instead originates locally in neuronal circuits and it is rather the synchronisation of
many circuits together which leads to global sleep at the macroscopic level (Krueger
and Obal 1993; Krueger et al. 2008; Roy et al. 2008; Van Dongen et al. 2011).
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According to the early version of this theory, “sleep serves to stimulate the use of
structures insufficiently activated during wakefulness”, or in other words, the func-
tion of sleep is to reinforce specific synapses relative to others (Krueger and Obal
1993). This theory was subsequently developed to take a broader view in which
global sleep and wake states are the result of bottom-up processes whereby large
numbers of localised yet highly interconnected semi-autonomous cellular networks
of neurons and glia oscillate in a semi-autonomous manner (Krueger et al. 2013).

Considerable evidence for the local regulation of sleep was provided by studies
in which multiple electrodes were used to simultaneously record activity from
multiple brain regions (Finelli et al. 2001; Siclari et al. 2014). These studies revealed
that EEG or LFP slow-wave activity (SWA, 0.5-4 Hz) occurs in a regional
use-dependent fashion, with brain regions more active during wakefulness showing
higher SWA during subsequent sleep (Kattler et al. 1994; Riedner et al. 2007;
Vyazovskiy et al. 2011a). For example, unilateral vibration of the hand of human
subjects or whiskers of rodents led to an increase in SWA during subsequent sleep,
specifically in those cortical areas stimulated by the vibration (Kattler et al. 1994;
Vyazovskiy et al. 2000). Localised sleep-like activity in the EEG has also been
shown to occur in behaviourally awake animals, with the increased incidence of
localised slow waves leading to a reduced performance in a food pellet reaching task
(Vyazovskiy et al. 2011b). This led to the theory that optimal performance involves
an interaction between multiple networks and that the occurrence of sleep-like
activity in one or more of these networks can have a detrimental effect on perfor-
mance (Krueger et al. 2013; Vyazovskiy 2013). Therefore, given the extensive
evidence for the local regulation of sleep in both cortical and subcortical networks
(see below), multiple aspects of sleep can be understood by investigating sleep
network dynamics in simple models.

The idea that sleep is locally controlled is now supported by numerous studies
that utilised in vivo small network systems and in vitro studies to investigate the
cellular and network properties of sleep initiation and regulation. In vivo chronic
recordings have been instrumental in investigating the activity of localised distinct
cortical regions, without disrupting the connectivity to other brain networks. For
example, Pigarev et al. (1997) was one of the first studies to suggest that sleep may
indeed initiate at the level of local small cortical networks. This study showed that in
monkeys a topographically defined subset of neurons in the visual cortex failed to
fire in response to stimulation while performing a visual task. Individual cortical
columns have also been shown to have localised state-dependent activity, oscillating
between sleep- and wake-like states, as defined by the amplitude of event related
potentials (ERPs), with higher amplitude ERPs identified during sleep (Krueger et al.
2013; Rector et al. 2005, 2009). Cortical columns have therefore been suggested to
be the most basic unit capable of oscillating between sleep and wake states (Rector
et al. 2005). Asynchronous transitions between waking and sleep have also been
shown at the level of individual cortical neurons (Vyazovskiy et al. 2014), while
local slow waves have also been observed in awake behaviourally active animals
(Einstein et al. 2017; Fisher et al. 2016; Polack et al. 2013; Vyazovskiy and Harris
2013; Vyazovskiy et al. 2011b).
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The local occurrence of sleep-like states has a profound implication for sensory
processing and cognitive function in general. Various aspects of behaviour, brain
state and network activity account for the trial-to-trial variability in response to
stimuli (Ahissar et al. 1992; Arieli et al. 1996; Crochet et al. 2005; Fontanini and
Katz 2008; Haider et al. 2007; Krueger et al. 2008; Rector et al. 2005; Sanchez-
Vives and McCormick 2000; Scheeringa et al. 2011; Vyazovskiy et al. 2013).
Important determinants of neuronal responsiveness are preceding activity (Abbott
and Nelson 2000) and the brain-state-specific levels of neuromodulators
(McCormick et al. 1991), which impose both global and local synapse-specific
control (Gil et al. 1997; Laplante et al. 2005; Lawrence 2008; Marrocco et al.
1987). It is well established that brain states have a great influence on information
processing and local neuronal interactions (Zagha and McCormick 2014). Slow
oscillations have also been shown to affect the response of networks to synaptic
inputs (Reig et al. 2015), although this may depend on the cortical area being studied
and the type of stimulus (Sela et al. 2016). As during OFF periods all or most local
neurons are simultaneously deactivated or inhibited (Chauvette et al. 2011; Sanchez-
Vives et al. 2010; Timofeev et al. 2001) and do not produce spikes (Logothetis et al.
2010; Vyazovskiy et al. 2009), it is perhaps not surprising that the occurrence of
OFF periods would result in a disruption of short-range neuronal coordination which
may therefore contribute to behavioural lapses or a loss of consciousness
(Castelnovo et al. 2018; Nir et al. 2017; Pigorini et al. 2015; Vyazovskiy et al.
2011b).

It is important to remember that although local and global states likely represent a
continuum, the mechanistic origin of “local sleep” or “local wake” and global states
of vigilance may be fundamentally distinct. While more research is needed in this
area, there is little doubt that considering multiple levels of organisation may provide
important advancements in our understanding of sleep and its complexity (Olbrich
et al. 2011; Vyazovskiy 2015; Vyazovskiy and Delogu 2014). A recent study
provided evidence that in contrast to humans, where ageing is associated with
substantial changes in global sleep characteristics, including its architecture and
the EEG (Landolt and Borbely 2001; Mander et al. 2017), cortical neural activity
and local signatures of sleep homeostasis remain intact in laboratory rodents across
the lifespan (McKillop et al. 2018). Such studies highlight the importance of
investigating the network activity underpinning well-established global phenomena,
such as the reduction in SWA or increase in spindle-frequency spectral power after
administration of commonly used hypnotics and related substances (Borbely et al.
1985; Kopp et al. 2004a; Lancel 1999; Seibt et al. 2008).

3 Cortical Activity During Sleep: Insights from In Vivo
Approaches

A broad range of techniques are available for investigating network activity in vivo
at several spatio-temporal scales (Olcese and Faraguna 2015). These techniques
often involve the implantation of electrodes into the brain to record neuronal activity
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from either head fixed (Blumberg et al. 2015; Saleem et al. 2010; Seibt et al. 2017,
Yiizgeg et al. 2018) or freely moving animals (Fisher and Vyazovskiy 2014;
McKillop et al. 2018; Meisel et al. 2017; Vyazovskiy et al. 2013; Watson et al.
2016). Early studies identified that during NREM sleep, oscillatory activity in the
slow-wave activity frequency range (SWA, 0.4—5 Hz) predominates the EEG/LFP
signal. At the neuronal level, this activity is underpinned by a bistable slow (<1 Hz)
oscillatory alternation in the membrane potential of cortical neurons, from a
depolarised up state caused by active neuronal firing and synaptic activity to a
hyperpolarised down state where both spiking and synaptic activity are absent
(Neske 2016; Steriade 1978; Steriade et al. 1993). These hyperpolarisation periods
of synaptic silence and the decrease in neuronal firing (named OFF periods when
referring to the synchronous silence across neuronal populations recorded extracel-
lularly) are important defining features of NREM sleep and are largely the result of a
disfacilitation process, with leak currents (predominantly potassium currents)
dominating the underlying activity in the absence of other synaptic currents
(Timofeev et al. 2001). Rodent studies have performed continuous chronic
recordings of extracellular neuronal activity have been performed in rodents,
allowing for the association between ongoing vigilance state and network activity
to be investigated in vivo. These studies have shown that network down states in the
neocortex are consistently associated with surface negativity in the EEG signal or
positive potentials if recordings are performed from deeper cortical layers (using
LFP recordings), while slow waves correlate with near-synchronous transitions
between up and down states across cortical neurons (Steriade et al. 1993;
Vyazovskiy et al. 2009). Importantly, evidence suggests that the higher the spatial
synchrony and the longer the network down state, the larger the amplitude and
steeper the slope of the resultant EEG/LFP slow waves (Vyazovskiy et al. 2009). As
SWA is used as a physiological correlate of sleep homeostasis (Borbély 1982), this
indicates that both neuronal activity and global network EEG can reflect the homeo-
static regulation of sleep.

Importantly, these techniques have technical limitations which only allow a small
number of cortical or subcortical networks to be recorded simultaneously. In con-
trast, calcium imaging has provided a relatively unbiased way of simultaneously
imaging a large area of the cortex; although such recordings typically only record
from superficial cortical layers, where neuronal population activity may differ from
deeper layers (Beltramo et al. 2013; Sakata and Harris 2012). Calcium imaging has
also been useful for recording cortical activity from zebrafish (Leung et al. 2013) and
drosophila (Bushey et al. 2015); however recordings of small networks during
physiological sleep remain scarce. In vivo calcium imaging has revealed a global
reduction in neuronal network activity during sleep compared to waking in mice,
both in superficial and deep cortical layers (Niethard et al. 2016). Curiously during
REM sleep neuronal activity was found to be further reduced (Niethard et al. 2016),
contradicting the increase identified by electrophysiological recordings (McKillop
et al. 2018; Vyazovskiy et al. 2009).
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4 Cortical Activity During Sleep: Insights from In Vitro
Approaches

In vitro and ex vivo studies have utilised neuronal cultures and brain slices to study
network phenomena, such as the slow oscillation. In vitro brain slice experiments
have provided important insights into the processes underlying sleep oscillations,
such as the role of rhythmic dendritic Ca2+ entry in thalamocortical neurons
(Errington et al. 2012), low-threshold discharges (Connelly et al. 2015), and network
bistability (Crunelli et al. 2005). Both in vivo and in vitro studies have consistently
shown that deep layers of the neocortex contribute substantially to the generation of
network slow oscillations (Beltramo et al. 2013; Chauvette et al. 2010; Fiath et al.
2016; Sakata and Harris 2012; Sanchez-Vives and McCormick 2000). It has also
been established that slow waves and their cellular counterpart — the slow oscillation
— have a preferential origin within frontal cortical areas and higher-order and
intralaminar thalamic regions (Sheroziya and Timofeev 2014). Therefore, different
dynamics may be identified depending on the cortical area used to prepare the brain
slices or neuronal cultures. It is possible that some cortical areas may be capable of
intrinsically generating slow oscillations, while others merely follow a driver or
modulatory inputs from distant areas. Notably, excitatory pyramidal neurons and
inhibitory interneurons in the neocortex exhibit different activity levels during
waking and likely have distinct contributions to the network slow oscillation
(Beltramo et al. 2013; Funk et al. 2017; Lemieux et al. 2015; Neske 2016; Timofeev
2013; Zucca et al. 2017). Many types of inhibitory neurons come together to form
the local inhibitory circuitry and have unique and distinct contributions to cortical
network activity and the regulation of global states (Gerashchenko et al. 2008;
Isaacson and Scanziani 2011; Jackson et al. 2016; Kvitsiani et al. 2013; Lemieux
et al. 2015; Morairty et al. 2013; Neske and Connors 2016; Staiger et al. 2009).

The main shortcoming of cortical slice preparations is that they may lack impor-
tant inputs from other cortical areas, and different cortical layers may be affected to
different extents (Stepanyants et al. 2009). It has been shown that the beginning of an
up state is associated with increased excitatory currents (Haider et al. 2006) and is
characterised by highly structured activity within a population of neurons (Luczak
et al. 2007). Notably, it has been shown that early EPSPs evoked by long-range
inputs arising from supragranular levels are remarkably voltage-dependent (Hirsch
and Gilbert 1991). Specifically, at the resting membrane potential, EPSPs are too
small and brief to lead to action potentials but grow several hundred folds with
membrane depolarisation (Hirsch and Gilbert 1991). Such state dependency implies
that specific long-range connections between distant cortical areas may only be fully
functional in an alert waking state, when supragranular neurons across the neocortex
are tonically depolarised (Petersen et al. 2003; Poulet and Petersen 2008). Severing
these inputs in slices could therefore make it impossible to achieve the full manifes-
tation of an alert wake state.

Finally, in silico small network models have also provided important insights
into various aspects of sleep research, including the generation of network slow
oscillations within the thalamocortical network and the roles of specific ionic
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conductances, such as persistent sodium and Ca2+-dependent K+ currents in
synaptic plasticity (Bazhenov et al. 2002; Esser et al. 2007; Hill and Tononi
2005). More recently, modelling approaches have been used to investigate the
relationship between synaptic pruning and the decline of slow-wave activity, well
documented to occur during adolescence (Hoel et al. 2016). Consistent with experi-
mental data, this model was capable of producing a reorganisation of intralaminar
connections to establish preferential connectivity between neurons with similar
receptive fields and preferred orientations, which in turn resulted in a reduction in
slow-wave activity and changes to slow-wave characteristics (Hoel et al. 2016).

5 Sleep as a Default State of Cortical Networks

It has recently been suggested that sleep has features of a “default state” (Sanchez-
Vives and Mattia 2014). This is supported by experimental evidence which showed
that neuronal cultures or isolated cortical slabs deprived of synaptic inputs can
spontaneously generate slow oscillations, usually characteristic of a sleep-like state
(Corner 2013; Hinard et al. 2012; Lemieux et al. 2014; Saberi-Moghadam et al.
2018). Therefore, in vitro mammalian cortical cell cultures have been useful for
providing a detailed understanding of the network dynamics of states reminiscent of
sleep (Wagenaar et al. 2005). It has been shown that after approximately 4 days of
cell culture, neocortical cells from embryonic day 18 rats begin to fire and soon after
globally synchronise their firing to form a recurring burst-pause firing pattern around
0.5-2 s in duration (Wagenaar et al. 2005). In addition, after 2 weeks in culture,
dissociated cortical primary cultures from 3-day-old mice show action potential
burstiness and a synchronisation of slow electrical potentials between recording
electrodes (Jewett et al. 2015). High-density cultures of dissociated mammalian
neuronal/glial cell cultures show properties of sleep-like burst-pause firing patterns
in vitro, reminiscent of that seen during NREM sleep in vivo (Chiappalone et al.
2006; Corner 2008; Hinard et al. 2012; Jewett et al. 2015; Krueger et al. 2016). It
should be noted that these cultures have longer inter-burst intervals compared to
in vivo recordings, and this can persist for the lifetime of the culture. It was proposed
that burst-firing activity in culture may be due to the deafferentation of
thalamocortical neurons which in turn strengthens network connectivity (Wagenaar
et al. 2005). This view is consistent with the emergence of sleep-like activity in
deafferented cortical slabs (Lemieux et al. 2014; Timofeev et al. 2000).
Synchronised bursting is a network phenomenon, reflecting synaptic interactions
between a large number of disperse cells (Hinard et al. 2012; Saberi-Moghadam
et al. 2018; Wagenaar et al. 2005). The extent of synchronisation is dependent on the
fraction of active, tonically firing cells, with evidence that a reduction in the number
of steadily firing cells leads to bursting activity (Latham et al. 2000). Application of a
mixture of excitatory neurotransmitters (chemical stimulation) was able to change
the default sleep-like bustiness activity into a transient tonic firing wake-like state,
which then spontaneously returned to a sleep-like state (Hinard et al. 2012; Saberi-
Moghadam et al. 2018). Cholinergic neuromodulation has been shown to play a
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significant role in spontaneous rhythmic activity in neuronal cultures (Hammond
et al. 2013). Interestingly, application of excitatory neurotransmitters to cultures also
caused them to exhibit a gene expression profile (transcriptome) similar to that of an
awake mouse or that seen after sleep deprivation (Hinard et al. 2012). However, this
study only applied the excitatory neurotransmitters to cultures once sleep-like
activity was observed and not before.

Electrical pulse stimulation of mature cultures has also been shown to result in
wake-like firing patterns, suggesting that electrical stimulation is a sufficient substi-
tute for natural afferent inputs to neurons, enabling the transition into wake-like
cortical activity (Jewett et al. 2015; Wagenaar et al. 2005). Notably, a subsequent
rebound was found in both the synchronisation between electrodes and slow-wave
power values poststimulation, suggesting that some manifestations of sleep homeo-
stasis can also be observed in vitro (Jewett et al. 2015; Saberi-Moghadam et al. 2018;
Wagenaar et al. 2005). Consistently, in vitro optogenetic stimulation of mature
neuronal cultures induced the release of adenosine triphosphate (ATP) and the
expression of interleukin-1 beta (IL1) and tumour necrosis factor (TNF) (Jewett
et al. 2015), all of which are known to be involved in sleep regulation (Clinton et al.
2011; Krueger et al. 2008; Van Dongen et al. 2011). Furthermore, application of
TNF to the culture was able to enhance burstiness, synchronisation and the magni-
tude of slow-wave power, suggesting that TNF application can induce a sleep-like
state reminiscent of deeper sleep stages (Jewett et al. 2015).

6 Thalamocortical Networks and Sleep Spindles

The thalamocortical network is essential for generating the full manifestation of
cortical activity patterns observed during sleep (Crunelli et al. 2015; David et al.
2013; Sheroziya and Timofeev 2014). According to the traditional model, the dorsal
thalamus receives inputs from ascending sensory pathways, including brainstem
cholinergic, noradrenergic or serotoninergic modulatory systems (Franks 2008;
Jones 2009; Steriade and Amzica 1998; Steriade et al. 1990). Thalamocortical
neurons send excitatory glutamatergic projections to the reticular (RE) thalamic
nucleus and the cerebral cortex, where they terminate in layers III, IV and VI of
the neocortex. The RE thalamic nucleus receives collaterals of thalamocortical
neurons, as well as corticothalamic glutamatergic inputs originating from layer VI
of the cortex (Steriade et al. 1986). All neurons within the RE thalamic nucleus are
GABAergic, although functional diversity between these neurons has been reported
(Halassa et al. 2014). In vitro brain slice experiments have been useful for
investigating intrathalamic network activity patterns and synaptic plasticity (Pigeat
et al. 2015). Specifically, it has been demonstrated that stimulation of brain slices in
the slow-wave activity frequency range during sleep leads to the development of
long-term depression (LTD) in the inhibitory synaptic connections between RE and
TC neurons (Pigeat et al. 2015). On the other hand, slice preparations have also been
useful for investigating the functional relationship between the thalamus and the
neocortex during slow oscillations (Crunelli and Hughes 2009; Neske 2016).
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Specifically, slices containing thalamocortical and cortical networks showed reduced
postsynaptic potentials during cortical up states, suggesting a reduction in the
thalamocortical input and a functional disconnection during network activity
(Watson et al. 2008). However, conflicting results have also shown that paired-
pulse facilitation was significantly larger during network up states and persisted for
longer as compared to silent slices (Reig and Sanchez-Vives 2007).

Although the cellular and network mechanisms of the slow oscillation have been
extensively investigated using simple model preparations, other thalamocortical
oscillations are more difficult to study. A notable example of a sleep-related phe-
nomenon which is difficult to reproduce in vitro is the sleep spindle. EEG spindles
are oscillatory events (Olbrich and Achermann 2005) that occur predominantly
during NREM sleep (Astori et al. 2013; Vyazovskiy et al. 2004) and have been
described in several mammalian species (Buzsaki et al. 2013). Spindles are
generated within the reticular thalamic nuclei, where neurons typically exhibit a
bursting discharge pattern at frequencies 7-14 Hz (Bartho et al. 2014; Halassa
et al. 2014; Marks and Roffwarg 1993; Steriade et al. 1986). The rhythmic
hyperpolarisation of thalamocortical neurons leads to rebound spike bursts, which
are transferred to the neocortex as spindles (Steriade and Amzica 1998). As it is
difficult to replicate, and therefore study sleep spindles in vitro, this has slowed the
advancement of understanding their functional role in normal brain function, as well
as how spindle deficits may underlie diseases such as schizophrenia (Manoach et al.
2016).

7 Recordings Local Network Activity from Subcortical Areas
In Vivo and In Vitro

Simple model approaches usually target cortical networks and so other brain regions
remain under investigated. According to the prevailing view, global sleep and wake
are generated and maintained via a set of subcortical sleep- and wake-promoting
areas (Eban-Rothschild et al. 2018; Saper et al. 2010). Numerous subcortical areas
have been shown to play important roles in global sleep-wake control (Lee and Dan
2012) including the locus coeruleus (Aston-Jones and Bloom 1981), the tubero-
mammillary nucleus of the hypothalamus (Liu et al. 2010; Scammell et al. 2000),
dorsal raphe nuclei (Gervasoni et al. 2000; Jones 2004), the orexinergic area of the
hypothalamus (Kosse et al. 2015; Mileykovskiy et al. 2005), preoptic area of the
hypothalamus (Suntsova et al. 2007; Szymusiak et al. 1998) and other areas. These
subcortical neuromodulatory systems exert local influences on other wake- and
sleep-promoting neurons but also send distant projections to the neocortex, thalamus
and hippocampus, thus contributing fundamentally to the regulation of sleep
oscillations, local cortical states and global behaviours. The extensive projections
of these nuclei make it especially difficult to investigate their functional role in sleep-
wake control, both in vitro and in vivo. Nevertheless, several studies have been
successful in investigating the response of specific neurons to common
neuromodulators and other substances.
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Most studies addressing the role of the ventrolateral preoptic area (VLPO) in
sleep regulation have utilised Fos immunoreactivity experiments (Sherin et al. 1996)
or electrophysiological recordings in slice preparations or neuronal cultures
(Tabarean 2013). VLPO neurons have been shown to produce powerful
low-threshold Ca** spikes (LTS) and are inhibited by the major wakefulness-related
neurotransmitters such as noradrenaline. Use of isolated VLPO tissue in acute slices
allows the potential interactions between subtypes of VLPO n