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Abstract. SoBigData is a Research Infrastructure (RI) aiming to pro-
vide an integrated ecosystem for ethic-sensitive scientific discoveries and
advanced applications of social data mining. A key milestone of the
project focuses on data, methods and results sharing, in order to ensure
the reproducibility, review and re-use of scientific works. For this reason,
the Digital Library paradigm is implemented within the RI, providing
users with virtual environments where datasets, methods and results can
be collected, maintained, managed and preserved, granting full documen-
tation, access and the possibility to re-use.

In this paper, we describe the results of our effort for integrating the
Twitter Monitor, a tool for gathering messages from the Twitter Online
Social Network, into the SoBigData RI. The Twitter Monitor provides
a simple user interface, enabling researchers and stakeholders, without
programming skills, to seamlessly (i) select relevant messages out of the
huge Twitter stream by means of language, keyword, user tracking and
geographical filters, (ii) store data on user personal Workspace, (iii) and
publish them in the SoBigData Resource Catalogue, which implements
all the aforementioned Digital Library features.

Thanks to the seamless integration in the SoBigData RI, the Twitter
Monitor allows researchers and stakeholders, belonging to different areas
and having different backgrounds, to exploit the crowdsensing paradigm
for enriching the SoBigData Digital Library. In this way, crowdsensing
acquires the key features of openness, accessibility, interoperability and
interdisciplinarity that characterize the Digital Libraries framework.

Keywords: Digital libraries · Resource sharing ·
Online social networks · Crowdsensing

1 Introduction

In the last two decades, eScience designed a new research paradigm aiming to
produce innovation in collaborative, computationally- or data-intensive research
across all disciplines [13,17]. In this context, data sharing plays a key role: the
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availability of research datasets, published in open, accessible, fully documented
online repositories, ensures the reproducibility of experiments, facilitates the
review process and enables re-use for further research [7]. In this open and
multi-disciplinary scenario, collaboration and sharing between different disci-
plines, institutions and scientists become vital.

The eInfrastructure paradigm emerged as the most promising approach for
enabling those best practices [16]. It is defined as a framework enabling (i) secure,
(ii) cost-effective and (iii) on-demand resource sharing across different organiza-
tions [8,14]. Within eInfrastructures, it is possible to provide scientists with Vir-
tual Research Environments (VRE), defined as “web-based, community-oriented,
comprehensive, flexible, and secure working environments conceived to serve the
needs of modern science” [9]. eInfrastructures also enable the implementation
of Digital Libraries, virtual environments where research datasets, methods and
results can be collected, mantained, managed and preserved, granting full doc-
umentation, access and the possibility to perform further analysis [10].

SoBigData1, a Research and Innovation Action funded by the European
Commission under the Horizon 2020 program, creates such eScience ecosys-
tem through the deployment of a Research Infrastructure (RI), which provides
an integrated environment for ethic-sensitive scientific discoveries and advanced
social data mining and big data applications [15]. As an open research infrastruc-
ture, SoBigData promotes repeatable and open science in multiple research fields,
including mathematics, ICT, human, social and economic sciences. Interoperabil-
ity by design enables easy comparison, re-use and integration of state-of-the-art
big social data, methods, and services [18]. Hence, SoBigData implements the
features of a Digital Library, including accessible and fully documented datasets,
open source methods and services, which may impact industrial and other stake-
holders (e.g. agencies, non-profit organisations, funders, policy makers).

The SoBigData eInfrastructure grants seamless access to tools, applications,
datasets, services, algorithms, catalogues through VREs. The Twitter Monitor
is a tool, included in the so-called SoBigDataLab VRE, that allows end-users and
stakeholders to build, document and share new datasets. It collects data from
Twitter in a focused way, by specifying gathering criteria to retrieve only rele-
vant information. This tool is based on the disruptive crowdsensing paradigm,
in which people publishing contents on social media platforms act as social sen-
sors [2]. Such data can be leveraged to gather information on users activities,
preferences, and tastes [1], and to extract public opinion about different top-
ics concerning economy, politics, security, society, and finance [3–5,11,12]. Once
retrieved, data can be enriched, documented and published in the SoBigData
catalogue, which ensures all the features mentioned as best practices for a Digi-
tal Library framework.

Contribution. The contribution of this work is to present our experience in
integrating the Twitter Monitor within the SoBigData RI. The purpose of the
tool is to enrich and expand the volume and variety of Digital Libraries content,
particularly with crowdsensed data. In detail, we provide an example of how a
1 http://www.sobigdata.eu.

http://www.sobigdata.eu
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social scientist, laking programming skills, can use the tool to easily perform
a data collection task. We then show how the customized datasets of Twitter
data can be easily shared in the Digital Library framework implemented in
the SoBigData RI. Moreover, We compare the workflow that would have been
necessary without using the Twitter Monitor and the SoBigData RI, and we
provide a cost-benefit analysis.

Roadmap. This paper is organized as follows: Sect. 2 describes in details the
Twitter Monitor sensing tool and its integration in the SoBigData eInfrastruc-
ture. Section 3 describes a use-case workflow of an end-user leveraging the Twit-
ter Monitor for a multidisciplinary project developed in his/her VRE. Section 4
focuses on how the Twitter Monitor may contribute in a Digital Library frame-
work. Finally, Sect. 5 draws conclusions and highlights promising directions for
future research and experimentation.

2 Twitter Monitor: Features and Integration
in the SoBigData RI

Among the aims of SoBigData, there is the capability to provide a set of readily
available datasets and methods to scientific communities. Typically, users of the
SoBigData eInfrastructure can discover and leverage any of the datasets, released
within the SoBigData RI itself, or upload, document and share their owns. The
SoBigData RI takes care of hosting, maintaining and granting full, seamless and
open access to all the included datasets and methods. In this way, distinguishing
features of the eScience and Digital Libraries paradigms, such as collaboration,
interdisciplinarity, resource sharing, interoperability, open and seamless access
and cost-effectiveness are fulfilled. Recently, another alluring possibility emerged,
where end-users and stakeholders are directly given the possibility to build and
share new personalized datasets – all within the eInfrastructure – without the
need for technical expertise. This novel solution greatly empowers scientists and
end-users of the eInfrastructure, thus ultimately further contributing to collab-
oration, interdisciplinarity and resource sharing, that are fundamental points of
the eScience and Digital Libraries paradigms.

The Twitter Monitor, integrated within the SoBigData eInfrastructure, –
that we describe in this section – represents one of the first examples of this
novel approach. It represents a new data-entry point to the whole eInfrastructure,
thus acting as a catalyst for collaboration and sharing between platform users.
Given the aims of the SoBigData project, the Twitter Monitor allows easy data
collection from social media sources, and in particular, from Twitter2. Social
media platforms are the most effective, sophisticated and powerful way to gather
preferences, tastes, and activities of groups of users in the context of Web 2.0. In
turn, this large amount of information may generate in-depth knowledge about
topics of interest. As such, because of their massive number of users, their real-
time features, and their ease-of-use, social media platforms, such as Twitter,
have become a major source of information [1].
2 https://twitter.com/.

https://twitter.com/
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2.1 Twitter Monitor and the Crowdsensing Landscape

In the paradigm of crowdsensing, the crowd of social network users becomes a
distributed network of social sensors [1]. Specifically, depending on their aware-
ness and their involvement in the system, users are confronted with either an
opportunistic or a participatory sensing approach.

– Participatory crowdsensing: users willingly choose to give their contribution
of sensory information to form a body of knowledge. They consciously opt to
meet an application request, and they are aware of the sensing action (e.g. by
photographing locations or discussing events or by intentionally sending such
information to the sensing system). Systems exploiting participatory crowd-
sensing require intentional participation and must therefore provide incentives
to the users to perform such actions.

– Opportunistic crowdsensing: users spontaneously collect and share data as
they go for their daily life. In this scenario, relevant data is sensed, intercepted,
and collected without user intervention and, in some cases, even without the
users explicit knowledge. Opportunistic crowdsensing platforms do not require
a specific user base, since they rely on already publicly-available data.

Social networking platforms, such as Twitter, are one of the main source of
information for many crowdsensing systems. The Twitter Monitor tool gathers
data from Twitter, leveraging the opportunistic crowdsensing approach.

2.2 Features and Usage of the Twitter Monitor

The Twitter Monitor is an interactive tool designed to access the Twitter stream
by exploiting the public Twitter Streaming APIs3, which opens a persistent
connection with a stream of tweets. In this way, the tool collects new tweets
containing the keywords, plus real-time replies and retweets, until the end of
the connection. The tool is able to manage concurrent monitors: it is possible
to launch parallel listening sessions (i.e., more than one Twitter crawler at a
time) with personalized parameters to collect different sets of data. The Twitter
Monitor also offers a set of functionalities, aimed to minimize the loss of data due
to network or local machine problems. It is also capable of alerting, detecting and
recovering from errors, such as streaming connection failures. In particular, it
can automatically handle rate limits imposed by the Twitter APIs4. Specifically,
the Twitter Monitor accepts three different types of searching parameters, thus
allowing high flexibility to the end-users of the eInfrastructure:

– Keywords (so-called Track mode): collects tweets containing specific key-
words. It is possible to specify simple words, hashtags, by adding the ‘#’
character in front of the word, mentions, by adding the ‘@’ character in front
of the word, etc. It is also possible to retrieve data published during the pre-
vious week from the crawler start date, thanks to the implementation of the
Twitter Search API in the tool. A maximum number of 400 keywords per
crawler can be specified.

3 https://developer.twitter.com/en/docs.html.
4 https://developer.twitter.com/en/docs/basics/rate-limiting.html.

https://developer.twitter.com/en/docs.html
https://developer.twitter.com/en/docs/basics/rate-limiting.html
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– Users (Follow mode): collects tweets published by or mentioning a specific
set of Twitter users. This mode focuses on the users instead of the content of
tweets. A maximum number of 5.000 users per crawler can be specified.

– Rectangles (Location mode): collects geolocated tweets published within a
specific geographical area, defined by the lon/lat coordinates of the corners of
a bounding box. The bounding box is represented as a geographical rectangle.
A maximum number of 25 bounding boxes per crawler can be specified.

The main limitations of the Twitter Monitor are related to the APIs needed
for data acquisition. The Streaming API opens a persistent connection to the
real-time tweet stream, therefore tweets published before the opening of the con-
nection cannot be retrieved. To overcome this restriction, we exploit the Search
API, which returns the tweets produced no more than one week prior to the
crawler start date, but it gives access only to a subset of all the tweets published
on the platform. In addition, the search parameters have some limitations in flex-
ibility and extensibility. For example, it’s not possible to use regular expressions
to retrieve tweets, to search for all inflections of a keyword.

2.3 Twitter Monitor Integration into the SoBigData eInfrastructure

The Twitter Monitor application has been seamlessly integrated in the SoBig-
Data RI as a tool included in the SoBigDataLab VRE. It was implemented as a
collection of modules. It leverages many functionalities5 made available by the
SoBigData RI, which is build on top of the D4Science eInfrastructure [8], sup-
ported by the gCube software system [18]. The key benefits, allowed by the pres-
ence of the Twitter Monitor within the SoBigData eInfrastructure, are achieved
via a combination of functions of the Twitter Monitor itself, and by means of a
tight integration with the functionalities offered by the eInfrastructure. The main
functionalities of the SoBigData RI, used in this application, are (i) the man-
agement of user interaction, (ii) the management of a user Workspace, (iii) the
management of processing modules hosted on a set of nodes, and (iv) the man-
agement of database systems. The Twitter Monitor application is composed of
three main modules: TwMonScheduler, TwMonCron and TwMonCrawler. In partic-
ular, the TwMonScheduler is visible to the users in the list of available Algorithms
in the SoBigData environment. The TwMonCron is launched periodically by the
SoBigData RI, by means of appropriate configurations. The TwMonScheduler
is launched, when needed, by the TwMonCron by means of SoBigData RI APIs.
Figure 1 shows the structure of the application and the interaction of the modules
with the SoBigData RI.

The TwMonScheduler is a Statistical Manager Algorithm, and it extends the
StandardLocalExternalAlgorithm class by overriding methods that allows it
to interact with the SoBigData RI. It displays a user interface for collecting the

5 The documentation for all the platform libraries, functions and methods, mentioned
in this subsection, can be found at https://gcube.wiki.gcube-system.org/gcube/
GCube Documentation.

https://gcube.wiki.gcube-system.org/gcube/GCube_Documentation
https://gcube.wiki.gcube-system.org/gcube/GCube_Documentation


Enriching Digital Libraries with Crowdsensed Data 149

Fig. 1. Twitter Monitor integration in the SoBigData RI environment.

input parameters that will be used to filter the Twitter messages. The user inter-
face is built by the SoBigData RI, based on settings specified by the module.
In particular, the SoBigData RI calls a method setInput, that the module is
required to implement. This method must define the list of needed parameters,
along with each own type. Based on this list, the SoBigData RI displays, for each
parameter, an appropriate widget to let the user enter the corresponding value.
This module stores the parameters in a database called TwitterMonitorDB, man-
aged by the SoBigData RI, containing a record for each crawler launched. The
reference to this database is obtained by means of a service discover procedure:
the ICFactory class is used to obtain a ServiceEndpoint, given the database
identifier (in our case TwitterMonitorDB, unique among the SoBigData RI) and
the needed credentials. The SoBigData RI finds the node on which the database
is currently deployed, and it returns all the information that the TwMonScheduler
actually needs to connect to the database. The database record also contains a
unique identifier for the crawler, the state of the crawling process and a link to
the final results. The TwMonScheduler periodically queries the database to check
if the crawling process terminated, and, when the output result is available, it
updates the user interface to notify the user with a message and with a link
to download the output file. The output file is stored in the user Workspace
available to each registered user so that they can also access it later. Since the
processing time could be very long, depending on the period of time selected
by the user, he/she is allowed to disconnect from the platform. The crawling
process still continues to run until the specified end time.

The TwMonCron is a process (actually, a SmartExecutor plugin) started peri-
odically by the SoBigData RI. Each time it is launched, it queries the Twit-
terMonitorDB database to check the state of the crawling processes (called
TwMonCrawler and described later). It manages to stop each process that reached
its end time, and to start the new crawlers inserted by TwMonScheduler. It can
also detect if some process has terminated before its end time, possibly due to
an error. In this case, it launches it again. In order to check, start and stop the
TwMonCrawler, the SmartExecutorProxy API is used: this API allows to manage
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the state of plugins independently of the actual node on which they are running.
More than one TwMonCrawler can run on the SoBigData RI, and each one gen-
erally runs in a different node. The SmartExecutor API manages to run a new
TwMonCrawler on the most convenient node, and find a particular instance of
TwMonCrawler, among all the available nodes, given its unique ID. In particular,
its methods getStateEvolution and getPluginState return information on
whether the plugin is running or not. The SmartExecutorProxy.launch method
allows starting the TwMonCrawler, with given parameters. The SmartExecutor-
Proxy.stop method is used to stop a TwMonCrawler, when the end time has
been reached.

The TwMonCrawler, a SmartExecutor plugin, is the process that actually
collects the information required by the user. It is launched by the SoBigData
RI, on behalf of a TwMonCron request: it retrieves the crawling information from
the TwitterMonitorDB database and runs a PHP script, as a separate process,
providing it with all the needed parameters. The PHP process connects to the
Twitter services to receive the selected messages, and it stores them in a local
file. The TwMonCrawler continuously monitors this PHP process and, if it stops
before the defined end time, it will promptly run it again. When the end time is
reached, the TwMonCrawler copies the local output file into the user Workspace.
This is done by using the HomeLibrary, that allows accessing the Workspace of
the user who launched the crawling process. The JCRWorkspaceFolder API is
then used to create folders (createFolder) and the WorkspaceUtil API is used
to create files in the user Workspace (createExternalFile). The FolderItem.-
getPublicLink creates an HTTP link useful to quickly download the output file,
without traversing the Workspace folders. It also creates a link (functionality
provided by the SoBigData RI) to this output file, and stores it in the database.
The crawling process is finally marked as finished in the database.

3 Twitter Monitor Use-Case in the SoBigData Research
Infrastructure

In this section, we describe a simple use-case of the Twitter Monitor within the
SoBigData RI. The purporse of this example is to show how the seamless integra-
tion of the Twitter Monitor into the SoBigData RI enables researchers, lacking
programming skills, to benefit of the crowdsensing approach for gathering Online
Social Media data, and to share them contributing to enrich a Digital Library.

We imagine a social scientist, with very basic Computer Science skills, try-
ing to discover which are the most mentioned locations on Twitter related to
the World Tourism Day (the 27th of September) trending topic. Firstly, we
show a general layout of the SoBigData RI components involved in the pro-
cess, namely the SoBigDataLab and the ResourceCatalogue VREs, summarizing
the main available features. Secondly, we describe what the user should do to
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perform this task without the Twitter Monitor and SoBigData RI. Then, we
highlight how our tool, interacting with the SoBigData RI, greatly simplifies the
process. In both cases, we suppose that the user has already created a Twitter
App and obtained the tokens necessary to access the Twitter APIs. Finally, we
carry out an explicit cost-benefit analysis.

3.1 SoBigDataLab and ResourceCatalogue VREs Features and Usage

Figure 2 depicts a general layout of the features and interactions of two among
the many VREs provided by the SoBigData RI, precisely those involved in our
use-case example. The SoBigDataLab VRE provides users with a collection of
methods and tools, included in the shared Method Engine library, and a per-
sonal Workspace, hosting his/her own datasets and results, and accessible only
to him/her. Datasets and results can enter the Workspace by means of (i) an
upload from the user filesystem, (ii) an import from the shared ResourceCat-
alogue Digital Library, (iii) an output from a method included in the Method
Engine Library. The user can also send data, hosted in his/her Workspace, as
an input to a method, and he/she can publish them, together with proper doc-
umentation, to the ResourceCatalogue Digital Library. All the aforementioned
operations can be performed by means of a web-based, user-friendly interface,
provided by the SoBigData RI.

Fig. 2. Layout of the SoBigDataLab and ResourceCatalogue VREs. Each user can access
open source methods in the SoBigDataLab VRE. Method engines take datasets as input
and perform different tasks. They can acquire information from external sources. Out-
puts and results are saved into the user personal Workspace, where the user can also
upload external datasets. Research data can be shared and published to the Resource-
Catalogue VRE, directly from the Workspace.
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3.2 Enriching a Digital Library with Crowdsensing Data Without
the Twitter Monitor and the SoBigData RI

Twitter, as well as all other popular social media, provides companies, develop-
ers and users with programmatic access to its data through Twitter APIs. To
use the APIs, collect and store large datasets, one must be familiar with piv-
otal technologies, such as basic programming languages, Web knowledge, REST
and API concepts, JSON6, user authentication standards such as OAuth7, and
database structures. In particular, the user must be able to (i) authenticate via
the OAuth protocol, (ii) establish and maintain a connection to the streaming
APIs, specifying the proper parameters to obtain the desired messages, (iii) han-
dle various Twitter errors8 related to rate limits, connection failures, etc., (iv)
consume all messages as soon as they are provided by Twitter APIs, and (v)
store the dataset in a proper repository. Therefore, users without proper pro-
gramming skills are prevented to access this type of data. Moreover, the user
should also be able to extract mentioned locations by applying Named-Entity
Recognition (N.E.R.) techniques. Finally, the scientist must find a suitable plat-
form for sharing data (e.g. Zenodo9 or Figshare10) and results, in order to enable
reproducibility, validation and re-use.

3.3 Enriching a Digital Library with Crowdsensing Data
with the Twitter Monitor and the SoBigData RI

The SoBigData RI provides users with various VREs, giving access to many
datasets, tools, methods and services. In this way, the task of the social scientist is
greatly simplified. The key VREs for our use-case are the SoBigDataLab VRE and
the ResourceCatalogue VRE (cfr. Subsect. 3.1). The SoBigDataLab VRE provides
personal user Workspace and a set of tools, in this case the Twitter Monitor
and the N.E.R. tools. The ResourceCatalogue VRE gives access to a rich set of
datasets, and it enables the user to easily make his/her data and results available
to the scientific community.

Figure 3 shows a schema of the workflow to accomplish the task in the SoBig-
Data RI. Firstly, the user must access the SoBigDataLab VRE and choose the
Twitter Monitor tool in the Method Engine panel11. Here, by means of a web-
based, user-friendly interface (cfr. Fig. 4), the user can set general parameters of
the crawler:

– the name of the crawler, to label and easily retrieve the collected dataset. In
this case, the user names it “WTD Crawler”;

– the language of the tweets to be retrieved (optional). In this case, “en”;

6 http://www.json.org/.
7 https://oauth.net/.
8 https://developer.twitter.com/en/docs/basics/response-codes.html.
9 https://zenodo.org/.

10 https://figshare.com/.
11 https://sobigdata.d4science.org/group/sobigdatalab/method-engine.

http://www.json.org/
https://oauth.net/
https://developer.twitter.com/en/docs/basics/response-codes.html
https://zenodo.org/
https://figshare.com/
https://sobigdata.d4science.org/group/sobigdatalab/method-engine
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Fig. 3. Workflow of the use-case: the user accesses the SoBigDataLab VRE and launches
a Twitter Monitor crawler. The data retrieved is saved into his/her personal Workspace
and can be used to initialize a N.E.R. task to extract locations from tweets. The results
are again saved into the Workspace. The user may want to publish data and results
into the ResourceCatalogue VRE, to make it accessible to the community.

Fig. 4. The user must set general parameters to launch a Twitter Monitor crawler
(e.g., tweet language and keywords).

– the type of searching parameters (“track”, “follow” or “location” mode, cfr.
Subsect. 2.2). In this case, the user uses the “track” mode;

– the list of parameters for filtering the messages that the user wants to collect.
In this case, the user chooses the keyword “WorldTourismDay”, which is the
official hashtag of the event;

– the user tokens to authenticate via the Twitter OAuth protocol;
– the crawler end date and time.

At the end of the crawling process, the user has collected 1,000 English tweets
containing the desired keyword.
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Fig. 5. In the Workspace, the user can find all his/her datasets and results, perform
some basic actions (rename, delete, open, copy files, etc.), download files in local,
publish his/her datasets and results into the ResourceCatalogue, and retrieve datasets
to re-use from the SoBigData ResourceCatalogue or other external sources.

The dataset is automatically saved in the user personal Workspace12, as
shown in Fig. 5. The platform interface allows the user to download it, or to use
it as an input for another method available in the VRE.

Fig. 6. Example of a dataset re-use for a Name Entity Recognition task.

In this case, the user wants to extract locations mentioned inside the text
of collected tweets. To do so, he/she can leverage the N.E.R. Method Engine
available in the VRE [19]. This tool allows the user to input data from his/her
Workspace, in this case the dataset just created, and perform the task with a
simple click of a button, as shown in Fig. 6. The results are again saved in the
user Workspace. The user has therefore completed the task without the need of
writing a single line of code and, most importantly, by investing only a small
amount of work time.

Datasets and results can be used for further analysis, such a simple visuali-
sation (Fig. 7), and they can be uploaded in the ResourceCatalogue VRE, where
other scientists can use them to validate the work or to perform further research
(Fig. 8).

12 https://sobigdata.d4science.org/group/sobigdata-gateway/workspace.

https://sobigdata.d4science.org/group/sobigdata-gateway/workspace
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Fig. 7. World Tourism Day
locations wordcloud.

Fig. 8. The user can publish datasets and results
into the catalogue directly from his/her Workspace.

3.4 Cost-Benefit Analysis of the Usage of the Twitter Monitor Tool
Integrated in the SoBigData RI

Figure 9 shows a qualitative cost-benefit analysis of the usage of the Twitter
Monitor tool for a user aiming to enrich the Digital Library with crowdsensing
data.

The common starting point of the two approaches consists in creating a
Twitter App and obtaining the tokens, necessary to access the Twitter APIs.
This can be easily done leveraging an ad-hoc Web interface13; hence, it is not
a difficult or time-consuming activity for a user with no technical expertise.
Then, the user needs to set the parameters necessary to authenticate to the
APIs and to filter the relevant messages. This task does not require much effort,
nevertheless it can be a first obstacle for a user that is totally unaware of the
basics of programming. As shown in Subsect. 3.3, Twitter Monitor provides a
dedicated web-based, user-friendly interface to accomplish this task (cfr. Fig. 4).
Much more effort is required for the authentication, via the OAuth protocol,
and the connection to the Twitter Stream APIs, which implies to handle all the
possible errors and to timely consume and store the retrieved data. Implementing
this workflow is far beyond the possibilities of an unskilled user. Instead, all the
above mentioned operations are automatically performed in the background by
the Twitter Monitor, requiring no effort to the user.

Finally, it is possible to leverage the features provided by the SoBigData RI,
in which the Twitter Monitor tool is integrated, to publish the obtained dataset
to the SoBigData ResourceCatalogue, which implements all the aforementioned
features of a Digital Library. Also in this case, this can be done by means of the
platform interface. Otherwise, the user would have to upload data on an external
service (e.g.: Zenodo), which can be a time consuming operation in case of large
datasets.

13 https://apps.twitter.com/.

https://apps.twitter.com/
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Fig. 9. Cost-benefit analysis of the usage of the Twitter Monitor tool for a user, lacking
programming skills, aiming to enrich the Digital Library with crowdsensing data.

4 The Twitter Monitor as a Source for Digital Libraries

The release of research data to other potential users has been extensively dis-
cussed in literature [6,7]. The complexity that arises in making research data
available is mainly threefold:

1. the difficulty in getting people to collaborate and share data, due to their
concerns about the potential misuse of their work, intellectual property rights
and credit attribution [6]. Thanks to the SoBigData RI, people can specify the
type of license for each resource that they publish in the catalogue (Fig. 8).
Furthermore, research data remains within the SoBigData community, as
people need to have an account to access openly available datasets;

2. the need of data owners to personally benefit from data sharing and to be
incentived in terms of ease of sharing [7]. Data sharing is a way of increasing
collaboration and citation rate. To encourage users to share, the SoBigData
RI includes the ResourceCatalogue VRE, which act as a Digital Library and
makes the publishing task very simple;

3. the uncertainty of how combined sets of data can operate together once shared
[7]. The SoBigData RI provides open source methods and services, enabling
easy comparison, re-use and integration of shared data into new research,
which will, in turn, be shared. In this way, data owners can actually see the
contribution of their work to other research.

Because of these reasons, SoBigData RI facilitates data sharing and integration
in a variety of scenarios.

The dataset catalogue service, hosted by the ResourceCatalogue VRE in the
SoBigData RI, enables users to discover, in a seamless way, information and
metadata on the available datasets and datasets itself. The VRE is, to all effects,
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a Digital Library, in which datasets are accessible to other researchers or stake-
holders. In this way, research publications, dataset descriptions and the actual
datasets can be linked. This is important to validate the processes applied to data
collection, treatment and analysis. Moreover, data and results can be reused,
allowing new applications and further research.

The data collected with the Twitter Monitor can be published and made
available to the community. This task can be performed in a very straightforward
way, by means of the SoBigData RI. Datasets can be published together with
proper documentation and metadata, and the infrastructure itself takes care of
maintenance and accessibility. In this way, the Twitter Monitor contributes to
enrich the SoBigData Digital Library with Twitter datasets, enabling users to
apply the crowdsensing paradigm to their research activities.

In the era of big data as the new oil of the digital world, the tight integration
of a data-acquisition tool – such as the Twitter Monitor – within an eInfras-
tructure, contributes to bridge the gap between data and non-technical research
communities. In turn, this effort further strengthens the collaboration, sharing
and interdisciplinarity within the flourishing eScience ecosystems.

5 Conclusions

In this paper, we described how the Twitter Monitor tool can enrich the Dig-
ital Library hosted in the SoBigData RI, with data collected from the Twitter
Streaming APIs. We showed the features of the tool, and we described how
we seamlessly integrated it within the SoBigData RI. By means of a simple
use-case and a cost-benefit analysis, we provided a practical example of work-
flow, enabling a non-specialist user to retrieve social media content, store it in
his Workspace, re-use it for further analysis and share data and results on the
SoBigData Resource Catalogue, which implements the functionalities of a Digi-
tal Library. The Twitter Monitor contributes to the Digital Library framework
by enabling research that exploits the crowdsensing paradigm.
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