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About This Book

This book presents selected issues of modern electrical metrology in the field of
sensor technology, signal processing, and measurement systems. The presented
articles discuss theoretical problems and applications regarding measurements in
electrical engineering, mechanics, telecommunications, medicine, geology, as well
as in the aviation and transport industries. This book provides researchers and
practitioners with information on the current state of knowledge in these areas. It
can also be a source of new ideas for further development and cooperation.

This book presents selected papers of the XXII International Seminar of
Metrology “Methods and Techniques of Signal Processing in Physical
Measurements” (MSM2018) held on September 17–20, 2018, in
Rzeszów-Arłamów, Poland. The conference was organized by the Rzeszow
University of Technology, Department of Metrology and Diagnostic Systems
(Poland), and Lviv Polytechnic National University, Department of Information
Measuring Technology (Ukraine).
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Measurements of Gas Phase Velocity in Liquid
Metal by Means of Ultrasonic Pulse-Echo

Method

Artur Andruszkiewicz1(&) and Kerstin Eckert2

1 Wrocław University of Science and Technology, Wybrzeże Stanisława
Wyspiańskiego 27, 50-370 Wrocław, Poland
artur.andruszkiewicz@pwr.edu.pl

2 Faculty of Mechanical Science and Engineering, Technische Universitätv
Dresden, George-Bähr- Strasse 3c, 01069 Dresden, Germany

Abstract. The subject of the article concerns the measurement of the gas phase
velocity in the liquid metal by the means of ultrasonic pulse-echo method.
Velocity measurements in the case of ultrasonic sensors in the bottom of the
container and on its side wall are discussed. In the case of the bubbles swarm
movement to the velocity measurement, the method of cross-correlation of the
signals was presented. The article also described the main sources of errors in
the pulse-echo method in velocity measurements.

Keywords: Liqud metal � Gas phase velocity � Ultrasonic pulse-echo method

1 Introduction

Two phase liquid metal-gas flows are present in many technological processes.
Examples may be metallurgical processes of secondary metallurgy of steel. Degassing,
purification or refining processes for liquid metal are directly related to its blowing with
argon. The effectiveness of refining depend among others on the dimensions of rising
bubbles, velocity and the area of their rising in liquid metal and the gas phase flow
stream. Knowledge of these quantities can allow for optimization and control of
metallurgical processes. In order to obtain a full data bank about rising gas bubbles,
model studies of two phase flows in a liquid metal-gas systems are necessary. Among
methods of studying two phase flows, developing very dynamically and taking on a
high importance, are ultrasonic techniques. These include the Doppler method
(UDV) and the pulse-echo method. The first one developed at the Forschungszentrum
Dresden-Rossendorf allows the determination of both the velocity of rising gas bubbles
and the velocity of liquid. Among the published papers using the UDV method should
mention the work carried out by Eckert, Gerbeth and Zhang, the results of which are
presented in the articles [1–4]. The second method – ultrasonic pulse-echo method –

was developed at TU Dresden as a part of the SFB 609 project “Elektromagnetische
Strömungsbeeinflussung in Metallurgie, Kristallzüchtung und Elektrochemie”. Pub-
lished papers on the use of this method can be cited as follows [5–7].
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The aim of the article is to present methods of gas phase velocity measurements
using the pulse-echo method and ultrasonic flaw detector. They were developed for a
model reactor in which the liquid metal was a GaInSn eutectic and the gas-argon phase
was pressed through a nozzle. Knowing the velocity of the rising gas phase in the liquid
metal, it is possible to calculate its residence time and thus achieve the proper refining
effect by the argonation.

2 The Principle of Using the Pulse-Echo Method in the Two
Phase Flows

Ultrasonic pulse-echo method is widely used in non-destructive studying of the
materials – ultrasonic flaw detection. It is the basic method of detecting discontinuities
of materials, providing information about their location, dimensions or spatial orien-
tation. Assuming that the gas phase is a discontinuity in the flow, the pulse-echo
method can also be used for studying two-phase flows, including liquid metal-gas. The
principle of measurements presented on the basis of the real echogram shown in Fig. 1
consists in determining the transit time of the ultrasonic wave pulse from the transducer
to the rising bubble and back to the transducer. The broadcasting impulse from the
transducer installed in the container wall, after passing through coupling layer and the
front wall, is reflected from the gas bubbles and the rear walls of the container and as an
echo it returns back to the transducer. In Fig. 1 the main echoes in the path of wave
transit are marked. Knowing the time of tB echo transit from rising bubbles and
ultrasonic wave velocity in the liquid metal and the container wall, it is possible to
determine the position of the gas bubble in the liquid metal as well as to calculate the
bubble velocity if several ultrasonic sensors are installed on the side wall of the
container or in case of a sensor installed in the bottom of the container.

Fig. 1. The principle of measurement using the pulse-echo method.

2 A. Andruszkiewicz and K. Eckert



3 Measuring Stand

The studies were carried out on the measuring stand shown in Fig. 2.

A container with an inner diameter Dw = 80 mm was filled with liquid metal
GaInSn to a height H = 210 mm. Argon in the form of gas bubbles was forced into the
container through a nozzle, which height was H1 = 20 mm and the diameters of the
nozzles depending on the measurement being carried out were: 0.5/0.7/0.9 and
1.2 mm. Argon volume flow qv was measured with a flow meter with a thermal sensor
(Mass-Flo, MKS Instruments) class 1 with ranges: for the rising single bubbles 10
sccm, for a bubble chain 500 sccm. In order to determine the physical quantities of
liquid metal, its temperature was measured with a Pt100 resistance thermometer.

Measurements of the transit time of the echo from the bubbles were made using two
methods:

– Ultrasonic transducers installed on the side wall of the container or
– Ultrasonic transducers installed in the bottom of the container.

In the first method, the transducers were mounted in an ultrasonic head. The mea-
surements were made using two heads (USH1, USH2) installed one above the other,
consisting of 10 transducers each, with a frequency f = 15 MHz, diameter D = 5 mm,
placed at nominal distances of 8 mm from each other. The first ultrasonic head (USH1)

Fig. 2. Scheme of the measuring stand.
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was mounted 10 mm above the gas inlet nozzle. Ultrasonic heads were connected to a
10 channel USIP 40 Box ultrasonic flaw detector.

In the second method, two transducers (UT1 and UT2) were installed in the bottom
of the container, while for the remaining 8 ultrasonic flaw detector inputs, transducers
from the USH1 and USH2 were connected. Such a method of connections also allowed
simultaneous measurement of the rising velocity with both methods and thus the
control of measurement results at selected heights.

Table 1 presents basic physical quantities of GaInSn liquid metal with the
parameters of the ultrasonic field produced in it.

4 Measuring Principle

The USIP 40 flaw detector, to which the ultrasonic transducers were connected, was
controlled from a computer using the UltraPROOF program (GE Inpection Tech-
nologies GmbH). This program allowed for the digital recording of measurements
signals with the resolution of the echoes transit time dte= 2.5 ns guaranteed by the flow
detector manufacturer. At the same time it controlled the measurement time and the
archiving of the results. The total measurement time was taken equal to Tm = 200 s.
The cooperation of the flaw detector with the computer provided, in the real-time, on
the computer monitor, a continuous observation of the amplitude of the echoes from all
the reflectors in the path of the wave transit. This allowed for an optimal selection of
the frequency of the transmitting ultrasonic pulses, the level of signal amplification and
the position of measurement gate. It should be noted that the ultrasonic flaw detector
records only those signals whose amplitude exceeds the gate’s height from Fig. 1. After
exceeding this height, the computing system records the wave transit time from the
transmitter to the reflector and back to the transmitter. In the USIP 40 Box flaw detector
it was possible to set the gate to any height, which with appropriate signal amplification
increased the measuring range to bubbles with very small dimensions, whose echoes
are small. In the studies, the height of the gate was set by controlling the level of

Table 1. Ultrasonic field parameters for GaInSn at 20 °C, transmitter diameter D = 5 mm and
wave frequency 15 MHz

GaInSn

Density q, kg/m3 6361
Surface tension r, N/m 0.533
Dynamic viscosity µ, kg/ms 2.2 � 10−3

Ultrasonic wave velocity c, m/s 2748
Ultrasonic wave length k, mm 0.420
Length of the near field lo, mm 34.3
Ultrasonic beam divergence angle u 2.6

4 A. Andruszkiewicz and K. Eckert



amplitudes from rising bubbles on the echogram and amplifying them so that their
amplitudes exceeded the gate’s height and at the same time were higher than the
amplitudes of the echoes from any measurement disturbances. By adjusting the length
of the gate and its position at a given height, the signal recording location from rising
bubbles was determined. In the measurements, the length of the gate was adjusted so
that for transducers mounted on the container wall, signals from the flowing bubbles in
the area of ±30 mm from the argon inlet could be recorded. In the case of transducers
mounted in the bottom of the container, the set length of the gate allows to collect
signals from the bubbles on the distance about 190 mm from the bottom of the
container.

The frequency of repeating ultrasonic pulses has been adopted:

– For configuration of 10 IFF transducers = 14286 Hz (for one transducer there is
respectively IFF/10 = 1428.6 Hz)

– For a system with two transducers in the bottom of the IFF container = 6667 Hz
(for one transducer there is respectively IFF/10 = 676.7 Hz).

These were the maximum frequencies that could be achieved on the wave path:
transducer – back wall of the container – transducer or transducer – container filling
height – transducer. The sampling period was dt = 0,7 ms or dt = 1,5 ms. The
reproduction of the measurements signals and the calculation of the flow parameters
were made using the DasyLab v10.0 program.

4.1 Rising Rate Measurements with Transducers in the Bottom
of the Container

Figure 3 shows the picture of mounted ultrasonic transducers in the bottom of the
container and the interpretation of signals from the rising bubble. Figure 4 shows an
example of real recorded signals from rising argon bubbles in the liquid metal. At xB1
height, the wave transit time on the path transducer – bubble – transducer is tB1. After
time Ds = t2 – t1, the bubble is at xB2 height and the wave transit time is tB2. By
measuring these values, with the known velocity of the ultrasonic wave in the fluid, the
rising velocity is determined from Eq. 1:

wz ¼ c � ðtB1 � tB2Þ=2Dt ð1Þ

Fig. 3. Photo of transducers in the bottom of the container.
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This method can determinate the velocity in the range of flow from individual
bubbles to the flow of the bubble swarm. It is important to record the wave transit time
from the same bubble at two different heights. The advantage of this method is that by
dividing the measurement time Ds = t2 – t1 into intervals, for example, with an equal
time step Dsi it is possible to determine velocity changes in the path of rising bubble.
Figure 5 shows the changes of the bubble velocity on the rising path from
z1 = 36,6 mm to z2 = 85,5 mm with the time step Ds = 45 ms on the background of
the average rising rate calculated on this path.

Fig. 4. Interpretation of signals from rising bubbles.

Fig. 5. The dependence of the velocity of rising bubbles on the flow path for the nozzle.
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The range of changes in the speed of the bubbles ranged from wzmin = 137.1 mm/s
to wzmax = 263.5 mm/s with the average rising velocity on this path
wavg = 209.8 mm/s.

4.2 Rising Rate Measurements with the Transducers on the Side Wall
of the Container

A photo of the measuring stand with heads mounted on the side wall of the container
with examples of actual signals from rising bubbles together with their interpretation is
shown in Fig. 6.

The rising time is determinated from Eq. 2,

wz ¼ L=s� ð2Þ

in which: s* - bubble transit time between transducers (time of signals delay),
L- real distance between ultrasonic transducers.
In the case when bubble rising across the ultrasonic field (UT3 in Fig. 6) from the

recorded signals it is also possible to determine the second component of velocity, in
the x direction, according to Eq. 3:

wx ¼ c � ðtB4 � tB3Þ=2ðt4 � t3Þ ð3Þ

Figure 7 shows an example of the dependence of bubbles velocity on the path of
their rising path for a nozzle with dimensions up to do = 1.2 mm. The average speed
and the standard deviation r(w), indicated in this figure, were calculated for 30 rising
bubbles. The graphs clearly shows changes in the velocity of rising bubbles along the
rising path which indicates that the path of their movement is not a straight line and the
bubbles rising spirally or zigzag. An exemplary movement path for three selected
bubbles is shown in Fig. 8.

Fig. 6. Measuring stand with examples of real measuring signals: tB3, tB4 – wave transit time
from transducer to bubble and back to transducer, s*- bubble transit time from first to second
transducer (time of signals delay), Ds–bubble transit time through ultrasonic field

Measurements of Gas Phase Velocity in Liquid Metal 7



In the case when it is not possible to distinguish between individual signals
recorded by ultrasonic transducers, that is in the flow of bubble swarm or in the chain
flow, the bubble velocity is determined from the normalized cross-correlation function
of signals qz by calculating the delay time of s* as the maximum of this function
according to equation:

qz ¼
R̂ziþ 1ziffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R̂zizið0ÞR̂ziþ 1ziþ 1ð0Þ
q ð4Þ

Fig. 7. The dependence of the velocity of argon bubbles on the rising path in GaInSn liquid
metal

Fig. 8. An example of a bubble movement path in liquid metal for the flow of argon equal to
0.018 l/h

8 A. Andruszkiewicz and K. Eckert



where:

– R̂ziþ 1zi cross-correlation function of signals from two consecutive sensors zi, zi+1
– R̂zizi autocorrelation function of signals.

The use of signal delay time for calculations has the advantage that the qz coeffi-
cient values give information about the similarity of the registered signals to bubbles.
At values of qz close unity, transducers record signals from the same bubble. When
qz= 0 there is no correlation between the signals. In the literature [8] it is assumed that
there is a similarity between signals when qz = 0.4. Figure 9 presents examples of
signals from 4 ultrasonic sensors together with signal correlation functions, while
Fig. 10 illustrates the dependence of bubbles velocities on their rising path calculated
from signals cross-correlation function.

5 Error Sources

The highest influence on the accuracy of the velocity determination from Eq. 2 has the
correct determination of the distance L between the ultrasonic transducers. This is due
to the accuracy of their assembly in the ultrasonic head. The nominal distance between
transducers is L = 8 mm. In the case of imprecise mounting, ultrasonic rays emitted
from them are not parallel and deviations of parallelism can reach up to 10% (GE
Inspektion Technologies GmbH). Lack of characteristics (calibration) of ultrasonic
transducers leads to significant errors in determining the velocity of rising bubbles. For
example, for ultrasonic head USH1, with the obtained transducers characteristics{UT1;
UT2;UT3;…UT10}, correct distances between them have been deteriorated to mm
{8,2; 8,3; 7,5; 8,4; 7,8; 7,6; 8,6; 7,9; 8}. Systematic errors in the calculations of bubbles
velocities, when accepting distances between L = 8 mm, not taking correct distances,
may reach up to 7%.

The second component of the error is related to the accuracy of determining the
signals delay time. In the case of reading the delay time of signals s* = s1 – s2 as in the
Fig. 6, the standard uncertainty of type B of this time is:

Fig. 9. Examples of signals along with correlation functions.
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uBs� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uBs1

� �2
þ uBs2

� �2
r

ð5Þ

The time limiting errors of s1 and s2 are equal and their values correspond to the
sampling period of dt = 0.7 ms. Standard uncertainties of type B of the times s1 and s2
are amount to uBs1

¼ uBs2
¼ dtffiffi

3
p = 0.405 ms. The standard uncertainty of the signal

Fig. 10. Exemplary dependencies of bubble velocities on their rising path calculated from the
signals cross-correlation function.

Fig. 11. Relative standard uncertainties of type B when sensors are mounted on the side wall of
the container and its bottom.
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delay time is uBs� ¼ 0; 573 ms: The relative dependence of this uncertainty on the delay
of signals is shown in the Fig. 11a.

With average signals delay times of 15–50 µs and the distances between the sen-
sors L = 8 mm, the relative standard uncertainties of the delay time vary within the
limits of 1.5%–3.8%. Adoption of the distance between individual transducers
L = 8 mm for assembly in the ultrasonic head was mainly due to the fact that despite
quite high uncertainty resulting from the sampling period, especially for high blistering
velocities, rising bubbles are found in the ultrasonic field of each transducer. Thus the
recorded signals come from practically every moving bubble which is very important
when determining the flow parameters of bubbles rising spirally or zigzag.

When measuring with transducers in the bottom of the container, the relatively
standard uncertainty of the velocity, determined from Eq. 1, can be presented as:

uBwz

wz
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uBc
c

� �2
þ uBdt

dt

� �2
þ uBDt

Dt

� �2
r

ð6Þ

At a constant GaInSn temperature, the uncertainty of the ultrasonic wave velocity is
to be neglected, also the uncertainty of the dt – difference of the echo transit time from
the bubble can be neglected because the resolution is dte = 2.5 ns. The main compo-
nent of uncertainty is the error of determining the measurement time t related to the
period of signal sampling. For transducers mounted in the bottom of the container, this
period was dt = 1.5 ms. Assuming that the limiting error of the time reading Dt is
2dt = 3 ms, the standard uncertainty of type B is: uBDt

Dt ¼ 2dtffiffi
3

p ¼ 1; 73 ms.

Figure 11b shows the dependence of the relative uncertainty of velocity on the
measurement of Dt. The errors of the method are also related to the observation time of
the Tm signals and the values of the correlation function qz. As Shu [8] showed in his
paper, the standard uncertainty of type A of signal time delay is a function of two
components:

uAs� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
varðs�

p
Þ�

ffiffiffiffiffiffi
1
TM

r
ð7Þ

uAs� �
ffiffiffiffiffi
1
qz

s
� 1 ð8Þ

The maximum number of samples possible to calculate the correlation function in
the DasyLab program is 215 which at the signal sampling interval dt = 0.7 ms gives
the observation time Tm = 215*0,7 ms = 22,9 s. As can be seen on the Eq. 8, the
adoption of such a long observation time effectively reduces the uncertainty of the
standard signal delay time. Values of the correlation coefficient qz close to unity also
reduce this uncertainty. The qz coefficient values show the similarity of the recorded
signals and they are related to the distance between the transducers – the smaller is the
distance the higher are the qz values. The choice of the distance between the
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transducers in the ultrasonic head L = 8 mm was also associated with the minimization
of this uncertainty component.

6 Summary

The article presents the methods of measuring and calculating the velocity of the rising
gas phase in the GaInSn liquid metal by means of an ultrasonic pulse-echo method. The
method of determining the velocity in the case when ultrasonic sensors are mounted in
the bottom of the container and in case when they are installed on the side wall is
described. The sources of method errors are also presented. The knowledge of the
velocity of the rising gas phase can be for examples useful in steel refining processes, to
calculate the residence time of gas bubbles in the liquid metal and thus to increase the
efficiency of this process. The pulse-echo method can be used in measurements,
especially those in which the liquid phase is non-transparent, to determine other flow
parameters such as: the frequency of gas bubbles, their dimensions or the flow area of
the second phase in the liquid metal.
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Abstract. In this paper we focus on the issue of the increasing amount
of treatments in modern hospitals and the need to increase on the one
hand the efficiency and on the other hand to decrease costs without
decreasing the safety. Therefore, this research is about the development
of a tracking and sensor system, applicable in medical sterile contain-
ers including a thermal insulation protecting the electronics against the
sterilisation process. Using this system can increase the efficiency by
tracking the containers within a hospital and signalizing its status. For
this reason different tracking technologies were discussed and sterilisa-
tion tests with several RFID transponders were made. Furthermore, the
shown sensor system can increase the safety by providing data about the
last sterilisation process and the overall state of the sterile container.

Keywords: Tracking · Sensors · RFID · Sterilisation · Safety ·
Digitalisation

1 Introduction

Based on the increasing living conditions and improvements in healthcare, people
in industrial countries are getting older and older. The disadvantage of this trend
and our modern way of living is the fact, that diseases, physical defects and
injuries increase. Due to this, hospitals need to increase their efficiency and the
amount of treatments continuously. Therefore, modern hospitals are planned as
medical centers, providing a multitude of medical disciplines. However, the bigger
a hospital gets, the more complex logistic processes and the planning structure
needs to be. Like in industrial companies, items need to be tracked, tasks need
to be optimized and time-consuming tasks need to be reduced to maintain a
high efficiency of the medical staff [1,2].

Beside the medical devices, sterile containers, containing medical instru-
ments, small devices and tools, need to be managed and organized in the daily
workflow of a hospital [3]. Because of the high number of containers, storing
the needed equipment for surgeries, a system needs to be found, to track the
containers inside a hospital and provide additional data to increase the safety.
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1.1 Digitalisation in Hospitals

The digitalisation is a trend caused by the increasing possibilities of modern
technologies and the expanding internet. The combination of cost efficient elec-
tronics and the possibility of connecting devices and sharing data was the next
step in the digital age, starting more than half a century ago. Since the early
2000s, mobile applications started influencing the daily life more and more. This
resulted in the so called digitalisation of many sectors in our life [4]. Connected
sensor networks [5], decentralised availability of data and steady developments
of electronic modules, which became less expensive and more efficient, can be
used to increase efficiency in industry.

But in healthcare, this trend is still in its infancy. In the past years small
approaches in this sector were made, but there is still a big potential to support
the medical staff in their daily work [6]. Wearable medical devices and connected
syringe pumps are a few examples of the growing digitalisation in hospitals. How-
ever, logistic problems regarding the asset management still need to be solved. A
tracking of medical equipment, like its state of the art in industry, can increase
the efficiency of the hospital logistics by decreasing the wasted time, spend with
searching for needed goods, and allow a better planning of surgeries or regulate the
supply chain. To achieve a tracking of needed goods, many approaches were made.
In general two main fields can be named: tracking of non-sterile devices e.g. mon-
itors or defibrillators and tracking of sterile goods like medical sterile containers.

Beside the tracking, also providing additional data about items can increase
the safety and the efficiency. Hereby, sensors can transmit the state of a medical
device, its health state and also planned uses in the close future. Such information
can help the staff to sort out damaged or to-be-maintained items and get and
overview of available items.

1.2 State of the Art

The current state of the art is the separation of electronics from sterilisable
housings. An example for this are surgical drills, where the control electronics
and the battery can be removed before the sterilisation and put back to the
device with a sterile adapter like shown in Fig. 1.

Fig. 1. Sterile adapter for inserting non-sterile battery into sterile device
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The problem with this kind of treating surgical devices is the danger of con-
taminating the sterile environment. Further is the device not ready to use right
after a sterilisation. There are already approaches to insulate electronics in such
way, that they can stay inside the device, however, these are still quite bulky
at the moment. For medical sterile containers, also some approaches exist, to
implement sensors indicating the sterile state [7–9], but on the market just sys-
tems with an analogue mechanism like bi-metal switches can be found. Hereby,
the reliability of the indication is controversial [10] due to a switching in a vague
defined temperature area.

For tracking medical goods inside a hospital, most approaches use bulky
transponders for Wi-Fi or Bluetooth [11–13], however, none of these modules
can be sterilised, therefore, their use is limited to expensive devices, which don’t
need to be sterile. Identifying containers and providing a rough location, barcodes
are used and read out after key steps in the work-cycle of the containers. New
approaches also use labels or transponders, transmitting data over radio frequency
[14,15]. However, in this case just very few manufacturers give information about
the use in hospital environment regarding durability for sterilisations.

1.3 Issues in Medical Environment for Electronics to Overcome

The use of electronic devices in healthcare is since many decades state of the art.
However, a steam sterilisation is needed for surgical instruments, implants and
devices, which can not use a sterile cover. Because of that, most electronic sys-
tems for surgeries are designed, to be covered with a sterilisable or pre-sterilised
cover or case. The reason of this is the fact, that during a steam sterilisation
three critical factors occur:

1. Saturated steam, which can damage the electronics
2. Temperatures up to 135 ◦C, which damages electronics and many insulations
3. Fast pressure change from vacuum to 3 bar, which can damage insulations

In Fig. 2 a standard sterilisation cycle is shown. The whole sterilisation needs
approx. 30 min.

Fig. 2. Temperature and pressure curve of standard steam sterilisation cycle
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As we can see in Table 1, a temperature higher than 85 ◦C is held longer than
15 min during a steam sterilisation. Furthermore, the holding time of 135 ◦C is
approx. 5 min, which leads to serious damages in most electronic systems.

Table 1. Durations of critical temperatures during a sterilisation

Temperature Time (min)

>85 ◦C 15:32

>100 ◦C 12:09

>130 ◦C 06:54

135 ◦C 05:14

Beside the issue of very high temperatures, additional electronic systems used
in already existing products like medical sterile containers need to be design in
such a way, that they don’t affect the function or hygienic conditions. Therefore,
new designs need to be adapted to available space and prevent the danger of
contamination or incomplete sterilisations.

1.4 Review of Tracking Technologies

For tracking and localising items inside a building, several technologies can be
used. In the past years mainly five different technologies were evaluated:

1. Wi-Fi
2. ZigBee
3. Bluetooth
4. Ultra Wide Band (UWB)
5. Radio Frequency Identification (RFID)

The indoor localisation is based on measuring the signal strength or in the
case of UWB on the time, the signal needs from the sender to the receiver. The
more receivers are placed around a sender, the more accurate the position can be
calculated. Beside the RFID tracking, all systems need an active power source
to send their data. In RFID active transponders, powered by a battery, can act
like a regular sender. However, passive transponders don’t need a power source
because the signal from the reader module is reflected from the transponder.
Therefore, RFID is the only system which is not depending on a battery.

Wi-Fi tracking modules can use the already existing wireless network. How-
ever, the accuracy of these modules is quite low and the costs are very high
[16,17]. ZigBee modules have a very low power consumption and low costs. A
drawback is the fact, that the used frequency of ZigBee causes interferences with
other devices, using the same frequency. Like ZigBee, Bluetooth systems have
very low power consumptions and also low costs. However, to increase the accu-
racy of the tracking, a multitude of transceivers is needed and because of the
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widely use of Bluetooth modules, interferences can occur [18]. The technology of
UWB is using a very high frequency between 3,1 GHz and 10,6 GHz. Therefore,
almost no interferences can occur and a localisation is also possible, if the mod-
ule is in a closed container with a very good accuracy. The disadvantage are the
very high costs [19–22]. In passive RFID, a multitude of different transponders
for different ranges and applications can be used. Hereby, the transponders have
very low costs. The drawbacks are the high costs of the reader hardware and the
limited accuracy [14,23,24].

The described tracking technologies have advantages and disadvantages. For
the use of tracking medical sterile containers inside a hospital, the accuracy is
less important than the caused costs of the modules. Therefore, Bluetooth and
RFID modules fit the requirements the most [25–27]. Because of the need to
equip a very high number of containers and the fact of needed sterilisations,
RFID transponders seemed to be the best choice for a first evaluation of the
usability.

1.5 RFID Transponders

The use of RFID transponders allows a readout of the stored information in
the range of several meters, depending of the used frequency range. For a close
readout, also possible with a smartphone, Near Field Communication (NFC)
tags with a frequency of 13,56 MHz can be used. The benefit hereby is, that no
expensive reader hardware needs to be used. For a tracking or readout over a
higher distance, Ultra High Frequency (UHF) transponders with a frequency of
868 MHz (EU) or 915 MHz (USA) can be used. However, for the use of these
transponders, reader systems with high costs need to be installed.

The benefit of the use of RFID transponders is the possibility to track assets
inside a hospital by installing gates in defined spots inside the building. As soon
a tagged item passes, the information can be displayed in a central system,
containing also the stored information of the transponder. Further, the stored
data can be updated e.g. to change the status of a medical container, indicating
a surgery is planned. Another benefit is, that RFID transponders are produced
in a multitude of different shapes, like overmolded transponders or thin labels,
also providing different frequencies like UHF and NFC. Some transponders also
can handle high temperatures and are protected against water.

2 Materials and Methods

For making a first prototype of the sensor module, the hardware components
had to be chosen regarding the identified requirements. According to experts
from the field of medical sterile containers crucial parameters of the sterilisation
process are the temperature and the corresponding time. Furthermore, a high
risk of container damages is the penetration of the sterile filters or a deformation
of the container itself. An exemplary container and a tray filled with medical
instruments is displayed in the following Fig. 3. For tracking the container inside
a hospital, different technologies had to be evaluated.



18 L. Böhler et al.

Fig. 3. Sterile container with tray including medical instruments

2.1 Sensors

For monitoring the sterilisation process, a KTY81 thermistor with a close range
was chosen. To increase the accuracy a temperature range up to 150 ◦C was
used because of the maximum sterilisation temperature of approx. 135 ◦C. For
reading out and logging the sensor values in specified time steps, a regular ARM
Cortex-M0+ was used. To detect a successful sterilisation, the measured values
are compared with defined minimum temperature times similar to Table 1. This
enables a fast and reliable check and decrease the possibility of false indications.
Additional a sensor for detecting damages of the container had to be found.
To detect possible damages of the case, a accelerometer for ±200 g was used, to
capture serious drops of the container. These drops can harm the metal tank, the
upper shell or the devices inside the container. Another risk is the penetration
of the filters, placed in the upper shell like shown in Fig. 4, preventing the inside
of the container to get contaminated.

Fig. 4. Upper shell with two sterile filters

A damage of this filter can occur, if an instrument inside the container
pierces the filter because of a drop or roll over. To detect such an incident, the
microcontroller is programmed to recognize a roll over with data of the chosen
accelerometer.
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2.2 Communication

The collected data of the sensor module need to be provided to a smart device
e.g. a smartphone or a tablet. The ability of the module to communicate with a
multitude of different devices was a key requirement, because of the aim to reduce
the costs for the hospital. Therefore, a Bluetooth Low Energy (BLE) module was
chosen. An advantage of this is the very low power consumption, increasing the
overall lifetime of the sensor module. Furthermore, Bluetooth modules are able
to send signals out of a closed medical sterile container because of the high
frequency.

2.3 Thermal Insulation

One of the main problems was the high temperature, exceeding the limits of most
electronic components. Regular electronic modules withstand temperatures up
to 85 ◦C. Electronics for military or automotive can reach temperatures up to
125 ◦C. However, to lower the costs of these modules, the aim was to use regular
components.

To achieve this, a thermal insulation had to be found. In most cases, silicone or
epoxy resins are used to protect electronics from heat or vapour. However, for this
sensor module a thin insulation is needed to fit into the sterile containers without
influencing the arrangement of the instrument tray. To minimize the insulation
thickness, a material was searched with a very low thermal conductivity.

In the field of building insulation and fire protection, a material called Aerogel
is used as a protection against high temperatures [28,29]. The thermal conduc-
tivity of this material is very low [30,31], compared to the regular insulations
for electronics, like shown in Table 2:

Table 2. Comparison of thermal conductivities

Material Thermal conductivity (W/m*K)

Silicone 0,2

Epoxy resin 0,2

Aerogel 0,02

Another benefit of aerogel is the fact, that its density is very low which reduces
the weight of the whole module significantly. Because of the fast pressure change
from vacuum to 3 bar inside the autoclave, the aerogel needs to be protected. For
this purpose, a thin outer layer of silicone or epoxy resin can be used.

2.4 Design of Sensor Module

To combine the needed sensors and communication module in a compact design,
a first approach is displayed in Fig. 5. Beside the temperature and acceleration
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sensor, also a pressure sensor can be used to evaluate the sterilisation procedure.
As power supply either a high temperature or a rechargeable battery can be
used. The use of regular batteries, especially with Li-ion technology, must be
prevented because of the high dangers caused by high temperatures [32,33]. To
increase the lifetime of this battery, the insulation of the module needs to limit
the temperature increase inside the battery to a minimum [34]. To lower the
power consumption also the use of a passive shocksensor is possible to detect
shocks with a defined minimum force. Hereby, an internal switch is closed as
soon as a minimum force in one direction is reached. This can be read out from
a low-power microcontroller and displayed as detected shock. In contrast to an
accelerometer, the applied force cannot be measured. However, the benefit of
such a sensor is, that no power is consumed as long the defined force is not
reached.

Fig. 5. Insulated sensor module for sterile containers

2.5 Tests of Thermal Insulations

For testing the aerogel insulation, different test setups were used to evaluate
the needed thickness of the insulation. Furthermore, tests with one epoxy resin
module and mixtures of aerogel and silicone were made. For the measurements of
the thicker insulations like the first aerogel and the epoxy resin module, a circuit
board with a Bluetooth module, a temperature sensor and a high temperature
battery were used. In the following tests with thinner insulations, temperature
strips with defined temperature indicators were used.

To compare the new insulation material with the state of the art, an epoxy
resin insulation with a thickness of approx. 25 mm was tested first. Hereby, also
the internal temperature was logged with a temperature sensor, connected to
a Bluetooth module, powered by a high temperature battery, shown in Fig. 6,
during multiple sterilisations.
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Fig. 6. Cross section of test module with epoxy resin insulation

Comparable to the test setup with the epoxy resin insulation, the first aerogel
insulation was tested with the Bluetooth logging module, shown in Fig. 7. Hereby,
the insulation thickness was lowered to 20 mm. Because of the structure and the
unknown efficiency of the insulation, the module was tested in a heat chamber
at continuously 135 ◦C until an internal temperature of 85 ◦C was reached.

Fig. 7. Cross section of test module with aerogel insulation

Because of the previous results, further tests with aerogel were made. To
evaluate the needed thickness of the insulation, two more test modules with an
insulation thickness of 7 mm aerogel and 6 mm aerogel in combination with 1
mm silicone were made. Due to the thin insulation, no Bluetooth module was
used. In this case temperature strips with indicators between 71 ◦C and 110 ◦C
were insulated and checked after the test. The modules are shown in Figs. 8
and 9. To prevent the insulations from damages by the pressure change and
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steam, the tests were performed in a heat chamber with a temperature curve,
close to a sterilisation. However, because of the slow change in temperature, the
cycle took approx. 1,5 h.

Fig. 8. Cross section of test module with aerogel insulation and temperature strip

Fig. 9. Cross section of test module with aerogel and silicone insulation and tempera-
ture strip

2.6 Tests of RFID Transponders

To evaluate the reliability of different RFID transponders and labels, three dif-
ferent types were chosen, shown in Fig. 10. All three types can handle high
temperatures and are protected against the steam. The first transponder is an
overmolded UHF tag from the company SAG. Its maximum storage tempera-
ture is 125 ◦C. Four equal transponders were tested. The second transponder is
a UHF RFID label from Fujitsu. The maximum storage temperature is 150 ◦C.
From this type one label was tested. The last transponder is a very thin hybrid
label from SMARTRAC, operating in UHF and NFC frequency ranges. Its max-
imum operation temperature is 85 ◦C. The maximum storage temperature is
not given in the datasheet, however, the label is able to withstand much higher
temperatures (approx. 125◦C–150 ◦C). Four of these hybrid labels were tested.

Multiple transponders of each type were placed inside a sterile container and
sterilised over a multitude of cycles. The aim was, to determine the maximum
cycles, the transponders can handle.
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Fig. 10. Used RFID transponders

To read out the RFID transponders a ID ISC.MRU102 mid range UHF
reader from the company FEIG ELECTRONIC, shown in Fig. 11 was used.

Fig. 11. Used RFID mid range reader

3 Results

The results of the performed tests show, if it is possible to insulate electronic
modules for the medical sector in such way, that a sterilisation of the modules
can be performed without damaging the electronics and without the need of a
bulky insulation.

3.1 Effectiveness of Thermal Insulations

The results of the test with an epoxy resin thermal insulation show, that the
internal temperature does not exceed 81 ◦C during and after the sterilisation,
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shown in Fig. 12. Furthermore, the temperature rises very slow, therefore, the
maximum temperature inside the module is reached after the cycle.

Fig. 12. Temperature curve of 25 mm epoxy resin insulation

To test the durability of the module, several sterilisation cycles were per-
formed. In Fig. 13 a comparison of the module before the first sterilisation and
after 21 cycles is shown. Because of possible air encapsulations and the inflexible
epoxy resin, the insulation cracked during the 21. sterilisation.

Fig. 13. Epoxy resin insulation before (left) and after (right) 21 sterilisation cycles

Therefore, the good thermal insulation of the epoxy resin can’t compensate
the disadvantages of high costs, a difficult processing to avoid air encapsulations
and, in comparison to aerogel, high thermal conductivity.
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The first test with an aerogel insulation showed, that this material is able
to delay the rise of the internal temperature in an environmental temperature
of 135 ◦C significantly. Under this conditions with an insulation thickness of 20
mm, the internal temperature reached the critical temperature of 85 ◦C after 50
min, shown in Fig. 14.

Fig. 14. Temperature curve of 20 mm aerogel insulation

Because of the very promising results of the first test, the insulation thickness
was lowered significantly and tested with a changing temperature, similar to a
sterilisation as displayed in Fig. 15.

Fig. 15. Temperature curve of heat chamber for temperature strip tests
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The result of this tests showed, that both, the insulation with 7 mm aerogel
and the combination of 6 mm aerogel and 1 mm silicone, kept the internal
temperature between 71 ◦C and 77 ◦C. The comparison of the temperature strip
before and after the test is displayed in the following Fig. 16.

Fig. 16. Temperature indication before (up) and after (down) temperature test cycle

3.2 Sterilisability of RFID Transponders

During the sterilisation test, the functionality of the RFID transponders was
tested in defined steps. Because of parallel tests in the autoclave, it wasn’t possi-
ble to perform a test after each sterilisation. However, the number of sterilisation
cycles without damages could be determined with a satisfying accuracy. In the
following Table 3 the results of the performed test are shown.

Table 3. Result of sterilisation tests of RFID transponders

Transponder Number of cycles

SAG rain metal tag approx. 100

Fujitsu RFID integrated label approx. 200

SMARTRAC dogbone approx. 200

The transponders from the company SAG were damaged after approx. 100
cycles. The labels from Fujitsu and SMARTRAC were able to perform approx.
200 cycles before no communication could be performed anymore.

4 Discussion

The results show, that an insulation with a thin layer of aerogel already can
protect electronic modules from the high temperatures, applied during a steam
sterilisation. Therefore, the use of electronics inside a medical sterile container
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can be achieved, providing sensor data from the last sterilisation, indicating a
successful procedure, and detecting possible damages during the transport of
the container. Furthermore, tracking modules can be implemented inside the
containers, allowing a localisation inside a hospital to support the medical staff
and increase the efficiency.

However, further tests with the insulation needs to be done, proving the
usability in a real sterilisation. For a lifetime as long as possible also long time
tests with a multitude of sterilisations need to be performed. With these future
tests, it should be possible to estimate the lifetime of the insulation for the use
in medical sterile containers.

Beside the tests of the insulation itself, also the sensor module needs to
perform multiple sterilisation cycles to show, that the used sensors can determine
a successful sterilisation and also detect failed sterilisations or possible damages
of the container.

The use of RFID transponders can be a useful addition to the current used
barcodes because of the ability to store data which can be updated. This pro-
vides the possibility to support the asset management inside a hospital and track
containers with a satisfying accuracy. To increase the number of possible sterili-
sations, insulations of the transponders should be tested. Also the implementa-
tion of transponders in exchangeable parts of the container can be investigated.
Hereby, the influence of the insulation on the read range of the transponders
needs to be investigated.
To find alternative tracking possibilities, the accuracy of UHF RFID, UWB and
Bluetooth needs to be compared. A key factor needs to be the cost effectiveness
regarding the achieved accuracy in a metallic environment, like in a hospital
container storage [35–41].

5 Conlusion

The results of this work show, that the use of alternative insulation materials
enables possibilities to bring forward the digitalisation in hospitals and increase
the amount of additional data for the medical and technical staff. This can increase
the efficiency, lower costs and increase the time of treating patients instead of using
precious time in searching goods and checking the inventory and state in docu-
mentations. As the tests show also the use of RFID labels for medical equipment
is possible even in the case of a high number of steam sterilisations and therefore
fitting the requirements for the use on medical sterile containers.
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28 L. Böhler et al.

3. Diamant, A., Milner, J., Quereshy, F., Xu, B.: Inventory management of reusable
surgical supplies. Health care Manag. Sci. (2017). https://doi.org/10.1007/s10729-
017-9397-3

4. Chang, Y., Dong, X., Sun, W.: Influence of characteristics of the internet of things
on consumer purchase intention. Soc. Beh. Personal. Int. J. 42(2), 321–330, (2014).
https://doi.org/10.2224/sbp.2014.42.2.321

5. Sisinni, E., Depari, A., Flammini, A.: Design and implementation of a wireless
sensor network for temperature sensing in hostile environments. Sens. Actuators
A: Phys. 237, 47–55 (2016). https://doi.org/10.1016/j.sna.2015.11.012

6. Yin, Y., Zeng, Y., Chen, X., Fan, Y.: The internet of things in healthcare: an
overview. J. Ind. Inf. Integr. 1, 3–13 (2016). https://doi.org/10.1016/j.jii.2016.03.
004

7. Childers, R.W., Henniges, B., Hassler, W., Blandino, T., Jeng, D., Morris, R.F.:
Sterilization container with battery powered sensor module for monitoring the
environment in the container (2015). WO002015138461A1

8. Childers, R.W., Chmelar, E.V., Dudycha, A., Henniges, B., Miller, M., Moaiery, A.,
Purrenhage, B.J.: Sterilization container capable of providing an indication regard-
ing whether or not surgical instruments sterilized in the container were properly
sterilized. WO002014159696A1 (2014)

9. Wehrle, C., Nonnenmann, M.: Surgical container contents detection system (2016).
WO002016188959A1

10. Schuster, S.: Medizinischer sterilbehälter und verfahren zum bestimmen des ster-
ilisationsstatus eines medizinischen sterilbehälters (2013)

11. Dobircau, A., Folea, S., Valean, H., Bordencea, D.: Indoor localization system
based on low power wi-fi technology. In: 2011 19th Telecommunications Forum
(TELFOR) Proceedings of Papers, pp. 317–320. IEEE (2011). https://doi.org/10.
1109/TELFOR.2011.6143553

12. Torteeka, P., Chundi, X., Dongkai, Y.: Hybrid technique for indoor positioning
system based on wi-fi received signal strength indication. In: 2014 International
Conference on Indoor Positioning and Indoor Navigation (IPIN), pp. 48–57. IEEE
(2014). https://doi.org/10.1109/IPIN.2014.7275467

13. Oosterlinck, D., Benoit, D.F., Baecke, P., van de Weghe, N.: Bluetooth tracking
of humans in an indoor environment: an application to shopping mall visits. Appl.
Geograph. 78, 55–65 (2017). https://doi.org/10.1016/j.apgeog.2016.11.005

14. Hanada, E., Hayashi, M., Ohira, A.: Introduction of an rfid tag system to a large
hospital and the practical usage of the data obtained. In: 2015 9th International
Symposium on Medical Information and Communication Technology (ISMICT),
pp. 108–111. IEEE, Piscataway, NJ (2015). https://doi.org/10.1109/ISMICT.2015.
7107508

15. Lee, C., Palaniappan, S.: Effective asset management for hospitals with rfid. In:
2014 IEEE International Technology Management Conference (ITMC), pp. 1–4.
IEEE, Piscataway, NJ (2014). https://doi.org/10.1109/ITMC.2014.6918596

16. Turgut, Z., Aydin, G.Z.G., Sertbas, A.: Indoor localization techniques for smart
building environment. Proced. Comput. Sci. 83, 1176–1181 (2016). https://doi.
org/10.1016/j.procs.2016.04.242

17. Chen, C., Han, Y., Chen, Y., Liu, K.J.R.: Indoor gps with centimeter accuracy
using wifi. In: 2016 Asia-Pacific Signal and Information Processing Association
Annual Summit and Conference (APSIPA), pp. 1–4. IEEE, Piscataway, NJ (2016).
https://doi.org/10.1109/APSIPA.2016.7820842

https://doi.org/10.1007/s10729-017-9397-3
https://doi.org/10.1007/s10729-017-9397-3
https://doi.org/10.2224/sbp.2014.42.2.321
https://doi.org/10.1016/j.sna.2015.11.012
https://doi.org/10.1016/j.jii.2016.03.004
https://doi.org/10.1016/j.jii.2016.03.004
https://doi.org/10.1109/TELFOR.2011.6143553
https://doi.org/10.1109/TELFOR.2011.6143553
https://doi.org/10.1109/IPIN.2014.7275467
https://doi.org/10.1016/j.apgeog.2016.11.005
https://doi.org/10.1109/ISMICT.2015.7107508
https://doi.org/10.1109/ISMICT.2015.7107508
https://doi.org/10.1109/ITMC.2014.6918596
https://doi.org/10.1016/j.procs.2016.04.242
https://doi.org/10.1016/j.procs.2016.04.242
https://doi.org/10.1109/APSIPA.2016.7820842


Heat Resistant Monitoring System for Medical Sterile Containers 29

18. Alarifi, A., Al-Salman, A., Alsaleh, M., Alnafessah, A., Al-Hadhrami, S., Al-
Ammar, M.A., Al-Khalifa, : H.S.: Ultra wideband indoor positioning technologies:
Analysis and recent advances. Sensors (Basel, Switzerland) 16(5) (2016). https://
doi.org/10.3390/s16050707

19. Gunia, M., Protze, F., Joram, N., Ellinger, F.: Setting up an ultra-wideband posi-
tioning system using off-the-shelf components. In: 2016 13th Workshop on Posi-
tioning, Navigation and Communications (WPNC), pp. 1–6. IEEE (2016). https://
doi.org/10.1109/WPNC.2016.7822860

20. Jiang, L., Hoe, L.N., Loon, L.L.: Integrated uwb and gps location sensing system
in hospital environment. In: I. Staff (ed.) 2010 5th IEEE Conference on Industrial
Electronics and Applications, pp. 286–289. I E E E, [Place of publication not
identified] (2010). https://doi.org/10.1109/ICIEA.2010.5516828

21. Mahfouz, M.R., Kuhn, M.J., Wang, Y., Turnmire, J., Fathy, A.E.: Towards
sub-millimeter accuracy in uwb positioning for indoor medical environments.
In: 2011 IEEE Topical Conference on Biomedical Wireless Technologies, Net-
works, and Sensing Systems, pp. 83–86. IEEE (2011). https://doi.org/10.1109/
BIOWIRELESS.2011.5724360

22. Monica, S., Ferrari, G.: Accurate indoor localization with uwb wireless sensor net-
works. In: Reddy, S.M. (ed.) 2014 IEEE 23rd International WETICE Conference
(WETICE), pp. 287–289. IEEE, Piscataway, NJ (2014). https://doi.org/10.1109/
WETICE.2014.41

23. Ben Kilani, M., Raymond, A.J., Gagnon, F., Gagnon, G., Lavoie, P.: Rssi-based
indoor tracking using the extended kalman filter and circularly polarized antennas.
In: 2014 11th Workshop on Positioning, Navigation and Communication (WPNC),
pp. 1–6. IEEE (2014). https://doi.org/10.1109/WPNC.2014.6843305

24. Wang, Z., Ye, N., Malekian, R., Xiao, F., Wang, R.: Trackt: accurate tracking of
rfid tags with mm-level accuracy using first-order taylor series approximation. Ad
Hoc Netw. 53, 132–144 (2016). https://doi.org/10.1016/j.adhoc.2016.09.026

25. Bisio, I., Sciarrone, A., Zappatore, S.: Asset tracking solution with ble and smart-
phones: an energy/position accuracy trade-off. In: 2015 IEEE Global Communica-
tions Conference (GLOBECOM), pp. 1–6. IEEE, Piscataway, NJ and Piscataway,
NJ (2015). https://doi.org/10.1109/GLOCOM.2015.7417782

26. Bisio, I., Sciarrone, A., Zappatore, S.: A new asset tracking architecture integrating
rfid, bluetooth low energy tags and ad hoc smartphone applications. Pervasive
Mobile Comput. 31, 79–93 (2016). https://doi.org/10.1016/j.pmcj.2016.01.002

27. Shirehjini, A.A.N., Yassine, A., Shirmohammadi, S.: Equipment location in hospi-
tals using rfid-based positioning system. IEEE Trans. Inf. Technol. Biomed. 16(6),
1058–1069 (2012). https://doi.org/10.1109/TITB.2012.2204896

28. Liang, Y., Wu, H., Huang, G., Yang, J., Wang, H.: Thermal performance and
service life of vacuum insulation panels with aerogel composite cores. Energy Build.
154, 606–617 (2017). https://doi.org/10.1016/j.enbuild.2017.08.085

29. Nocentini, K., Achard, P., Biwole, P.: Hygro-thermal properties of silica aerogel
blankets dried using microwave heating for building thermal insulation. Energy
Build. 158, 14–22 (2018). https://doi.org/10.1016/j.enbuild.2017.10.024

30. Karami, S., Motahari, S., Pishvaei, M., Eskandari, N.: Improvement of thermal
properties of pigmented acrylic resin using silica aerogel. J. Appl. Polym. Sci.
135(1), 45,640 (2018) https://doi.org/10.1002/app.45640

31. Kiil, S.: Quantitative analysis of silica aerogel-based thermal insulation coat-
ings. Progress Organic Coat. 89(26–34), 26–34 (2015). https://doi.org/10.
1016/j.porgcoat.2015.07.019. http://www.sciencedirect.com/science/article/pii/
S030094401530062X

https://doi.org/10.3390/s16050707
https://doi.org/10.3390/s16050707
https://doi.org/10.1109/WPNC.2016.7822860
https://doi.org/10.1109/WPNC.2016.7822860
https://doi.org/10.1109/ICIEA.2010.5516828
https://doi.org/10.1109/BIOWIRELESS.2011.5724360
https://doi.org/10.1109/BIOWIRELESS.2011.5724360
https://doi.org/10.1109/WETICE.2014.41
https://doi.org/10.1109/WETICE.2014.41
https://doi.org/10.1109/WPNC.2014.6843305
https://doi.org/10.1016/j.adhoc.2016.09.026
https://doi.org/10.1109/GLOCOM.2015.7417782
https://doi.org/10.1016/j.pmcj.2016.01.002
https://doi.org/10.1109/TITB.2012.2204896
https://doi.org/10.1016/j.enbuild.2017.08.085
https://doi.org/10.1016/j.enbuild.2017.10.024
https://doi.org/10.1002/app.45640
https://doi.org/10.1016/j.porgcoat.2015.07.019
https://doi.org/10.1016/j.porgcoat.2015.07.019
http://www.sciencedirect.com/science/article/pii/S030094401530062X
http://www.sciencedirect.com/science/article/pii/S030094401530062X
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Abstract. The purpose of this study is to explore the possibilities of
harvesting the thermal energy from steam sterilization process to power
the IoT sensor node. Thermoelectrical generators based heat recovering
have been used for powering IoT sensor nodes. The design process of
the TEG based energy harvesting application is described in details. All
vital parts of the system like choosing the suitable TEG module, heat
storage material, power storage device, a power management system as
well as insulation material to create the temperature gradient across the
TEG were precisely described. The temperature-voltage characteristics
of the module are analyzed within the test setup of standard steam ster-
ilization. Power consumption of a CC2650 Bluetooth module is analyzed
and optimized to maximize the power efficiency and the lifetime. During
this study self powered Bluetooth IoT sensor node was developed. Power
consumption software optimization have been applied resulting in the
lifetime of over 10 days after single sterilization cycle.

Keywords: Energy harvesting · Steam sterilization · Sensors · IoT

1 Digitalization and Common Issues with Powering
Surgical Tools

Digital healthcare is a very fast growing area of medical industry with a huge
potential of delivering secure and high-quality patient care as well as driving
greater business efficiency. Many reports suggest that digitalization is becoming a
new business opportunity for healthcare industry involving Internet of (Medical)
Things, Big Data and automatization. This could allow the connection between
patients, healthcare professionals, manufacturers and providers [1,2]. There are
strong indications that bringing the idea of traceable and connected devices to
the operating room can improve significantly the efficiency and safety of surgical
procedures [3,4]. Moreover, some papers highlight the direction towards digital-
ization in hospitals management systems to create so-called “Smart Connected
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Fig. 1. Idea diagram of typical IoT architecture

Hospitals” with sensor nodes and tracking systems. To make this possible many
different technologies are suggested for medical IoT, like RFID, ZigBee, Narrow
Band Bluetooth, Bluetooth-Low-Energy [5]. Medical and surgical tools incom-
parably differ from other IoT enabled devices for consumer markets due to the
need of sterilization. However, each of these devices and technologies require a
power source. In the case of surgical tools and containers the power source needs
to stand multiple steam sterilizations.

1.1 IoT Node

We can describe the Internet of Things as a network of physical devices embedded
with electronics, sensors, software and connectivity which allows data exchange
between these objects. Each object has its own unique identifier and is able
to inter-operate within the existing internet infrastructure. The scheme of IoT
system is shown in the Fig. 1. IoT node (gateway) equipped with a given set
of sensors can communicate with cloud server with Wi-Fi connectivity or with
the smartphone App with Bluetooth-Low-Energy. The data are then stored on
the cloud server and synchronized among the all connected apps and devices.
In this work we have used a SensorTag2 from Texas Instruments as a IoT node
platform with Bluetooth-Low-Energy connectivity.

1.2 Steam Sterilization

In hospital environment there is an emphasis on clean, sterile environment. Spe-
cial case in here is an operating room, where the sterile zone is needed for the
patient safety. Every single medical instrument used during the surgical proce-
dure needs to be maintained and sterilized according to the standards. Steam
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sterilization, described in detail in ISO:17665 standards, involves instrument
exposure on the temperatures ranging from 30 to 140 ◦C and the pressure from
−1 to 3 Bars. The temperature inside the sterilization chamber is shown in the
Fig. 2. During the sterilization process, the temperature reaches the maximum
of 135 ◦C for 7 min. At the same time the pressure reaches its maximum at
3,1 Bar. These two factors causes the chamber environment to be very harsh
for any electronic devices and power sources. Thus it was crucial to make a
review on possible high temperature energy storage technologies, and find a new
method to power the electronics and charge the energy storage during the steam
sterilization.
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Fig. 2. Typical changes of the temperature inside the autoclave during steam steril-
ization

1.3 High Temperature Power Sources

High temperature inside the autoclave narrows significantly the choice of tech-
nologies for energy storage. In general, we can distinguish following energy stor-
age systems (ESS) available on the market:

– Lithium primary cells
– Lithium secondary cells
– Supercapacitors
– Lithium-ion supercapacitors
– Energy harvesting systems

Lithium based batteries are known as a good and reliable power storage for
consumer electronics with operating temperature range from −20 to 60 ◦C. Some
of the lithium-ion chemistries can handle the temperatures of up to 150 ◦C, like
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Li−SOCl2 or Li−CuO [6], however they are non-rechargeable and their energy
density of 500 and 300 Whkg−1 respectively determines very low maximum
constant current and fast drain after working in high temperature environment.
The secondary lithium-based cells in general cannot withstand the temperatures
of a steam sterilization. When a cell is heated above 130 ◦C, and the heat cannot
be dissipated by the cell, the exothermic processes will proceed causing rapid
temperature rise which usually leads to gas release and explosion of the cell [7,8].
This process is called thermal runaway. Hammami et al. suggests, that thermal
runaway can occur spontaneously after the cell reaches the temperature of 80 ◦C
[9]. Recent advances in battery manufacturing processes led to development of
small factor cylindrical cells with stable chemistry which prevents them from
thermal runaway. However, the capacitance is limited to 3 mAh.

The second common type of ESS are electrolytic double layer capacitors
(EDLC) which can also form supercapacitors. Supercapacitors usually employ
acetonitrile or an organic carbonate solvent as the electrolytes. However, the
boiling point of acetonitrile is only 82 ◦C and reaching this temperature causes
the evaporation of the solvent and increase of the internal cell pressure which
can lead to explosion. Recently, FastCAP Systems revealed a new technology of
supercapacitors with an operational temperature up to 150 ◦C [10], however the
cost effectiveness of this solution for the IoT node remains disputable. The other
issue which needs to be taken into consideration is a self-discharge rate which
can be high in the case of thermally stressed supercapacitors.

The special case of energy storage device is a lithium-ion supercapacitor,
which is a hybrid of an EDLC and a lithium-ion battery. It is composed of a neg-
ative electrode doped with lithium ions (typical battery material), an activated-
carbon positive electrode (typical capacitor material), and an organic electrolyte
containing a lithium salt. Recent research shows that the exotermic reactions
inside the Li-Ion supercapacitor begin at 90 ◦C leading to thermal runaway at
175 ◦C [11].

In conclusion, high temperature ESS are still in an early stage of develop-
ment and suffer from limited thermal, chemical, and electrochemical stability
at increased temperatures, resulting in their short lifetimes [6]. To prevent this,
the energy storage in the sterilizable IoT node needs to be insulated from the
high temperature and the self-discharge needs to be compensated in sterile,
maintenance-free way. One way to recharge ESS is to use the energy harvesting
techniques and recover the energy from the sterilization process itself.

1.4 Energy Harvesting

Waste heat recovery became recently an important topic causing rapid develop-
ment in energy harvesting solutions.

The heat can come also from the steam sterilization process inside the auto-
clave. One of the most robust and reliable method of recovering the energy
from the heat is using thermoelectrical generators (TEGs). Each TEG module
is then composed of pairs of TE couples connected together electrically in series
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and thermally in parallel, which directly convert a thermal energy that passes
through them into electricity based on Seebeck’s effect. This is shown in Fig. 3.

Fig. 3. Scheme of a single thermoelectric pair. It comprises of n-type and p-type semi-
conductors. Heat flows from hot side to cold side and electrical current is flowing from
n-type to p-type material due to temperature gradient

The efficiency of TEGs is usually relatively low. Studies shows an average
efficiency of 8.45% of the TEG modules available on the market [12]. However,
newest technologies can improve the efficiency up to 20% [13]. One way to do
this, is to apply the oscilating temperature on the hot side of the TEG as some
authors suggest [14]. This can be the case where the oscilating temperature of
steam sterilization can improve the energy harvesting efficiency. Despite their
robustness, TEGs are limited to the applications in extreme environments like
space exploration, automotive industry, aircraft, military, and heavy industry.
This was caused mainly by their relatively low efficiency and high cost of the
modules [13]. During the last years an increased need of self-powered sensors is
observed. Not only for industrial applications but as well for IoT nodes, wear-
ables, surveillance systems, and everywhere where there is a need for stable,
compact and maintenance-free energy source. Despite this fact applications of
thermal energy harvesting in medical industry are still in their early infancy and
are mainly focused on implantable or wearable devices [15,16]. One of the most
important factors affecting the energy harvesting efficiency is matching the TEG
to the working environment. In the case of the autoclave the temperatures varies
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from 20 to 140 ◦C, with the maximum temperature gradient of 70 ◦C. Usually
TEG modules are optimized for the high ambient temperatures as well as high
gradients. For instance, low cost Bi2Te3 based modules are usually working with
temperature gradients up to 300 ◦C. Thus, the steam sterilization environment
needs to be considered as a low gradient conditions. Literature shows that in
such a conditions it is possible to use thermoelectrical coolers as a TEG [17]. To
choose the optimal TEG for given application thermal resistance of the heatsink
and thermal resistance of the TEG needs to be known. The thermal resistance
of the heatsink is taken usually from the producer specifications or material
datasheet. However, the thermal resistance of the TEG needs to be calculated,
and the most fitting TEG module needs to be chosen. The thermal resistance of
the TEG can be estimated from the parameters given by the TEG manufacturer
and in general is described as:

θm = θk
√

1 + ZT1

where: θk - Thermal resistance of the heatsink
Z - figure of merit of the thermoelectric materials of the generator
T1 - Temperature of the heat source
Matching these parameters with appropriate TEG ensures the thermal resis-

tance match between TEG and heatsink and maximum power generation in
given environmental conditions [18].

The work principle of TEG implies a need to generate a heat flow across the
TEG in the environment with set ambient temperature. For this the heatsink
made of aluminium can be thermally coupled with TEG on the hot side and a
heat storage material on the cold side. Many different materials were reviewed
according their parameters, heat accumulation, heat transfer and the cost effec-
tiveness. Recently there are numerous heat storage materials available on the
market, including phase changing materials with great thermal accumulation
properties [19]. However, according to the dynamical changes of the tempera-
ture inside the autoclave within the cycle, it was essential to choose the material
with not only high specific heat but also with high heat conductivity.

1.5 Power Conditioning Circuits

The energy from heat recovery of the TEG is linked to the energy storage usually
via a DC-DC converter. Currently available state-of-the-art DC-DC converters
can be divided in two categories: actively controlled with single inductor and
passively switched coupled inductors without active control circuit. The sin-
gle inductor circuits, due to their active control circuits, can match the input
impedance and boost-up ratio dynamically to allow so called maximum power
point tracking (MPPT). MPPT checks the output of the TEG module, compares
it to energy storage voltage then fixes what is the best power that TEG module
can produce to charge the storage and converts it to the best voltage to get
maximum current into energy storage [20]. The disadvantage of single inductor
architecture is relatively high minimum input voltage of 100 mV and a cold start
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input voltage of 330 mV due to the poweing additional passive cold-start volt-
age converter. A market example of such an architecture is bq25504 from Texas
Instruments.

Table 1. Comparison of bq25504 and LTC3108

Parameter bq25504 LTC3108

Switching control Active feedback control Passively controlled switch

Startup voltage 330 mV Down to 20 mV

Min. input voltage 100 mV Down to 20 mV

Max. input voltage 3 V Down to 400 mV

Efficiency Up to 85% Up to 50%

Voltage regulation Controlled boost ratio Linear drop-out

On the other hand, the coupled inductors based, fully passive circuit, DC-DC
converter has a very small input startup voltage of 20 mV. The disadvantage of
this topology is lower efficiency. This is caused by two main factors. Firstly the
inefficiencies of passive switching circuits, inductor couplings and rectification
required after the boosting stage. Secondly, using the fixed boost ratio defined
by coupled inductors results in a boosted voltage which is much higher than the
energy storage voltage for higher input voltages. Thus, a passively controlled
low-dropout regulator is used, which causes linear efficiency decrease for higher
input voltages. A market example of such an architecture is LTC3108 by Linear
Technology. The comparison of these two chips are presented in Table 1.

As literature shows, the advantage of the bq25504 single inductor based solu-
tion is its ability to dynamic adaptation of MPPT algorithms resulting in higher
efficiency, the tradeoff however is that it needs higher startup voltage to power up
active circuit elements [21]. For this project the efficiency and wide input voltage
was critical therefore the bq25504 has been chosen for further development.

2 Materials and Methods

The aim of this research was to design a maintenance-free, sterilizable IoT sen-
sor node using energy harvesting from sterilization cycles. The whole system
is composed from TEG module, DC-DC boost-converter, power control circuit,
energy storage device, communication module and sensors serving as a load. The
architecture diagram of the system is shown in the Fig. 4. The output of the
TEG is connected to the boost converter and power management system. This
allows to feed the load with sufficient power or to store it in a power buffer. As a
sensor module Texas Instruments SensorTag2 with CC2650 Bluetooth chip has
been used. Small Murata UMAC040130A003TA01 hybrid li-ion battery served
as power buffer. In the experimental part of this work, the power generation from
the steam sterilization and software optimizations of IoT module were examined.
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Fig. 4. Block diagram of the prototype

Two main challenges of the prototype design were to overcome. First of
all to protect the electronics and energy storage from high temperatures, and
to maximize the efficiency of thermal energy conversion among the TEG. The
other issue was to optimize the energy consumption of Bluetooth-Low-Energy
according to the average use-case of surgical containers. The module should be
charged after the single steam sterilization cycle and work for at least 5 days after
the sterilization. The cross-section of the first prototype is shown in Fig. 5. In this
study, two Ferrotec Nord TMG-127-0.4-1.6 connected in series have been used.
The whole module was insulated using aerogel-based materials which provides
extremely low heat conductance as 0.02 [W/m*K]. The output of the energy
harvesting module is connected to the bq25504 Boost-up converter with MPPT
algorithm and power storage maintenance control circuits. The bluetooth module
based on CC2560 chip and temperature sensors are connected to the power buffer
through the control circuit.

Fig. 5. Cross-section of the prototype of the self powered IoT node
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2.1 Software Optimization

The lifetime of a Bluetooth-Low-Energy device is determine how much power
the device’s components consume. Thats why it was essential to evaluate and to
choose the optimum device hardware setup regarding the microprocessor, radio
and the sensors.

In the case of Bluetooth-Low-Energy devices the counter-intuitive rule of
low-power communication is that listening for data is much more expensive in
the case of energy than sending data. This is because of longer intervals when
the radio needs to be turned on. In this case, the optimization was to find out
the appropriate interval on advertising wake-up packets which tells the receiv-
ing device that it is a time to receive the data. This technique, described in
[22], is called sampled listening. The other optimization is made by periodically
wake-ups of the device from the stand-by mode to check if there is any pending
connection requests. If so, it starts to do sampled listening, but only for a short
while. The last two improvements were regarding the data rate and the respon-
siveness. The data rate is a parameter indicating how often the data will be sent
by the Bluetooth module and responsiveness tells about how often the module
needs to respond to the commands.

2.2 Test Setup

We have examined the prototype regarding efficiency of power generation, power
consumption and estimated lifetime of the IoT node after single sterilization
cycle. During the efficiency tests the module was placed inside the climate cham-
ber which have simulated the temperature changes during the steam steriliza-
tion. The temperature on the module surface as well as inside the module and
the voltage on the TEG was measured. The power consumption tests involved
the measurement of a power consumption of CC2650 chip with different sensors
attached to it and in different operating modes. The module was powered with
the single coin cell battery and the measurements were performed by taking the
current characteristic in several operating modes. Finally, the optimizations of
the chip software was made to maximize the power efficiency and to extend the
lifetime of the whole IoT node after single sterilization. The power consumption
before and after the optimizations was compared.

3 Results

3.1 Power Generation

Power generation tests results are shown in the Fig. 6. The temperature in the
climate chamber simulated the steam sterilization process (red line) and reaches
135 ◦C after 20 min. At that time the voltage of the TEG reaches its maximum
of 2.3V (green line). The temperature inside the module reaches 80 ◦C (blue
line). Next, the chamber is being opened, which is visible on the diagram as a
sudden drop of the temperature inside the chamber. The heatflow changes its
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Fig. 6. Temperature and pressure data of steam steriliation process

direction and it goes from heatbank to the outside of the module causing the
TEG to change its polarity and reach the −1.4 V. After that the module is cooling
down for the next 140 min and the voltage generated on the output of TEG is
slowly decreasing until it reaches the value of 0.08V which is the terminal test
condition as the boost converter stops working. Using the low power rectification
and conditioning circuit allows to charge the ESS even when the voltage of TEG
is negative.

3.2 Power Consumption

The power consumption (in mA) of the CC2650 varies depending on the cur-
rent operating mode and sensors. The several different measurements have been
taken, as it is shown in Table 2. All of the measurements were taken using stan-
dard demo-software available from Texas Instruments. It is worth to mention,
that this software was not optimized on power consumption, and its main aim
is to demonstrate all of the features of the CC2650 SensorTag. Thus the aver-
age power consumption during the tests was 6.12 mA, caused mainly by the
motion sensor. There was significant power consumption during the startup of
the module, thus it is not recommended to switch it to the off state.

As it is shown in Table 2, the power consumption without any optimizations
is unacceptable in the case of maintenance-free energy harvesting based appli-
cation. The standard average is a state when the SensorTag2 with CC2650 is
operating with a standard software and with standard sensor setup.

3.3 Power Optimization

After the optimizations described in Sect. 2.1, the power consumption has been
lowered more than over 95% to 0.3mA. Reducing the advertisinig time interval
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Table 2. Power consumption of evaluated CC2650 SensorTag

Mode Power consumption (mA)

Powering On 12

Standby 0.24

Discovery 2.0

All sensors off 0.24

Temperature sensor 0.80

Barometric sensor 0.50

Motion sensor 4.16

Standard average 6.12

improved the power efficiency the most, lowering the energy consumption to
0.4 mA. Awaking the device periodically to check the connection request instead
of constant monitoring allowed to fall below 0.05 mA of average current con-
sumption. The last two optimizations lowered the power power consumption
to the level of 0.03 mA. This prolonged the lifetime of the module after a single
sterilization to over 10 days, which exceeded the first assumptions of this project
and is enough to power the IoT node in during the sterilization cycles interval.

4 Discussion

Numerous reports, market researches and papers show that digitalization and
IoT will spread through medical industry. What is most important some studies
shows that hospital management information specialists are ready for adopting
the IoT technology in their workplace [23]. In this study we have proved, that
it is possible to power the sensor IoT nodes even in such a harsh environment
as a steam sterilization. More over, it was possible to store the harvested energy
in a save way. This allows us to think about the digitalization of the surgical
equipment. Every single medical sterile container, medical instrument or power
device needs to be sterilized on a regular basis. This opens a lot of possibilities
for the applications like surveillance the sterile status of a container. Integrating
ultra low-power shock sensors brings us the possibility to log the critical events
during the transport. However, further design optimizations and tests of energy-
harvesting modules need to be done, as well as optimization of their power
efficiency. With these issues resolved, it should be possible to reduce the cost
and size of the single module. These two factors plays the key role in medical
and hospital logistics. The results of this work show, that implementing energy
harvesting powered IoT nodes opens possibilities to increase the digitalization
level in the medical facilities resulting in better management, faster logistics
operations, increase in sterile safety. As an end result it could lower the cost and
increase the safety of medical treatment.
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5 Summary

The aim of this study was to examine the possibility of energy harvesting from
steam sterilization process for medical IoT sensor nodes. The results show, that
powering IoT sensor node from autoclave sterilization is possible. Choosing the
right thermoelectrical generator plays a crucial role in the whole design of energy
harvesting device. Together with a heat storage and insulation materials the
physical dimensions and the design can be determined. As it was reviewed, power
storage devices like lithium based batteries and supercapacitors needs to be
insulated and connected with a TEG via DC-DC converter including power
management system. Several different power management topologies have been
reviewed. It was examined that it is possible to store the energy in safe way in a
lithium-based safe batteries or supercapacitors protected with an aerogel-based
insulation. To optimize time of life of the sensor and communication electronics
several optimizations have been made according to the software of the module.
It reduced the energy consumption to the average of 0.04 mA. Thus, the power
generated by a single procedure is sufficient to power the Bluetooth-Low-Energy
module and sensors for over 10 days.
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Abstract. The authors of this paper presented the possibility of using a fuzzy
controller in the conversion factor correction system associated with the energy
meter’s current channel. The accuracy of non-adaptive fuzzy controllers is
significantly affected by the relevant expert knowledge in the form of rules
stored in the database. In order to increase fuzzy controller accuracy, the k-
means clustering method was used to group the input data of the controller (peak
value of the output signal of the energy meter’s current transducer and its
derivative). This analysis can be conducted to extract central points that repre-
sent particular input data groups. Based on computer testing of fuzzy controller
output signals performed by the authors, the assignment of membership func-
tions to the central points of the input data groups should be done by the expert
at the beginning while designing the rules. Additionally, this paper presents the
possibilities of tuning the fuzzy controller by changing its parameters.

Keywords: K-means clustering � Fuzzy controller � Gain corrector

1 Introduction

Based on the Polish Standard PN-EN 50463-2 “Railway applications – Energy mea-
surement on board a train”, DC energy meters were designed in 2013 to record the
energy consumption of electric multiple units [1]. The costs incurred for the energy
consumed are significant in the budget of each railway carrier, so the accuracy of
determination is very important. An indication of the energy consumption of the on-
board meter installed in the electric locomotive cab enables the driver to use the correct
technique for train driving (the so-called eco-driving). Railway carriers frequently
compare electricity consumption of similar railway vehicles operating on a route in
order to avoid uneconomical transport operations.

Modern electric rolling stock is equipped with three-phase inductive drives [2]. The
rotational speed of asynchronous tractionmotors is controlled byDC/AC semiconductor-
type voltage bridge inverters. The method that is used to control the operation of the
electric locomotive drive is based on a sine wave controller with a Space Vector Pulse
Width Modulation (SVPWM), allowing the generation of a sinusoidally variable current
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flow at the output terminals of the inverter (on the AC side) [2]. The input circuit of this
converter (on the DC side) is connected to the contact line via a pantograph. At the
movable contact point of the electric locomotive and the contact line, a dynamically
changing current peak occurs due to the non-linear switching load (high crest factor –
CFi) [3]. This current is measured by a current transducer whose output terminals are
connected to the input of the energy meter’s current channel via an operating amplifier.

In the electric energy transducer, the energy measurement is subject to an error that
can be determined with the following relationship [3]:

dwm ¼ ðCFÞuðCFÞi
UmImPF

dADC ð1Þ

where: (CF)u, (CF)i – crest factor of the voltage and current signals of low-voltage
input signals of the electric energy meter; Um and Im – voltage and current amplitudes
of the above-mentioned input related to rated values; PF – power factor given as the
quotient of active power and apparent power; dADC – resolution error of the ADC
converter in the energy meter’s input channels.

In the measuring circuits of the electric energy meters, it is only possible to influence
the peak of the output signals of the current and voltage transducers by changing their
gain. Operation of the meter with input signals with values close to the reference voltage
level of the ADC converter reduces the error dwm (relationship (1)) during the electric
energy measurement. The deviation of the contact line supply voltage from its rated
value (UN = 3 kV) is minor. Therefore, the voltage transducer is connected to the input
channel of the electric energy meter via an operating amplifier with a selected fixed gain
so that the value of the input signal is close to the upper limit of the measuring range of
the energy meter’s voltage channel. Yet, the change of the peak value of the output
signal of the current transducer covers the entire conversion range of the current input
channel of the electric energy meter. To ensure that electric energy is measured with
high accuracy under railway traction operating conditions, the output signal of the
current transducer should be amplified continuously to reach the upper limit of the input
range of the ADC converter in the energy meter’s input channel.

Manufacturers of electric energy meters use operating amplifiers at the input of the
current channel, with programmable gain factor or those operating in parallel structure
with selected fixed conversion factors. The authors of this paper proposed the use of
smart correction that allows continuous determination of the conversion factor of the
energy meter’s current channel. The operating principle of the fuzzy corrector is
explained later in this paper.

2 Fuzzy Controller in the Automatic Gain Control System
for the Input Values of the Electric Energy Meter

For the conversion factor corrector system associated with the current channel of the
electric energy meter, the authors used three fuzzy controllers operating in parallel
structure (marked in Fig. 1 as F1, F2 and F3). These controllers differ in the input
voltage ranges and the corresponding gain values. The division into voltage input sub-
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ranges results in faster attainment of the desired value level (close to the reference
voltage of the ADC converter of the energy meter’s input channel) by the rising and
falling edges of the signal being measured.

The input signal of the fuzzy controllers is the vector x, which contains the fol-
lowing values: Vin – instantaneous peak output voltage of the current transducer
(marked in Fig. 1 as CT) and its derivative determined numerically in the micropro-
cessor system (MCU) and converted into geometrical degrees. The output signal of the
above-mentioned smart controller is a scalar value representing the desired gain of the
current signal of the energy meter’s input channel (marked in Fig. 1 as Ch1).

The operating principle of the controller is presented in a few steps below. The
input vector – x ¼ vin d

dt vinð Þ� �
of the fuzzy controller is sent to the fuzzifier to be

transformed into a fuzzy set with a specific membership function. The role of the used
membership functions is played by the Gaussian functions defined by the relationship
[4] that, according to the expert, are suitable to achieve a smooth and continuous
hypersurface of the fuzzy controller input/output [4].

lGaussðin; a; bÞ ¼ exp � in� b
a

� �2
" #

ð2Þ

Fig. 1. Block diagram of information propagation in the fuzzy controller in a smart gain
correction system
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where: b – the centre of the membership function (core), a – width of the membership
function, in – input variable of the fuzzy controller.

In the fuzzy inference system, the expert enters complex, intuitive heuristic rules
into the database (Fig. 1 – Database), given by the relationship [4, 5]:

IF Vin is bigð ÞAND d
dt

Vinð Þ is big
� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
p

;

THEN A is smallð Þ|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
k

ð3Þ

where: Vin – crisp value of the voltage output signal of the current transducer (marked
in Fig. 1 as CT), d

dt Vinð Þ- derivative of the above-mentioned signal (expressed in
geometrical degrees), big and small – linguistic values defined as fuzzy sets obtained
from the universe (space within which the set is defined): Vin, d

dt Vinð Þ and A.
The rule used to process the fuzzy information given by the relationship (3)

includes: input values of the controller specified in the complex conjunctive antecedent
(p) connected using the AND conjunction, whereas the consequent (k) indicates the
corresponding gain of the measuring channel – A.

In the fuzzy controller of the corrector system, Mamdani’s inference method was
used, consisting in connecting antecedents and consequents (defined by the symbols p
and k – relationship (3)) with the use of the t-norm operator. On the basis of numerous
experimental computer tests in the computational software – Matlab/Simulink – using
various implication operators, the best results of the input quantity were obtained while
using the Larsene-type t-norm operator, i.e. PROD (product of the antecedents and
consequents [10]). The final stage of the process that determines the smart conversion
factor of the current input channel in the electric energy meter is to have it converted in
the defuzzifier into a crisp value. In this block, due to a short response time, the so-
called Centre of Maximum method was selected, as it performs the operation of
determining the weighted average of the outputs for which the resulting membership
function reaches a maximum of [8, 9].

The operating principle of smart gain corrector is as follows:

1. initial measurement of the peak value of output voltage Vin of the resistor RM of the
energy meter’s current transducer (CT) by the ADC1 system (Fig. 1) and saving it
to the processor memory (MCU) and numerical determination of its derivative;

2. conversion of the input data into the output value A, representing the desired gain,
by the fuzzy controller blocks;

3. conversion of the digital output quantity of the fuzzy controller A into an analogue
value Aa by the DAC converter (Fig. 1);

4. product operation of the analogue signals Vin � Aa and a monolithic multiplier
(MULT – Fig. 1);

5. measurement of the output quantity of the MULT multiplier by the ADC2 converter
(Fig. 1) in the input channel Ch1 of the electric energy meter.
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2.1 Error Minimisation for the Fuzzy Controller

The main factors determining the accuracy of input signal conversion into output signals
in the rule-based fuzzy controllers are, but not limited to, an appropriate number of fuzzy
rules stored in the controller’s base and appropriate spacing of the cores of the mem-
bership functions of fuzzy sets (in the rules) along the input and output axes [4]. For
generation of a fuzzy controller input/output hyperspace in the gain corrector, the applied
method often consists in numerical computation of a series of gain values based on the
relationship A(j) = level/Vin(j) [V/V] (where ‘level’ is the desired input voltage of the
ADC2 converter in the current channel Ch1 of the electric energy meter) for the input
signal Vin changing at a fixed step – j, from 0 V to 5 V. At the determined gain points A
(j), the coresCore(µV(j)(Vin(j))) = 1 of themembership function µVin(j) of the peak voltage
value of the energymeter’s output current transducer are established in the fuzzy setsV(j).
The same number of cores is spaced at 90˚/j steps and Vin(j) for the axis of the fuzzy
controller input space. The lines drawn from the vertices of the membership function
cores create an evenly-intersecting orthogonal grid of the controller plane. In the case of
curved-out input/output areas of the fuzzy system, shorter distances between the nodes
are used in such sectors (the nodes created by the rule stored in the database, given by the
relationship (3) [4]. If the inferencing fuzzy controller of the gain corrector is so designed,
it becomes a universal system able to operate in eachmeasuring channel equippedwith an
ADC converter. Low accuracy of the solution is its disadvantage. According to the
authors, the parameters of the fuzzy controller conversion function should be appropri-
ately selected for a specific application, ensuring more accurate operation.

Due to the high dynamics of changes in the actual current of the contact line under
load applied by modern asynchronous drives, the value of Vin should be continuously
amplified to the value level:

• level1 = 4 V (i.e. 80% of the reference voltage equal to 5 V of the ADC2 converter
in the current channel Ch1 of the electric energy meter) – for the slope in relation to
the time axis of this signal converted into geometrical degrees: from 0˚ (constant
component) to 75˚;

• level2 = 3 V (i.e. 60% of the reference voltage equal to 5 V of the ADC2 converter
in the current channel Ch1 of the electric energy meter) – for the signal with a slope
of >75˚.

The fuzzy controller presented in this paper was designed to operate in the automatic
input-gain control system of the traction current channel of the electric energy meter. For
this purpose, a suitable expert with knowledge and experience in the field of traction
drives was selected. The expert analyses the input data of the fuzzy controller by isolating
the most common clusters of information and selecting their representative and then
transferring the set of rules to the base. With this analysis, it is possible to minimise the
fuzzy controller error by locating the nodes of the input space division grid
X X 2 Vin � d

dt Vinð Þ� �
of the fuzzy controller cluster centres. For this purpose, the fuzzy

system designer uses the analysis method of k-means clustering. The number of data
groups (parameter k) to be obtained is entered by the expert at the beginning of the k-
means algorithm. In the next step, the k representatives of the emerging groups are
randomly selected so that they are as far apart from each other as possible. In the next step
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of the k-means algorithm, all elements of the input universe of discourse of the fuzzy
controller –X are assigned to the closest initial group (cluster). For each group, based on
the arithmetic mean of the coordinates of the elements included, the centre ci (i = 1,…,
k) (centroid) is determined. The next step is to recalculate the allocation of elements to the
groups based on the computed distances from the determined centroids. The new centres
are calculated as long as there is data migration between the adjacent groups. In the k-
meansmethod, an optimum division of data into clusters is provided by the determination
of such groups that minimise the criterion function given by the relationship [6]:

J ¼
Xk

j¼1

Xn

i¼1

xðjÞi � cj
			

			
2

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
dm

ð4Þ

where: dm – distance measure, k – number of groups (clusters), cj -centroid for the
group j, n – size of the set (groups)

The operating mode of the k-means method is shown in Fig. 2 for the input space
of the fuzzy controller, created on the basis of the actual current signal of the contact
line under load (this waveform was published in [7]) and its derivative. The effect of
the applied data clustering is data grouping into clusters from G1 to G5.

Fig. 2. Data grouping of the input space of the fuzzy controller using the k-means method, the
symbols marked on the graph indicate the data included in the group: G1. -▲, G2. -◊, G3.- □, G4.
5 - ●, G6. -�, the centroids of each group (C1, …, C5) are marked as ► (filled with white color)
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Between the cores with the values 60, 65, 70 and 75˚ of the membership function:
ld

dt Vinð Þ1 , …,ld
dt Vinð Þ4 (Fig. 2: axis d

dt Vinð Þ titled “before change”) designated as “before

change”), determined classically for the designed fuzzy controller (without preliminary
input data analysis), there is G1 as an example data group (elements marked with▲), as
shown in Fig. 2. The group is represented by the centroid c1 with its coordinates (c1x,
c1y). According to the authors, the expert should introduce here new membership
functions in the input space of the fuzzy controller µvc1 and µdvc1 with the core for the
Vin axis in the place of the X-coordinate c1x = 72 V and for the d

dt Vinð Þ axis for the Y-
coordinate c1y = 0.2˚ (Fig. 2 axis d

dt Vinð Þ designated as “after change 1”). The output
space of the smart controller remains unchanged. In the controller rule, the function
µvc1 is related to the function µA (fuzzy gain output function) so that the product of their
cores depending on the input voltage slope Vin is close to the level1 or level2 limit. This
type of procedure should be performed for the remaining determined data groups (G2,
…, Gk). It is essential not to exceed the admissible number of rules stored in the fuzzy
controller database, as given by the relationship [4]:

NR ¼ NSð ÞNin ð5Þ

where: NR - number of fuzzy rules, Nin - number of model inputs, NS - number of input
fuzzy sets (identical for each input of the fuzzy controller).

If it is not possible to provide an additional membership function due to the limi-
tation resulting from the relationship (5), the existing cores should be moved accord-
ingly so that the closest one is at the coordinates specifying the centroid of the given
group, as shown graphically in Fig. 2 (axis d

dt Vinð Þ designated as “after change 2”).
The authors completed a computer simulation of the classically designed fuzzy

controller with appropriately spaced membership functions of the universe of dis-
course. Computer analysis is aimed at verifying the usefulness of the k-means method
to obtain segregation of controller input data before entering the rules into the database
of the smart system.

Figure 3a shows two input signals Vin1, Vin2 of the ADC2 converter, obtained by
computer simulation, which are the product of the input value Vin (experimental linear
signal with a slope of 50˚) with the gain generated by the smart corrector. The quantity
Vin1 is a response to the gain of the fuzzy controller whose parameters, such as spacing
of function cores, the associated input plane X, selection of the membership function
type, implication and t-norm operators, were not properly selected and tuned. The
signal Vin2 was generated based on the expert’s additional knowledge of the most
common data clusters in the input space of the fuzzy controller.
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The waveform Vin2 (Fig. 2), generated by the classically designed fuzzy controller
with tuned parameters and excellent knowledge, is qualitatively better than the
waveform Vin1. Properly selected membership functions provided the elimination of the
peak while switching between the adjacent controllers operating in parallel structure –
see Fig. 3a. Figure 3b shows the same waveforms as in Fig. 3a with marked vertical
ranges r whose length is equal to the difference between the desired input value of the
ADC2 converter and the value generated by the smart gain corrector (Fig. 3c).

In the computer simulation program, a set of linear signals of different slopes (from
0˚ to 89˚ at a step of 5˚) was applied to the input terminals of the classically designed
smart conversion corrector with tuned parameters. The tests indicate that the corrector
with the tuned parameters made it possible to reduce the difference between the
level1 = 4 V and the input signal (Vin2) of the ADC2 converter by approaching the
level1 by the maximum value of De = 0.63 V in relation to the output signal (Vin1) of
the classically designed corrector (increasing the use of the dynamic range of ADC2 by
15.75%).

The actual output signal from the traction current transducer CT [7] with a maxi-
mum raising rate of 420 V/µs was applied to input terminals of the gain corrector in
Fig. 1. Reducing the required voltage input level to level2 for signals featuring such
high dynamics protects against the loss of the information measured by the measuring
system. Figure 4 shows two waveforms (Vin3 and Vin4) being the product of the
response of the fuzzy controller with classically selected and tuned parameters (based
on the results obtained from the k-means algorithm) and the voltage signal across the
resistor RM of the CT transducer as generated by the actual current of the traction
contact line under load.

In Fig. 4, the horizontal line marked with the variable level2 means the limit value

Fig. 3. Signal waveforms: (a) input Vin1, Vin2 of the ADC2 converter, (b) error range, (c) the
difference between the signal and the full matching – output level1 and the multiplier
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for dynamic waveforms, enabling the measurement without any loss of the measured
information (signal value higher than the reference voltage of the ADC2 converter).
The correctness of the appropriate spacing of support points (nodes) of the input/output
plane of the fuzzy controller operating in the gain corrector is proved by the waveform
Vin2, located below the value level2 in Fig. 4.

The quality of the smart amplification corrector with the tuned parameters, as
shown in Fig. 1, is much better than that of the classically designed corrector system,
with respect to the dynamically changing signal at the input terminals. For this signal,
the computer program was used for numerical determination of the maximum differ-
ence between the required level2 = 3 V, which was equal to approx. 1.2 V for the
classically designed controller (Fig. 4, marked with the z symbol), while the perfect
knowledge corrector reduced that value to the level of 0.2 V, within the same area of
operation.

3 Summary

This paper presents a block diagram and the operating principle of the conversion
factor corrector system [11] associated with the electric energy meter’s current channel.
The proposed system is suitable for continuous generation of a value representing the
desired gain of the input signal of the energy meter’s current channel. To design the
fuzzy controller, intuitive rules of conduct formed by the expert were used. The
experienced operator’s excellent knowledge acquired by means of an analysis of input
data clusters provides significant support in improving the quality of output signal
generation by the smart corrector. The method selected to group the input data of the k-
means fuzzy controller allowed the appropriate setting of the membership function
cores along the axis of the input plane. The completed computer testing of the rule-

Z

Fig. 4. Voltage waveforms: Vin3, Vin4 of input ADC2 transducer of the current ch1 channel
(Fig. 1) of the electric energy meter, resulting from the product with the conversion factor of the
fuzzy controller featuring the input/output plane designed classically and tuned based on the
results of the k-means algorithm.
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based gain control algorithm with appropriately shifted cores of the membership
functions have shown effectiveness with respect to every input signal.

The application of the Gaussian rule-based gain control function allows significant
limitation of the peak of the transducer input voltage (Fig. 3a) of the electric energy
meters’ current channel at the instant of switching between the controllers operating in
parallel structure.
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Abstract. In this paper the instrumental components in the uncertainty of
extreme observations are analyzed and quantitatively evaluated. In practice this
method can be used to evaluate the uncertainty results of testing products, when
during testing the most informative parameter is not the arithmetic mean but the
extreme (minimal or maximal) observation. In the paper two main components
of the uncertainty for such testing are studied: the statistical component - the
variation of the measured parameter of a few tested specimens and the instru-
mental component - uncertainty of the measurement result of the appropriate
parameter for each tested specimen. It is shown that the uncertainty of extreme
observations depends in different ways on systematic and random effects in the
measurements. If the standard uncertainty evaluated using the type B method
(instrumental components) does not exceed (approximately) 1/3 of the standard
uncertainty determined using the type A method (deviation values of observa-
tions), then the value of a coefficient which is used to calculate one-side
expanded uncertainty of extreme observation can be determined approximately
using a simplified method based on the ratio of both components of the standard
uncertainty. The results of the research can be used to evaluate the uncertainty
results in the quality testing of a wide variety of products in industry, agriculture
and medicine when the result of the test depends on the minimum or maximum
value of the parameter in the tested specimens.

Keywords: Measurement � Random � Systematic effects � Uncertainty
Extreme (minimal, maximal) observation � Monte carlo method

1 Introduction

In all industries it is very important to perform the continuous testing of the quality of the
process of making of the wares or products. Such testing is carried in accordance with the
requirements of regulatory documentations, which are established by the legislation and
which take into account the specifics of product. Usually only limited number of the
specimens (typically n = 5 .. 10) of the product which are selected randomly are tested
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[1, 2]. In particular this applies to testing in which the specimens are destroyed. The
testing procedures are based on the statistical processing results of the measurement of of
the appropriate parameter of these specimens [1, 2]. Therefore the quality of the mea-
surements may directly affect the result of testing the product quality.

In practice of quality testing there are cases when the extreme observation: minimal
value xmin = x1 - first after sorting or maximal value xmax = xn - last after sorting
(Fig. 1) is most important from the point of view of product quality. For example in
testing the mechanical properties of some products such as the elongation and tensile
strength of wire rope or another metal and plastic product etc. only the minimal
observation (most unreliable) from a few tested specimens is taken into account [3].
When testing medications, foods, etc. for which the maximal content of harmful
contaminations is most important, only the observation with a maximal value of a
testing parameter should be compared with the critical limit value. The result of such
testing is obtained by comparing the appropriate extreme observation with an allowable
(critical) value (Fig. 1).

The problem of testing quality based on the extreme observations in its essence is
very close to the problem of testing outliers [4–7]. In both tasks more often the best
estimate of location m (for example, arithmetic mean) and scale s (for example,
experimental standard deviation) parameters of a sample of size n are determined and
the value of the ratio x� � mj j=s (where x⁎ is suspected observation, minimal or
maximal) is compared with a known critical value xcr. However, between these issues
there are significant differences, among others in the following.

(i) When we test the outliers, it doesn’t matter what observation (minimal or
maximal) will be detected as an outlier and will be rejected. Instead, depending
on the content of the quality testing of a particular product only one side defines
extreme observation: minimal (if the value of the tested parameter satisfies
condition xmin � xcr;min) or maximum (if the value of the tested parameter sat-
isfies condition xmax � xcr:max), but not both. For example, in the tests of men-
tioned above the mechanical properties of some products such as elongation and
tensile strength, metal or plastic products only the minimal observation is taken
into account and the maximal observation in this case is not analyzed. When
testing for the content of harmful contaminations in medications, foods, etc. the
maximal observation is compared with the maximal critical value, the minimal
observation in this case is not analyzed.

(ii) The difference in these problems lies also in their ultimate goal: in outliers
testing the detected observation with a “gross error” is removed from the sample
and further processing is carried out without this observation. Here critical

Values of
observations

x1 – Up,low(x1) xn + Up,high(xn)

xcr.,min xcr.,maxxmin = x1 xmax = xn

Fig. 1. Comparison of extreme observations with allowable (critical) values
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values which are used for comparison with suspected observations depend only
on the distribution, number of registered observations and significant level. In
other words the critical value has a statistical meaning.
When we test the quality of a particular product, it is clear that critical value
depends on the qualitative requirements, but also often depends on the
requirements of health and life security. When during testing the defective
specimen is found often not only this specimen but the whole party of products
may also be rejected.

(iii) Classical testing methods of outliers are based on statistical analysis of random
observations and do not take into account the systematic effects in observations.
Because testing the quality of the products is based on the results of measure-
ment of appropriate parameter for the few specimens, therefore the instrumental
components of uncertainty in the measurement results, which are caused by
random and systematic effects, must be taken into account. Sometimes, the
uncertainty in measurements is comparable to the effect of the variation of
observations.

In this article the issues concerning the impact of random and systematic effects in
measurement results onto correctness of the test result, which is based on an extreme
observation, are analyzed. An important aspect of this issue is that when we compare
the extreme value with a critical value we must take into account the uncertainty of
measurement result of extreme observation:

xmin � Up xminð Þ� xcr;min or xmax þUp xminð Þ� xcr;max ð1Þ

where Up xminð Þ and Up xmaxð Þ are the expanded uncertainties of xmin and xmax.
Because in such testing the key result is the extreme value of a few observations,

therefore it is impossible to use directly the classic methodology [8] of Type A eval-
uation of uncertainty, which is applied to the arithmetic mean value but not to the
extreme value.

We assume in the following that observations are obtained from the population
with a symmetric distribution. Therefore, the standard uncertainty of the maximal
observation will be the same as that for the minimal: u x1ð Þ ¼ u xnð Þ ¼ u x�ð Þ, and also
the left one-side expanded uncertainty Up xminð Þ of minimal observation and right one-
side of maximal observation Up xmaxð Þ are equal: Up xminð Þ ¼ Up xmaxð Þ ¼ Up x�ð Þ.

For the given distribution px xð Þ it is easy to determine the distribution px� x�ð Þ of
extreme observation x� by well known dependence based on order statistics [9], here
first x� ¼ x1 or last x� ¼ xn. In [10, 11] it was shown, that taking into account only the
statistical dispersion of the observations (without instrumental component) expectation
and standard deviation of extreme observation are equal to:

lx� ¼ lx þm0; 1rx; rx� ¼ r0; 1 � rx; ð2Þ

where µx and rx are the expectation and standard deviation of x; m0; 1 and r0; 1 are the
expectation and standard deviation of x� when distribution of population px xð Þ is
normalized: expectation lx ¼ 0, standard deviation rx ¼ 1.
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Using estimated values of arithmetic mean �x of µx and experimental standard
deviation sx we can evaluate the estimate mx� of x� and its standard uncertainty [10]:

mx� � �xþm0; 1sx; uA x�ð Þ � r0; 1 � sx; ð3Þ

However, because the parameters of population (µx, rx) are unknown, calculation
of the expanded uncertainty Up x�ð Þ using distribution px� x�ð Þ and estimated values x
and sx for a small number of observations (n � 5 .. 10) may be very inaccurate. Also
it is not possible to use asymptotic dependencies px� x�ð Þ for a large n ! ∞ [12],
because the number of observations is usually limited.

For indirect evaluation of expanded uncertainty Up x�ð Þ the following ratio:

zx� ¼
x� � �x
sx

ð4Þ

can be used. Distribution px� zx�ð Þ does not depend on x and sx but depends only on the
distribution of population px xð Þ and number of observations n.

The critical value kzx� pð Þ of zx� for the one side confidence level p can be calculated
from the solution of the following equation:

F� kzx� pð Þð Þ ¼ 1� p: ð5Þ

where F� kð Þ ¼ R k�1 px� zð Þdz is a cumulative function.
From (4) and (5) using (3) we can determinate the approximate value of one-side

expanded uncertainty Up x�ð Þ of x�:
Up x�ð Þ � kzx� pð Þþm0;1

� � � sx ¼ kx� pð Þ � sx; ð6Þ

where kx� pð Þ ¼ kzx� pð Þþm0;1.
The range of random value z� in (3) is independent of the type of px xð Þ and equals

� n� 1ð Þ= ffiffiffi
n

p � z1 � � 1=
ffiffiffi
n

p
((for zx� ¼ zxn this range is symmetrical) and consists of

n – 2 parts [10]. For example, when px xð Þ is normal and n = 5 then the distribution of
px1 z1ð Þ consists of the three parts:

px1 z1ð Þ ¼ 5
ffiffiffi
5

p

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�

ffiffi
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p
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ffiffi
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q
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where /3 z1ð Þ ¼ Rarcsin 1
3ð Þ

arcsin
ffiffi
5
3

p
�
ffiffi
5

p
4 z1

	 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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ffiffi
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p
4 z1
� �2q
 � arcsin

ffiffiffi
2

p
arctg xð Þ� �

cos xð Þdx.
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For a limited number of observations (for example n = 5 .. 10) the most important
is the first part of this range within bounds [10]:

zb;1 ¼ � n� 1ð Þ� ffiffiffi
n

p
; zb;2 ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n� 1ð Þ n� 2ð Þ=2n

p
: ð8Þ

For normally distributed n = 5 observations the cumulative function is [10]:

Fx� zx�ð Þ ¼ 5
p

ffiffiffi
5

p

4
zx�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�

ffiffiffi
5

p

4
zx�

 !2
vuut þ arcsin

ffiffiffi
5

p

4
zx�

 !
þ p

2

2
64

3
75: ð9Þ

Using (9) in (4) gives the values of kz� pð Þ, which for n = 5 and n = 10 are shown in
the first row of Table 1. To verify the correctness of the obtained results we compared
the value of kz� pð Þ (4) with the critical value Gr n; pð Þ which is used to detect outliers
for the normally distributed observations by the one sided Grubbs’ test [4]:

Gr n; pð Þ ¼ n� 1ffiffiffi
n

p �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

t21�p
n ;n�2

n� 1þ t21�p
n ;n�2

vuut ; ð10Þ

where ta
2;n�2 is a square of the value of the Student’s t - distribution with n - 2 degrees

of freedom that corresponds to the a/2 = (1 - p)/2 quantile.
In general, for an arbitrary distribution px xð Þ determining distribution px� zx�ð Þ and

also kzx� pð Þ is quite a complex task. The values of kzx� pð Þ and kx� pð Þ for population
distributions other then the normal, with different number of observations (n = 5..10)
have been determined by the Monte-Carlo method [13].

Obviously, random Dr and systematic Ds effects in measurement results

yi ¼ xi þDri þDs ð11Þ

cause different effects on the uncertainty of extreme observations. These effects deform
the distribution px xð Þ of the observations (in general p yð Þ 6¼ p xð Þ), as well as the
distribution p� z�ð Þ of ratio (4) and, as a result, the values of kzx� pð Þ and kx� pð Þ.
Therefore, the impact of these effects will be studied separately. We assume that the
component of uncertainty in measurements is evaluated by method A – standard
uncertainty uA x�ð Þ ¼ sx and by the method B - combined standard uncertainty ucB x�ð Þ.

1.1 Analysis of the Random Effects

Here it is assumed that measurement results yi of all n investigated specimens with
random values xi have the independent random instrumental component Dri, i.e.:

yi ¼ xi þDri: ð12Þ

In (12) the minimal y� ¼ y1 ¼ min xi þDrið Þ and maximal y� ¼ yn ¼ max xi þDrið Þ
values, the arithmetic mean �y ¼ �xþ �Dr (where Dr is an arithmetic mean of Dr) and the
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standard deviation sy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
s2x þ s2r

p
(where sr is a standard deviation of Dr) of obser-

vations depend on both random components. Therefore the ratio zy� is not equal to the
ratio zx� (4):

zy� ¼
y� � y
sy

6¼ zx� : ð13Þ

Due to the mutual independency of x and Dr with distribution pr Drð Þ the density of
the distribution py yð Þ of sum (12) is a convolution of both distributions:
py yð Þ ¼ px xð Þ 	 pr Drð Þ. Distribution py yð Þ at the first step is used for the determination
of the distribution py� zy�

� �
of ratio (13), which at the second step is used to determine

the value of the values of kzy� pð Þ from (5). The expanded uncertainty Up y�ð Þ of y� is
calculated from (6).

This problem is simplified when both distributions px xð Þ and pr Drð Þ are normal,
then distribution py yð Þ is also normal, like distribution py� zy�

� �
. Due to this the value of

kzy� pð Þ is the same as kzx� pð Þ. When px xð Þ is normal and pr Drð Þ is uniform, or vice
versa, then the distribution py yð Þ of sum (11) becomes a Flatten-Gaussian distribution,
the properties of which are analyzed in detail in [13, 14]. But for the calculation of
kzy� pð Þ and ky� pð Þ we need to determinate the distribution py� zy�

� �
of the ratio (13). In

practice the calculation of the distribution py� zy�
� �

in such cases is very complicated.
To solve these problems and for test the quality of the results obtained we used the

Monte Carlo (MC) method [15]. The number of MC trials is 105, expectation mx = 0
standard deviation rx = 1; px xð Þ and pr Drð Þ, normal and uniform in four combinations,
ratios ar ¼ rr=rx : 1=5; 1=4; 1=3; 1=2; 1, one-sided confidence level p = 0.90; 0.925; 0.95;
0.975; 0.99.

The values of ky� pð Þ for n = 5 and n = 10 are presented in Table 1. In this table we
can see that when n = 5 for each value of confidence level p, for all values of ratio
ar ¼ rr=rx and all combinations of distributions the differences between the ky� pð Þ and
ky� pð Þ ar¼0j (first rows in Table 1) do not exceed approximately 0.7%.

When n = 10 the maximal difference does not exceed about 9%. When the ratio
ar ¼ rr=rx does not exceed 1/3, which in practice is usually met, then the difference
between the ky� pð Þ and ky� pð Þ ar¼0j (rows in Table 1 for ar ¼ 0) does not exceed
approximately 3%. Besides, when the convolution of px xð Þ and pr Drð Þ is not normal,
the difference between the ky�;norm pð Þ and ky�;norm pð Þ (row in Table 1 for ar ¼ 0 and
normal px xð Þ) does not exceed about 1.2% when n = 5 and 9.5% when n = 10. It is
well known [8] that when the number of the observation is limited (n � 5 .. 10) the
value of an experimental standard deviation sy and also of a Tape A standard uncer-
tainty uA yð Þ has essential uncertainty: for n = 5 observations it is 36% and for n = 10
observations it is 24%. Therefore in the first approximation it is possible to use
ky� pð Þ � ky�;norm pð Þ from a normal distribution (10), because using this assumption
caused uncertainty a few times smaller than the Type A uncertainty uA yð Þ.
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1.2 Analysis of the Systematic Effects

The systematic effect Ds with distribution ps Dsð Þ causes the identical (but unknown)
offset in all observations:

yi ¼ xi þDs: ð14Þ

Therefore, the mean value also has the same offset �y ¼ �xþDs but the standard
deviation sy remains without change: sy ¼ sx. Therefore the value of the ratio zy� (4)
does not change, i. e., is equal to the ratio zx� :

zy� ¼ y� � �y½ 
�sy ¼ x� þDs� �xþDsð Þ½ 
=sx ¼ zx� : ð15Þ

As a result, the density of distribution of zy� is the same as distribution of zx� , i.e.,
py� zy�
� � ¼ px� zx�ð Þ. In any experiment after calculating the mean value �y ¼ �xþDs and

Table 1. The values of ky� pð Þ as functions of ar ¼ rr=rx, n = 5, n = 10.

p 0.90 0.925 0.95 0.975 0.99 0.90 0.925 0.95 0.975 0.99

ar px xð Þ- normal, pr Drð Þ- uniform,
n = 5

px xð Þ- normal, pr Drð Þ- uniform,
n = 10

0 1.602 1.635 1.671 1.715 1.749 2.036 2.098 2.176 2.290 2.410
1/5 1.600 1.632 1.670 1.714 1.749 2.036 2.099 2.176 2.287 2.407
1/4 1.602 1.634 1.671 1.714 1.747 2.035 2.097 2.177 2.290 2.409
1/3 1.602 1.636 1.673 1.716 1.750 2.033 2.094 2.170 2.287 2.406
1/2 1.601 1.635 1.672 1.716 1.749 2.028 2.087 2.166 2.279 2.398
1/1 1.597 1.631 1.668 1.711 1.746 1.998 2.057 2.134 2.245 2.369

px xð Þ-uniform, pr Drð Þ- uniform,
n = 5

px xð Þ-uniform, pr Drð Þ- uniform,
n = 10

0 1.583 1.623 1.664 1.715 1.583 1.824 1.883 1.962 2.090 2.234
1/5 1.583 1.621 1.665 1.713 1.749 1.842 1.900 1.977 2.101 2.247
1/4 1.585 1.623 1.665 1.711 1.747 1.856 1.912 1.989 2.108 2.251
1/3 1.585 1.623 1.664 1.711 1.748 1.873 1.930 2.006 2.127 2.261
1/2 1.586 1.622 1.664 1.712 1.746 1.911 1.966 2.04 2.153 2.279
1/1 1.591 1.625 1.663 1.709 1.745 1.955 2.012 2.085 2.199 2.325

px xð Þ uniform, pr Drð Þ - normal,
n = 5

px xð Þ uniform, pr Drð Þ - normal,
n = 10

0 1.583 1.623 1.664 1.715 1.750 1.824 1.883 1.962 2.090 2.234
1/5 1.583 1.623 1.667 1.715 1.749 1.845 1.902 1.979 2.101 2.245
1/4 1.583 1.624 1.667 1.715 1.749 1.845 1.902 1.979 2.101 2.245
1/3 1.583 1.623 1.665 1.713 1.747 1.879 1.936 2.010 2.131 2.270
1/2 1.586 1.623 1.663 1.711 1.746 1.916 1.972 2.047 2.158 2.291
1/1 1.595 1.629 1.668 1.713 1.747 1.992 2.050 2.129 2.245 2.371
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standard deviation of observations sy ¼ sx the value of the extreme observation y� may
be presented as:

y� ¼ xþ zx� � sx þDs ¼ xþ zx� þDs
�
sy

� � � sy ¼ xþ zys� � sy; ð16Þ

where zys� ¼ zx� þDs
�
sy.

Assuming mutual independence of zx� and Ds the distribution pys� zys�
� �

is a con-
volution of px� zx�ð Þ and sy � ps Ds

�
sy

� �
. For example, when distribution ps Dsð Þ is uni-

form (range �Dlim, standard deviation rDs ¼ Dlim
� ffiffiffi

3
p

) then for distribution px� zx�ð Þ (7)
and cumulative function (8) the convolution pxs� zxs�ð Þ ¼ px� zx�ð Þ 	 sx � ps Ds

�
sy

� �� �
is

given as:

pys� zys�
� � ¼ sy

2
ffiffiffi
3

p
rDs

Fx� zy� þ
ffiffiffi
3

p
rDs
sy


 �
; pys� zys�

� � ¼ sy
2
ffiffiffi
3

p
rDs

Fx� zy� þ
ffiffiffi
3

p
rDs
sy


 �
¼ zymin :

ð17Þ

The critical value kzys� pð Þ, which reflects the systematic effects, may be determined
after substitution (17) in (5) as:

sy
2
ffiffiffi
3

p
rDs

�
Zkzys� pð Þ

zymin

Fx� zy� þ
ffiffiffi
3

p
rDs
sy


 �
dzxs� ¼ 1� p: ð18Þ

Table 2 presents the values of kzys� pð Þ when ps Dsð Þ is uniform and px xð Þ is normal
(px� zx�ð Þ and as : 1=5; 1=4; 1=3; 1=2; 1. By calculation of discrete convolution the critical
values kzys� pð Þ were determined when ps Dsð Þ is normal (Table 2). Because the value of
kzys� pð Þ depends on the ratio as ¼ rDs

�
sy ¼ ucB yð Þ = uA yð Þ for arbitrary combinations

of distributions px xð Þ and ps Dsð Þ analytical calculation of the critical value kzys� pð Þ is
very difficult or often even impossible. If the systematic effect is not significant:
rDs
�
sy\\1, then kzys� pð Þ ! kzx� pð Þ, where values of kzx� pð Þ are determined when

as ¼ 0. Values of kzx� pð Þ are shown in the first row of Table 2.
The value of kzys� pð Þ may be expressed by the known value of kzx� pð Þ as:

kzys� pð Þ ¼ kzx� pð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ bp

rs
ry


 �2
s

¼ kzx� pð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ bp

ucB yð Þ
uA yð Þ


 �2
s

; ð19Þ

where

bp ¼
uA yð Þ
ucB yð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kzys� pð Þ
kzx� pð Þ


 �2

�1

s
¼ 1

as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kzys� pð Þ
kzx� pð Þ


 �2

�1

s
ð20Þ
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is the factor by which the impact of the systematic effect on the combined standard
uncertainty of extreme observation y� is taken into account:

uc y�ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2A yð Þþ bpucB yð Þ� �2q

¼ uA yð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ bp

ucB yð Þ
uA yð Þ


 �2
s

: ð21Þ

In many practical measurement situations the knowledge about the distribution
ps Dsð Þ of the systematic effect is limited, therefore as uncertainty uA yð Þ Type B
evaluation of standard uncertainty ucB yð Þ is also not precise. Thus the value of bp in
(20) depends on the ratio kzys� pð Þ�kzx� pð Þ but kzys� pð Þ in turn depends on the ratio of the
standard uncertainties ucB yð Þ=uA yð Þ and also distributions px xð Þ and ps Dsð Þ. For these
reasons in general the value of bp in (20) may be determined only approximately. As a
result of this the one-side limit y�;lim pð Þ of extreme y� in (16) may also be determined
only approximately:

y�;lim pð Þ � yþ kzx� pð Þ � uc y�ð Þ�; ð22Þ

The approximated values of bp for the four combinations of the uniform and normal
distributions px xð Þ and ps Dsð Þ when as : 1=5; 1=4; 1=3; 1=2; 1, n = 5, and n = 10 are
determined by the Monte Carlo method (number of trials 105) and are presented in
Table 3. In practice the value of the component of standard uncertainty ucB yð Þ eval-
uated by method type B usually satisfies the condition: ucB yð Þ=uA yð Þ � � 1=3. From
Table 3 we can see that under such conditions, the changes of the values bp relative to
the central values bp when as ¼ 1=4 are: from 4.2% to 8.6% when n = 5 and from
2.8% to 5% when n = 10. These differences are a few times less than uncertainty of

Table 2. The values of kzys� pð Þ, n = 5.

p 0.90 0.925 0.95 0.975 0.99

as = 0 -1.602 -1.635 -1.674 -1.717 -1.748
as ps Dsð Þ- uniform
1/5 −1.667 −1.727 −1.789 −1.874 −1.954
1/4 −1.721 −1.776 −1.842 −1.936 −2.024
1/3 −1.803 −1.865 −1.941 −2.045 −2.144
1/2 −1.990 −2.064 −2.154 −2.276 −2.393
1/1 −2.634 −2.737 −2.856 −3.020 −3.175
as ps Dsð Þ- normal
1/5 −1.669 −1.718 −1.779 −1.870 −1.969
1/4 −1.708 −1.763 −1.833 −1.938 −2.055
1/3 −1.784 −1.850 −1.935 −2.063 −2.209
1/2 −1.961 −2.050 −2.165 −2.341 −2.544
1/1 −2.561 −2.724 −2.936 −3.262 −3.639
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Type A uncertainty uA yð Þ. Therefore it is possible to use the interpolated value of bp,
when the value of ratio ucB yð Þ=uA yð Þ ¼ as differs from the values presented in Table 3.

The algorithm of determination of the one-side limit y�;lim pð Þ of extreme y� is
described below. At first after estimation of the standard uncertainties uA yð Þ and ucB yð Þ
is determined the ratio ucB yð Þ=uA yð Þ ¼ as. During the second step this value is used to
choose (in Table 3) the appropriate value bp. On the third step the one-side limit
y�;lim pð Þ of extreme y� is determined by (22) using combined uncertainty

uc y�ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2A yð Þþ bpucB yð Þ� �2q

. One-side expanded uncertainty Up y�ð Þ is determined

from (6).

Table 3. The values of bp, n = 5, n = 10.

p 0.90 0.925 0.95 0.975 0.99 0.90 0.925 0.95 0.975 0.99

as px xð Þ - normal, ps Dsð Þ- uniform,
n = 5

px xð Þ - uniform, ps Dsð Þ- normal,
n = 5

1/5 1.548 1.701 1.903 2.202 2.491 1.390 1.517 1.723 2.062 2.502
1/4 1.570 1.697 1.849 2.095 2.330 1.429 1.540 1.718 2.014 2.391
1/3 1.549 1.646 1.769 1.949 2.124 1.440 1.539 1.687 1.939 2.254
1/2 1.474 1.541 1.624 1.745 1.868 1.399 1.489 1.614 1.816 2.068
1 1.305 1.342 1.385 1.449 1.515 1.248 1.327 1.432 1.599 1.804

px xð Þ - normal, ps Dsð Þ- normal,
n = 5

px xð Þ - uniform, ps Dsð Þ- uniform,
n = 5

1/5 1.461 1.613 1.817 2.173 2.586 1.447 1.590 1.804 2.115 2.444
1/4 1.479 1.617 1.797 2.105 2.467 1.488 1.600 1.772 2.024 2.287
1/3 1.470 1.588 1.748 2.006 2.314 1.496 1.579 1.705 1.891 2.09
1/2 1.412 1.513 1.645 1.858 2.113 1.452 1.505 1.583 1.706 1.841
1/1 1.247 1.333 1.443 1.618 1.825 1.305 1.333 1.370 1.428 1.498
p 0.90 0.925 0.95 0.975 0.99 0.90 0.925 0.95 0.975 0.99
as px xð Þ - normal, ps Dsð Þ- uniform,

n = 10
px xð Þ - uniform, ps Dsð Þ- normal,
n = 10

1/5 1.135 1.182 1.239 1.407 1.527 1.458 1.481 1.496 1.525 1.534
1/4 1.173 1.216 1.268 1.399 1.505 1.435 1.462 1.491 1.527 1.544
1/3 1.187 1.226 1.272 1.365 1.444 1.400 1.433 1.470 1.449 1.546
1/2 1.172 1.201 1.229 1.285 1.334 1.322 1.367 1.414 1.472 1.524
1/1 1.067 1.081 1.094 1.113 1.127 1.150 1.202 1.262 1.340 1.412

px xð Þ - normal, ps Dsð Þ- normal,
n = 10

px xð Þ - uniform, ps Dsð Þ- uniform,
n = 10

1/5 1.124 1.182 1.248 1.423 1.569 1.458 1.472 1.478 1.483 1.479
1/4 1.159 1.209 1.274 1.420 1.467 1.448 1.456 1.467 1.472 1.473
1/3 1.171 1.219 1.282 1.406 1.531 1.411 1.426 1.431 1.436 1.432
1/2 1.145 1.195 1.256 1.362 1.475 1.348 1.357 1.362 1.358 1.344
1/1 1.029 1.081 1.143 1.240 1.342 1.195 1.202 1.200 1.187 1.163
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Because, as was mentioned above from (19) and (20) the values of the bp and
kzys� pð Þ may be determined only approximately, the quality of the proposed approxi-
mation was tested by the Monte-Carlo method (105 trials). The number of observations:
n = 5 and n = 10. Four combinations of normal and uniform distributions px xð Þ and
ps Dsð Þ of both components were investigated. In each investigation the values of bp
were taken from Table 3 for five values of confidence level p: 0.90, 0.925, 0.95, 0.975,
0.99 and five values of ratio as : 1=5; 1=4; 1=3; 1=2; 1. The random observations were
generated with standard deviations sy and rDs of both components which corresponded
to the value of bp. The critical values kzys� pð Þ were determined from (19) using cor-
responding values of bp and as.

Table 4. The values of pMC

p 0.90 0.925 0.95 0.975 0.99 0.90 0.925 0.95 0.975 0.99

as px xð Þ - normal, ps Dsð Þ- uniform,
n = 5

px xð Þ - uniform, ps Dsð Þ- normal,
n = 5

1/5 0.902 0.929 0.956 0.980 0.992 0.901 0.926 0.951 0.977 0.991
1/4 0.903 0.930 0.955 0.979 0.992 0.903 0.928 0.953 0.977 0.992
1/3 0.908 0.934 0.959 0.981 0.992 0.905 0.929 0.953 0.977 0.991
1/2 0.911 0.935 0.959 0.980 0.991 0.907 0.931 0.954 0.977 0.991
1 0.914 0.938 0.959 0.979 0.990 0.905 0.929 0.953 0.977 0.990

px xð Þ - normal, ps Dsð Þ- normal,
n = 5

px xð Þ - uniform, ps Dsð Þ- uniform,
n = 5

1/5 0.90 0.926 0.952 0.977 0.992 0.900 0.927 0.952 0.978 0.992
1/4 0.903 0.928 0.954 0.978 0.991 0.902 0.929 0.955 0.980 0.992
1/3 0.905 0.93 0.954 0.978 0.991 0.904 0.930 0.956 0.980 0.992
1/2 0.907 0.932 0.954 0.977 0.991 0.909 0.933 0.957 0.979 0.991
1 0.908 0.931 0.954 0.977 0.990 0.909 0.934 0.957 0.980 0.991
p 0.90 0.925 0.95 0.975 0.99 0.90 0.925 0.95 0.975 0.99
as px xð Þ - normal, ps Dsð Þ- uniform,

n = 10
px xð Þ - uniform, ps Dsð Þ- normal,
n = 10

1/5 0.900 0.925 0.951 0.976 0.991 0.902 0.926 0.951 0.977 0.991
1/4 0.901 0.925 0.950 0.976 0.990 0.904 0.929 0.953 0.977 0.990
1/3 0.902 0.927 0.951 0.976 0.991 0.906 0.930 0.954 0.974 0.991
1/2 0.905 0.930 0.954 0.978 0.991 0.908 0.932 0.955 0.978 0.991
1 0.906 0.931 0.955 0.978 0.991 0.904 0.929 0.953 0.977 0.991

px xð Þ - normal, ps Dsð Þ- normal,
n = 10

px xð Þ - uniform, ps Dsð Þ- uniform,
n = 10

1/5 0.900 0.924 0.950 0.976 0.990 0.902 0.926 0.951 0.976 0.990
1/4 0.901 0.926 0.951 0.976 0.990 0.903 0.927 0.952 0.976 0.990
1/3 0.900 0.925 0.951 0.976 0.991 0.903 0.927 0.952 0.976 0.991
1/2 0.901 0.926 0.950 0.975 0.990 0.905 0.930 0.954 0.979 0.992
1 0.904 0.928 0.952 0.976 0.991 0.907 0.931 0.955 0.979 0.993
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During investigations the estimates pMC of confidence levels were determined when
y� achieved the critical limits y�;lim pð Þ the values of which are calculated by (22)
according to the known values of kzys� pð Þ. The estimated values pMC are given in
Table 4.

From Table 4 we can see that when the number of the observation is n = 5 esti-
mated confidence levels pMC differ from assumed values p less than 1.6% when px xð Þ is
normal and ps Dsð Þ is uniform. In others cases the differences between pMC and p do not
exceed 1%. Thus simulation test results confirm the effectiveness of the proposed
method.

1.3 Conclusion

In cases when the results of testing product quality depend on the extreme (minimal or
maximal) value of the parameter in the tested specimens, for uncertainty evaluation of
the test result we must use another methodology than the classic methodology [8] of
Type A evaluation of uncertainty, which is applied to the uncertainty of the arithmetic
mean.

Because the uncertainty of testing result depend not only on the dispersion of the
measured parameter of a few specimens but also depends on the random and systematic
effects in measured results, therefore these effects should be taken into account. Ran-
dom and systematic effects in measured results affect the uncertainty of the extreme
values differently. Random effects alter the distribution of the measured observations,
and systematic effects alter the distribution of the ratio zx� ¼ x� � xð Þ = sx. Therefore
different analyses of random and systematic effects are used in this article.

The key parameter determining the critical values for the extreme values is kz� pð Þ,
whose value depends on the combination of distributions px xð Þ, pr rð Þ and ps Dsð Þ and
the values of the standard deviation of the tested parameter (rx) and measurement
results (rr,rDs).

The exact analytical solution for the evaluation of the uncertainty of extreme values
by the determination of kz� pð Þ is usually possible only in limited cases, such as when
measured observations have a normal distribution. In other cases, the Monte-Carlo
method should be used. The influence of different combinations of distributions
(normal - uniform) of tested parameters and random and systematic components and
also the influence of the values of standard deviation of both components on the
uncertainty of extreme value were investigated.

The research results have shown that if the random and systematic components in
measured results match to conditions: ar ¼ rr=rx � � 1=3, as ¼ rDs=rx � � 1=3
then the approximate values of kz� pð Þ may be determined from a normal distribution
(10) (ky� pð Þ � ky�;norm pð Þ). As a result of this approximation, an additional component
of uncertainty occurs, but its value is at lest a few times less than the uncertainty of
experimental standard deviation sy and also Type A uncertainty uA yð Þ when the number
of observations is limited (n = 5..10).
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During practical tests it is usually possible to choose measurement instruments
which provide the conditions sr=sx � � 1=3 and ucB yð Þ = uA yð Þ � � 1=3, therefore
the approximation ky� pð Þ � ky�;norm pð Þ does not cause a significant increase in the
uncertainty of extreme observation.
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Abstract. The paper presents the problem of eliminating the effects
of inertial forces on the measurement circuit of the forces of interaction
between a robotic manipulator and its environment. Inertial forces are
among the most significant interferences in force measurement circuits.
The causes and effects of this interference type are discussed. A concept
is discussed, based on the measurement of acceleration of a manipulator
end-effector. A test rig is discussed, as used for verification testing of a
procedure for eliminating the effect of inertial forces on the measurement
of interaction forces. Verification test results are shown which proved that
the procedure is effective. The procedure developed in this work is highly
significant for practical applications in robotized machining.

Keywords: Force measurement · Inertial force · Robotics

1 Introduction

Modern industrial robotic manipulators have an increasing number of appli-
cations in processes which require control over how robots interact with their
environment. A robot’s tool mounted on the end-effector interacts with the envi-
ronment, and the type of tool depends on the process made with the robot.
Industrial manufacturing has been increasingly reliant on robotized grinding
and polishing, casting edge deburring and light milling [1–3]. The quality of
a machined component defined by the component’s dimensional accuracy and
surface roughness largely depends on the tool feed rate, its rotational speed
and pressure force. The tool feed rate and rotational speed are relatively easy
to achieve and maintain. The feed rate depends on the motion of the robotic
arm on which a tool is mounted and the rotational speed is controlled with a
frequency converter. In practical applications, the main problem is to keep the
pressure force value constant. This force is applied by controlling the robotic
arm, and the interaction force feedback is provided by a force sensor installed
between the robotic arm and the tool [4,5].
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This work was motivated by research for aviation industry into the robotiza-
tion of machining by the application of hybrid position/force control strategies
[6–8]. Figure 1 shows a diagram of a cast of aircraft engine casing, the so-called
diffuser, machined on a robotic workstation as part of the research this paper
concerns [9]. The issues encountered during the process performance prompted a
search for methods capable of improving the feedback signals of the interaction
forces between a cutting tool and the machined component.

Fig. 1. Schematic diagram of a diffuser with a cutting tool and process parameters

Main issues tackled during the application of force feedback include [10,11]:

– the effect of tool weight on the measured interaction forces;
– the effect of gyroscopic phenomena occurring during the rotational motion of

cutting tools;
– the effect of inertial forces on the interaction forces measured by the robot’s

sensor.

Elimination of the effects of tool weight on measured interaction forces is
relatively straightforward. The tool weight can be measured by the force sensor
and its effect can be eliminated. Commercial solutions of robotic workstations
are provided with procedures for automatic elimination of tool weight effects on
measured interaction forces. Furthermore, the effects of gyroscopic phenomena
is negligible as rotating cutting tools are relatively light and the forces resulting
from the phenomena are approximately three orders of magnitude lower than the
forces required in manufacturing processes. However, the effect of inertial forces
on measured interaction forces can result in serious issues with force feedback
loops [12–15]. These issues must be clarified with mechanical engineering (Fig. 2).

Assume that tool tip (point A) moves along a path at a constant velocity
v(t) (Fig. 1). The tool tip moves along straight sections of the path with no
acceleration, whereas when it moves along a curvilinear section of the path with
a curve radius ρ = |AK| it features normal (centripetal) acceleration an(t1) as a
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Fig. 2. Motion of the tool tip along a path

result of a change of velocity direction. Assume that the tool tip has a mass m. As
such, the tip is subject to an inertial force B(t1) = man(t1) with a sense opposite
to the sense of acceleration. Even though it is a fictitious force, it is detected by
the force sensor. If the tool tip moves along said path without any interaction
with the environment, the force sensor picks up the inertial force. This is similar
to the condition under which the tool tip travels along the aforementioned path
in interaction with the contact surface. Under this condition, the force picked
up by the force sensor can be higher or lower than the actual interaction force,
which depends on the sense of the fictitious force interfering with the force
measurement. The force sensor can only record the resultant of both forces, and
the control system ‘understands’ that the signal sent by the sensor represents
the interaction force. In extreme cases, the inertial force exceeds the interaction
force during the motion of the tool tip along a curvilinear section of the path at
a high centripetal acceleration, and the control system responds to this feedback
by moving the tool away from the surface in an attempt to reduce the force.
This attempt is ineffective because the force sensor picks up the inertial force,
not the actual interaction force. This destabilizes the system and results in a
loss of contact between the tool and the machined surface.

2 Solution Concept

The aforementioned problem of the effect of inertial forces on the measurement
of interaction forces can be eliminated if the inertial force value is known. To
achieve such condition, the tool mass and the tool’s acceleration must be known.
While the tool mass can be determined easily, the determination of the actual
acceleration of the robotic manipulator’s end-effector is encumbered with numer-
ous problems. Firstly, it is standard in robotics to measure the velocities of the
links [16] and determine the positions of the links by integration. This solution
is sufficient to achieve the feedback necessary to generate motion control. Hence,
the necessity of knowing the acceleration values is an above-standard require-
ment for commercial solutions.
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Several methods exist to facilitate the determination of acceleration of a
robotic manipulator end-effector. One method assumes that the motion of a
robot is in perfect conformity with the preset motion path and the velocity
setting; hence, it is feasible to assume that the actual acceleration matches the
acceleration generated by the preset trajectory of motion. Inherent control errors,
however, make this assumption highly unrealistic and the approach can only be
utilized for rough estimation of the effect of inertial forces. The second method
is based on an approach by which velocity feedbacks are differentiated to derive
acceleration values. This entails a problem of differentiating the feedbacks bur-
dened with measurement noise, which results in very low quality of acceleration
output. The third method is to equip the robotic manipulator end-effector with
an acceleration sensor in order to determine acceleration by direct measurement.
The third method was chosen for and presented in this paper because it offers
the best acceleration feedback quality.

3 Analysis of Inertial Forces During Diffuser Machining

Figure 3a shows the geometric features of the diffuser [17], whereas Fig. 3b shows
the points of measured interaction forces, the actual tool pressure forces and the
inertial forces which occur during motion along the diffuser’s curves. Figure 4
shows time trends related to the acceleration caused by the preset motion path
(Fig. 4a), the force sensor output force value (Fig. 4b), the inertial force present
during motion along the preset motion path (Fig. 4c) and the actual interaction
force (Fig. 4d).

Fig. 3. Force analysis: (a) geometric features of the diffuser; (b) distribution of force
along the diffuser’s circumference
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Fig. 4. Signals: (a) normal acceleration; (b) force sensor output force value; (c) inertial
force; (d) interaction force

This analysis applies to an ideal case, that is the motion of the tool at a known
acceleration value equal to the acceleration caused by strict conformity of the
motion to the preset motion path. It is known that actual values of acceleration,
interaction force and inertial force will feature slightly different trends.

4 Test Rig

The tests as part of the procedure for elimination of the effect of inertial forces
on the measurement of the interaction forces were completed with a proprietary
Cartesian robotic manipulator with three degrees of freedom [18]. The Cartesian
robotic manipulator was designed for research e.g. into robotization of machining
processes. It facilitates two independent horizontal translations and one vertical
translation of the end-effector. The manipulator is provided with linear motion
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modules, comprising of guides with trucks driven by geared DC motors with
ball screws. To apply a position control loop, the Cartesian robotic manipulator
was equipped with encoders installed on the DC motor drive shafts. To apply a
force control loop required to control the forces of the robot’s interaction with
the environment, the end-effector was provided with FTD-Gamma SI-130-10
force sensor manufactured by ATI. The force sensor is capable of picking up
three components of force and three components of torque. The force sensor was
equipped with a tool chuck with integrated cutting tool. To measure acceleration,
the end-effector was provided with a MEMS 633 6-DOF sensor manufactured by
TE Connectivity. The test rig is shown in Figs. 5 and 6.

5 Procedure Verification

Four cases were tested to verify the procedure:

– Case 1: motion along a path conforming to the diffuser’s shape with no contact
of the cutting tool with the machined surface, with no inertial force effect
adjustment;

– Case 2: motion along a path conforming to the diffuser’s shape with no con-
tact of the cutting tool with the machined surface, with inertial force effect
adjustment;

– Case 3: motion along a path conforming to the diffuser’s shape with the
cutting tool pressed onto the machined surface, with no inertial force effect
adjustment;

– Case 4: motion along a path conforming to the diffuser’s shape with the cut-
ting tool pressed onto the machined surface, with inertial force effect adjust-
ment.

The test parameters are shown in Table 1 and Fig. 7 shows the results pro-
vided by testing the cases. The motion along the path curvatures occurred at the
2nd, the 5th and the 8th second, respectively. During the motion along the preset
curvatures at the preset velocity, the normal acceleration an was approximately
0.1 m/s2, which, given the tool mass is equal to 10 kg, gave an inertial force
of approximately B = man = 1 N. The inertial force was near zero during the
motion along the preset straight sections of the path.

For Case 1, Fig. 7a shows that during the cutting tool’s movement along a
curve the force picked up by the force sensor increased despite the lack of contact
between the cutting tool and the diffuser. This was caused by the effect of the
inertial force. No effect of the inertial force is shown on the chart in Fig. 7b which
shows the results for Case 2. The actual interaction force value was near zero,
while its slight fluctuations were caused by measurement errors. The comparison
between Case 1 and Case 2 demonstrated that the procedure’s performance was
correct. The results obtained in Case 3 and 4 were significant in practical terms
since they exemplified the conditions of the robotic cutting tool in contact with
the diffuser. Figure 7c shows that the measured force was nearly constant during
the motion of the robot. However, it contained a given inertial force and the
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Fig. 5. Test rig diagram

Fig. 6. Test rig overview
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Table 1. Verification test parameters

Feed rate m/s Tool mass kg Diffuser curvature
radius m

Desired pressure force N

0.0283 10 0.008 3

Fig. 7. Procedure verification results: (a) Case 1; (b) Case 2; (c) Case 3; (d) Case 4
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actual interaction force was unknown. The robot’s control system provided that
the measured force was steady, but the interaction force was unstable. Figure 7d
shows the results for Case 4. It is evident that the force measured by the force
sensor periodically increased since the robot’s control system was not stabilizing
the measured force - it was stabilizing the actual interaction force as offset by
the inertial force. Note that the actual interaction force in Cases 1 and 3 was
unknown. The force picked up by the force sensor, the measurement output of
which was interfered by the inertial force, was the only known value.

6 Conclusions

An analysis of the test results for the four cases allows a conclusion that the
developed procedure for elimination of the effect of inertial force on the measured
interaction forces performed well and improved the output quality in the force
feedback loop.

Test parameters used during the verification tests represented actual condi-
tions of industrial processing. Pressure force values amounting to several newtons
and feed rate values amounting to several dozen mm/s are applied e.g. in grind-
ing, polishing and deburring. The tool’s mass is a total of the masses of the cut-
ting tool, the electrospindle and the electrospindle’s coupler on the robotic arm.
It may vary from a few kilograms in small robots to dozens of kilograms in large,
heavy-duty robotized machine tools. On the basis of the authors’ research and
the solutions applied it can be concluded that commercial solutions of robotic
manipulator control are affected with certain defects, usually occurring at low
interaction forces. This work is an attempt to eliminate one of the most sig-
nificant interferences related to force feedback loops. The procedure developed
herein is highly significant to practical applications of robotized machining.
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Abstract. This paper presents designed and implemented system to measure-
ment of parameters of car steering column couplers. Described system is
operating as a quality control machine and it is a part of production line in severe
environmental conditions. This paper consist of diagnostic and metrological
requirements, design solutions, registered measurement parameters and system
software.

Keywords: Distortion measurement � Welding seam detection
Industrial measurement system software

1 Introduction

Couplers made of steel and rubber are critical parts of car steering column. Mentioned
coupler is a component consisting of two steel sleeves connected by rubber sleeve
characterized by appropriate adhesion obtained during vulcanization process. The main
measurement task is to perform test of each coupler. Test shall consist of compressing
the coupler with strength 4 kN and measurement of distortion of rubber connection.
Measurement system consists of device to adhesion control and controlling software
which is connected with SQL database on the workplace server. The main task of the
system is the 100% control of performed measurements as well as necessity of full
identification of each coupler which has to be marked with individual permanent sign.
Measurements are more difficult because tests are performed in the increased tem-
perature environment caused by the temperature of couplers after vulcanization process
and because of vulcanization fumes. This article describes designed and implemented
solution of mentioned system.

2 Method of Controlling and Marking the Car Steering
Column Couplers

The system to full control (100%) of adhesion of steel-rubber couplers, which is
operating on the production line was designed for Sanok Rubber S.A. company.
System consists of units shown in the Fig. 1.
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1. Operator’s table
2. PLC controller
3. PLC controller’s terminal
4. PC computer
5. Barcode scanner
6. Coupler’s distortion measurement unit
7. Incorrect coupler’s ejector
8. Weld detecting and coupler positioning unit
9. Laser marking machine

10. Correct coupler’s ejector
11. Box for correct couplers.

Operating of the system shown in the block diagram (Fig. 1) is controlled on two
levels. The first level is operated by PLC controller (2), which is presenting on the
terminal (3) process parameters, the second level using industrial computer (4) con-
nected with rubber type scanner (5). Couplers are placed on the operator’s table (1),
using transmission belt are moved to the measurement device. Distortion measurement
unit is applying squeezing force (4 kN) which is determined by strain gauge transducer.
Distortion of the coupler is determined as a displacement of the fulcrum related to LD-
100 laser distance transducer produced by OMRON company. Measured values are
transmitted to industrial computer (4) by the measurement unit. Distortion character-
istic of each coupler is determined based on 50 measurements and then transmitted to
workplace server via internet connection. Simultaneously level of distortion is com-
pared with values set in controller’s software, in case the item is incorrect, it is rejected
(7). The next task of the system is to recognize the weld on the surface of the coupler
and proper positioning of the item in order to do permanent marking using laser
marking machine. After making the marking sign, the coupler is ejected to the box
(11) by the pneumatic ejector (10).

Fig. 1. Block diagram of the system to control of adhesion of car steering column couplers.
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3 Production, Metrological and Diagnostic Requirements

Vulcanizing machine releases 32 couplers in one series, subsequently two operators
manually cut all overflows of the rubber and put couplers into holes in transporting
belt. Duration of one operation of putting coupler into belt do not exceed 3 s. Machine
is collecting 64 pieces of correct couplers in box at the end of line. Device to control of
adhesion of car steering column couplers has to provide respectively.

1. measurement and evaluation of distortion of each coupler
2. rejection of incorrect coupler
3. detection of weld on the surface of the coupler
4. positioning of the coupler in order to correct marking
5. laser burning of pictogram on the surface of coupler
6. ejection of marked coupler to box with correct items.

Points 1 and 4 listed above are the main metrological tasks during operation of the
machine. In the first case metrological task is realized by distortion measurement unit
placed behind inspection doors E1 (Fig. 3). Described unit consists of pneumatic
actuator generating pressure force of 4 kN on the tested coupler, measured by strain
gauge force transducer with signal conditioner. Measurement of displacement of dis-
torted coupler is realized using laser transducer LD100 made by OMRON company.
Test cycle consisting of 50 measurements allows to prepare report with graph shown in

Fig. 2. Chart showing characteristic of distortion for correct coupler (force N/2, distortion
mm � 100).
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Fig. 2. The limit value for the compliant coupler is set depending on the type of rubber.
The result of the measurement is presented by the terminal placed next to the operator
table [3]. For the incorrect coupler, PLC controller starts procedure for rejecting wrong
item by the activating actuator placed behind inspection door E3 (Fig. 3).

The next metrological task is detection of weld placed on the surface of the coupler.
It is realized by the device placed behind inspection door E3 (Fig. 3). Coupler is rotated
among three laser transducer type LD100, two of them are placed in front of coupler
and generates differential signal of fluctuations of coupler’s longitudinal axis and the
third is sending auxiliary signal to identification of welding seam.

ARM microcomputer system is filtering signals from transducers, signals are dis-
rupted by vibrations and by changes of position of coupler. Based on comparison of
this filtered signals system is detecting welding seam on the coupler [1]. Charts with
graphic visualization of described signals are shown in Fig. 4.

Disorder visible on the upper chart (Fig. 4) is used to comparison and stopping
rotation of the coupler, moved to marking device placed behind inspection door E3.
Burning of individual pictogram by the laser on the surface of each coupler is the end
of the identification and marking process (Fig. 5). After that coupler is moved to box
with correct items.

Fig. 3. Visualization of machine to 100% control of adhesion of car steering column couplers.
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Figure 6 shown below presents machine with automatic device used to provide
boxes for couplers.

Described machine is counting correct couplers. When amount of 64 pieces is
reached, box with couplers is moved by the roller conveyor to prepared place into the
box. At the same time, empty box is prepared for next batch of correct couplers.

4 Controlling Software

Controlling software consists of PLC driver software as well as industrial PC computer
software. Display of operator’s terminal is shown in Fig. 7.

Do avoid setting incorrect composition of rubber mixture, it is loaded direct based
on scanned barcode. Controller software is supporting setting screen, which consists of
tolerance and calibration factors. Connection with industrial computer provides

Fig. 5. Car steering column couplers, left – item after test, dissection – negative result of test.
Right – correct item with burned individual pictogram (QR code).

Fig. 4. Chart of filtered signals generated by the system detecting welding seam. 100, 101 –

opposite transducers, 202 – received differential signal used to detection of welding seam.
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transmission of data from each measurement to further processing. Industrial computer
software is converting data to text format, archiving on the local disc as well as sending
data records to local workplace server (Fig. 8).

Subsequent component of the software is Quality Management System personnel
PC computer software. It allows to access to workplace computer and real time preview
of production as well as access to archive records.

Fig. 6. Machine to 100% control of adhesion of car steering column couplers.

Fig. 7. Terminal display interface.
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5 Summary

On the primary stage of project, system based on visual method of detecting welding
seam has identification errors level at 0,4%, however system based on the laser
transducer doesn’t show and identification errors. System works on the production line
in the Sanok Rubber S.A. During one shift, machine is testing average more than 5
thousand couplers [2]. Currently device is operating with supervision to avoid con-
taminant of optical component by the vulcanization fumes. Laser transducers charac-
terizes with high resistance to severe conditions of operating, optical parts of laser
marking machine is susceptible to vulcanization fumes.
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Abstract. The article presents an algorithm for automatic determina-
tion of steps and individual phases of human gait based on data from an
inertial sensor. To obtain the necessary data, measurements were made
using Xsens inertial sensors from the MTw Awinda set. Changes in the
feet rotation angles during gait and acceleration data were investigated.
After a thorough analysis of the data, an algorithm for determining the
step phases was implemented, based on which an application was cre-
ated for automatically dividing gait into steps and steps into individual
phases, which allows later analysis of gait parameters, e.g. for medical
diagnosis. The main function of the application is a graphical presenta-
tion of the algorithm’s operation, by generating a graph of data along
with the selected step phases.

Keywords: Motion capture · Human gait · Algorithm · Step phases
Inertial sensor

1 Introduction

Nowadays, the subject of human gait research is quite often discussed. Gait eval-
uation is part of such research. Modern technologies, such as vision systems based
on recordings from cameras, optoelectronic systems, portable systems based on
various types of sensors, allow accurate recording and analysis of the moving
human body, which is widely used in biomechanics, medicine, sports, computer
graphics [1–5].

The division of the step into phases is an inseparable element of the gait
analysis, whereby even the smallest changes taking place in the moving human
body can be noticed, which gives completely new possibilities in medical and
scientific research.

Very important effects of gait tests are the possibility to analyse pathological
gait, comparing it to the normal gait, which may increase the accuracy of the
diagnosis made by doctors and help to track the progress of rehabilitation [6].
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1.1 Review of the State of Gait Research

There is a diverse scientific approach to pathological and physiological gait.
According to Sutherland and his colleagues, mature gait can be determined by
the regularity, the speed of movement, the length of the step, the duration of
the support phase and the relationship between the width of the step and the
intercostal distance of the pelvis [7].

Mature gait is characterised by functional mechanisms that Burnett and
Johnson are seeking to address, including: achieving foot and knee movement
sequences, reducing stride width, coordinating upper limb and torso movements,
and starting pressure on the heel while putting feet on the ground with dorsally
folded toes [8].

The conditions that Gage set [9] in order to achieve the correct gait consist
of: adequate energy consumption and step length, correct foot position at the
beginning of the step, proper foot position at the end of the step and proper
body position during the support phase.

The subject of work [10] is the gait research and analysis system. During the
tests, acceleration measurements were made at various anatomical points, and
three-axis acceleration sensors were used for this. Data transmission took place
in the Bluetooth standard. During the work carried out, software was created to
record, process and analyse data. Gait tests were carried out on 17 people. As a
result, parameters related to events in the gait cycle were obtained, such as: the
cycle period of the walk, the time of the support phase, the time of the transfer
phase and the range of accelerations.

The next study [11] describes an inertial measurement system. At the begin-
ning the terminology of the gait cycle and the method of performing the tests
are described. The system itself is used to analyse human gait and determine
its main parameters, such as: step duration, duration of the support phase and
transfer for the left and right legs. Several Inertial Measurement Units (IMUs)
were attached to the feet of the subject. Using a program, the signal from the
IMU is analysed, and to be exact the acceleration value by means of which the
main gait parameters were calculated.

In [12], the APAS motion analysis system and Kistler dynamometric plat-
forms were used to determine kinematic quantities and ground reaction forces
during normal walking. The research was carried out on 15 volunteers, who were
healthy people. Different gait speeds were tested (slow, normal and fast gait),
and the obtained results were analysed in the original GAIT program written in
the MatLab environment.

1.2 Objective of the Work

Scientific research shows that the problem of gait analysis is very important
for medical diagnostics and science, for example the development of robotics.
Therefore, the aim of the study is to examine healthy human gait based on
data obtained from Xsens inertial sensors from the Awinda MTw set and the
development of an algorithm for computer gait analysis. The acceleration data
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measured by inertial sensors in three axes and Euler angles, i.e. rotation angles
around each of the three coordinate axes in three-dimensional space, will be used
for analysis. This article puts forward the thesis that the acceleration and the legs
angular position data registered by inertial sensors are sufficient to determine
individual phases of the human step. A scientific hypothesis was also assumed
that checks whether it is possible to create an algorithm based on foot inclination
data, which will enable automatic detection of individual phases of the human
step.

2 Measuring System and Recorded Data

MTw inertial sensors from Xind’s Awinda system were used for the tests. Xsens
offers various motion registration systems based on inertial sensors. The company
mainly deals in the production of two main families of motion sensors, MEMS,
MTx and MTw. In the study the MTw sensors were used, shown in Fig. 1 [2].

Fig. 1. Xsens MTw inertial sensor [13]

The MTx and MTw sensors are slightly smaller and lighter, therefore they are
used to measure the movement of the human body. The MTx and MTw sensors
use a Velcro strap set so that they can be attached to the limbs and torso or can
be placed in the pockets of a special elastic uniform from the same supplier. MTw
sensors have their own power supply and can communicate wirelessly with the
Awinda radio protocol as opposed to MTi and MTx sensors, which are connected
by cable to a portable central unit that records and transmits data to a computer
via a Bluetooth interface or a wired serial interface via USB.

MTw sensors are small, completely wireless and accurate recorders, which,
similarly to MTx sensors, provide data about the orientation in 3D space, as
well as kinematic data, that is: three-dimensional rotation, three-dimensional
acceleration, three-dimensional data on the Earth’s magnetic field. Devices of
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this type are used to record the movement of parts of the human body, which
can be used during training, pedestrian navigation, in robotics, etc.

Sample parameters of MTw sensors are presented in Table 1.

Table 1. Example parameters of MTw sensors [13]

Name of feature Value

Static accuracy of measurement of roll and pitch angles < 0.5◦

Dynamic accuracy of measuring angles 1.5◦

Accuracy of deflection measurement <1.0◦

Speed of gyroscope measurement to 2000 ◦/s

The maximum acceleration measured: 50m/s2 to 160 m/s2

Working temperature range −25 to 80 ◦C

Output frequency (measurements) to 1000Hz

Communication interfaces RS232/485/USB

Mass 27 g

All Xsens inertial sensors work in the same way. The sensors that have been
mentioned before have an Inertial Measurement Unit (IMU), i.e. a measuring
device for recording spatial location based on magnetometers, gyroscopes and
accelerometers.

The tests were carried out on 5 healthy people (3 males and 2 females aged
from 25 to 43 years), each of them made 10 passes on the route of about 10 m,
i.e. 10 steps to one side and the other; they were all wearing shoes.

The above-mentioned sensors were used for the tests, which were mounted
on the right and left leg on the foot, calf and thigh, in the places shown in Fig. 2
(on the left side). Each sensor takes Euler’s acceleration and angular data for
three axes X, Y and Z at 100 Hz using the MT Software Suite program provided
by the manufacturer. For each sensor, the arrangement of each axis is identical,
the sensor axes can be seen in Fig. reffig:attachsensors (right).

3 Step Division into Phases and Data Analysis Algorithm

In order to develop an algorithm for dividing the set of data recorded during a
persons walk into steps and determining their phases, it is necessary to analyse
the gait cycle itself. The walking cycle consists of movements made during a
single step (Fig. 3). One cycle is the time between the two closest moments
when the foot touches the ground. Each cycle begins with the stance phase and
ends with the swing phase. During the support phase, which occupies about
60%, the limb is in contact with the ground. From the time the foot is lifted,
the transfer phase starts and lasts until the foot is put back again; this phase is
40% of the walking cycle [11].
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Fig. 2. Points of attachment of the sensors (on the left): sensor No. 1 on the foot,
sensor No. 2 on the calf, sensor No. 3 on the thigh; sensor axes (on the right) [15]

The support phase can be divided into 5 stages [11,14]:

1. Initial contact – heel contact with the ground, the centre of gravity of the
body at this point is in the lowest position.

2. Loading response – the depreciation phase starts from the moment when the
foot is flat against the ground, taking over the entire weight of the body.

3. Midstance – the middle phase of support, followed by a moment when the
opposite limb begins to move and ends when the centre of gravity of the whole
body is above the foot.

4. Terminal stance – the final support phase, ending when the opposite limb
touches the ground.

5. Preswing period – the phase before transfer, it starts when the opposite limb
touches the ground.

The transfer phase is divided into three stages [17]:

1. Initial swing – lifting the toes, starts when the foot leaves the ground and
ends when the knee bends as much as possible.

2. Midswing – the central phase of transmission, lasts until the tibial bone is
placed vertically.

3. Terminal swing – the final phase of the transfer, the limb moves ahead of the
torso and then slows down, preparing to take over the whole body weight,
that is the end of the walking cycle. This phase overlaps with the first cycle
of the support phase.

3.1 Dividing a Step Into Phases

In order to implement the step division algorithm, the analysis of data received
from the sensor, which was located on the foot, more precisely during one step,
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Fig. 3. Gait cycle [16]

Fig. 4. One step divided into parts, acceleration graph (top), Euler angle graph
(bottom)

was carried out. The data presented in the chart (Fig. 4) have been divided into
parts:

1. heel contact with the ground (Initial contact), at which point also the support
phase begins; the foot is being lowered, the acceleration in each axis is evened
out, for the opposite foot it is the moment of lifting the fingers off the floor,



90 S. Herasymenko et al.

from the Euler angle graph it can be deduced that in the X axis (marked in
red) the tilt angle changes slightly, the foot, starting from the heel, begins to
tilt until it touches the floor;

2. the entire foot is adjacent to the ground, acceleration is constant, but not
zero, because the sensor records terrestrial acceleration, with respect to the
ground the acceleration is close to zero with slight vibration, which means
that the foot has a constant speed, and the cycle is Midstance;

3. the moment when the heel begins to rise, the angle with respect to the X axis
increases (Terminal stance), the heel is at the highest point at the highest
angle of inclination, with high acceleration, the fingers start to detach from
the ground (Pre swing);

4. lifting the fingers (Initial swing), this is the beginning of the transfer phase,
the foot begins to move forward, changing the tilt angle, at some point the
foot is again horizontal, the inclination of the sensor in the X axis is about
40 degrees (Mid swing);

5. lowering the leg, the toes are raised and the angle is below the initial, the
heel is lower than the fingers, the vertical acceleration decreases and at one
point is below zero, which means that the speed decreases before putting the
heel back on the ground (Terminal swing);

6. the beginning of the next step.

3.2 Description of the Algorithm

The algorithm operates on the basis of the Euler angle data obtained with a
sensor located on the foot. The data of rotation angles around the X axis are
analysed, i.e. changes in angles showing the bending of the foot during walking.

The algorithm works in such a way that it analyses all measurements one by
one, starting from the first, comparing each measurement with the previous one,
in addition to the first measurement.

The algorithm used a deflection a value denoting a deviation from the starting
point up or down (Fig. 5). The value of 5 degrees is the optimal deflection value.

Taking into account the deflection, three cases should be considered:

– case 1 the current point is below the starting point from which the deflection
is subtracted, in Fig. 5 this is the range below the blue horizontal line;

– case 2 the current point is between the deflection points, in Fig. 5 it is the
range between the green and blue horizontal lines.

– case 3 the current point is above the starting point to which the deflection is
added; in Fig. 5 this is the range above the green horizontal line.

Figure 6 shows a UML activity diagram showing how to choose the right
case. It consists of three conditional blocks, each one corresponding to one case
described above. Depending on the fulfillment of the appropriate conditions in
each block, the identifiers of the measurements are added to the list, which
indicate the points at which the corresponding step phases start or end.
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Fig. 5. Lower (blue line) and upper (green line) deflection

First Conditional Block

The first block corresponds to case 1, the second block corresponds to case 2,
and the third block is case 3. The first conditional block will be executed first
because the starting points in the graph are between the deflection values, and
the first and second condition will not be met. The next one will execute the
third block, just as in the time point of 1.4 s (Fig. 5) the chart exits above the
upper deflection. Then the values are again found between the deflections, i.e. the
second block will be made. After that, the values will exceed the lower deflection
and at this moment the first block will be executed, etc.

The first conditional block is shown in Fig. 7. Five operations are performed
in parallel in this block:

– a condition is checked if the actual value is smaller than the previous value.
If this is the case, the measurement identifier at the current point is saved in
the stanceInitId variable. This block will be executed several times, until the
graph is below the value of the lower deflection, and as a result of this the
stanceInitId variable will be assigned a value in the minimum point, i.e. the
point which marks the beginning of the support phase and the beginning of
the step (Fig. 13),

– a measurement identifier is added to the list, denoting the beginning of the
transfer phase; this is the point shown in Fig. 8. The value of this variable
was assigned during the execution of unit No. 3,

– the value true is assigned to the isNearSwingInit variable; this variable will
be used in block No. 3.

– the value true is assigned to the isLikeInit variable; this variable will be used
later in block No. 2,

– the current angle value is assigned to the previous variable, which will be the
previous value at the next execution of any block.

Second Conditional Block

In Fig. 9, a second conditional block is shown, which is executed when the current
angle value lies between deviations. Five operations are performed in parallel in
this block:
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Fig. 6. UML activity diagram showing the method of choosing the appropriate algo-
rithm

Fig. 7. The first conditional block

– the isLikeInit condition is checked. The value of this variable is set to true
when executing blocks 1 and 3. This condition marks the beginning of the
second block execution, at which point the variable value is set to false to
prevent further unnecessary identifiers from being written to the list, as a
result the identifiers will be added to the list at the appropriate points shown
in Fig. 10.
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Fig. 8. A point on the graph indicating the beginning of the transfer phase

– the identifier of the beginning of the support phase is added to the list of
identifiers, saved during the execution of block No. 1,

– the identifier of the beginning of the transfer phase is added to the list of
identifiers, saved during the execution of block No. 3,

– the value true is assigned to the isNearSwingInit variable; this variable will
be used in block No. 3, the current angle value is assigned to the previous
variable, which will be the previous value at the next execution of any block.

Third Conditional Block

The third conditional block is shown in Fig. 11. Five operations are performed
in parallel in this block:

– the isNearSwingInit condition is checked, the value of this variable is set to
true in other condition blocks, this condition for one block execution series will

Fig. 9. The second conditional block
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be met only once at the first execution, because this variable is immediately
assigned the false value to prevent adding to the list unnecessary identifiers.
At this moment, the measurement identifier will be added to the list at the
point shown in Fig. 12,

Fig. 10. Points on the chart that indicate different stages of the step

Fig. 11. The third conditional block

– the condition is checked if the actual value is greater than the previous value.
If the condition is met, the measurement identifier at this point is stored in
the swingInitId variable. This block will be executed several times, until the
graph is above the deflection value, and as a result the variable swingInitId
will be assigned the value of identifier at the maximum point, i.e. the point
which marks the beginning of the transfer phase (Fig. 8),

– a measurement identifier is added to the list, denoting the beginning of the
support phase (Fig. 13). The value of this variable was assigned for the time
of execution of block No. 1,
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– the value true is assigned to the isLikeInit variable; this variable will be later
used in block No.2,

– the current angle value is assigned to the previous variable, which will be the
previous value at the next execution of any block.

Fig. 12. A point on the graph marking approach to the beginning of the transfer phase

Fig. 13. A point on the graph indicating the beginning of the support phase

After completing all the series of conditional blocks, the measurement identi-
fiers were added to the three lists at the points corresponding to the beginnings
of the support phase (stanceInitIdList list), the beginning of the transfer phase
(swingInitId list) and the beginning of the individual steps (listPeriodsIdList
list). Depending on which list the identifiers are downloaded from when drawing
the chart, vertical lines are added to the chart:

– the thicker black line indicates the beginning of the support phase (beginning
of the step),

– the grey line, a little thinner than the line of the beginning of the step, marks
the beginning of the transfer phase,

– the barely visible grey line means individual stages of the step.
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4 Algorithm Tests

In order to test the analytical application that implements the described algo-
rithm, the data from the measurements made for the first group of 5 healthy
people (3 males and 2 females aged from 25 to 43 years) were used. For each
person, measurements were made for the right foot, or, in total, 5 measurement
cycles. Using the MT Manager program (an application provided by the Xsens
sensor manufacturer), the Euler angle data were exported to text files. The con-
tent of the files has been formatted in accordance with the requirements of the
created application. Figure 14 shows graphs of the Euler angle data, obtained by
using an analytical application. Each graph shows the division into individual
stages of the step.

Afterwards, the verification were conducted with group of 24 healthy peo-
ple (males and females aged from 20 to 21 years). All test confirmed that the
developed algorithm worked well.

At the end the two abnormal gaits were examined, i.e.: parkinsonian gait
and neuropatic gait known as steppage gait, too. Characteristics of these gait
is described among others by Tarrulli [18]. Patients with Parkinson Disease are
hunched over, initiate slowly, and take short strides. Neuropathic gait is caused
by weakness of foot dorsiflexion. Such gait type is characterised by leg lift high
enough so that the foot does not drag on the floor.

The diagrams (Fig. 14) also show the points of division of steps into individual
phases in the places described in Sect. 3.1. After testing the application, it can
be concluded that the algorithm for automatic division of the step into phases
works well.

Figure 15 shows graphs for segmentation comparison of the Euler angle data
measured during normal and abnormal gaits. As we can see in the figure the
characteristics of the inclination angles in cases of people with neurological dis-
orders differ from the healthy person’s gait. Both in the case of neuropathic
walking and Parkinson’s walk, there is basically no rotation of the foot at the
beginning of the support phase, ie there is no standing on the heel.

Changes in the angle of rotation of the foot during neurotic walking have a
similar sequence as in the case of a healthy person walking. The angle variation
is smaller. During the support phase, the foot does not float on the fingers and is
carried violently. Despite this, the algorithm worked correctly and the segmen-
tation was done appropriately. For each step the algorithm correctly determined
all phases of the step

Parkinson’s walk is characterized by short steps. Low foot lift and shuffling
on the ground causes irregularities in the recorded signal. Also the angles of
rotation of the foot have small values - only about 20◦. In spite of this, it is
possible to determine some phases of gait using the developed algorithm. For
each step, the beginning of the transfer phase has been correctly defined, i.e. the
moment when the heel begins to rise (Terminal stance), the moment when the
heel is at the highest point at the highest angle of inclination (Pre swing) and
the point before putting the heel back on the ground (Terminal swing).
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Fig. 14. Graphs of Euler angles from the sensors on the right leg of each subject (the
first the first graph from above, the second the second graph from above, etc.)

It follows that the algorithm should be additionally modified in order to
examine some cases of walking people with neurological disorders very different
from healthy people walking. Such modifications are foreseen in the future.
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Fig. 15. Comparison of Euler’s angles of three gait types: normal gait, neuropatic gait
and parkinsonian gait

5 Summary

The above studies were aimed at analysing phase sequence of human gait and
developing an algorithm for automatic division of gait data into steps and their
phases. The algorithm has been implemented in the proprietary analytical appli-
cation that will be able to visualise the individual phases through graphical pre-
sentation of data plots. At the beginning, we describe the way in which a person
should move in a way that is considered to be correct. Next, the algorithm for
dividing the steps into individual phases is presented. The application was tested
on the data obtained during the research.

All motion data were obtained through a sensor attached to the right foot of
a subject. The stage of downloading the relevant data required for testing was
not without problems. The most important of the errors encountered was the
problem that appeared after downloading the data from the sensor. It turned out
that the data set was incomplete. This was caused by the fact that during the
test, there were interruptions in the signal (loss of connection with the sensors
and the receiver). The research was conducted during a natural human walk
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over a distance of 10 m. Possible measurements on the treadmill could enable
synchronisation of data with the reference camera and a more detailed analysis
of the collected data.

To determine the individual phases of human steps, the data of accelerations
and angular position, registered by inertial sensors, were enough to confirm the
earlier thesis.

The assumed hypothesis that the creation of an algorithm that will allow
automatic detection of individual phases of the human step is possible using
data on the angle of inclination of the foot has been confirmed. The proof of this
is an application with an implemented algorithm, which, as was assumed at the
beginning, divides the human gait into individual phases. The performed tests
of the application show its correct operation.

Based on the data on the steps and their phases obtained as a result of the
developed algorithm, further research may be conducted on:

– distinguishing the left leg from the right,
– distinguishing a woman’s walk from a mans,
– distinguishing the walk of a healthy person from a person with a walking

disorder,
– recognition of gait phases of people with neurological disorders,
– determining if there is progress in a patients rehabilitation by comparing

previous data with current ones.
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Abstract. The performance of automatic identification in every RFID system is
strongly dependent on proper operation of the transponders that are used to mark
different kind of objects. The impedance matching between chip and connected
antenna is the most significant component determining the design quality of
transponder internal circuitry, and hence influencing overall system parameters
such as shape and dimensions of interrogation zone, level of identification
efficiency, etc. Taking into consideration the various types of RFID systems, the
problem has to be considered differently with respect to the operating frequency.
Moreover it has to be treated in a different way than it is known from the
classical theory of typical radio communication systems. The authors have
proposed and developed their own method for validating impedance parameters
of RFID transponder antennas operating in the regular HF and UHF bands. It is
based on a generalized model of the RFID transponders dedicated to different
standards. The developed test procedure consists of four steps involving antenna
designing, manufacturing, measuring and validating processes. The practical
usefulness of the proposed method is confirmed by experiments conducted with
using representative examples designed in research and development projects
realized with partners from the industry.

Keywords: RFID � HF � UHF � Transponder � Antenna � Impedance
Validation

1 Introduction

Progress in the electronics, telecommunications, computer science, robotics and control
engineering as well as in many other areas of the technology has a significant impact on
changes in the human environment [1]. As a consequence of these alternations, the
growing number of intelligent technology implementations with ability to support an
advanced automatic identification of objects is observed [2, 3]. The radio frequency
identification (RFID) technology is commonly used in such systems [4–6].
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The RFID systems are placed in a group of radio equipment devices [7]. They use
bands (LF, HF, UHF, etc.) and operating frequencies that are commonly available for
industrial-scientific-medical (ISM) and many other purposes [8]. Therefore, the band
and operating frequency constitute basic factors influencing the differentiation between
types of RFID systems. They subsequently determine a different approach in terms of
considering the performance essence of the systems.

Irrespective of the mentioned frequency bands, a software and hardware parts may
be distinguished in any RFID system. The software serves for both direct control of
individual digital devices as well as for managing the whole system. The hardware part
is composed of a read/write device (RWD) with at least one antenna and a single or
many electronic transponders which are used to mark objects.

The RFID transponder consists of a chip with a connected antenna [7]. The
impedance matching of these two components is the basic requirement for the proper
operation of this electronic device. This problem has to be considered differently with
respect to constructions that are commonly used in RFID systems operating in HF [9–
11], UHF [12–18] or multi bands [19]. It should be emphasized that the efficiency of
automatic identification of electronically marked objects is determined by the proper
operation of the transponders – the design quality of transponder internal circuitry has
significant impact on parameters of RFID systems, such as shape and dimensions of
interrogation zone (IZ), satisfactory level of identification efficiency, etc. [20].

It should be also noted that phenomenon of impedance matching between the
transponder antenna and chip has to be considered in a different way than it is in the
classical theory of typical radio communication systems. First of all, the impedance of the
chip is represented by two parts: imagine and real, and it differs from the pure real value of
50 X or 75 X that is commonly considered in classical radio devices. Moreover, this
impedance varies with the amount of power that is transferred from the antenna to the
chip. Secondly, the complex impedance of the antenna is vulnerable to the environmental
conditions such as kind of material which the marked object is made of [11, 16–18],
fluctuations of ambient temperature [21] and many others. Thirdly, connectors (N, SMA,
UFL, etc.) are not applicable to the components of the transponder and, on the other hand,
the type of interconnection structure in the chip has significant impact on the impedance
of the antenna [22] and methods that are used to measure this parameter [23]. Finally, the
antenna design determines the selection of measuring equipment.

The method for validating impedance parameters of RFID transponder antennas
operating in the regular HF and UHF bands has been developed taking into consid-
eration the above mentioned conditions. It has been worked out on the basis of the
authors’ experience that had been growing and expanding for several years during
numerous projects related to industrial implementations of RFID devices. The proposed
method can be adapted to both scientific as well as industrial research and development
laboratories. Since it arises from the generalized model of the RFID transponder
(Sect. 2), the impedance parameters of the device can be validated on the basis of
algorithm yielded from the model synthesis (Sect. 3). The practical usefulness of the
developed method is confirmed on the basis of a few representative examples (Sect. 4),
which are the result of the research and development cooperation between the
Department of Electronic and Telecommunications Systems (DETS) in Rzeszow
University of Technology (RUT) and industry partners.
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2 Impedance Model of HF/UHF RFID Transponder

Internal constructions as well as operation principles of transponders are strongly
dependent on the considered frequency band and the carrier frequency (in the HF band f0
is equal 13.56 MHz, in the UHF band: f0 = 860–960 MHz depending on world regions).
Nevertheless, the generalized model is proposed for the desired measuring process that
could be used for validating required parameters in any RFID system (Fig. 1).

In the model, transponder blocks are respectively represented by impedance of the
antenna (ZTA) and the chip (ZTC). The impedance ZTA has an inductive nature and is
constant for a given operation frequency of a transponder. In the serial equivalent, it
can be written as:

ZTA ¼ RTA þ jXTA ¼ RTA þ jxLTA ð1Þ

where: RTA denotes the resistance of a transponder antenna, XTA – reactance which can
be expressed by the inductance LTA, x = 2pf0 describes pulsation.

On the other hand, the chip impedance has a capacitive character and it varies with
parameters of the electromagnetic field (EMF). In the serial equivalent, it can be
described by the following dependence:

ZTC ¼ RTC þ jXTC ¼ RTC þ 1
jxCTC

ð2Þ

where: RTC denotes the resistance of an active chip, XTC – reactance which can be
expressed by the chip capacitance CTC.

The HF RFID systems operate in the space XID that is characterized by an inho-
mogeneous magnetic field (expressed by the magnetic field strength H) and strong
coupling (expressed by the mutual inductance M) between RWD and transponder
antennas. The inhomogeneous magnetic field generated in the RWD antenna vicinity is
a medium for both energy transfer and wireless communications. The minimum

Fig. 1. Impedance model of HF/UHF RFID transponder in RFID system
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magnetic field strength Hmin at which the correct data transmission between the RWD
and transponder takes place is an EMF boundary condition that characterizes the
interrogation zone and read/write range in this inductively coupled RFID system [24].

These conditions are significantly different in the UHF band. A far-field region is
used in UHF RFID systems and the radiated wave can be considered locally as a plane
wave. In this region vectors of electric and magnetic field strength are perpendicular
both to each other and to the direction in which the wave disperses. Since, the radiated
electromagnetic wave of power density S is energy medium supplying transponders,
the minimum power density Smin describes an EMF boundary condition that charac-
terizes the IZ in UHF RFID system.

Despite the differences in the operation principles of HF and UHF RFID systems,
the voltage induced in the transponder antenna when it is in the EMF of RWD antenna
can be represented by the source URT in the generalized model. The electromagnetic
induction phenomenon determines energy transmission without any galvanic connec-
tions and is represented by the voltage UT that is induced at terminals of the connected
antenna as well as by the power PT received in the transponder. The electronic chip is
designed to be supplied by the minimal voltage UTmin (HF band) or the minimal power
PTmin (chip sensitivity in the UHF band) which are enough for activating internal
circuits of the transponder that is located at the IZ boundary. The UTmin and PTmin

parameters are used to determine characteristic values of the chip impedance (ZTC
boundary conditions: CTC for the f0 = 13.56 MHz [25], ZTC(PTmin) for the f0 = 860–
960 MHz [26]) that are the first criterion in the antenna designing process.

In the HF RFID systems, the transponder antenna is made in a form of a rectangle
[9], a square [10], a circle [11] or another polygon loop [19], which is small in relation
to the wavelength k (because k is about 22 m). The impedance matching is obtained for
the parallel resonance between the inductance LTA and the capacitance CTC of an active
chip. Besides LTA inductance and RTA resistance (for the carrier frequency
f0 = 13.56 MHz), the database of parameters designated to antenna of RFID
transponder operating in the HF band should be completed with quality factor QTA:

QTA ¼ xLTA
RTA

ð3Þ

In RFID systems of the UHF band, the transponder antennas are made in different
shapes and technologies [12–19] and their sizes are always matched to the wavelength.
Furthermore, the full impedance matching of antenna and chip is obtained when
ZTA = ZTC* at the chip sensitivity PTmin (where * indicates the complex conjugate). The
quality of this matching is defined on the basis of the power transfer coefficient s which
is defined as follows:

s ¼ 4Re ZTAð ÞRe ZTCð Þ
Re ZTA þ ZTCð Þ2 þ Im ZTA þ ZTCð Þ2 ð4Þ

The database of impedance parameters for the RFID transponder antennas oper-
ating in the UHF band consists of real and imaginary part of the ZTA impedance that is
determined for the frequency f0 = 860–960 MHz (depending on world regions).
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In both frequency bands, application conditions of RFID systems are the second
key determinant for designing antennas – there is no universal RFID transponder,
which could be used to mark any objects. Such a transponder should be designed for an
object, in view of many conditions of its performance in the RFID system.

3 Validation of Impedance Parameters

3.1 Algorithm

The algorithm (Fig. 2) that is dedicated to validate the impedance parameters of
transponder antenna operating in the HF or UHF band is elaborated on the basis of the
model presented in Sect. 2. It consists of four steps carried out successively: (1) an-
tenna designing, (2) its manufacturing, (3) measuring of the specified impedance
parameters and (4) the parameter experimental verification. The determinants described
in the model (ZTC boundary and application conditions of RFID system) are the input
data for the first and fourth stage of the algorithm.

Fig. 2. Alghoritm of proposed validation process
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It should be noted that the stages of the antenna design/fabrication and the
parameter verification have to be carried out by using advanced know-how, software
and technological processes that are available in a R&D laboratory. It involves
designers’ key abilities essential for method implementation such as the selection of
suitable apparatus, the calibration of the used equipment as well as the art of measuring
impedance parameters of RFID transponder antennas by using sophisticated devices.

3.2 Antenna Measurement

Model. Methods and procedures that are commonly used for 50/75 Ω antennas
operating in typical radio communications systems (such as: TV, GSM, UMTS, LTE,
WiFi and many others) cannot be used for measuring parameters of HF or UHF RFID
transponders. It is primarily due to the discussed phenomenon of untypical matching of
impedance ZTA and ZTC (at the ZTC boundary conditions), and also balanced HF [9–11]
and UHF [12–18] antenna designs. Therefore the suitable test procedure for the antenna
under test (AUT) consists in realization of indirect differential measurements of
impedance parameters by using two 50 Ω coaxial ports (P1, P2) of a vector network
analyzer (VNA) [27, 28] and a dedicated passive differential probe (PDP) with the S-S
(signal to signal) contact tips [23].

The measuring process can be described by the model (Fig. 3) in which a typical linear
2-port network is characterized by the impedance or scattering matrix (denoted as: Z,
S). The S-parameters measurements does not provide the impedance (1) reading
directly from the testing device. Hence it is necessary to determine the differential
impedance Zd and since the AUT current I0 = I1 = −I2, it can be calculated from the
following dependence:

Zd ¼ Ud

I0
¼ U1 � U2

I0
ð5Þ

where:

Fig. 3. Network model for AUT measurement
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U1 ¼ I0Z11 � I0Z12
U2 ¼ I0Z21 � I0Z22

�
ð6Þ

On the basis of (5) and (6), the Zd depends only on impedance parameters of the
modeled network:

Zd ¼ Z11 � Z12 � Z21 þ Z22 ð7Þ

The direct relation between Z and S matrix is given by [23].

Z ¼ Z0 1� Sð Þ�1 1þ Sð Þ ð8Þ

where: the system reference impedance Z0 is 50 Ω and 1 denotes the unit matrix.
On the basis of (7) and (8), the differential impedance Zd is finally given as follows:

Zd ¼ 2Z0 S12S21 � S11S22 � S12 � S21 þ 1ð Þ
1� S11ð Þ 1� S22ð Þ � S12S21

ð9Þ

Measurement Setup. In relation to the proposed network model, the two coaxial
50 Ω line (VNA/probe test cables, PDP) have to be used in the measurement
procedure (Fig. 4).

The AUT should be matched to the chip impedance ZTC. The typical value of chip
resistance Re(ZTC) equals from a few to tens of X for the chip sensitivity PTmin. The
value of chip reactance Im(ZTC) that is equal typically a few hundred ohms depends
mostly on an internal capacitance that accumulates energy necessary for supplying the
circuitry of transponder [26]. Therefore thin semi-rigid coaxial cables that extend tips
to at least several mm should be used in the impedance measurements of the balanced

Fig. 4. Block diagram of measurement setup
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antenna. Such a PDP construction constitutes an acceptable compromise which con-
cerns the probe casing impact on impedance measurements and also possibility of
reaching the VNA calibration in the reference plane [23, 29, 30].

Calibration Procedure. In most similar cases, the calibration procedure is performed
by using open/short port extension methods [15, 17, 29, 30]. It is used to shift the
calibration plane to the tips of the PDP. In the first step, standard calibration is con-
ducted at the end of the VNA/probe test cables. Next, the port extension technique
(typically open method) is used to shift the calibration plane to probe tips (reference
plane). It should be emphasized, that the discrepancies between measuring paths of the
PDP significantly influences the accuracy of S parameter measurements and hence the
value of the differential impedance Zd (9). Moreover, the port extension is a less
accurate correction of the VNA [31], because it does not remove mismatch effects
induced by adding the PDP.

Higher accuracy of conducted measurements can be achieved by attempting to
calibrate the both paths of the VNA by using specialized calibration standards that are
implemented in the PDP [17, 23]. In this case, the calibration process involves also the
PDP characterization as well as using the embed/de-embed features [32]. The problem
is, however, that the PDP has no output terminal of ground and also both coaxial lines
of this probe are permanently connected to each other. The calibration with the use of
prepared short-open-load (SOL) elements that are soldered at the ends of the P1 and P2
lines [17], is not very accurate and leads to destruction of PDPs. On the other hand, it is
possible to design a model of the probe in the specialized software [33] but it is time-
consuming and often unattainable (e.g. the probe parameters cannot be found in the
producers’ specifications, the experimental verification of the model is impossible).
Bearing in mind the mentioned problems, calibration substrates with short, open, load
and thru (SOLT) standards [34, 35] that are usually dedicated for S-parameter cali-
brations and time-domain reflectometry (TDR) impedance validations are used in the
procedure proposed by the authors of the paper. This method does not influence the
destruction of PDPs.

Fig. 5. Block diagram of proposed calibration procedure
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In the proposed method, the configuration SG (Signal-Ground) for the P1 calibration
and GS (Ground-Signal) for the P2 calibration is alternately created for the PDP (Fig. 5).
These configurations are realized by shorting one of the probe tips to the ground. This
converts the PDP into a 50 X probe. In the first step, the tip of the P2 probe is shorted and
then the SOL calibration for P1 is conducted. In the second step, the similar calibration is
performed for P2 at the shorted tip of P1 probe. In the third step, the thru calibration is
realized for SS (Signal-Signal) connection established between tips of the probes. In
effect, this procedure allows to perform calibration and to move the measurement ref-
erence point to the PDP tips. The proposed method of removing the PDP errors can be
supported by various calibration substrates and VNAs. The details of the method and an
example of calibration are presented in Sect. 4.2. After calibration, the S scattering
matrix is measured and results are used in the impedance calculations on the basis of (9)
and (1) equations. These parameters are necessary for designing efficient antennas.

4 Results

4.1 Measurement Setup

The practical usefulness of the developed method has been presented on the basis of
two representative examples, successively for the considered HF and UHF frequency
bands. The measurement process has been done by using the test stand prepared in the
RFID laboratory at the DETS RUT (Fig. 6).

The S-parameters of AUT were measured by using the VNA Keysight PNA-X
N5242A and commercially available probe (Micromanipulator 44-8000-D-NA) [36].
In the test stand, the probe is mounted on an economical manipulator (Micromanip-
ulator model 110) which is feature with 3-axis direct leadscrew-leadnut drives (reso-
lution 2.2 lm, 10 mm max travel each axis) [36]. The analyzer and probe are
connected by: the Keysight 85131F flexible cable set 3.5 mm (VNA test ports) to

Fig. 6. Test stand – example for HF band
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3.5 mm (PDP cables), and the manually prepared RG178 UMC (probe connectors) to
SMA (VNA flexible cable set).

4.2 Calibration

The test stand was calibrated at the probe tips by using the PacketMicro TCS50
substrate (Fig. 7). This calibration substrate is produced on the polished alumina (size:
17.3 � 9.4 � 0.6 mm). It contains open, short, thru, 50 X, and 100 X gold contacts
(accuracy: <0.5% for the 50 X) with GS/SG configuration and probe pitches from
0.2 mm to 1.5 mm [35]. The size of contacts and pitch of the selected probe and
calibration substrate is compatible with the typical lead spacing of RFID chips dedi-
cated to the HF as well as UHF bands and provided in various types of packages.

Fig. 7. PDP calibration

The calibration procedure on the laboratory stand is conducted in three steps
(Fig. 7) that are discussed in details in Sect. 3.2. In order to meet the requirements
assumed for the test stand, the calibration is made in the frequency band from 10 MHz
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to 4 GHz (Fig. 8). The configurations SG for P1 and GS for P2 are prepared with using
a thin silver plated wire. The shorting between selected signal and ground is realized by
wrapping the wire around one of the probe tips and then around the PDP body.

After this procedure, the P1–P2 thru configuration is represented only as a dot on
the Smith chart (Fig. 9). It means that the reference plane is moved to the probe tips.
Therefore the VNA calibration allows accurate and repetitive measurements of the
differential impedance (9) in the test stand.

Fig. 8. Full SOLT 2-port calibration results

Fig. 9. Smith chart with P1–P2 thru
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4.3 Example of HF Transponder Antenna

The stages: “3. Antenna measurement” and “4. Parameter verification” (Fig. 2) are
discussed on the basis of two practical examples. The numerical results are compared
with data obtained during measurements. The antennas have been designed and sim-
ulated by using Mentor Graphics HyperLynx 3D EM (HL3DEM) software.

The antenna of HF transponder designed for Talkin Things Company is analyzed as
the first example. It is in the shape of a square of size 19 � 19 mm and is presented in
Fig. 10. The impedance matching is provided for the chip NXP NT2H1001, NTAG
210 l in FFC bump package. This chip complies with the requirements of the fol-
lowing communication protocol: ISO/IEC 14443 Type A, NFC Forum Type 2
(CTC= 50 pF) [37]. The numerical model of the antenna has been elaborated in
HL3DEM software tool, in the RFID laboratory at the DETS RUT. The test samples of
inlays have been manufactured by selected supplier in China.

The model consists of two layers: the upper layer with RFID chip and windings of
antenna, and the bottom one with bypass trace of the inductive loop. Moreover, real
localization of vias, metal logotype of the company owner and contact pads to which
the chip is attached are implemented in the model in order to gain the accuracy of the
calculations. The PET film (thickness 38 µm, dielectric constant er= 3.4 and loss
tgd = 0.0026) is considered as a substrate for the modeled antennas.

Constant width of traces (0.25 mm) and trace to trace spacing (0.19 mm) are given
into the antenna loop design. The thicknesses of the upper and bottom conductive

Fig. 10. Talkin Things 19 � 19 mm HF transponder
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layers are assumed to be equal to 30 µm and 10 µm respectively. Due to the lack of
detailed information about the technological process defined as aluminum etching, the
typical conductivity value (r = 3.5�107 S/m) of such material is assumed in the
calculations.

The basic antenna impedance parameters for the given type of the RFID
transponders have been calculated with using the prepared numerical model. They have
been determined for the carrier frequency f0 = 13.56 MHz. Obtained results are
compared with the measurement data that are averaged for 11 gathered samples
(Table 1).

The measured average value of the inductance LTA is convergent with the calcu-
lations obtained on the basis of the numerical model. The reported inaccuracy of the
quality factor is caused by the different values established for the resistance RTA. It is
due to the lack of information about the real conductivity of the metal that is used in the
technological process of manufacturing the tested antennas. It is suggested that the
purity of aluminum alloy that is used to form metal layers in the measured samples is
slightly smaller than it is assumed in the model (than r < 3.5�107 S/m).

4.4 Example of UHF Transponder Antenna

The second example concerns an antenna design for a semi-passive RFID sensor
transponder operating in the UHF band (Fig. 11). The demonstrator of the circuit has
been elaborated in the research/development project under the title “The development
of zero-energy quantum system with active packets complex” (POIR.01.01.01-00-
0407/16) realized for an industry partner (Aluron) and financed by the government
(NCBR). The impedance matching in the design is provided for the chip AMS SL900A
in QFN16 package [38] for which the dependence ZTC(PTmin) at f0 = 860–960 MHz is
known [26]. The SL900A is an EPC global Class 3 transponder chip which is fully
EPC Class 1 compliant (standardized by the ISO/IEC 18000-63) with additional cus-
tom commands for extended functions (RFID sensor transponder).

As previously, the numerical model of the antenna has been elaborated in
HL3DEM software tool, in the RFID laboratory but the measuring samples of the
demonstrator have been manufactured in the laboratory of integrated electronic micro -
and nanotechnology HYBRID at the DETS RUT. The process of cutting out metal
layers has been realized by using PCB plotter LPKF ProtoMat S100. The modeled
elements of the transponder and its antenna are designed on selected epoxy laminate

Table 1. Calculated and measured parameters of HF transponder antenna

Parameter HL3DEM calculation results Measurement resultsa

LTA, µH 2.56 2.55 ± 0.01
RTA, X 4.32 5.11 ± 0.61
QTA, - 50.49 42.52 ± 5.09
aAverage of 11 samples and expanded uncertainty for a coverage
factor k = 2.28 and a level of confidence p ≅ 95%
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which is suitable for advanced RF applications (ISOLA FR408: substrate thickness
0.51 mm, copper thickness 35 lm, dielectric constant er= 4.19, loss tangent tgd =
0.0102 for f = 1 GHz) [39].

The basic antenna impedance parameters for the given type of the RFID
transponders have been calculated with using the prepared numerical model. They have
been determined in the frequency band 800–1000 MHz. Obtained results are compared
with the measurement data that are averaged for 5 gathered samples (Fig. 12).

Fig. 11. UHF transponder

Fig. 12. Calculated and measured parameters of UHF transponder antenna
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In this case, the obtained results of the impedance ZTA show a satisfactory con-
vergence (Pearson correlation coefficient is equal 0.938 for real part and 0.995 for
imaginary part of impedance ZTA) suitable for analyzing the impedance matching
between antenna and selected chip in the whole RFID UHF band (860–960 MHz).

5 Conclusion

At the beginning it should be emphasized that there is no universal RFID transponder
which could be used to mark any objects and to work in any standard of the radio
frequency identification. Every transponder should be specially designed for an object,
in view of many conditions of its performance in the RFID system. Moreover all steps
of creating new efficient RFID devices involve using advanced know-how, software
tools and technological processes that are available only in R&D laboratories. But
designers’ abilities (such as selection of suitable apparatus, the calibration of the used
equipment, the art of measuring parameters in the time and frequency domain) are the
most important for implementing successively research and development procedures in
the considered scope.

Since the test methods that are commonly used for 50/75 Ω antennas operating in
typical radio communications systems cannot be used for determining parameters of
HF or UHF RFID transponders, the authors have proposed algorithm consists in
realization of indirect differential measurements of impedance parameters by using two
50 Ω coaxial ports P1 and P2 of a VNA and dedicated PDP with the S-S contact tips.
In particular, the question of equipment calibration was taken into consideration in the
paper. Bearing in mind the known problems of common methods, the solution that
does not interfere in the PDP structure was revealed and the calibration substrates with
short, open, load and thru standards that are usually dedicated for S-parameter cali-
brations and TDR impedance validations were used. After calibration, the S scattering
matrix was measured and results were used in the calculations of the impedance that is
necessary for designing efficient antennas.

The details of the method were explained on the basis of two representative
examples, successively for the considered HF and UHF frequency bands. The mea-
surement process was done by using the test stand prepared in the RFID laboratory at
the DETS RUT and samples were prepared in cooperation with the authors’ partners
form the industry. The measurement results were compared with data obtained for
numerical models in the Mentor Graphics HyperLynx 3D EM. Generally, the measured
values were convergent with the calculations despite some discrepancies resulting from
restricted information about parameters that are not revealed by producers.
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Abstract. The overriding goal of the research discussed in the article is to
propose an RFID system with the set of multiplexed RWD antennas that could
be implemented in a commercial refrigerator. The need to solve this type of a
problem has been reported by the one of the authors’ partner from the industry.
The main assumptions for designing the demonstration system consist in the
possibility of obtaining 100% efficiency for the identification of electronically
marked bottles with beverages as well as lack of significant interferences in the
construction of the refrigerator that could disturb the operating and maintaining
conditions. According to these requirements and meeting the partner’s needs
and expectations, several configurations of the set of multiplexed RWD antennas
have been designed, simulated and examined on the experimental stand in the
authors’ laboratory. On the basis of obtained results the conclusions have been
drawn regarding the construction of the RFID system, its implementation in the
commercial refrigerators and suggestions for structural changes in the devices at
manufacturing process. In addition, the usefulness of the proposed system
should be considered in a broader context since the transponders applied to the
bottles could be used in the whole life cycle of a FMCG product (production,
logistics, marketing services, recycling and others).

Keywords: RFID � Read/write devices � Multiplexed antennas
Refrigerator

1 Introduction

Automation of object identification processes is an important factor that leads to
improvements of economic activity in the logistics, industry, trade, transport and other
various socio-economic areas. These changes are especially visible in the scope of
intelligent systems, which operation is covered by the current trends in Internet of
Things (IoT) or automation and data exchange in manufacturing technologies (Industry
4.0) [1, 2]. Nowadays, the radio frequency identification (RFID) technology is more
and more often used in this kind of advanced developments [3] and its usability is
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confirmed by growing number of practical implementations [4, 5]. It results from
availability of system devices on the market and also forecast in terms of their appli-
cability within the next years [6]. On the other hand, better recognition of the essence
pertinent to the operation of these devices as well as methods of determining their
parameters confirm the statement in technological terms [7].

The problem presented in this paper is inscribed in the conception of IoT that is
dedicated for the fast moving consumer goods (FMCG). According to this idea,
commonly used bar codes will be replaced by RFID transponders in the nearest future,
and the electronic product code (EPC) defined by the EPCglobal Tag Data Standard is
dedicated for these aims [8]. The development works are conducted to ensure that
automatic identification will be effectively and smoothly applied to the FMGC in the
supply chain management [9].

The need to conduct the presented research and development works has been
announced by one of the authors’ partners active in the FMCG industry. The problem
has been connected with selecting appropriate RFID transponders operating in various
frequency bands (HF or UHF) as well as practical methods of dealing with such kind of
tasks. It is especially important in the scope of automation effectiveness when a whole
life cycle of a FMCG product is taken into consideration (production, logistics, mar-
keting services, recycling and others). The works related to solving this issue have been
divided into stages and have been realized under the cooperation between FMCG
industry partners as well as the Department of Electronic and Telecommunications
Systems (DETS) in Rzeszow University of Technology (RUT) and Talkin Things
Company. Although both HF and UHF systems can be implemented in the solution
under development, the first one is used in the elaborated demonstrator due to the
requirements set by the industrial partner.

The overriding goal of the stage discussed in this article is to propose a set of
multiplexed RWD antennas dedicated to a commercial refrigerator. The possibility of
obtaining 100% efficiency for identification of electronically marked bottles with
beverages is assumed for the demonstration RFID system. A remote automatic
inventory of the objects inside the refrigerator can be performed by means of such a
system in the nearest future. Further, sales reports and orders can be generated and
directed to a distribution center of desired FMCG products.

The problem of RFID system implementation in refrigerators can be encountered in
the subject literature. It is considered for example in aspects of specialized medical
implementations (location based blood bag management [10], medication monitoring
[11, 12], and other intelligent systems with refrigerator [13]) but also some publications
refer to industrial applications (e.g. traceability system of milk samples [14]) as well as
to household equipment (e.g. IoT refrigerator at smart home [15–20]). Most of these
cases, however, concern the manual registration of electronically marked products in an
RFID system (the single RFID system). The solution presented by the authors is
unheard of in the subject technology. It is based on an automatic recognition of a large
number of electronically marked objects (the anti-collision RFID system) that addi-
tionally can be located in a large space. The authors’ concept of determining the three-
dimensional interrogation zone (IZ) by using the Monte Carlo method in inductively
coupled anti-collision RFID systems is applied in the solution [21].
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2 HF RFID System with Multiplexed Antennas

A typical single or anti-collision RFID system consists of transponder(s) and read/write
device (RWD) with its antenna(s) [3]. The RWD connected to a computer and their
software form a management centre whereas the electronic transponders are used for
marking objects.

The HF RFID systems (the carrier frequency of f0 = 13.56 MHz) operate in the
space XID that is characterized by an inhomogeneous magnetic field (expressed by the
magnetic field strength H) and strong coupling (expressed by the mutual inductance M)
between antennas of the arrangement component (Fig. 1). The inhomogeneous mag-
netic field generated in the RWD antenna vicinity is a medium for both energy transfer
and wireless communication. The communication mechanisms in the HF band are
implemented in adequate protocols (typically ISO/IEC 14443, 15693, 18000-3).

The communication process can be carried out only when transponders are in the
interrogation zone. It means that the operational capability of RFID systems is char-
acterized by the IZ, which covers problems of energy and communication activity with
regards to a specified hardware and software configuration. It also determines and
comprehensively describes possibilities of an RFID system application in desirable
automated processes.

The effectiveness of the anti-collision RFID system is defined on the basis of the IZ
synthesis for a group of n-transponders which are located in the space XID, and for a
given automatic identification process (for example objects that are localized in a
commercial refrigerator). The interrogation zone is determined for an assumed effi-
ciency of identification gID:

gID ¼ lIDOK
n

� 100% ð1Þ

where lIDOK is the number of transponders for which desired read/write operations are
properly executed.

Fig. 1. Anti-collision HF RFID system with multiplexed antennas
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From a practical point of view, the IZ should be as large as possible regardless of
the variable location/orientation of activated transponders. However in the RFID sys-
tem with only one RWD antenna, it is not possible to identify all transponders at any
point in the space XID. The problem stems from the fact that energy can be conveyed
from the read/write device to transponders only on a limited distance [22]. The energy
is not transferred (like in a far-field region) but stored in an inhomogeneous magnetic
field (near-field region). At the present stage of knowledge, it is the main reason why
practical implementations of anti-collision identification are restrained.

In the HF RFID systems, the wavelength k is about 22 m for the carrier frequency
of f0 = 13.56 MHz. Therefore, the RWD antennas are made in a form of loop (typically
as a square [23], rectangle [24], circle [25] or other polygons [26]), which is small in
relation to k. The primary way to enlarge the size of interrogation zone consists in
conveying more energy to transponders that are freely deployed and oriented in the
space XID. The greatest flexibility in developing RFID applications and shaping the IZ
space can be achieved by using the system in which a multiplexer (MUX) and more
than one RWD antenna is applied [21]. So, the different configurations of multiplexed
RWD antennas are considered in this paper in order to present the described idea of
FMCG identification in a commercial refrigerator.

3 Research Problem

The demonstration RFID system under test is build on the base of glass door mer-
chandiser (single swing glass door refrigerator with hydrocarbon refrigerant and LED
lighting from the True Food Service Equipment, model GDM-26-LD [27]). This kind
of device is widely used in bars, restaurants, retail shops and markets (Fig. 2).

Fig. 2. GDM-26-LD Fig. 3. Refrigerator model with element numbering
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The inside of this commercial refrigerator is made of metal: the side walls and the
upper part – white-painted aluminum sheet, the bottom – stainless steel sheet. The
casing is made of plastic (laminated vinyl), the appearance of which can be adapted to
the customer’s requirements. The space between the internal and external walls is filled
with a polyurethane foam seal (Ecomate). The tested model of the refrigerator has 5
shelves manufactured from metal wire covered with a layer of white plastic.

A selected batch of 360 bottles is the exemplary research object in the complete RFID
identification process on the demonstration stand. Each of the 500 ml bottles is factory-
filled with liquid. They are placed in the same orientation in plastic gravity feed orga-
nizers that are dedicated equipment of GDM-26-LD. It is possible to place maximum of
eight 9-bottle cassettes on one shelf, hence, for the whole refrigerator, it gives the number
of 360 objects intended for the process of anti-collision RFID identification (Fig. 3).

All of the bottles in the demonstration system under consideration are marked with
HF RFID transponders. The NXP I-CODE SLIX chip that is used in the selected class
of electronic tags (model SL2 S2002/SL2 S2102) operates in accordance with the
ISO/IEC 15693 protocol (Fig. 4). The transponders are placed in the middle of the
bottle labels. Extra paper stickers with information about location in the refrigerator as
well as with the last 3 bytes of the unique identifier (UID of RFID transponders) are
attached to all of the bottles. The coordinates of an object in the space are described by
the shelf number (P1…5), the cassette number (K1…8) and the position of a bottle in it
(B1…9). The use of these stickers provides the opportunity to determine the location of
unidentified bottles during the experimental research. It should be emphasized, that
other standards of RFID systems could be used in the glass door merchandiser with
regards to requirements of a target application or a desired period of life cycle of FMCG
products. Semi-passive or passive transponders operating with ISO/IEC 14443 protocol
of the HF band or ISO/IEC 18000-63 for the UHF band as well as dual-band HF + UHF
models (Fig. 5) and other contemporary RFID devices are considered in other research
projects conducted in cooperation with authors’ partners from the industry.

The realized preparatory activities constitute the basis for conducting research and
development works. Furthermore, the method developed in [21] is implemented in
application experiments what confirms its usefulness in this scope. Various configu-
rations of multiplexed RWD antennas dedicated to RFID systems of the HF band are
subjects of the conducted analysis. The designs that are the most perspective from the
practical point of view are presented in Sect 4. Even though, they are considered for a
representative case of one shelf, the system for entire refrigerator can be elaborated by

Fig. 4. Selected organizer with electronically marked bottles
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increasing number of RWD multiplexer inputs and duplicating the solution for sub-
sequent shelves. The numerical model EMCoS Antenna Virtual Lab is prepared for
each configuration. Calculations of the current distribution and the inhomogeneous
magnetic field are made using the TriD solver based on the Method of Moments
(MoM). The necessity to carry out such extensive preparatory and calculation steps was
forced by the diversity of materials from which the refrigerator is made. Moreover, the
potential modification of the refrigerator structure is analyzed in the research works,
because the components of RFID systems are considered to be possible for future
integration with construction of the device. The positive results of numerical calcula-
tions yield the design brief for preparing and assembling the set of multiplexed RWD
antennas, and then for conducting tests in a demonstration RFID system. Although
demonstration installation was tested for 100% identification efficiency, the proper
configuration set of multiplexed RWD antennas that would enable periodic removal of
the shelves was also searched for. This is caused by additional hygienic-sanitary
requirements that have to be met during the operational maintenance of the refrigerator
inside. Equipment and software of Feig company were used in this stage of the works.

4 Results

4.1 Gate Type of Multiplexed RWD Antennas

Model. According to the specified assumptions, the space between shelves of the glass
door merchandiser is the most prospective location for the set of multiplexed RWD
antennas. The basic conception consists of four opposite antennas that form two
orthogonal gates (Fig. 6). In such a configuration, each pair of antennas is dedicated to
identify bottles with selected orientation in which the central plane of label is set in
parallel to the loop arrangement. Since there is no need to interfere in the construction
of the commercial refrigerator when installing the antennas, it should be considered as a
crucial advantage for the proposed solution. It should be also noted that the possibility
of removing the shelves during the devices operation is retained.

Two numerical models (for Gate 1: antenna 1 and 2, for Gate 2: antenna 3 and 4)
are considered for the proposed concept. In the first case (Gate 1), the loops are moved
10 cm from the door and from the rear wall of the refrigerator whereas in the second
case (Gate 2 v.1) there is the 1 cm separation of antennas from metal walls. The
components of the arrangement are modeled as loops made of a coaxial cable with a
core diameter of 0.3 mm to which a 50 X current source with amplitude of 1 A is
connected.

Fig. 5. POIR.01.01.01-00-0226/15 hybrid RFID transponder
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Numerical Calculation. In the next step, the magnetic field strength distribution
inside the refrigerator is determined with respect to the x-z plane for the Gate 1 (Fig. 7)
and y-z for the Gate 2 (Fig. 8). The locations where magnetic field strength may be
sufficient to supply passive RFID transponders properly (H > Hmin) are estimated on
the basis of the obtained results. It should be noted that the data are analyzed quali-
tatively. Such an assessment is caused by a significant simplification of the refrigerator
numerical model. But, it allows for efficient calculation and justifies decision to move
on to the experiment phase in the demonstration RFID system.

Fig. 7. Total magnetic field strength (x-z plane, Gate 1, p. 1–5 cm from the door, p. 2 – middle,
p. 3–5 cm from the rear wall)

Fig. 6. Model of gate type antennas
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The magnetic field intensity distribution is determined for the carrier frequency of
f0 = 13.56 MHz, and the calculations are carried out for selected planes related to the
door and side walls of the refrigerator. For the antennas located parallel to the door
(Fig. 7), the magnetic field strength should be sufficient to supply passive RFID
transponders. In the case of the second pair (Fig. 8), eddy currents are generated in the
side walls which make it impossible to implement an object identification process
correctly – the value of magnetic field intensity is lower than Hmin for most locations in
the considered space.

The identification of objects oriented perpendicular to the door can be implemented
in two other ways that should lead to improvement the second case. The first one
consists in increasing the separation of antennas 3 and 4 from the metal walls of the
refrigerator. As a result, the induction of eddy currents is significantly lower. Hence, it
reduces the impact of this phenomenon on impedance parameters of the antennas. The
limitation of the exhibition space and the possibility of damaging antennas during
maintaining the device (e.g. when pushing/pulling out a bottle with a drink) are sig-
nificant disadvantages of the proposed solution. The second way involves the necessity
to make changes in the construction of the glass door merchandiser. For example, if the
metal side walls were replaced with plastic sheets, it would resolve all the problems
with the antenna disruption issue.

New numerical models for improved constructions of the Gate 2 are proposed to
fulfill above mentioned remarks. The separation of 10 cm from metal walls of the
refrigerator to the 3rd and 4th antenna is taken into account in the Gate 2 v.2 version

Fig. 8. Total magnetic field strength (y-z plane, Gate 2 v.1, p. 1–5 cm from the left side, p. 2 –

middle, p. 3–5 cm from the right side)

Fig. 9. Total magnetic field strength (y-z plane, Gate 2 v.2, p. 1–5 cm from the left side, p. 2 –

middle, p. 3–5 cm from the right side)
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(Fig. 9). It can be noticed when comparing obtained results with the Gate 2 v.1
(previously described as Gate 2) case (1 cm separation – Fig. 8) that the space – in
which transponders are supplying with sufficient power – is enlarged significantly. The
next modification consists in changing the glass door merchandiser construction and is
described as the third version of the Gate 2 model (Gate 2 v.3). A new type of
materials that are commonly used to build side walls of some commercial refrigerators
is introduced in the model (Fig. 10). Plastic planes with a thickness of 1 cm and
relative permittivity er = 2.3 are analyzed in this case. Although the antennas are placed
as in the Gate 2 v.1 model (Fig. 8), it can be noticed that the dimensions of the space
where the passive RFID transponders are powered properly is also increased signifi-
cantly. Hence, the modification of the glass door merchandiser construction is the best
choice in the discussed implementation of the RWD antenna set. It guarantees the
possibility of identifying bottles in any location and orientation.

Experiment. The experimental verification of the multiple identification process was
the goal of this research stage. It was carried out in the prepared demonstration system
based on the commercial glass door merchandiser. A set of multiplexed RWD antennas
were installed in the refrigerator according to the model Gate 1/Gate 2 v.1. The
experimental works were divided into two steps. In the first one, the arrangement of the
1st and 2nd antenna – Gate 1 that is dedicated to identify objects with labels oriented
towards the door was subjected to the verification. In the second step, 3rd and 4th
antenna – Gate 2 that is responsible for identifying orthogonally oriented bottles was
tested.

The antenna loops are made of coaxial cable RG-58 in plastic cable raceways
constituting supporting construction (Fig. 11). The vertical wires are run parallel to
metal shelf mounting rails while the horizontal wires – above and below surfaces of the
shelves. In this way, unused parts of the internal space are occupied while the exhi-
bition area in the refrigerator is not reduced at all. The terminals of the each loop are
attached to a dynamic antenna tuner (FEIG ID ISC.DAT). This device with automated
matching circuits is designed for tuning RFID antennas with an operating frequency of
13.56 MHz. It enables to match antennas to impedance of 50 X with the use of ded-
icated control software tool. All matching circuits are connected by coaxial cables to
the selected ports of the 8-channel multiplexer (FEIG ID ISC.ANT.MUX). This device
also provides power and control commands to the dynamic antenna tuner.

Fig. 10. Total magnetic field strength (y-z plane, Gate 2 v.3, p. 1–5 cm from the left side, p. 2 –

middle, p. 3–5 cm from the right side)
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The multiplexer is connected to the antenna port in the ISO/IEC 15693 long range
RWD module (FEIG ID ISC.LRM2500-B). The RWD module provides output power
equal 4 W and is controlled by ID ISOStart V09.09.10 software. The read/write device
is set in Host Mode during the measurement procedure, what enables to send orders
manually.

RFID transponders attached to the bottles are directed towards the door (Fig. 12a)
or a side wall of the refrigerator (Fig. 12b). Conducted experimental tests allow to
verify the RFID system’s ability to identify electronically marked objects. The pro-
cedure consisted in implementation of the inventory round as well as the localization of
the recognized objects on the basis of UID. The obtained results are summarized in
Tables 1, 2, 3, 4, 5 and 6. The OK means UID recognition and NOK – lack of object
identification in the inventory round.

The case of RFID transponders directed towards the door is verified in the first step
(Tables 1, 2 and 3). The inventory round is carried out during the tests separately for
the each antenna of the Gate 1 and results are presented in Table 1 (for the 1st antenna)
and 2 (for the 2nd antenna). The sum of the cases from the switched antennas is
collected in Table 3. It can be seen that all objects on the test shelf are identified. In
addition, partial areas of correct identification obtained from the individual antennas
overlap themselves. It proves the reliability of the proposed solution.

Fig. 11. Gate 1 of multiplexed RWD antennas

Fig. 12. Electronically marked bottles with transponders directed towards: (a) door, (b) side
walls of the refrigerator
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The operation of the set of multiplexed RWD antenna (in the range of the Gate 1) is
verified in a similar way for the second spatial orientation of bottles. In this case RFID
transponders are located towards the side wall of the refrigerator. As before, the
inventory round is carried out separately for the each antenna (Table 4 and 5). The
results obtained for this orientation are much worse than in the previous study. This is
due to the fact that energy of the magnetic field produced by the RWD antennas is less

Table 2. Results for labels oriented towards the refrigerator door (antenna 2)

K1 K2 K3 K4 K5 K6 K7 K8
B1 NOK NOK NOK NOK NOK NOK NOK NOK
B2 NOK NOK NOK NOK NOK NOK NOK NOK 
B3 NOK NOK NOK NOK NOK NOK NOK NOK
B4 NOK OK NOK OK NOK OK OK OK
B5 OK OK NOK OK NOK OK OK OK 
B6 OK OK OK OK OK OK OK OK
B7 OK OK OK OK OK OK OK OK
B8 OK OK OK OK OK OK OK OK
B9 OK OK OK OK OK OK OK OK

Table 3. Summary results for labels oriented towards the refrigerator door (Gate 1)

K1 K2 K3 K4 K5 K6 K7 K8 
B1 OK OK OK OK OK OK OK OK
B2 OK OK OK OK OK OK OK OK
B3 OK OK OK OK OK OK OK OK
B4 OK OK OK OK OK OK OK OK
B5 OK OK OK OK OK OK OK OK
B6 OK OK OK OK OK OK OK OK
B7 OK OK OK OK OK OK OK OK 
B8 OK OK OK OK OK OK OK OK
B9 OK OK OK OK OK OK OK OK

Table 1. Results for labels oriented towards the refrigerator door (antenna 1)

K1 K2 K3 K4 K5 K6 K7 K8 
B1 OK OK OK OK OK OK OK OK
B2 OK OK OK OK OK OK OK OK
B3 OK OK OK OK OK OK OK OK
B4 OK OK OK OK OK OK OK OK
B5 OK OK OK OK OK OK OK OK
B6 OK OK OK OK OK OK OK OK
B7 OK OK OK OK OK OK OK OK 
B8 OK OK OK OK OK OK OK OK
B9 OK OK OK NOK NOK OK OK OK

Efficiency Problem of FMCG Identification in HF RFID 129



absorbed by transponder antennas. Hence, the value of voltage that is induced at the
antenna terminals of transponder is not sufficient to power an RFID chip. Only 35% of
the electronically marked bottles are identified in the presented case (Table 6).

Studies on the antenna arrangement that is dedicated to recognizing objects with
RFID transponders oriented towards the side walls of the refrigerator are planned in the
second stage of the experimental works. The 3rd and 4th antenna is made according to
assumptions considered in the first model and placed in the close proximity of the side
walls. Unfortunately, it is not possible to tune these antennas to the impedance of 50 X
by using the selected automated matching circuits. It is caused by the proximity of the

Table 4. Results for labels oriented towards the side wall (antenna 1)

K1 K2 K3 K4 K5 K6 K7 K8 
B1 NOK NOK OK OK OK OK OK OK
B2 OK NOK OK NOK NOK NOK NOK NOK
B3 NOK OK OK NOK OK NOK NOK NOK
B4 NOK NOK NOK NOK NOK OK OK OK
B5 NOK NOK OK NOK OK NOK NOK NOK
B6 NOK NOK NOK NOK NOK NOK NOK NOK
B7 OK NOK NOK NOK NOK NOK NOK NOK 
B8 NOK NOK NOK NOK NOK NOK NOK NOK
B9 OK NOK NOK NOK NOK NOK NOK NOK

Table 5. Results for labels oriented towards the side wall (antenna 2)

K1 K2 K3 K4 K5 K6 K7 K8
B1 NOK NOK NOK NOK NOK NOK NOK NOK
B2 NOK NOK NOK NOK NOK NOK NOK NOK 
B3 NOK NOK NOK NOK NOK NOK NOK NOK
B4 NOK NOK NOK NOK NOK NOK NOK NOK
B5 NOK NOK NOK NOK NOK NOK NOK NOK 
B6 NOK NOK NOK NOK NOK NOK NOK NOK
B7 NOK NOK OK NOK NOK NOK NOK NOK
B8 NOK NOK NOK OK NOK OK OK OK
B9 OK OK NOK NOK NOK NOK OK NOK

Table 6. Summary results for labels oriented towards the side wall (Gate 1)

K1 K2 K3 K4 K5 K6 K7 K8 
B1 NOK NOK OK OK OK OK OK OK
B2 OK NOK OK NOK NOK NOK NOK NOK
B3 NOK OK OK NOK OK NOK NOK NOK
B4 NOK NOK NOK NOK NOK OK OK OK
B5 NOK NOK OK NOK OK NOK NOK NOK
B6 NOK NOK NOK NOK NOK NOK NOK NOK
B7 OK NOK OK NOK NOK NOK NOK NOK
B8 NOK NOK NOK OK NOK OK OK OK
B9 OK OK NOK NOK NOK NOK OK NOK
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metal components of the refrigerator. It yields the effect of reducing the loop induc-
tance to a level that could no longer be compensated by the elements built into the
dynamic antenna tuner (tuning range inductance 0.7–2.5 lH).

It can be stated on the basis of the conducted research that the modification of the
refrigerator structure proposed in the Gate 2 v.3 model is compulsory. It is a factor that
determines the high efficiency of automated identification of electronically marked
objects regardless of the bottle position and orientation in the refrigerator equipped
with the discussed set of multiplexed RWD antennas.

4.2 L Type of Multiplexed RWD Antennas

Numerical Model. The new conception is proposed on the basis of previously elab-
orated solutions. The multiplexed set with two spatial L-shaped antennas is considered
in order to simplify the structure of RFID system (Fig. 13). It is assumed that despite
using a reduced number of necessary RFID devices the improved construction is
enough to enable recognizing variously oriented objects.

The numerical model of multiplexed set with the L type RWD antennas is devel-
oped on the basis of the proposed conception. Specific conditions for integrating the
new construction with the glass door merchandiser are also taken into account. The
model includes the previously discussed parameters of structural materials and antenna
power supply.

Numerical Calculation. As it is described in the previous models, the magnetic field
strength distribution is determined for the carrier frequency of f0 = 13.56 MHz. Due to
the shape of the antennas, calculations are carried out for the x-z (Fig. 14) and y-z plane
(Fig. 15).

Fig. 13. Model of set with L type antennas
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The analysis of calculations shows that it is possible to recognize the objects with
the transponders that are oriented in x-z plane (parallel to the door of the refrigerator).
However, it should be noted that there are areas on the shelf where transponders may
remain without power. In the case of y-z plane, object identification is only possible in
the close proximity to the RWD antenna. It should be noticed that changes in refrig-
erator construction could improve the RFID system also in this conception. If metal
elements were replaced with plastics the identification effectiveness could be increased
for all orientations of market objects. Considerations of the spatial separation between
antennas and metal walls are not practical here due to the operational aspects of the
glass door merchandiser.

Fig. 14. Total magnetic field strength (x-z plane, L v.1, p. 1–5 cm from the door, p. 2 – middle,
p. 3–5 cm from the rear wall)

Fig. 15. Total magnetic field strength (y-z plane, L v.1, p. 1–5 cm from the left side, p. 2 –

middle, p. 3–5 cm from the right side)

Fig. 16. Total magnetic field strength (x-z plane, L v.2, p. 1–5 cm from the door, p. 2– middle,
p. 3–5 cm from the rear wall)

132 P. Jankowski-Mihułowicz et al.



The above mentioned observations are the basis for developing the next numerical
model (L v.2) with some modifications of the refrigerator construction. Instead of metal
side walls, a casing made of plastic is considered. Hence the walls are modeled with a
plane of 1 cm thickness and relative permittivity of er = 2.3. The calculation results are
compiled for the x-z (Fig. 16) and y-z plane (Fig. 17).

A significant increase in the geometry of the area in which it is possible to supply
passive RFID transponders with energy is noticeable in the calculation results. It should
be noted, however, that despite the modification of the refrigerator construction, the
distribution of the magnetic field around the antenna loop is not as homogeneous as it is
in the concept of Gate 2 v.2.

Experiment. The effectiveness of identification process with regards to the new model
was also verified by experimental works. Multiple objects were subjected to identifi-
cation processes in the modified demonstration system. In the first approach, the
antenna arrangement was made in accordance with the model shown in Fig. 13.
Unfortunately, an automatic impedance matching in such a system was incorrect

Fig. 18. L type of multiplexed RWD antennas

Fig. 17. Total magnetic field strength (y-z plane, L v.2, p. 1–5 cm from the left side, p. 2 –

middle, p. 3–5 cm from the right side)
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despite many experimental attempts. The inner side of single swing glass door is
covered with a transparent antibacterial layer of metal and it was identified as the
reason of the troubles. It strongly affected the antenna impedance. Hence, one of the 1st
antenna’s arms was shortened for solving the problem. As a result, the loop was
separated from the fridge door (Fig. 18). Since the material parameters of the
antibacterial layer are not designated and the numerical calculations have only quali-
tative nature it was decided not to prepare the next version of the model for these
changes.

As previously, the inventory procedure was carried out separately for each of the
antennas and summary results of experiments for different orientation of transponders
are compiled in Table 7 and 8. As it was expected, the best identification efficiency
(about 92%) is obtained for the case in which RFID transponders are directed towards
the door of the refrigerator. The effectiveness at orthogonal spatial orientation of
objects is significantly worse and it is equal only 39%. These results coincide with their
numerical representation.

Table 7. Summary results for labels oriented towards the refrigerator door

K1 K2 K3 K4 K5 K6 K7 K8 
B1 OK OK OK OK OK OK OK OK
B2 OK OK OK OK OK OK OK OK
B3 OK OK OK OK OK OK OK OK
B4 OK OK OK OK OK OK OK OK
B5 OK OK OK OK OK OK OK OK
B6 OK OK OK OK OK OK OK OK
B7 OK OK OK OK OK OK OK OK 
B8 NOK NOK NOK OK OK OK OK NOK
B9 NOK OK NOK OK OK OK OK OK

Table 8. Summary results for labels oriented towards the side wall

K1 K2 K3 K4 K5 K6 K7 K8
B1 OK OK OK NOK NOK NOK NOK NOK
B2 OK OK OK NOK OK NOK NOK NOK 
B3 OK OK OK NOK OK NOK OK NOK
B4 NOK NOK NOK NOK OK OK OK OK
B5 NOK NOK OK NOK NOK NOK OK NOK 
B6 NOK NOK OK NOK NOK NOK NOK NOK
B7 OK NOK NOK NOK NOK NOK NOK NOK
B8 OK OK OK NOK NOK NOK NOK NOK
B9 OK OK OK NOK NOK NOK OK OK
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4.3 X Type of Multiplexed RWD Antennas

Numerical Model. An arrangement consisting of two mutually intersecting antenna
loops is the last of the considered configuration (Fig. 19). It is assumed once again that
despite using a reduced number of necessary RFID devices the improved construction
is enough to enable recognizing variously oriented objects.

The numerical model of multiplexed set with the X type RWD antennas is
developed on the basis of the proposed conception. Specific conditions for integrating
the new construction with the glass door merchandiser are also taken into account. The
model includes the previously discussed parameters of structural materials and antenna
power supply.

Numerical Calculation. As it is described in the previous models, the magnetic field
strength distribution is determined for the carrier frequency of f0 = 13.56 MHz. Due to
the shape of the antennas, calculations are carried out for the x-z (Fig. 20) and y-z plane
(Fig. 21).

It can be concluded on the basis of obtained data that it should be possible in the
case under consideration to identify any objects inside the modeled refrigerator
regardless of orientations of transponders. According to predictions, the magnetic field

Fig. 19. Model of X type antennas

Fig. 20. Total magnetic field strength (x-z plane, p. 1–5 cm from the door, p. 2 – middle, p. 3–
5 cm from the rear wall)
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strength has the highest values in the immediate vicinity of the antenna loop. Moreover,
it does not significantly decrease inside the entire shelf.

Experiment. The effectiveness of identification process with regards to the last model
was also verified by experimental works. Multiple objects were subjected to the
identification processes in the modified demonstration system (Fig. 22).

Fig. 22. Experimental stand of multiplexed set with X-type antennas and group of marked
bottles in considered case of RFID process

Table 9. Summary results for labels oriented towards the refrigerator door

K1 K2 K3 K4 K5 K6 K7 K8
B1 OK OK OK OK OK OK OK OK
B2 OK OK OK OK OK OK OK OK
B3 OK OK OK OK OK OK OK OK
B4 OK NOK OK OK OK OK OK OK
B5 OK OK OK NOK OK OK OK OK
B6 OK OK OK OK OK OK OK NOK
B7 OK OK OK OK OK OK OK OK
B8 OK OK OK OK OK OK OK OK 
B9 OK OK OK OK OK OK OK OK

Fig. 21. Total magnetic field strength (y-z plane, p. 1–5 cm from the door, p. 2 – middle, p. 3–
5 cm from the rear wall)
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As before, the inventory procedure was carried out separately for each of the
antennas and summary results of experiments for different orientations of transponders
are compiled in Table 9 and 10. The identification efficiency is equal to 96% for the x-
z plane and 74% for the y-z plane.

It can be concluded on the basis of the conducted research that the X type of
multiplexed RWD antennas is characterized by high application potential. However,
the construction of the glass door merchandiser would need to be changed significantly.
So, the practical implementation of this solution in contemporary commercial refrig-
erators is not achievable, because one of the basic requirements is not met – it has to be
possible to remove the shelves from the device.

5 Conclusion

The implementation of RFID system in the glass door merchandiser was the aim of the
conducted research. The possibility to identify any oriented electronically marked
bottles with only one transponder attached to the central point of product label was
considered in this paper. Taking into account economic and marketing benefits it does
seem to be rational to equip commercial refrigerators with the complete set of multi-
plexed antennas regardless of the overall construction of the devices that are commonly
used in the FMCG distributors. Nevertheless the necessity to complicate the hardware
part of the system (increased number of multiplexer inputs and antennas with tuning
circuits, the need to use a long range read/write device with higher output power in the
transmitter) is one of the identified problems that has to be overcome. Moreover,
operating and maintaining requirements (removed shelves, free access to bottles, etc.)
of the refrigeration equipment have to be included in a designing solution. On the other
hand, the implementation of RFID system for conducting the automated identification
process only for one selected orientation of electronically marked bottles is the rea-
sonable application (it meets the industry partner’s needs and expectations). However,
it is necessary to use an appropriate structural construction of the RWD antenna sys-
tem. The possibility to use the gate that consists of antennas placed in the space
between the shelves confirms the usefulness of such an application. It gives 100%
efficiency of identification process (labels oriented towards the refrigerator door) and

Table 10. Summary results for labels oriented towards the side wall

K1 K2 K3 K4 K5 K6 K7 K8
B1 OK NOK NOK NOK NOK NOK NOK NOK
B2 OK OK NOK OK NOK NOK NOK NOK
B3 OK OK OK OK OK OK OK NOK 
B4 OK OK OK OK OK OK NOK NOK
B5 OK OK OK OK OK OK OK NOK
B6 OK OK OK OK OK OK OK NOK 
B7 OK OK OK OK OK OK OK NOK
B8 OK OK OK OK OK OK OK NOK
B9 OK OK OK OK OK OK OK OK
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the shelves can still be removed from the refrigerator. This configuration confirms the
requirements of the assumed FMCG identification in a commercial glass door mer-
chandiser specific for the considered application. It should be emphasized that the
RFID transponders applied to the bottles can be used in the whole life cycle of a FMCG
product (production, logistics, marketing services, recycling and others) for different
tasks.

The obtained test results should constitute the initial conditions for the next stage of
research and development works. The target construction of the set of multiplexed
RWD antennas can be designed taking into account conducted analysis with regards to
manufacturing potential, for implementation in a commercial refrigerator. In addition, it
can be stated on the basis of the presented results that modification of the device
construction is a crucial requirement and important factor for developing RFID
applications in this scope. If materials used to build its interior were changed, it could
be possible to synthesize an effective antenna system for the RFID identification of
electronically marked objects regardless of their location and orientation. And then,
although both L and X type of multiplexed RWD antennas is characterized by high
application potential and it is possible to reduce the complexity of RFID system by
using such an improved construction, the first shape is better choice according to
simulation results and manufacturing requirements of integration.
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Abstract. In this paper measuring methods for the detection of end winding
vibrations on large machines are presented and special requirements with regard
to monitoring and diagnostic systems are discussed.
Large end winding vibrations due to switching operations, grid disturbances

or mechanical loosening may cause partial conductor breaks and damage of the
end winding insulation. The damaged insulation can lead to a short circuit with
damage or even complete destruction of the electrical machine. The resulting
costs for operating failure and repair exceed the costs for continuous monitoring
of the end winding condition by a factor of 1000 for large electrical machines
like turbo-generators in power plants.
In the first part of this paper, the causes and effects of end winding vibrations

are discussed. Afterwards, modern methods for measuring end winding vibra-
tions are presented.
Subsequently, a combined method for modal operating mode analysis is

presented, taking into account a learned reference state. This modal view allows
to draw conclusions about vibration excitation and phenomena such as operation
close to resonance. However, the plausibility and spatial arrangement of the
individual bar vibrations used for a modal transformation must be critically
examined, since errors in the measurement chain and an unsuitable sensor
configuration lead to misinterpretations. The modal consideration of the end
winding vibration thus always represents a supplement to other observation
forms, such as the Fourier spectrum of a single bar vibration. By learning a
reference state with the help of neural networks, even small changes in vibration
behavior can be detected.
Finally, the paper gives an outlook on the future developments and require-

ments of corresponding measurement systems

Keywords: End winding � Vibration � Monitoring � Fiber optics
Accelerometer � Modal analysis

1 Introduction

Through comprehensive measurement, monitoring and diagnosis of large electrical
machines, costs can be saved through longer operating times and plannable mainte-
nance work. The end windings represent two of the most sensitive machine compo-
nents. In recent years, the continuous vibration monitoring of end windings has been
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used more and more frequently. The development opportunities and potential savings
in this area are correspondingly high.

The forced, damped operating vibrations of an end winding are stimulated both by
electromagnetic forces between the bars and by the laminated core vibrations caused by
the air gap field.

The electromagnetic forces in the end winding area are determined by the current
through the stator winding and the magnetic field, which in turn is generated by the
currents of all windings within the end area of the machine. The forces are therefore
approximately proportional to the square of the currents occurring in the electrical
machine.

In recent years an intensive development in the field of vibration measurement,
vibration monitoring and vibration diagnosis can be observed. In the past, only very
large machines were usually monitored for vibration. Continuous monitoring of shaft
and bearing vibrations, for example, has become established in all large turbo-sets. The
development of new and more compact measuring and monitoring systems has made
vibration diagnosis beneficial for other machine components as well.

For the evaluation of a vibration, the recorded measuring signal is usually divided
into its frequency components according to amplitude and phase by means of a Fast
Fourier Transform (FFT).

Due to the increasing number of old turbo-generators and new operating require-
ments resulting from the liberalization of the electricity market, age-related damage is
increasingly occurring in the end winding areas, which necessitates greater monitoring
effort and the development of more precise diagnostic tools. Currently only relatively
few end windings are continuously monitored, whereby the need for condition moni-
toring in this area continues to grow. Sensors for vibration monitoring in these areas
must be high-voltage resistant and insensitive to strong magnetic fields. Conventional
inductive or capacitive vibration transducers do not meet these criteria and therefore
cannot be used for vibration monitoring. Fiber-optic accelerometers, on the other hand,
are ideal. They are used primarily to monitor the radial vibrations of individual end
winding bars. For cost reasons, not every bar can be equipped with accelerometers,
which makes an accurate condition assessment difficult.

2 Causes and Effects of End Winding Vibrations

The vibration of an end winding depends on its structure and vibration excitation. The
structure has stiffness and damping properties, which depend on design, production
process, thermal condition and the aging condition of the end winding. The end
winding’s temperature depends on the operating condition of the machine with its
characteristic operating variables such as speed, active power, reactive power and
terminal voltage. With changing operating conditions, not only direct changes in
excitation but also delayed temperature changes occur, which have a reversible effect
on the stiffness of the end winding. In addition, irreversible structural changes can
occur as a result of aging and grid disturbances.
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A knowledge of the excitation mechanisms is essential for the evaluation of end
winding vibrations, therefore the most important types of excitation are briefly
described here.

2.1 Stator Core Excitation

In stationary operation, the usually dominant vibration excitation is caused by the
magnetic tensile forces of the air gap field between rotor and stator of the machine. This
force deforms the stator into an ellipse, which rotates synchronously with the air gap
field. The stator bars are wedged into the slots of the laminated stator core and therefore
the end winding is excited to vibrate. Figure 1 shows the stator core deformation for a
two-pole synchronous machine in generator operation, whereby the rotor field is built
up by an exciter winding fed with direct current. Due to the load, a phase shift occurs
between rotor and stator fields, resulting in an angular offset between the rotor axis and
the maximum stator core deformation. Due to the tensile forces acting on both sides,
the dominant frequency of the stator core vibration corresponds to the product of the
number of poles and the grid frequency.

2.2 Electromagnetic Forced Excitation

Another excitation is caused by the electrical current and the magnetic field in the end
winding area. Since the end winding field as well as the resulting force are both
proportional to the phase currents, the resulting electromagnetic force depends quad-
ratic on the phase currents as a first approximation. In rated operation, the influence of
this force is comparatively low in the end winding area, whereby high currents with
considerable forces can occur during switching operations or operating faults in the
grid, which contribute significantly to aging or loosening of the end winding structure.

Stator core
(not deformed)

Vibrational node Amplitude
(no deformation)

Stator core
(deformed)

Airgap

Rotor axis

Axis of resulting air gap field

Fig. 1. Laminated stator core deformation as a result of magnetic tensile forces
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2.3 Coupled Vibrations

Mechanical vibrations of the shaft can be transmitted to the end winding via the
bearings, housing and stator core. Under certain circumstances, neighboring machine
vibrations can also be coupled in via the foundation. Vibration excitation of the shaft
can be caused, for example, by a mechanical unbalance or misalignment of the rotor, by
a direction-dependent stiffness of the rotor or by a magnetic unbalance within the
machine. The rotor imbalance S causes a rotating deformation during operation as
shown in Fig. 2.

2.4 Effects of End Winding Vibrations

In [1] it is shown that any loosening of individual components can be detected by
periodically repeated determination of the natural frequencies. Furthermore, it is
explained that the reduced natural frequency of an end winding provides information
about an initial damage and allows conclusions to be drawn about the degree of
damage. If a two-pole machine in the 50 Hz grid has a two-node mode shape close to
50 Hz or a four-node mode shape close to 100 Hz, increased vibrations are to be
expected during operation. To determine the natural frequencies, a so-called bump test
can be used, which can only be carried out at standstill and with the machine opened.
Since the natural frequencies shift due to the temperature dependence during operation,
there must be a sufficient distance to the operating frequencies or their multiples. To
determine the eigenmodes and eigenfrequencies of generator end windings, the bump
test is nowadays used as a common method. In most cases, 12 accelerometers are
installed at selected bar end connections, whereby the sensors are evenly distributed
over the circumference. Fiber optic sensors have become established for measurement,
as they combine several significant advantages for both bump tests and permanent
monitoring of the stator end windings.

According to [2], the vibration of end windings may cause damage, which can be
observed in cracks in the bonding and loosening of the bandages. As a result of pro-
gressive loosening, friction dust forms, which can reduce the high voltage resistance of
the bar insulation and may lead to a short circuit with severe consequences. Each
vibration monitoring system essentially consists of a measured value acquisition unit, a
computer system and analysis software. In addition to the actual vibrations, additional
parameters such as active power, reactive power and excitation current must be

Fig. 2. Rotor imbalance and direction-dependent rotor stiffness
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recorded. It is also recommended to measure coolant temperatures, stator current, stator
voltage and gas pressure, because “a well-founded machine diagnosis without knowl-
edge of the associated operating parameters and states is generally not possible” [2].

Naghashan [3] investigates the ageing of winding bar insulations by means of
partial discharge measurements on artificially aged bars and thus makes a significant
contribution to the evaluation of permissible bar stresses. According to [3], thermal and
mechanical loads are the most common causes of insulation damage, with bending
stresses resulting from electromagnetic forces occurring mainly at the ends of the bars
and in the slot exit region of the machine and increased temperatures causing insulation
fatigue. An important proof provided by Naghashan is that the causes of damage of
various stresses can be distinguished by partial discharge measurements. Furthermore,
it is determined that the partial discharge activity contains a lot of information about the
ageing state of the insulation and can therefore be used for diagnostic investigations.

The influence of mechanical loads on the bar insulation in the end winding area
underlines the importance of suitable measuring and diagnostic tools in order to detect
system changes as early as possible before the fatigue of the bar insulation becomes
noticeable through increased partial discharge activity.

3 Measuring Systems for End Winding Vibrations

The measurement of end winding vibrations in the area of large machines is very
demanding. In order to not reduce the high voltage resistance between the insulated
bars due to measurement setup, no metallic components must be present in the sensor
or in the supply lines. In addition, a low sensor weight is important in order to not
influence the vibration behavior. When selecting sensors, attention should be paid to
durability, good retrofitting and reliability. To obtain a reliable phase reference in the
measurement data, the measurement must be triggered accordingly. With regard to a
common evaluation of several measuring signals, a time-synchronous measurement is
also necessary. Fiber-optic sensors of suitable design and installation meet all
requirements and are particularly well suited for use in large machines.

In the following, the most important measuring systems and concepts for recording
end winding vibrations on a fiber-optic basis are presented. While the initially pre-
sented measuring system still has an internal mechanics, efforts exist to use fiber optic
sensors with Bragg gratings in the end winding area.

For a vibration assessment of the machine condition, individual vibrations must be
reliably detected in a first step. While transducers for shaft and bearing vibrations are
usually based on a conventional inductive or capacitive measuring principle, special
requirements are placed on the measuring setup in the end winding area.

3.1 Fiber-Optical Accelerometers with Mechanics

Compared to other vibration measurement systems, fiber-optic accelerometers have
high voltage resistance and magnetic insensitivity required in the end winding area.
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Structure and Functional Principle. The fiber-optic system essentially consists of a
fiber-optic acceleration sensor, a fiber-optic conductor and an electronic coupler. The
overall length of the system is generally pre-assembled by the manufacturer.

The fiber-optic accelerometer consists of a small optical sensor head made of a non-
conductive material. The sensor head contains an oscillating system with a mirror.

The fiber optic conductor is designed as a glass fiber, which establishes an optical
connection between the sensor head and the electronic coupler. The glass fiber is
protected from mechanical loads by a Teflon jacket surrounding it.

The electronic coupler typically has a housing made of weak magnetic metal. The
electronics consists of an emitter and a receiver of the optical signals. The housing also
contains an amplifier and a filter for direct signal processing. The processed analog
measuring signal can be picked up via a plug connection at the end of the coupler. The
solid flange design of the electronic coupler also serves as a gas-tight feed through.

The coupler’s electronics generate a light signal which is transmitted to the sensor
head via the broadband optical fiber. The optical signal is deflected at the mirror of the
oscillating system and reflected to the electronic coupler. The angle of deflection is
proportional to the excitation force or acceleration. The reflected optical response signal
is converted into an analog measuring signal by the electronic coupler and then
amplified and filtered. The output signal is a voltage proportional to the acceleration,
which can be further processed using conventional analog signal technology.

Due to the electrically non-conductive fiber optics, the sensor can be mounted
directly on high-voltage components of the generator. Fiber optics are not only used for
the protection of measurement technology, but also for personal protection. In addition,
the optical signal routing is insensitive to interference from electromagnetic fields.

Installation and Sensor Positioning. Easy retrofitting is particularly important for the
installation of measuring systems, as there are usually no design solutions for the
installation and placement of the sensors inside the machines. Therefore, the installa-
tion of fiber optic systems is often very individual.

When installing the glass fibers, care must be taken that they cannot move freely.
This prevents the glass fibers in the mostly turbulent interior of the generator from
rubbing against each other, which in turn can lead to sensor failure. The acceleration
sensors for monitoring a stator end winding are usually installed in areas with high
vibration amplitudes. These include switching connections and winding connections.

Depending on the vibration problem, different positioning strategies for the sensors
in axial, radial or tangential direction are available. Already known damages can be
specifically monitored by sensors near the loosening.

3.2 Accelerometers with Fiber Bragg Grating

A new development in the field of vibration detection are optical fibers with integrated
fiber Bragg gratings (FBG). An FBG consists of several periodically consecutive layers
of different refractive index n, which are fired into the glass fiber by means of a strong
UV laser and a phase mask. Incident light within a narrow wavelength range is
reflected by the grating.
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Figure 3 shows the cross-section of a monofiber with an inscribed Bragg grating
with a grid spacing of K. The different refractive properties of the materials in the
optical waveguide are determined by refractive indices n1; . . .; n3. The light output PE

is coupled into the fiber optic cable. The FBG reflects or filters the power PR, whereby
the non-reflected power PA exits at the end of the optical waveguide.

The average wavelength kR of the bandwidth reflected in a monofiber can be
determined according to the Bragg condition as follows:

kR ¼ n2 þ n3
2

� 2K ð1Þ

The bandwidth depends on the length of the FBG and the refractive index gradient
between the individual layers.

When coupling in a wide input spectrum, a spectrometer can be used to determine
the grating distance and thus the mechanical strain at the measuring position. A sensor
based on FBG can therefore be used in the same way as conventional strain gauges to
detect deformations and also offers the essential advantage of immunity to interference
from high alternating electrical and magnetic fields. Another advantage of this sensor
type is the possibility of integrating up to 24 sensors within one optical fiber [6].

In addition to the direct measurement of deformations, other quantities can also be
measured with the aid of optical fibers using FBG. Alternating electric fields and high
voltages can be determined by measuring the field strength-dependent material
expansion of a piezoelectric crystal. Magnetic alternating fields can be measured by the
elastic deformation of magnetostrictive materials, and conclusions can be drawn about
the temperature in the area of the FBG via the thermal expansion of the optical
waveguide. For precise measurement, it is important to clearly separate the different
effects from each other, which can be achieved during temperature measurement, for
example, by means of a decoupling glass tube around the sensitive area.

4 Analysis of Vibrational Data

The decomposition of a spatially distributed vibration into its modal forms enables a
more precise analysis of the different types of excitation. The vibration of a measuring
point can be represented both by a superposition of the individual vibration harmonics

Fig. 3. Schematic representation of an optical waveguide with fiber Bragg grating
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and by a superposition of the modal forms. By means of a known sensor configuration
within an end winding plane with at least five sensors aligned in the same direction
(radial, tangential or axial), it is possible to convert the real measured data of operating
vibrations into modal forms by means of a transformation presented in [4]. The sensors
should be distributed as evenly as possible over the circumference and attached to bars
with similar vibrational behavior, e.g. verified by bump tests. For the machine’s
switching, this means that the sensors should be mounted in the middle of a phase
group if possible. For the modal analysis it is crucial that the measurement of all sensor
positions is done at the same time and with a defined phase reference.

In addition to consider the end winding as a closed system, individual bar moni-
toring with the currently used tools for vibration analysis, such as trend diagrams, plots
over a specific operating parameter, polar diagrams and the Fourier spectrum, should
also be part of the entire diagnostic system.

For an evaluation of individual bar vibrations, the mode of operation must be taken
into account, since the vibration amplitudes significantly depend on the operating
parameters speed, active power and excitation current.

In addition to vibration the amplitudes, the vibration phases must also be consid-
ered. Larger changes in vibration behavior can also be determined by a trend analysis.
Due to the dependencies on the operating parameters, direct monitoring on the basis of
limit values is difficult.

However, changes can be easily identified by modelling a reference vibration
behavior. For a modal vibration evaluation, the trend representations of the individual
vibration signals are particularly important if atypical modal forms occur. In this case,
an expert is necessary to determine whether these modal shapes are caused by a defect
in the sensor chains or by local damage to the observed end winding.

For a separation of operation-dependent and structural changes, the healthy
vibrational behavior of the end winding has to be known. For example, the use of
neural networks which are trained with a reference behavior (vibration and operational
data) allows the detection of structural changes of the end winding [5].

5 Future Developments and Requirements

The right definition of sensor position and orientation are crucial for the subsequent
evaluation of the measurement data. This information must be reliably recorded during
installation and taken into account during subsequent analysis.

In order to be able to make statements about the ageing of the end winding from the
measurement, the sensor conditions must be known. The required measuring range is
typically between 0 and 200 Hz. Explosion protection must be ensured if the mea-
suring system is to operate with critical cooling media such as hydrogen. In this case,
the measurement setup must also have either a suitable radio connection through the
machine housing or a gas-tight lead-through of the measuring lines.

A minimum requirement for future end winding monitoring systems is a time- and
phase-related vibration measurement including the most important operating parame-
ters of the machine (rotor speed, active power, reactive power, bar temperature,
excitation current, terminal voltages and currents) every 100 µs. The data is first stored
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into a ring buffer. To reduce the measured data, a frequency analysis (FFT) over a short
time range of e.g. 500 ms has to be done. The determined frequency components can
be checked for values exceeding limits. In addition, the time signal can also be assessed
in terms of short-term amplitude changes.

The raw data are further analyzed and stored in case of detected anomalies. This
serves the detection of network disturbances with transient processes and enables the
estimation of short-term stresses. In addition, the time data for the operating parameters
with the same phase reference have to be analyzed and stored.

For normal measurement data, it is sufficient to store the most important frequency
components of the vibration data according to amplitude and phase as well as the sum
of the residual amounts averaged over a period between 1 s and 1 min. In addition, the
operating data averaged over time must be stored.

6 Conclusion

In summary, it can be stated that the condition monitoring of the end winding vibra-
tions of large machines can detect damage at an early stage. For a separation of
operation-dependent and structural changes, the use of neural networks is recom-
mended, which can detect deviations from a reference behavior. Limit values can be
defined for both absolute deviations and deviation gradients. This enables continuous
monitoring.

For the diagnosis of the vibration, it can be transferred to the modal range and
analyzed, whereby the different excitation influences can be separated from each other
and the causes of a vibration change can be identified. In particular, electromagnetic
operating excitations can be separated from rotor influences and resonance phenomena
can be detected. The combination of neural monitoring of modal analysis therefore
complements each other very well.

By detecting damage at an early stage, action measures can be planned in time, the
availability of the machine can be increased and costs due to unexpected down times
can be saved.

For a comprehensive machine diagnosis, however, it is not only the end winding
that should be considered. Further electrical, pressure, temperature and vibration
measurements can provide valuable information for unusual operating conditions and
help to narrow down the causes.
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Abstract. This paper presents a method for the robot-assisted geometric
inspection of an aircraft engine turbine stator segment, involving two robots.
The first robot was an ABB IRB 1600 with an optical 3D scanner. The second
robot was an ABB IRB 140, to automatically inspect the stator vanes at 168
points by the application of a UTT method. If the casting geometry tolerances
are met, characteristic coordinates of points across the casting are determined for
their further use during an alternative robot-assisted vane wall thickness mea-
surement process. The operating principle of the test stand measurement system
is presented, with a specific focus on the measurement strategy. The results of
the wall thickness measurements performed on stator vanes are presented in the
report. The correctness of the solution has been proved with scans and mea-
surements of two turbine rotor guide vane segments of an aircraft engine pro-
vided by courtesy of Consolidated Precision Products Poland sp. z o.o.

Keywords: 3D scanning measurement � UTT measurement � Robot
Aircraft engine � Geometry inspection � Vane thickness measurement

1 Introduction

The quality control processes for workmanship related to aircraft engines are under-
taken at the manufacturing and assembly stages of component production. The sig-
nificant time required for these processes, sometimes involving repetitive
measurements, has prompted their robotization. Measurements, diagnostics, identifi-
cation and quality control has been considered in many research papers, [1–10], which
feature completed or simulated solutions.

Stators are manufactured by precision casting. Low thrust aircraft engines feature
monolithic stator castings with a number of vanes, which range from ten to several
dozen. The processing conditions for these castings make it difficult to manufacture
large stators for large aircraft engines. In this case, a stator is built as an assembly of ten
or more segments, each with 3 to 6 vanes. The casting weight is a decisive factor when
selecting the stator casting method. To reduce the casting weight requires the use of
thin-wall cored castings with a wall thickness of less than 1 mm. Given the
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manufacturing difficulties, complexity and technical requirements, these castings are
among the most technologically advanced products, and are usually protected (along
with their manufacturing technology) as the intellectual property of the manufacturer;
hence their manufacturing methods are not widely published. Precision-made poly-
crystalline castings of the large thin-wall segments for a turbine stator of an aircraft
engine are prone to deformation at the casting solidification stage. Hence, 20% of the
castings have defects, caused by many factors. The presented robot-assisted geometric
inspection of a stator segment was intended as preliminary geometric verification of the
casting by comparison with a CAD model (master). The geometric verification process
also identified characteristic coordinates for points on the casting for their further use
during a robot-assisted vane wall thickness measurement process involving ultrasonic
sensors.

The turbine rotor guide vanes (stator) of a turbofan engine are components which
shape the engine gas path. The vanes are also highly exposed to dynamic loads from
the hot gas stream (with temperatures ranging from 950 °C to 1650 °C) [11]. Hence, it
is essential to improve the high temperature resistance of rotor blades by using ceramic
thermal barriers and by cooling the stator during operation. The cooling of the com-
ponent requires a complex cored casting, where the core forms the internal passage-
ways that transfer the cooling medium and also reduce the component weight. The
cooling process results in a temperature gradient across the casting wall section. This
temperature gradient induces heavy thermal stresses, which may contribute to failure of
the casting (by fracture) and its protective thermal barrier (by chipping, cracking or
flaking). The component weight can be reduced, and the stator segment and vane
cooling system performance improved, by making the vane casting walls thinner. It is
thus critical to assure the dimensional repeatability of wall thickness during the man-
ufacturing process. Among the available NDT (non-destructive test) methods suitable
for wall section inspection, e.g. active thermography [12], CT (computer tomography)
[13], and eddy current defectoscopy [14], ultrasonic measurement methods [15] are the
most popular.

In general, three measurement methods are used during ultrasound measurements:
echo [16], shade [17] and resonance [18]. The method selected for the measurement
depends on the workpiece size and material. The choice of test medium is also
important, and depends on the measurement method used and the environmental
conditions. Manual defectoscopy uses gels [19], while robotic or automated systems
tend to use water and oils [20, 21]. However, if the measurement temperatures are low,
silicone gels are used [22]. In this paper, water was used as the medium.

The need for continuous quality control and the high number of defined mea-
surement points increase the process time, which in turn results in higher costs, and
hence leads to the search for automated [20] or robotic solutions [21]. Solutions are
also used which include dedicated 2, 3 and 4-axis robots [23] and mobile dedicated
robots for special non-destructive testing [24]. In addition to the dedicated robotic
structures, there are also a small number of systems based on standard 6-axis robots
[25].

This paper presents a developed and implemented robotic inspection station to
assess the workmanship quality of rotor castings for jet engine turbines, based on a
robot-assisted geometry inspection system.
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2 Robot-Assisted Geometry Inspection

The robot-assisted geometry inspection was performed with an ABB IRB 1600 robot
manipulator equipped with an ATOS Core 135 optical 3D scanner (Fig. 1) and ATOS
Professional control and measurement software suite. With a specific control program
developed in ATOS Professional to run the control cabinet commands, the ABB IRB
1600 robot manipulator facilitated all the required positioning and orientation of the
optical 3D scanner and automatic measurements [26].

The ATOS Professional software suite can store the spatial measurement positions
and orientations of the 3D scanner in order to automate and provide repeatability of
successive component inspection runs. When each measurement is complete, the
scanner must be moved and rotated to areas not recorded in the preceding scanning run.
The individual measurements are automatically processed within a common coordinate
system, which produces a complete cloud of 3D points.

The ATOS Core 3D scanner is a triangulated system of stereoscopic cameras (i.e. to
calculate the intersection of a specific plane with a beam in three-dimensional space).
The scanner projects a system of bands on the inspected surface of the workpiece. The
projected bands are recorded by the two stereoscopic cameras (Fig. 2), providing a
phase shift image from the sine distribution of intensity on the camera detectors.
The ATOS Core uses multiple heterodyne phase shifts to provide the maximum sub-
pixel accuracy. Separate 3D coordinates are calculated for each camera detector pixel
from optical transformation equations.

This gives a calculated polygonal grid which circumscribes the free surfaces and
geometric elements. The polygonal grid is verified by comparing the reproduced

Fig. 1. Virtual and actual geometry inspection stand.
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surface with the engineering drawing or directly with a set of CAD data [27, 28]. The
software can also implement 3D surface analysis and 2D analysis of sections or points.

Each single measurement generates up to 5 million data points. The scanner records
only those points visible to both cameras in a single scan. In order to digitize a
complete object, several individual measurements are required from different angles.
Based on reference points (circular markers), which are attached directly to the object
or to the measuring plate or a fixture, Atos transforms these individual measurements
automatically into a common global coordinate system.

The Atos Core 135 three-dimensional scanner is equipped with projector and
camera lens setups (Table 1).

There are already several fields where three-dimensional scanning is an established
method of data acquisition. In mechanical engineering, 3D scanners are often used for
workpiece inspection, deformation analysis, reverse engineering and reengineering of
moulds and dies, and general quality control procedures [29, 30]. Civil engineering also

Fig. 2. ATOS Core measurement concept.

Table 1. ATOS Core 135 system configurations.

Measuring area 135 � 100 mm

Working distance 170 mm
Point spacing 0.05 mm
Resolution 5 Mpix
Sensor dimensions 206 � 205 � 64 mm
Weight 2.1 kg
Power supply 90–230 V AC
Operating temperature + 5 °C up to + 40 °C, non-condensing
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uses three-dimensional scanning during building inspections, custom fit furniture
design, and cultural heritage protection and renovations. The textile industry uses
scanning for digitalization of the human figure in custom fit product design. The movie
industry also widely uses three-dimensional scanning for various CGI effect creation
processes. Its use has also spread to the marketing and advertisement industries, [31–
34]. This has already caused some degree of specialization by scanner manufacturers
regarding the field of use.

The detailed inspection results can be presented in the form of reports, which may
include screenshots, measurement charts, diagrams, text and graphic elements. The
results can be represented in a graphical format, edited in the user interface or exported
as PDF files.

3 Determination of Actual Measurement Point Coordinates

A number of unfavourable phenomena occur during the solidification of the large thin-
wall polycrystalline castings of stator segments. These include shrinkage, stress, and
ultimately, deformation. Once cleaned, the casting is subject to a preliminary visual
inspection. If the casting passes, it is scanned to produce a complete cloud of 3D points
with defined parameters (Fig. 3).

Atos Professional has an efficient feature called Fast Inspection, which facilitates the
display of a colour map showing the deviations from the preset geometric tolerances
(Fig. 4) and inspecting the measurement features in real time, directly after each scanning
run. The measured results are updated and displayed during the measurement cycle in
relation to an imported or manually input measurement plan and a CAD model.

Fig. 3. Parameters of a completed 3D scan.
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The quality control functions for the analysis of airfoils and turbine vanes or blades
include checks of: camber line, geometric solid mass centre, turbine blade and vane
profile thickness, chords, angle of twist, attack radius, trail radius, etc. For the
inspection of castings, a program was developed that generates 42 sections of stator
segment vanes, with a comparison of the CAD model with the generated 3D point
cloud, the camber line being reproduced at the selected points of the vane section
components with geometric tolerance deviations (Fig. 5).

The 3D point cloud fitted to the CAD model as above is used downstream to
determine the actual coordinates of the measurement points required to verify the vane
wall thickness.

Each of the stator vanes is a precision thin-wall casting and requires the verification
of wall thickness at 28 measurement points. The points are determined with utmost
precision, and currently the inspection process requires manual marking with a special
template. This method has been acceptable so far, since the vane wall thickness has
been measured manually, with a hand-held flaw detector. If the section thickness
inspection process is conducted with a robot and the UTT method, the points must be
input into a controller to manage their locations and measurement. Hence the point
coordinates are derived from the 3D scan (the 3D point cloud), generated as described
above.

Fig. 4. Colour map of preset geometric tolerance deviations.
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The nominal workpiece (the CAD model) has the nominal coordinates determined
(Fig. 6) for the first 7 points on the vane of the inspected stator, with the actual
coordinates for the casting being generated automatically (Fig. 6).

Fig. 5. One of the 42 sections of a stator segment vane.

Fig. 6. Nominal and actual measurement points for the generation of motion trajectory applied
in the stator vane wall thickness measurement process.
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The origin of the coordinate system is selected (offset) during the determination of
the actual coordinates of the geometric measurement system (Fig. 1) to match the
coordinate system applied to measure vane wall thickness (Fig. 7).

4 Robotic Vane Thickness Measurement Stand

The 168 specific coordinates of the actual measurement points, referenced to the
nominal points (Fig. 6), are produced for a single complete part of the stator and are
input to the controller of the robotic measurement stand (Fig. 7) [35]. The specific
coordinates permit the generation of the motion trajectory for the ABB IRB 140 to
perform the UTT measurement [36].

The software was designed to assume a robot operating on a fixed object, i.e. the
inspected stator, with the robot tools being UT scanning probes (Fig. 8). This
assumption was critical to the programming of the solution and greatly facilitated the
design process.

Theworkpiece and its coordinate systems aremoved,while both tools arefixed inplace.
This helps to design the motion paths faster and to modify them with greater ease [37].

The measurement heads (both left and right-hand ones) were permanently fastened
and had constant 3D coordinates. The actual measurement point coordinates (Fig. 6)
were variable and automatically determined by the robot manipulator with its optical
3D scanner. This rapid determination of the measurement coordinates at 168 points
allowed further automatic definition, with a measurement point on the trajectory being
defined in each coordinate system, with several waypoints for the approach to the UT
scanning probe (Fig. 9b).

Fig. 7. Robot-assisted vane thickness measurement stand.
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5 UT Measurements of Stator Casting Quality

The application of UT measurements for the determination of material section thick-
ness was based on the physical phenomena of wave propagation, i.e. the reflection
(echo) of the wave incident to a medium with physical and chemical characteristics that
differ from the tested material. The reflection (echo) point was the interface between the
test material and the medium. The phenomenon was caused by the change in the
acoustic resistance of the wave. The reflected wave amplitude increased with increases
in wave resistance difference between the two media. Therefore, if an echo of the sound
wave was present in the investigated medium, there must have been a discontinuity

Fig. 8. Layout of the coordinate systems and tools on the test stand.

Fig. 9. Measured element: (a) Fixture stator with a stator and defined coordinate systems;
(b) Fixture cassette with a stator and an example of the scanning path.
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within the medium. If the time from transmitting the sound wave in the tested medium
to the return of the wave reflected by that discontinuity was measurable, and the wave
propagation velocity in the given material was known, then the distance covered by the
wave was calculable and hence the material thickness could be determined.

The produced robotic test station application used a UT wave transceiver formed by
two piezoelectric elements. The location of the piezoelectric elements was determined
by the form of the inspected casting. The location of the piezoelectric transceivers was
determined by simulation in RobotStudio.

The robotic measurement of vane wall thickness involved the verification of the
casting section thickness along a sequence of measurement points. The couplant used
was water. An example of the measurement signal is shown in Fig. 10. The visualised
wave trend featured three characteristic areas. Area 1 was the wave echo caused by the
design of the UT probe. This trend fragment had no relevant measurement data. Area 2
was the echo at the interface between the couplant and the outer casting surface. Area 3
was the echo at the interface between the casting and the couplant.

The thickness was measured with upper signal amplitudes, which eliminated the
measurement of the distance between the upper and lower halves of the amplitude. The
measurement was performed by determining the time of signal transition between echo
1 and echo 2. Three level indicators, or gates (Fig. 11), were used in this measurement.
Gate 1 was the detection of the echo maximum and it automatically determined the
signal analysis area on the x-axis. Based on the gate 1 position value, the coordinate x
value of gate 2 was dynamically determined. This facilitated locating the echo 1
amplitude value (Fig. 1) within gate 2. In the next step, the gate 2 value was used to
automatically determine the coordinate x value of gate 3. This facilitated locating the
echo 2 amplitude value (Fig. 1) within gate 3. Thanks to the dynamic gate positioning,
the measurement system was immune to the effects of changes in the distance of the UT
transceiver probe from the test item.

The coordinate y values of gates 1 and 2 were selected experimentally to have echo
values higher than the values assumed for the gate level. The lower limit must be higher

Fig. 10. Example measurement signal showing characteristic areas.
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than the signal variation amplitude. During the experiments, the y value was 20% of the
maximum signal amplitude.

The applied measurement method required calibrating the UT wave propagation
velocity for the test item material. The calibration process for the test stand discussed
here was automatic: when a standard item thickness was input, the calibration function
automatically determined the coefficient of wave propagation velocity.

The software suite of the test stand featured an advanced UT defectoscope func-
tionality and digital connectivity with the robot controller. The application level
allowed management of the UT signal parameters. The software was able to store the
recorded measurement results as a HTML report and the settings as an INI file.

The software allowed adjustment of the UT transceiver probe output pulse fre-
quency, the pulse generation repeat interval, and the pulse generation voltage. The

Fig. 11. Example of the measurement signal with characteristic areas.

Fig. 12. Measurement software: user panel view.
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software also permitted selection of: analysed signal range, signal recording start delay,
signal gain (dB) value, frequency band, signal attenuation, and signal averaging
method. Figure 12 shows an example of the ImageSonic software user panel.

An example of the measurement report (Fig. 13) was generated as a HTML file at
the end of the measurement. The output measurement report featured test item iden-

tification, thickness values at individual measurement points on the vanes, and statis-
tical data (mean, deviation, minimum and maximum values per data line).

6 Conclusion

This paper presents a robotic geometry inspection stand equipped with a scanner
device, a GOM software suite and an ABB robot. The paper discusses a method of
automatic geometry scanning, and the results produced by that process are compared
with a measurement model (nominal) to perform an initial geometry verification of the
casting and determine 168 specific coordinates for the actual measurement points that
are necessary to generate the motion trajectory for the other robotic test stand, used for
the UTT measurement of the precision thin-wall casting of the vanes. The correctness
of the solution has been proved with scans and measurements of two turbine rotor
guide vane segments of an aircraft engine provided by courtesy of Consolidated Pre-
cision Products Poland sp. z o.o. The maximum correction of the measurement point
coordinates for the two stator segments was approximately 0.4 mm. The paper presents
a robotic test stand for UTT quality control. The design and fabrication process of the
test stand was not discussed here. The operating principle of its measurement system is
presented, with a specific focus on the measurement strategy. Following a verification
of the presented solutions, the measurement time per single stator was reduced from
6 h to 15 min. With the future development of optical scanning systems and the
increasing accuracy of scanned data, the use of this system will undoubtedly widen to
include other areas of inspection, as an alternative to conventional measurement
methods.

Fig. 13. Example measurement report.
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Abstract. The paper presents a method of analysis and determination of partial
operational readiness coefficients and a way of its assessment, as well as
guidelines for making decisions in the field of rational management and efficient
use of the aircraft with equipment that is partially non-airworthy under condi-
tions of the occurrence of, e.g. armed conflict, state threat, and crisis state. It was
indicated that for efficient management of the operation of military aircraft and
helicopters under conditions of ensuring flight safety, it is necessary to support a
decision-making process with the use of IT systems that allow for current
determination of the partial and complete operational readiness level of indi-
vidual aircraft on-board systems with many states with reduced usability.

Keywords: Integrated communications systems �
Possibilities and conditions of forming operational readiness aircraft
Reliability centered maintenance

1 Introduction

The operational readiness of aircraft is a level of readiness of on-board systems, as well
as aviation personnel, aviation and engineering service, logistic equipment, and any
equipment that is necessary to learn, prepare, and perform the initial operating capa-
bility and to develop the ways of checking the ability to perform them [4, 5, 13]. In the
Polish military aviation, in the conditions of peace, the applied priority is to absolutely
ensure the flight safety, while resigning from the performance of air tasks with the use
of the un air worthy aircraft. It is possible to undertake the implementation of these
tasks, when the aircraft is improved and restored to the state of airworthiness. In the
situations of a direct risk, it may be necessary to use the aircraft with equipment usable
for the selected mission implementation, including damage to the on-board devices,
which do not directly affect the flight safety and will not be used during the perfor-
mance of a given task [17, 18].
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Such cases occur in the conditions, when the mission performance requires the
usability of the selected on-board systems and devices, which are used for the
implementation of, among others, a search and rescue mission (SAR) and a combat
search and rescue mission (CSAR). The situation may relate to the on-board systems
with many partial usability states using component devices participating in the selected
modes of the system operation, depending on the type of the performed task [10, 12].

The aircraft readiness is a property characterising the usability to undertake an air
task immediately or at a given time t with a forecast of its successful completion within
the time interval s. The aircraft can perform various aerial operations and be in one of
the selected reliability states (airworthiness, non-airworthiness, partial airworthiness)
and of the operational states (combat duty performance, aircraft subject to operation,
renovation and diagnosis, etc.). The appropriate technical condition of a given aircraft
is a condition insufficient to perform the above-mentioned tasks. As a condition for the
air task implementation, it is necessary to perform logistic undertakings providing the
condition of readiness. Therefore, readiness is considered in three aspects as: initial
readiness, technical readiness and operational readiness [2, 5].

Readiness as a measure of quality of the aircraft and its related operation system,
determines the ability to provide the military aircraft or helicopter operation within the
determined time intervals and the ability to the maximum operation time within the
considered operation period, timely task performance, and also to the maximum time of
the combat duty while minimising the preparation time to start random tasks occurring
in the intervention systems, among others, defensive, protection and armed conflict
ones.

The aircraft readiness measures in a given operation system are the probabilistic
characteristics of the time of the aircraft and operation system staying in the states
ensuring the ability to operate in the desirable states.

The Air Force Institute of Technology (AFIT), as the first one in Poland, has
developed and built an Integrated Communication System (ZSŁ) and it has taken the
measures aimed at development of new operational readiness measures, systems
increasing the reliability and functionality of the communication system with many
states with reduced usability [8, 10, 19].

2 Integrated Communication System as a Complex Avionic
System

In order to improve the situational awareness of the crews operating Mi8/Mi17/Mi24
and W-3PL helicopters, the integrated communication system provides a minimum set
of air and tactical radios, which is necessary to implement the task (Fig. 1). It protects
overt and covert communication with the use of frequency coding (the so-called
TRANSEC) and speech and data encryption (the so-called COMSEC). Owing to their
help, the crew during the whole performed flight is provided with communication and
control of their parameters during the flight. The status of use of individual on-board
radios is illustrated on the communication control panels and/or multifunction monitors
[2, 8].
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The integrated communication system, like modern Western solutions [6, 13], is
based on IT technologies and it constitutes an analogy of a computer system based on a
digital data exchange bus in accordance with the adopted standard, among others, MIL-
1553B (is a military standard the mechanical, electrical, and functional characteristics
of a serial data bus.).

The main element of the integrated communication system is a communication
server (SK-1), which is the “heart of the system”, and it provides the control and
management of the on-board radio communication network. It controls the internal and
external communication system in the crew circuit, as well as within the crew circuit
via communication control panels or multifunction monitors. It provides the helicopter
crew with special signals, including disconnectable navigation signals (e.g. marker) and
non-disconnectable –warning signals (e.g. dangerous flight altitude) [7, 8, 15].

The integrated communication system is designed to provide the external com-
munication with subscribers outside the helicopter (air traffic control, command posts,
army subunits, other aircraft) and internal communication on the helicopter board
between the crew members and the troop compartment. The connections are imple-
mented from the designated communication positions without the necessity of
replacing the headset–, regardless of the type of the carried-out radio communication.
The internal communication system consists of communication positions equipped
with the communication control panels and user plates.

The internal communication system provides the crew with the playback of
special signals (coming from the transponder systems, radio altimeter), voice signals

Fig. 1. View of the integrated communication system architecture [8]
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(RI65 voice warning system) and signals from navigation devices (VOR/LOC,
TACAN, MARKER, ARK/UD/2). The external communication system consists of four
air and tactical radios providing the frequency band coverage in the range of
1.6�400 MHz, the use of which is available from the one selected among three
communication control panels and/or multifunction monitors mounted on the boards of
Mi8/Mi17/Mi24 and W-3PL helicopters (Fig. 2).

The application software, which was developed by AFIT specialists, is imple-
mented on the communication server [8–10].

The communication server elements during operation are subject to ageing,
degradation and wear processes. The provision of radio communication and flight
safety requires the fulfilment of many design requirements by the communication
server, and above all –the appropriate level of its reliability and adequate life and
durability [10].

In order to test the application software of individual air and tactical radios, the
Integration Station [9, 14], the task of which is to optimise the developed communi-
cation systems in terms of their architecture, organisation and detailed management of
individual modes of operation (Fig. 3).

Fig. 2. Architectural view of the integrated communication system on W-3PL aircraft [8]

Fig. 3. View of the Integration Station of the integrated communication system [8]
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3 Determination of Readiness Measures of Aircraft

The determination of readiness measures includes a phase of the identification process
and creation of calculation algorithms as well as a phase of measurements and data
collection necessary to determine the values of the parameters used in the algorithms
[1, 2, 6, 11]. The above-discussed sets of operational states of aircraft and the distin-
guished states of airworthiness create the states of readiness. The sets of states that allow
for the air task performance or operation in the determined time interval are called task
readiness states, and those which allow for correct operation at a given moment t are
called technical readiness states. The sets of states, which give the opportunity to start the
task performance after the set time are the initial readiness states, the sets providing the
opportunity to start the task after the set time are known as potential readiness states [5].

The aircraft readiness can be treated as the probability of an event that the aircraft
being at the moment t in technical readiness started the implementation of the air task
reported at the t after the time DH shorter than H, and it will perform the task within
the time interval s, which means:

Gðt;H; sÞ ¼ Kt1
� P[DH�H; s� ð1Þ

where:
Kt1

– technical readiness; P½DH�H� – probability of readiness to perform the air
task.

In case of high values tðt ! 1Þ the above-described relationship can be presented
in the following form:

Gð1;HÞ ¼ Kt1
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where: kð#Þ – intensity of changing the readiness states within the time interval ½t;H�;
# – current time for the time interval DH.

In the operation process, the aircraft can be in the states of airworthiness or in the
states of non-airworthiness. From the states of airworthiness, it is possible to distin-
guish a subset of the states of airworthiness of the aircraft to perform a given task and a
subset of the states of airworthiness to operation in case of the task performance, but
without the possibility of its completion. Among the non-airworthiness states of the
aircraft to be used, one can distinguish a subset of such states, in which –within the
framework of the time reserve, an appropriate maintenance task can be performed,
which introduces the aircraft into a subset of usability –the task performance or into the
subset of usability states to perform this task [5, 19].

An example can be the state of potential readiness of the aircraft to perform a given
air task for the set time reserve, which is included in the set of states of airworthiness
and non-airworthiness or in the set of states with the insufficient usability potential for
proper operation in order to perform the task.

It is forecasted that within the time reserve, the service position will be started and
the service introducing the aircraft into the state of readiness for the air task
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performance will be implemented [2, 9]. The shorter the time reserve, the higher the
degree of readiness. The state of readiness at this reserve is a state of task readiness of
the aircraft for a given task.

The operation strategy according to the status of the reliability control level (Eng.
Reliability-Centered Maintenance –RCM) is used for systems that are required to have
high operational reliability due to flight safety. The research and assessment of reliability
within the strategy is conducted with the use of statistical methods for events and
computer simulation technology methods, the so-called reliability testing programming.
The purpose of using this method is not to ensure the maximum reliability of devices on
the aircraft board, but to provide it on such a level that is required by the function
implementation by the object under given conditions of the task performance [18].

4 New Operational Readiness Measures for the Complex
System

The integrated communication system has various types of the operation modes, with
the use of component devices for their implementation. It results in the fact that it can
be treated as a complex system having many states of partial usability, which enable the
implementation of selected air tasks and missions (Fig. 4).

For example, in order to implement the search and rescue tasks (SAR), the system
must have two efficient air radios, however, in combat operations (CSAR), a necessary
condition is to provide the covert (coded) air communication. In addition, with the use
of troop groups, the aircraft crew must be in contact with the troop compartment in
order to transfer commands and supplementary information to the landing group
commander and on-board shooters.

Fig. 4. The operation organisation of the integrated communication system [8]
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4.1 Tasks Performed in Peacetime and the States of Higher Combat
Readiness by the Integrated Communication System

In the time of peace (P state), the integrated communication system with an open
architecture that allows for mounting both on the military and civil aircraft is provided
for the following tasks [8]:

• The SAR rescue mission (complete usability of the system is required, with no use
of covert/coded communication);

• Transport of living force (required communication with the troop compartment);
• Freight transport (communication with the troop compartment is not required);
• Air operations in P time (covert/coded communication is not required).

In the event of threat, crisis, catastrophes, natural disasters and war (W state), the
integrated communication system is intended for the following tasks [8]:

• CSAR mission (required complete usability of the system, covert/coded commu-
nication is used);

• Freight transport (communication with the troop compartment is not required);
• Transport of living force (communication with the troop compartment is required);
• Other air tasks in W time (covert/coded communication is not required).

On the basis of the analysis of the above tasks, it is possible to distinguish the states
of usability of the integrated communication system, and hence, several configurations
covering a specific set of component devices with the set states of usability, for which
the operational readiness, which is required to perform particular tasks included in a set
of P time and W time tasks, will be maintained.

The configurations were presented in Table 1.
On the basis of the obtained analyses, it is possible to distinguish the following

categories of the tasks implemented by the integrated communication system with
many states with reduced usability [8]:

A—category of air tasks possible to be performed by the system, i.e. complete state
of usability (all elements of the integrated communication system are efficient);
B—category of air tasks possible to be performed by the integrated communication
system, in case, when it is in the state of reduced usability, i.e. one inefficient device
managing the operation of the entire system (unfit SK-1);

Table 1. Configurations of a set of component devices with usability states

Configuration of the system Required composition of the System Performed task Probability/period of
occurrence

System with SK-1 Integrated communication system Flight SAR,
CSAR

System with SK-1

System without covert/coded
communication

Integrated communication system Freight transport System without tactical
communication

System without tactical
communication

Air radio without the integrated
communication system

Living force
transport

System without SK-1

System without SK-1 Air radio without the integrated
communication system

Other air tasks in
W time

System without SK-1
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C—category of air tasks possible to be performed by the integrated communication
system, in case, when it is in the state of reduced usability with one inefficient
device of the system (unfit tactical communication radio);
D—category of air tasks possible to be performed by the integrated communication
system, in case, when it is in the state of reduced usability with many inefficient
component devices of the entire system, i.e. one inefficient device managing the
operation of the entire system and one inefficient device of the system (unfit SK-1
and tactical communication radio).

The integrated communication system staying in the category A means that it can
perform all the tasks provided for the aircraft, e.g. (SAR, CSAR) with the use of air and
tactical communication, a change in the overt and covert communication parameters
with the use of the communication control panels, the radio communication with the
troop compartment is carried out during the task performance.

The integrated communication system staying in the category B means that it can
perform only the tasks provided for the aircraft, which do not require the use of SK-1
server, e.g. task performance with the use of air communication, but without the need
to use PSŁ-1 communication control panels (communication parameters are constant or
introduced during flight with the use of the backup radio panel).

The integrated communication system staying in the category C means that it can
perform only the tasks provided for the aircraft, which do not require the use of the
tactical radio, e.g. living force transport, freight transport. The use of the air radio with
the necessity of using SK-1 server (management of the system operation and recording
of messages) and the communication control panels (change in radio parameters and
radio frequency ranges during the task performance).

The integrated communication system staying in the category D means that it can
perform only the tasks provided for the aircraft, which do not require the use of SK-1
server and the tactical radio, e.g. task performance with the use of a backup air radio,
without the need to use the communication control panels (communication parameters
are constant or introduced during flight with the use of the radio control panel).

4.2 Applied Operational Readiness Measures in the States of Higher
Combat Readiness

In the available specialist and standardisation literature [20–23], the mathematical
relationship describing the determination of the operational readiness coefficient of the
system with the use of the probabilities of staying in only one of two possible states: in
the state of usability or in the state of unfitness, are available [16].

For a system (or device composed of many elements) with one state of usability, the
operational readiness is specified in the following form [19]:

Gðt; sÞ ¼ GFðtÞ � GZðsÞ ¼ KgðtÞ � RðsÞ ð3Þ

where: Gðt; sÞ – operational readiness of the system determined for the selected
moment of time t and the selected time interval of the task duration s; GFðtÞ – func-
tional readiness of the system determined for the selected moment of time t; GZðsÞ –
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task readiness of the system determined for the selected time interval of the task
duration s; KgðtÞ functional readiness coefficient; RðsÞ – system reliability function
determined for the selected time interval of the task duration s.

For a system (or device composed of many elements) with one state of usability, the
functional readiness coefficient can be determined in the form of the probability or time
of staying in the state of usability in relation to the total probability or time of the
system staying in the states of usability and unfitness [19]:

GFðtÞ ¼ KgðtÞ ¼ pZðtÞ
pZðtÞ þ pNðtÞ lub GFðtÞ ¼ KgðtÞ ¼ TZðtÞ

TZðtÞ þ TNðtÞ ð4Þ

where: pZðtÞ – probability of the system staying in the state of usability in the selected
moment t;

pNðtÞ – probability of the system staying in the state of unfitness in the selected
moment t; TZðtÞ – average time of the system staying in the state of usability to the
selected moment t; TNðtÞ – average time of the system staying in the state of unfitness
to the selected moment t.

The data needed to determine the time of staying in individual operational states are
obtained from IT systems (data base of the Integration Station of the Integrated
Communication System of the Avionics Division of AFIT) or paper records kept by
aviation units, which use the integrated communication system.

For a system (or device composed of many elements) with one state of usability, the
task readiness coefficient can be determined on the basis of knowledge of the reliability
function determined for the time interval of the task performance [19]:

GZðsÞ ¼ RðsÞ ¼ e �k�s ð5Þ

where: k – intensity of the system damage determined on the basis of the operational
data or determined at the design stage (within the framework of the implementation of
the adopted reliability management strategy).

On the basis of the above, the operational readiness of the system can be deter-
mined in the following form [19]:

Gðt; sÞ ¼ KgðtÞ � RðsÞ ¼ pZðtÞ
pZðtÞ þ pNðtÞ � e �k�s ð6Þ

Example:
For the data, determined on the basis of the analysis, collected in the IT system of the
Integration Station of the Integrated Communication System, for the integrated com-
munication system operated in Mi8/Mi17/Mi24 helicopters, analysed as a set of three
components connected in series in the reliability chain (SK-1 server, tactical radio and
the so-called core of the system including other devices, among others, communication
control panels, headphones, microphones, user plates), the following was adopted:

• The functional readiness coefficient of the system in the state of complete usability
is: Kg= 0.900;
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• The reliability function coefficient of the system in the state of complete usability is:
R(s) = 0.729

hence, the calculated operational readiness is:

Gðt; sÞ ¼ KgðtÞ � RðsÞ ¼ 0; 900 � 0; 729 ¼ 0; 656 ð7Þ

The operational readiness of the system (or device), determined in the above
manner, with one state of usability specifies the probability of the event that the
integrated communication system will be usable at a given time t and that it will
maintain this usability during the task performance with the selected time interval s.

4.3 New Operational Readiness Measures in the States of Higher Combat
Readiness

A new approach to determining the operational readiness measures is based on an
attempt of using the current standard-sanctioned description of the class of devices of
the integrated communication system, operating in many states with reduced usability.
It applies both to one device and the entire system, which consists of many devices, i.e.
with one state of usability or many states of usability [3, 19].

The proposed new measures relate to the system description (or device composed
of many elements), which in addition to the state of complete usability, where all its
elements are efficient, can stay in one of the states of reduced usability, which allows
the performance of the selected tasks, for which all elements of the system are not
required to be in the state of its usability.

For the system (or device composed of many elements) with many states of
usability (complete and reduced usability), the functional readiness coefficient can be
determined in the form of probability or time of staying in the state of usability in
relation to the joint probability of time of the system staying in the states of usability
and unfitness:

KgðtÞ ¼
Pi¼M

i¼1
pZiðtÞ

Pi¼M

i¼1
pZiðtÞ þ

Pi¼M

i¼1
pNiðtÞ

lub KgðtÞ ¼
Pi¼M

i¼1
TZiðtÞ

Pi¼M

i¼1
TZiðtÞ þ

Pi¼M

i¼1
TNiðtÞ

ð8Þ

where:
Pi¼M

i¼1
pZiðtÞ – the sum of probabilities of the system staying in the states of complete

and reduced usability at a given time t;
Pi¼M

i¼1
pNiðtÞ – the sum of probabilities of the

system staying in the states of unfitness at a given time t;
Pi¼M

i¼1
TZiðtÞ – the sum of

average times of the system staying in the states of complete and reduced usability at a
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given time t;
Pi¼M

i¼1
TNiðtÞ – the sum of probabilities of the system staying in the states of

unfitness to a given time t.
The above relationship can be presented in a detailed form showing individual

probabilities of the system (or device composed of many elements) staying in the state
of complete usability and in the states of reduced usability:

KgðtÞ ¼ pZ1ðtÞ þ pZ2ðtÞ þ . . . þ pZMðtÞ
Pi¼M

i¼1
pZðtÞ þ

Pi¼M

i¼1
pNðtÞ

ð9Þ

where: pZ1ðtÞ – probability of the system staying in the 1st state of usability (complete
usability); pZ2ðtÞ – probability of the system staying in the 2nd state of usability
(reduced usability); pZMðtÞ – probability of the system staying in the M state of
usability (reduced usability), which can be then written as separate components of the
sum in the following form:

KgðtÞ ¼ pZ1ðtÞ
Pi¼M

i¼1
pZðtÞ þ

Pi¼M

i¼1
pNðtÞ

þ pZ2ðtÞ
Pi¼M

i¼1
pZðtÞ þ

Pi¼M

i¼1
pNðtÞ

þ . . . þ pZMðtÞ
Pi¼M

i¼1
pZðtÞ þ

Pi¼M

i¼1
pNðtÞ

ð10Þ

On the basis of the analysis of the above relationship, it can be concluded that the
readiness coefficient for the system (or device composed of many elements) with many
states of usability (complete and reduced usability) can be presented as the sum of
component coefficients:

KgðtÞ ¼ Kg1ðtÞ þ Kg2ðtÞþ . . . þ KgMðtÞ ð11Þ

where:
Kg1ðtÞ – readiness coefficient of the system staying in the 1st state of usability

(complete usability); Kg2ðtÞ – readiness coefficient of the system staying in the 2nd
state of usability (reduced usability); KgMðtÞ – readiness coefficient of the system
staying in the M state of usability (reduced usability).

KgðtÞ ¼
Xi¼M

i¼1

KgiðtÞ ð12Þ

In order to emphasise the significance of the states of usability, the operational
readiness coefficient can be presented in the form dependent on the weight of the partial
operational readiness coefficient:

K�
gðtÞ ¼ W1 � Kg1ðtÞ þ W2 � Kg2ðtÞþ . . . þ WM � KgMðtÞ ð13Þ
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where: W1 – weight of the readiness coefficient of the system staying in the 1st state of
usability (complete usability); W2 – weight of the readiness coefficient of the system
staying in the 2nd state of usability (reduced usability); WM – weight of the readiness
coefficient of the system staying in the M state of usability (reduced usability), which
can be written in the following form:

K�
gðtÞ ¼

Xi¼M

i¼1

Wi � KgiðtÞ ð14Þ

The functional readiness coefficient measures in the modified version can be written
in the following form: for the weight W1 = 1 and other weights W2 � WM = 0.

Then, the new measure adopts the form of the functional readiness coefficient,
previously used for the system staying only in the state of complete usability.

The measures for the functional readiness coefficient of the system with many states
of reduced usability can be written in the form of a matrix:

K�
g1ðtÞ

K�
g2ðtÞ
. . .

K�
gMðtÞ

2
664

3
775 ¼

Kg1ðtÞ 0 . . . 0
0 Kg2ðtÞ . . . 0
. . . . . . . . . . . .
0 0 . . . KgMðtÞ

2
664

3
775 x

W1

W2

. . .
WM

2
664

3
775 ð15Þ

then, the operational readiness can be presented in the matrix form:

G11ðt; sÞ
G12ðt; sÞ

. . .
G1Mðt; sÞ

2
664

3
775 ¼

Kg1ðtÞ 0 . . . 0
Kg1ðtÞ Kg2ðtÞ . . . 0
. . . . . . . . . . . .

Kg1ðtÞ Kg2ðtÞ . . . KgMðtÞ

2
664

3
775 x

R11ðsÞ
R12ðsÞ
. . .

R1MðsÞ

2
664

3
775 ð16Þ

The operational readiness determined for the system with many states and reduced
usability presented in the matrix form allows to assess the use of the system in aerial
operations, for which the usability of all component elements of the system is not
required.

For these elements, the matrix record allows to determine the required reliability
value for the complex operational readiness value. The reliability levels can be
determined with the use of a matrix of the operational readiness coefficients after its
reversal (matrix reversibility condition must be met), which can be presented in the
following form:

R11ðsÞ
R12ðsÞ
. . .

R1MðsÞ

2
664

3
775 ¼

Kg1ðtÞ 0 . . . 0
Kg1ðtÞ Kg2ðtÞ . . . 0
. . . . . . . . . . . .

Kg1ðtÞ Kg2ðtÞ . . . KgMðtÞ

2
664

3
775
�1

x

G11ðt; sÞ
G12ðt; sÞ

. . .
G1Mðt; sÞ

2
664

3
775 ð17Þ

The determination of the required reliability values allows to specify its level at the
design stage or at the operational stage (by introducing correction changes, i.e.
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replacement of elements with reduced reliability into elements with reliability deter-
mined in the above manner. The new measures may constitute a tool for supporting the
operation process according to the strategy with controlled reliability [2, 5, 6, 18].

Example:
For the data, determined on the basis of the analysis, collected in the IT system of the
Integration Station of the Integrated Communication System, for the integrated com-
munication system operated in Mi8/Mi17/Mi24 helicopters, analysed as a set of three
components connected in series in the reliability chain (SK-1 server, tactical radio and
the so-called core of the system including other devices, among others, communication
control panels, headphones, microphones, user plates), the following was adopted:

• The functional readiness coefficient of the system in the state of complete usability
is: Kg = Kg1 = 0.900, and in case of reduced usability, it is: Kg2 = 0.050;
Kg3 = 0.030; Kg4 = 0.010;

• The reliability function coefficient of the system in the state of complete usability is:
R(s) = R11(s) = 0.729, and in case of reduced usability, it is: R12(s) = 0.810;
R13(s) = 0.810; R14(s) = 0.900

thus, the calculated operational readiness of the system in the state of complete
usability is:

Gðt; sÞ ¼ KgðtÞ � RðsÞ ¼ 0; 900 � 0; 729 ¼ 0; 656 ð18Þ

The use of the new measure allows to present the operational readiness of the
integrated communication system staying in many states of reduced usability in the
following form:

G11ðt; sÞ
G12ðt; sÞ
G13ðt; sÞ
G14ðt; sÞ

2
664

3
775 ¼

Kg1ðtÞ 0 0 0
Kg1ðtÞ Kg2ðtÞ 0 0
Kg1ðtÞ Kg2ðtÞ Kg3ðtÞ 0
Kg1ðtÞ Kg2ðtÞ Kg3ðtÞ Kg4ðtÞ

2
664

3
775 x

R11ðsÞ
R12ðsÞ
R13ðsÞ
R14ðsÞ

2
664

3
775 ð19Þ

where: G11ðt; sÞ – operational readiness of the system staying in the state of complete
usability (all elements are usable); G12ðt; sÞ – operational readiness of the system
staying in the state of reduced usability (unfit SK-1 server); G13ðt; sÞ – operational
readiness of the system staying in the state of reduced usability (unfit tactical radio);
G14ðt; sÞ – operational readiness of the system staying in the state of reduced usability
(unfit SK-1 server and tactical radio).

For the adopted values of the functional readiness coefficient and reliability
determined on the basis of the data obtained from the IT system of the Integration
Station of the Integrated Communication System, the operational readiness values of
the system were obtained with the use of the following relationship (19):
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G11ðt; sÞ
G12ðt; sÞ
G13ðt; sÞ
G14ðt; sÞ

2
664

3
775 ¼

0; 656
0; 697
0; 721
0; 730

2
664

3
775 ¼

0; 900 0 0 0
0; 900 0; 050 0 0
0; 900 0; 050 0; 030 0
0; 900 0; 050 0; 030 0; 010

2
664

3
775 x

0; 729
0; 810
0; 810
0; 900

2
664

3
775

ð20Þ

The new measures also allow to implement a reverse process consisting in deter-
mining the necessary reliability level of components at the set operational readiness of
the system.

The values of the required reliability of individual configurations for the adopted
operational readiness level of the system (70% in the state of complete usability, 80%
in the state of reduced usability without SK-1 server and the tactical radio), can be
determined with the use of the relationship (17) and presented in the matrix form:

R11ðsÞ
R12ðsÞ
R13ðsÞ
R14ðsÞ

2
664

3
775 ¼

0; 778
0; 900
0; 900
0; 900

2
664

3
775 ¼

0; 900 0 0 0
0; 900 0; 050 0 0
0; 900 0; 050 0; 030 0
0; 900 0; 050 0; 030 0; 010

2
664

3
775
�1

x

0; 700
0; 745
0; 772
0; 800

2
664

3
775

ð21Þ

For the increased requirements in the field of the reliability values for the adopted
operational readiness level of the system (70% in the state of complete usability, 85%
in the state of reduced usability without SK-1 server and the tactical radio), the reli-
ability level values of individual elements of the system can be determined with the use
of the relationship (17) and presented in the matrix form:

R11ðsÞ
R12ðsÞ
R13ðsÞ
R14ðsÞ

2
664

3
775 ¼

0; 833
0; 900
0; 900
1; 000

2
664

3
775 ¼

0; 900 0 0 0
0; 900 0; 050 0 0
0; 900 0; 050 0; 030 0
0; 900 0; 050 0; 030 0; 010

2
664

3
775
�1

x

0; 750
0; 795
0; 822
0; 850

2
664

3
775

ð22Þ

On the basis of the analysis of the obtained results, it can be stated that in order to
obtain the operational readiness at the level of 75% (0.750) for the system in the state of
complete usability and 85% (0.850) for the system in the state of reduced usability
(without SK-1 server and the tactical radio) should be completely usable (not
damaged).

The obtained results indicate the achievement of limit reliability values and they
can be used for assessing the operation process with the adopted strategy for managing
their reliability.
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5 Conclusion

In the military aviation, the proposed new measures can be used in the reliability
management strategy for operation of aviation systems in the crisis states. However, it
requires additional analytical and verification work that is currently conducted in AFIT.
Every aircraft, even older generation ones, after installing of a modern communications
system shall expand its performance capabilities with previously unavailable applica-
tions, which is why the design of such a system in terms of hardware, i.e., purchasing
equipment, does not currently present much of a problem, whereas, developing ade-
quate, efficient and reliable software, which meets the requirements in the scope of
ensuring internal and external communication on-board an aircraft, is a big challenge.
Such a task was attempted by the AFIT, which was the first in Poland to perform
integration on modernized helicopters of the Land Forces Command. The possession of
such a station allowed AFIT to integrate new radio-electronic equipment while mod-
ernizing a W3PL helicopter. An integrated communications system is operated on
Mi8/Mi17/Mi24 and W3PL helicopters, which performed combat tasks, i.a., for PKW
(Polish Military Contingent) in Iraq and Afghanistan. The target task for an integrated
communications system is obtaining a fully functional version on-board an aircraft.
Optimizing the elements of an integrated communication system at an integration
station is always limited relative to the organization of a system on-board an aircraft.
Nonetheless, it allows testing a series of solutions, which are too expensive to be
implemented on-board an aircraft for research purposes. One of the main tasks of such
optimization is to achieve high operating capability of the constructed equipment.

Improvement and optimization of the operating process of integrated communi-
cations systems requires new evaluation methods and IT systems supporting the
decision-making process in the scope of defining and shaping the operating readiness.

The data accumulated in the system allows the determination of the intervals
between failures, damage intensities and the damage probability distributions, and on
that basis, factors characterizing the operating capability of individual elements of a
ZSŁ system. The constructed model enables current evaluation and forming of the
operating capability of an SK-1 communication server, which is the main component of
a ZSŁ system. The proposed new measures for determining the operational readiness
for the integrated communication system with many states of reduced usability, and the
developed method of analysis can be used in the reliability management strategy for
rational (scientific) operation of the on-board aviation systems.
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Abstract. Waveform generators employed in student laboratories are often
purchased instruments, while some their functionalities are not required. An
important part of many test sets are multi-phase generators with an analog or
digital structure. Designed based on the known concept, the construction of a
three-phase sinusoidal signal generator and selected test results are presented.
The requirements for properties of the output signals of the generator have been
specified. The phase shift between sine waves are kept precisely at 120° and the
amplitudes of the signals are controlled within the adopted frequency range.
Low distortion of signals was also obtained. The model of the developed three-
phase digital generator was described and the results of selected research were
presented and then discussed. A short analysis of constraints related to the
generators’ properties, mainly resulting from the features of the elements used in
the project, was also carried out.

Keywords: DDS technology � Three-Phase wave generator � Launchpad board

1 Introduction

Waveform generators are widely used in scientific research, student laboratories and in
tests on production lines [1–4]. Sine waves are extensively utilized signals as the
standard signals in electronic circuit performance test or parameter measurement [5].
Generators of sinusoidal signals should generate a harmonic waveform with the lowest
possible distortion and constant frequency and amplitude.

A big advantage of analog generators is low distortion of the output signal.
Changing the frequency of the generated waveform without changing its other
parameters, which requires changing the values of the frequency setting elements, is
already a problem. This problem is significantly increased in case of an analog three-
phase signal generator. Modern generators also allow to program the shape of the output
waveform. It is very difficult to design an analog generator system that would form
waveforms with pre-set parameters. It is much easier to do this with digital generators.
Parameters of the generated signal are much easier to control using the digital method of
analog signal generation. The most popular digital generation waveform technology is
the direct digital synthesis (DDS). The DDS has been long recognized as a superior
technology for generating highly accurate, low-distortion output waveforms.
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Precise, high-cost DDS generators are purchased to be used in laboratories however
often not all of their functions are fully utilized. To meet the requirements of student
laboratories, a simplified sine wave generator has been developed in order to achieve
required precision, simple structure and easy operation. It can also generate square
wave, triangle wave and waves of other shapes, while other functionalities not com-
monly used were removed.

The DDS is a method of generating an analog wave, usually a sine wave, by
generating a signal that changes over time in a digital form, followed by a digital-to-
analog conversion. DDS architecture employs digital signal processing (DSP) tech-
niques to generate a digital sine wave representation which is referenced to a highly-
stable reference clock. With DDS technology, one cycle of the desired waveform is
represented digitally in waveform memory. The contents of the waveform memory are
read sequentially, which produces a stream of digital data representing the desired
waveform. The stream of data drives the input of a digital-to-analog converter (DAC),
whose analog output is a series of voltage steps approximating the desired waveform.
Finally, the DAC output is applied to a low-pass filter (LPF) to smooth the voltage
steps and produce the final output waveform. As operations in a DDS device are mainly
digital, they can offer fast switching between output frequencies, frequency resolution
and wide spectrum operation. The ability to generate and accurately control waveforms
with different frequencies and profiles has become a key feature of DDS generators.

The block diagram of the DDS generator is shown in Fig. 1. It consists of a
microcontroller unit (MCU) with the program controlling the output of data from LUT
(Look–up table) memory, LUT memory containing values of waveform samples, DAC
converter and low-pass filter (LPF). The LUT is a commonly used technique that
replaces the runtime computation of data with a simpler and much more efficient data
memory indexing operation.

The MCU controls the addresses of subsequent samples and the time interval
between samples. The shape change of signal can be made by changing the memory
content of the samples. By changing the time interval between the samples, the fre-
quency of the output signal is adjusted. To change the output signal amplitude, also a
LUT technique can be used. The advantage of this method is the ability to generate
waveforms of various shapes that are stored in the memory - the LUT table.

In the generator, the diagram of which is presented in Fig. 1, in contrast to many
DDS solutions presented in the literature, it is not possible to adjust the phase of the
output signal. This simplification of the system is intentional and is related to the target
application of the developed generator in the 3-phase version.

Fig. 1. Simplified block diagram of DDS generator.
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The concept of DDS generator presented above can be used to build a three-phase
sinusoidal generator. The frequency of its output signals is adjustable in the range of
45–55 Hz, while the amplitudes of these signals vary within the range of 0.8–1.0 of
their nominal values. This generator will be implemented as a very simple model of an
alternating current generator, a part of the power plant model with several generating
sets operating with safe signal levels. The generator has been designed to be used in
student laboratories. After introducing simple program changes, the generator can also
be used to generate three-phase waves with other shapes, such as rectangular or
triangular.

2 Construction and Principle of Operation

The main requirement of the project is to obtain the basic functions of the three-phase
sine wave generator, i.e., stable generation of three waveforms mutually offset by 120°
and digital control of amplitude and frequency of output signals, in the adopted ranges.

The block diagram of the designed generator is shown in Fig. 2. The waveforms
appearing on OUT1, OUT2 and OUT3 outputs are controlled by the MCU equipped
with the microprocessor unit (MPU). The parameters of the output signals, i.e. their
frequency and amplitude, can be adjusted by the user in the set range using the
pushbuttons. The digital representations of the instantaneous values of the output
signals are stored in the microcontroller memory. One data set contains data corre-
sponding to the instantaneous values of three signals shifted by 120°. The sequence of
rewriting the set of data from the memory to individual BUFF buffers is repeated at the
time specified by the MPU timer. The destination buffer for the relevant data is
specified by the active one of the lines LE1–LE3 (Latch Enable). The DAC converter in
each channel converts digital data into instantaneous values of the generated signal.
The quantization noise in the generated signals is reduced in the low-pass filters LPF1–
LPF3.

Fig. 2. Simplified block diagram of three-phase DDS generator.
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2.1 Construction

The electrical diagram containing the basic generator circuits is shown in Fig. 3. MSP-
EXP430G2 LaunchPad Development Kit serves as the MCU. It is an easy-to-use Texas
Instruments microcontroller development board for low-power and low-cost
MSP430G2x family microprocessor units (MPUs). It has, among others, on-board
emulation for programming and debugging and features a 14/20-pin DIP socket.

The MPU onboard MSP-EXP430G2 LaunchPad, used in the DDS generator design
- MSP430G2553 from Texas Instruments, is based on 16-bit RISC architecture
(Reduced Instruction Set Computing). It has followings basic parameters:

• two 16-bit timers,
• wide clock frequency range up to 16 MHz,
• two 8-bit I/O ports,
• 16 kB Flash memory,
• 512 B RAM memory.

Rich resources of the processor, at a low cost of the starter kit, give the possibility
to create a variety of layouts. The selected microprocessor is part of a large family of
MSP430 microcontrollers with low-power, high integration and high performance.
Free programming environments (e.g. CCS or IAR) enable easy programming in both
high-level language and assembler using the USB interface.

From the MPU’s internal memory, organized as a LUT memory, using a P2 digital
port, 8-bit data is sent to three SN74A373 buffers, activated by the MPU’s P1.4–P1.7
lines for data distribution into 3 channels. Digital data is converted into analog signals
in DAC0808 converters. Their output signals have negative values, hence the circuits
on LM324 operational amplifiers realize the shifting of these signals so that their mean
values are equal to zero. At the same time, these amplifiers function as first order LPF
filters with a cut-off frequency of around 200 Hz. In the expected use of the generator,
for a narrow range of frequency changes in the output signals, as well as due to
identical filter parameters in all 3 channels, the effect of phase characteristics of the
FDP filter on the relationship between the signals was considered negligible.

Three buttons S1–S3 are used to adjust the frequency and amplitudes of the signals
generated. It was assumed that the frequency of the output signals may vary in the
range of 45–55 Hz, while the amplitudes in the range of 80–100%, with their nominal
values of 5 V. The frequency control resolution was set to 0.1 Hz and the amplitude
control was pre-set with the step 0.05 V (5% of adjustment range). Frequency change
(S1, S2) consists in changing the number entered in the TA0 timer register, and the
amplitude adjustment (manipulation of the S3 pressing time) is done by changing the
current LUT table to another LUT containing samples with different values.

Visible in the diagram in Fig. 3, identical markings of lines in individual blocks
(MCU, BUF and DAC) correspond to the interconnections of these lines between the
blocks.

Figure 4 shows a view of the generator prototype, developed and tested as part of
the student project.
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2.2 Algorithms

The algorithms implemented in the program executed by the MPU are shown in Fig. 5.
Main loop of the program (Fig. 5a) is an empty loop. After initializing the necessary
processor resources, it waits for any interrupt. In Fig. 5b, the subroutine of outputting

Fig. 3. The electrical schematic of the three-phase DDS sine wave generator.

Fig. 4. The view of the generator prototype.
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data from the LUT memory to BUFF1–BUFF3 buffers (Fig. 2). The interrupt is ini-
tiated cyclically by the TA0 timer in the MPU. The TA0 timer, operating in the up-
mode, determines the moments in which the digital samples are sent via the output port
P2 to BUFF buffers. In this way, the frequency of the DDS generator signals is
determined. The interrupt service subroutine, initiated by pushbuttons connected to
P1.0 or P1.1 lines (Fig. 5c), allows to change the frequency of signals generated. The
activated pushbutton on the P1.2 line causes an another interrupt service subroutine to
be executed (Fig. 5d) and change of amplitude of output signals in accordance with
established algorithm by switching the LUT tables of the samples being sent.

The frequency of the generator is controlled by the TA0 timer. If the generator does
not operate at a frequency which high enough, the integer number set in TA0 register
has to be changed. The smaller the number, the higher the frequency.

The MPU is equipped with a memory, the capacity of which is sufficient to store
the values of the output signal samples. The program executed by the MPU rewrites the
values stored in its memory to the BUFF buffers, and further to the DAC converters, in
the timing of the sampling signal. This signal comes from an internal MPU timer. By
changing the frequency of the sampling signal, a constant number of samples can be
kept for the period of the generated signal, and thus also the THD distortion factor.

In this solution, the resolution of frequency settings is also closely related to the
number of samples per period of generated waveform. In addition, the high resolution
of the frequency puts the requirements on the MPU, which must have a short enough
cycle to be able to rewrite the values of samples to the BUFF buffers during one period
of the sampling signal.

3 Analysis of Constraints

The TA0 register is reset at the beginning of the interrupt service, so the time interval
DTs between successive samples can be determined using the formula (1).

Fig. 5. Main algorithms of the MPU program.
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DTs ¼ N
fclk

ð1Þ

where: N - data entered into the TA0 timer register, fclk – the MPU clock frequency.
Then, the frequency fs of the signal on the DDS generator output can be expressed

by the formula (2).

fs ¼ 1
k � DTs ¼

fclk
k � N ð2Þ

where: k - number of samples during the signal period generated.
A single cycle of sending data from the LUT memory to the P2 port for 3 channels,

with fclk = 16 MHz, requires a time Tc of about 11.1 ls. This value was obtained as
measurement result for implemented TA0 interrupt service subroutine.

It is obvious that the condition (3) must meet:

DTs [ Tc ð3Þ

From Eqs. (1) and (3) it can be concluded that N > 178.
For fs = 55 Hz (the most unfavorable case) the maximum value of k cannot exceed

1635.
For the above conditions referring to fclk = 16 MHz and for boundary frequencies fs

(45 and 55 Hz), the relations between N and k are shown in Fig. 6. It shows that for a
better resolution of frequency control fs, the number k of samples per period of gen-
erated signal should be chosen as less than 200. Then the change N causing the unitary
change fs is the largest.

Fig. 6. A graph of dependencies between N and k for boundary frequencies fs.
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The interrupt service time Tc for sending samples to 3 channels depends on fclk. For
fclk = 16 MHz, i.e. the maximum frequency of the MPU’s clock, used in the generator,
Tc is measured as about 11.1 ls.

4 Tests

The functional tests of three-phase generator were carried out using a digital oscillo-
scope (OSC) MSO2024 Tektronix and a computer set equipped with data acquisition
board (DAQ) NI PCIe6321 working in LabVIEW environment. The properties of
tested generator – DUT (Device under Test) – were examined in full range of adjus-
table parameters – frequency and amplitude of three-phase signals.

Generator tests included, among others, determining the duration of a single data
transmission cycle Tc for different MPU clock frequencies fclk, as well as the maximum
number of samples kmax during the signal. The results are summarized in Table 1.

Exemplary three-phase waveforms from the generator are shown in Fig. 7. They
were taken for fs = 50 Hz, k = 360 and fclk = 16 MHz.

Figure 8 presents the empirically determined dependence, binding N - the number to
set to TA0 – with the value of the set frequency fs of the generated signal. The relations

Table 1. List of selected generator parameters for fs = 55 Hz, at different MPU clock rates fclk.

fclk [MHz] Tc [µs] kmax
1 209 87
8 22 827
12 15 1216
16 11.1 1635

Fig. 7. Exemplary waveforms obtained from the generator.
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were measured with a step of 0.5 Hz and, applying interpolation, they can be used to
denote N to achieve the required resolution of control fs.

The harmonic analysis of the exemplary output signal from the generator is shown
in Fig. 9. Quite low level of the THD factor and the presence of harmonics related to
the number of signal samples pay attention. In the example shown, THD is 0.44% and
the harmonics level around 60th is visibly increased compared to other harmonics. The
level of the harmonics can be reduced by applying the DAC with higher resolution.

Fig. 8. Exemplary relations between N and fs; k = 60, fclk = 16 MHz.

Fig. 9. Example of harmonic content analysis for a selected phase signal at fs = 55 Hz of a
three-phase DDS generator; k = 60, fclk = 16 MHz.
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5 Conclusion

A key requirement in many applications is the ability to generate and control wave-
forms at various frequencies. DDS based sine generators offer substantial performance
improvements, at reduced costs, over conventional analog function generators.

The Direct Digital Synthesis is a technique of generating an analog waveform,
including the shape of a sine wave, using a time-varying signal in a digital form and a
DAC converter. DDS technique is gaining wide popularity and acceptance from the
industrial community to achieve programmable analog outputs with accuracy and high
resolution.

The article presents a three-phase generator designed to meet specific requirements.
The low cost waveform generator has been developed with several advantages such as
simple structure and easy operation. It can produce three-phase sine wave signals to
satisfy the requirements of student laboratories. The resources of the selected micro-
processor are fully sufficient for the designed generator. In order to improve the gen-
erator parameters, mainly to increase the resolution of amplitude control, higher
resolution DACs (for example 10-bit) should be used. It will also reduce the share of
higher harmonics in the output signals. This will be introduced in the final version of
the generator.

The developed generator will be used to model phenomena in a ship power plant
using low-voltage signals.
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Abstract. In this paper the possibility of improving accuracy of maintaining
the regime of melting metal by appropriate control of the arc voltages in electric
arc furnaces is presented. For this purpose the methodology of the determination
of the own and mutual inductances of the three flexible cables, are proposed and
analyzed. This methodology based on realization experiments of the three-phase
short network, as well as three biphasic short network when in the third phase
arc is absent. The proposed methodology was implemented to determine the
parameters of current propulsion of electric arc furnace type DSP-100. The
determined cabel parameters (resistances and inductances) are used to form the
control effect of the automatic control system by moving the electrodes and
hence the power of the arcs of each phase.

Keywords: Arc furnace � Determination � Inductances � Voltages
Experiment � Control

1 Introduction

Almost all electric arc furnaces, in which the melting of the charge is carried out for the
purpose of obtaining electro technical steels (Fig. 1), are functioning due to the
automatic control system (ACS) which provide appropriate displacements of the
electrodes.

These control systems provide an automatic ignition of the arc in each of the three
phases of supply the arcs, as well as maintenance of arc capacities in accordance with
the directive schedule of the melting process. This is realizing due to the using of the
impedance principle of regulation [1–4], which consists in the fact that the control
voltage of the electrodes drive is formed as the voltage of the discrepancy:

Dj ¼ aj � Idj � bj � Udj ð1Þ

where Idj, Udj are current values of currents and voltages of arcs in the j phase; aj, bj are
coefficients (set point) that define the condition Dj ¼ 0, when a certain arc length is set
and the appropriate power in the furnace’s space is entered.

The measuring of currents Idj is not problematic, but voltages Udj cannot be
measured directly. This is due to the fact, that the arc is burning in a closed furnace
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space and connecting the measuring apparatus to the end of the electrode with the arc is
not possible. Therefore, the phase voltages are measured between the phase output of
the furnace transformer and the zero point formed by the three arcs on the charge.

Voltage sequences are determined according to known parameters of flexible cables
(short network) and electrodes of each phase, and then the Udj voltage is formed which
ensures the functioning of the ACS by the displacement of the electrodes. Thus, the
accuracy of determining the parameters of flexible cables with the electrodes of each
phase influences on the power supply into the furnace space, and on the efficiency of an
arc steel furnace (ASF) exploitation. Typically, the values of these parameters are given
in the reference literature [5, 6] and they are reduced to the resistances and reactances
of the short network rkj, xkj, and the electrode re. It is assumed that these parameters are
the same in each phase.

The electrodes in different phases worn out in different ways during the techno-
logical process of melting steel in the ASF, and therefore the electrode holders occupy
different levels. Consequently, the configuration of the flexible cables of each phase
will be different. In addition, the effect of mutual induction and the phenomenon of the
transfer of active power between the phases, that accompanying it, are strongly man-
ifested between the phases of the short network. Thus, a short network should be taken
into account by using of its inductances Lk11, Lk22, Lk33, mutual inductances Lk12 =
Lk21, Lk23 = Lk32, Lk31 = Lk13 and the appropriate resistances rk1, rk2, rk3. Then the
inductance of each phase of the short network could be represented by an equivalent
value:

Leq1 ¼ Lk11 � Lk12 � Lk13 þ Lk23
Leq2 ¼ �Lk12 þ Lk13 þ Lk22 � Lk23
Leq3 ¼ �Lk23 � Lk13 þ Lk12 þ Lk33

9>=
>; ð2Þ

Fig. 1. Components of the arc steel furnace.
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Equation (2) are obtained by solving magnetic connections between the three
phases of the cables. Determination of the cable parameters is possible according to the
results of measurements during a series of experimental researches, which should be
performed after each electrode replacement at least in one phase, or more often. Own
and mutual inductances are most easily determined through reactancesre. They make
sense only with sinusoidal currents and voltages. Unfortunately, conducting of special
experiments not always could be realized due to material losses caused by lowering the
efficiency of the ASF. These losses are increasing with capacity of the furnace.
Therefore, the problem of measuring the voltage of arcs by data of passive experiment
without interference with the technological process is actual for heavy electric arc
furnaces.

2 Proposed Methodology to Determination of Arc Voltages

2.1 Determining of Arc Voltages Using Measurement Results Obtained
from Active Experiment

The condition of sinusoidal currents and voltages in a short network is not fulfilled
during arcs burning. Realization of different combinations of short networks and idle
stroke (absent arc) in phases leads to possibility of elimination the distortion of currents
and voltages from the lower side of the furnace transformer. It is possible to realize the
following experiments on the current three-phase arc furnace, in which the currents and
voltages will be sinusoidal, in particular, the three-phase short network, as well as three
biphasic short network when there is no arc in the third phase. Under these conditions,
the voltage between the phase of the furnace transformer at the zero point accessed by
the furnace design can be written in a complex form. So for a three-phase short network
might be written:

_U1 ¼ _I1 � rk1 þ jxLk11ð Þþ _I2 � jxLk21 þ _I3 � jxLk31 ;
_U2 ¼ _I2 � rk2 þ jxLk22ð Þþ _I1 � jxLk12 þ _I3 � jxLk32 ;
_U3 ¼ _I3 � rk3 þ jxLk33ð Þþ _I1 � jxLk13 þ _I2 � jxLk23 :

9>=
>; ð3Þ

For short network in phases 2 and 3 during the idle stroke in phase 1:

_U0
2 ¼ _I 02 � rk2 þ jxLk22 þ jxLk23ð Þ ;
_U0
3 ¼ _I 02 � rk3 þ jxLk33 þ jxLk32ð Þ :

)
ð4Þ

For short network in phases 3 and 1 during the idle stroke in phase 2:

_U00
1 ¼ _I 001 � rk1 þ jxLk11 þ jxLk13ð Þ ;
_U00
3 ¼ _I 003 � rk3 þ jxLk33 þ jxLk31ð Þ :

)
ð5Þ
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For short network in phases 1 and 2 during the idle stroke in phase 3:

_U000
1 ¼ _I 0001 � rk1 þ jxLk11 þ jxLk12ð Þ ;
_U000
2 ¼ _I 0002 � rk2 þ jxLk22 þ jxLk21ð Þ:

)
ð6Þ

During such experiments, it is necessary to ensure the same position of the elec-
trode holders of the corresponding phase, as in the case of a three-phase short network
experiment, and of two-phase short network experiments. Under these conditions, the
corresponding own and mutual inductances will have the same value for different
experiments in Eqs. (3)–(6). Corresponding resistances will be the same. It should be
noted that rkj also includes resistances of electrodes. Resistances are determined by the
wattmeter and ammeter measurements in each phase.

The values of six unknown inductions Lk11, Lk22, Lk33, Lk12, Lk23, Lk13 could be
calculated as the solutions of the Eqs. (3)–(5). We can write these equations in pro-
jections on the imaginary axis of the complex plane:

U1sina1 ¼ I1rk1sinb1 � I1xLk11cosb1 � I2xLk12cosb2 � I3xLk31cosb3;

U2sina2 ¼ I2rk2sinb2 � I1xLk12cosb1 � I2xLk22cosb2 � I3xLk23cosb3;

U3sina3 ¼ I3rk3sinb3 � I1xLk13cosb1 � I2xLk2cosb2 � I3xLk33cosb3;

U0
2sina

0
2 ¼ I 02 xLk22 þxLk23ð Þ;

U0
3sina

0
3 ¼ I 02 xLk33 þxLk23ð Þ;

U00
1 sina

00
1 ¼ I 001 xLk11 þxLk13ð Þ :

9>>>>>>>>>=
>>>>>>>>>;

ð7Þ

where a1 � a3, a02 � a03; a
00
1 – arguments (angles) of voltage vectors _U1 � _U3, _U0

2 � _U0
3,

_U00
1 in accordance; b1 � b3 – arguments (angles) of current vectors _I1 � _I3.
Having solved the Eq. (7), we obtain:

Lk13 ¼ I2 cos a2ðI2rk2 sin a2 � U2 sinb2 � U0
2I2 cos a2 sin b2=I

0
2 þ

xI1 cos a1 I2 cos a2 � I3 cos a3 þ I1 cos a1ð Þ !

! þ I3rk3 sin a3 � U3 sin b3 � U0
3I3 cos a3 sin b3=I

0
2� !

! �I1 cos a1 I1rk1 sin a1 � U1 sin b1 � U00
1 I1 cos a1 sinb3=I3

� �
;

ð8Þ

Lk12 ¼ I1rk1 sin a1 � U1 sin b1 � U00
1 I1 cos a1 sin b1=I

00
1 � I3 cos a3 � I1 cos a1ð ÞxLk13

xI2 cos a2
ð9Þ

Lk23 ¼ I3rk3 sin a3 � U3 sin b3 � U0
3I3 cos a3 sin b

0
3=I

0
2 � I1 cos a1xLk13

x I2 cos a2 � I3 cos a3ð Þ ð10Þ

Lk11 ¼ U00
1 sin a

00
1

�
xI 001
� �� Lk13; ð11Þ
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Lk22 ¼ U0
2 sin a

0
2

�
xI 02
� �� Lk23 ð12Þ

Lk33 ¼ U0
3 sin a

0
3

�
xI 02
� �� Lk23 ð13Þ

Using condition b1 = 0 (vector of current _I1 is placed on the axis of real numbers)
form a triangle of currents, which are flowing at a three-phase short network (Fig. 2),
the values of angles b2 and b3 are equal:

b2 ¼ pþ arccos I21 þ I22 � I23
� ��

2I1I2ð Þ� �
; b3 ¼ p� arccos I21 þ I23 � I22

� ��
2I1I3ð Þ� �

ð14Þ

The values of angles ai for vector diagram presented on Fig. 2 could be defined as:

a1 ¼ arccos P1= U1I1ð Þ½ � þ b1;
a2 ¼ arccos P2= U2I2ð Þ½ � þ b2;
a3 ¼ arccos P3= U3I3ð Þ½ � þ b3 ;

9=
; ð15Þ

a02 ¼ arccos P0
2

�
U0

2I
0
2

� �� �
;

a03 ¼ arccos P0
3

�
U0

3I
0
3

� �� �
;

a001 ¼ arccos P00
1

�
U00

1 I
00
1

� �� �
:

9=
; ð16Þ

where Pj are measurements of the wattmeter in phases during corresponding experi-
ments, Uj, Ij are measurements of corresponding voltmeters and ammeters.
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Fig. 2. Vector diagram of the currents of three-phase short network.
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2.2 Implementation of Proposed Method Obtained from Active
Experiment

The proposed methodology was implemented to determine the parameters of short
network ASF –1.5. According to the reference data [6] for this furnace:

rdk ¼ 1:12 � 10�3 Ohm, xdk ¼ 4:15 � 10�3 Ohm:

The values of the parameters were averaged (the average arithmetic value for the
three phases) for a comparative analysis of these data with the results obtained on the
basis of experimental researches.

The value of rek ¼ 1:08 � 10�3 Ohm for resistance to the results of experimental
research. In this case, the relative deviation from the reference data is small and equals
<4%.

The following values for the inductances of the cables ASF –1.5 are obtained:

Lk11 ¼ 14:2 � 10�6 H, Lk22 ¼ 15:2 � 10�6 H, Lk33 ¼ 11:92 � 10�6 H,

Lk12 ¼ 4:90 � 10�6 H, Lk23 ¼ 4:80 � 106 H, Lk13 ¼ 3:45 � 10�6 H:

According to these values the equivalent inductances (2) are:

Leq1 ¼ 10:65 � 10�6 H, Leq2 ¼ 8:95 � 10�6 H, Leq3 ¼ 8:57 � 10�6 H:

Then average arithmetic value is Leav ¼ 9:39 � 10�6 H, that corresponds to reactance
xeav ¼ 2:95 � 10�3 Ohm. In this case, the deviation is almost 30%.

If not take into account mutual inductances, then

Leav ¼ ðLk11 þ Lk22 þ Lk33Þ=3 ¼ 13:77 � 10�6 H:

In this case, the deviation is almost 4%. The references give the values of their own
inductances of the cables, which entails an increasing of the error in determination of
the arc voltage.

2.3 Determining of Arc Voltages Using Measurement Results Obtained
from Passive Experiment

Measurement of the cable parameters according to the considered algorithm requires
specially planned experimental research (active experiment). Due to the peculiarities of
the technological process of steel smelting in the ASF, it always has breaks due to the
loading of the furnace, the introduction of special components for obtaining a certain
mark of steel, removal of slag from the surface of the molten charge, etc. During such
breaks it is possible to organize a series of experiments to clarify the parameters of the
cable. It’s clear that an active experiment takes some time, and therefore it can affect
the performance of the ASF. If the measure of operation efficiency of an electric arc
furnace has a higher priority, it is proposed to determine the parameters of the current
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transmission to be carried out according to the measurement during a passive experi-
ment without interference in the technological process.

During the passive experiment there is a continuous control of the instantaneous
value of the phase voltage from the low side of the furnace transformer (u1, u2, u3) and
the derivatives of the instantaneous values of arc current (di1∂/dt, di2∂/dt, di3∂/dt) [7]
(Fig. 3).

The instantaneous values of these voltages can be written in the form:

u1 ¼ i1@ � r1 þ Lk11 � di1@dt
þ Lk21 � di2@dt

þ Lk31 � di3@dt
þ u@1;

u2 ¼ i2@ � r2 þ Lk22 � di2@dt
þ Lk32 � di3@dt

þ Lk12 � di1@dt
þ u@2;

u3 ¼ i3@ � r3 þ Lk33 � di3@dt
þ Lk23 � di2@dt

þ Lk13 � di1@dt
þ u@3;

9>>>>>>=
>>>>>>;

ð17Þ

where u∂i are the instantaneous arc voltages in appropriate phases.
It should be noted that the electric arc of the alternating current has an resistance

character, as indicated by its dynamic volt-ampere characteristics [4, 8, 9] for different
lengths in relation to the electric arc furnace type DSP-100 (see Fig. 4).

At time tð1Þj and tð2Þj , when the current of j - th phase passes through zero for a

positive (at tð2Þj ) and negative (at tð1Þj ) the values of its derivative, on the basis of (17)
taking into account that the voltage drops on the resistances and the voltage of the arcs
in this case are equal to zero, the equations for instantaneous arc voltages in appropriate
phases at these times have the following form

Fig. 3. The scheme of passive experiment in arc furnace.
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u1 tð1Þ1

� �
¼ Lk11 � di1@dt

				
t¼tð1Þ1

þ Lk21 � di2@dt

				
t¼tð1Þ1

þ Lk31 � di3@dt

				
t¼tð1Þ1

;

u1 tð2Þ1

� �
¼ Lk11 � di1@dt

				
t¼tð2Þ1

þ Lk21 � di2@dt

				
t¼tð2Þ1

þ Lk31 � di3@dt

				
t¼tð2Þ1

;

u2 tð1Þ2

� �
¼ Lk22 � di2@dt

				
t¼tð1Þ2

þ Lk12 � di1@dt

				
t¼tð1Þ2

þ Lk32 � di3@dt

				
t¼tð1Þ2

;

u2 tð2Þ2

� �
¼ Lk22 � di2@dt

				
t¼tð2Þ2

þ Lk12 � di1@dt

				
t¼tð2Þ2

þ Lk32 � di3@dt

				
t¼tð2Þ2

;

u3 tð1Þ3

� �
¼ Lk33 � di3@dt

				
t¼tð1Þ3

þ Lk23 � di2@dt

				
t¼tð1Þ3

þ Lk13 � di1@dt

				
t¼tð1Þ3

;

u3 tð2Þ3

� �
¼ Lk33 � di3@dt

				
t¼tð2Þ3

þ Lk23 � di2@dt

				
t¼tð2Þ3

þ Lk13 � di1@dt

				
t¼tð2Þ3

:

9>>>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>>>;

ð18Þ

It is well known [10–12] that the duration of displacement of the elements of the
short network due to the functioning of the system of automatic control of the motion
of the electrodes, which causes changes in the values of inductances, is much greater
than the period of the supply voltage. This allows for several voltage periods to assume
parameters as constant. Having solved the system of Eq. (18), we obtain the values of
own and mutual inductances for the cables, which are used to determine the voltages of
the arcs ud of the Eq. (18). Parameters r1, r2, r3 are practically constant, given in the
passport of the cables, or can easily be determined experimentally by the data of the
wattmeter and the corresponding ammeters during the technological short networks
required to ignite the arcs at the beginning of the technological process.

Thus, the time required to obtain the information necessary for correction of the
values of inductances is commensurate with the period of instantaneous supply volt-
ages, and therefore, until the specified parameters of the cables have not changed, the
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Fig. 4. Dynamic volt-ampere characteristics for different lengths in relation to the electric arc
furnace type DSP-100.
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instantaneous values of the voltage of the arcs of the three phases of the u∂i are
calculated using these parameters on the basis of the Eq. (18). The instantaneous values
of the u∂i over one or several periods make it possible to determine their effective
values, which are used by the ACS to move the electrodes to realize more accurate
maintenance of a given length, and hence the power, arcs of each phase.

3 Results

For the electric arc furnace type DSP 100 N3A the values of their own and mutual
inductances of the short network were calculated using the proposed methodology.
Numerical values of phase voltages and derivative currents were determined as a result
of processing of oscillograms, which were obtained experimentally on an existing ASF

(see Fig. 5).
As a result, the following values of the inductances were obtained for the position

of the electrodes, in which the oscillogram was recorded:

Lk11 ¼ 19:6 � 10�6 H, Lk22 ¼ 2:6 � 10�6 H, Lk33 ¼ 21:5 � 10�6 H,

Lk12 ¼ Lk21 ¼ �1:5 � 10�6 H, Lk23 ¼ Lk32 ¼ �3:5 � 106 H, Lk13 ¼ Lk31 ¼ 6:7 � 10�6 H:
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Fig. 5. Experimental oscilloscope diagrams for ASF.
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These values correspond to the following values of equivalent inductances calcu-
lated according to the formulas (2):

Leq1 ¼ 10:9 � 10�6 H, Leq2 ¼ 7:3 � 10�6 H, Leq3 ¼ 16:8 � 10�6 H,

They have such reactances for sinusoidal current:

xeq1 ¼ 3:42 � 10�3 Ohm, xeq2 ¼ 2:29 � 10�3 Ohm, xeq3 ¼ 5:28 � 10�3 Ohm:

Then the arithmetic mean is xav ¼ 3:66 � 10�3 Ohm. If you calculate x�aver without
taking into account the mutual inductances then x�av ¼ 4:58 � 10�3 Ohm.

Compare the results with passport values ðx ¼ 3:66 � 10�3 Ohm) it makes no sense
because, as a rule, these values are calculated from data from experimental studies for
short-circuit experiments when introduced ASF into operation. Obviously, this corre-
sponds to some initial position of a short network and does not take into account the
change in the configuration of the ASF coupling phase.

Regarding the current values of arc currents, which are also used by such ACSs it
should be noted that for chipboard capacity up to 100 t the currents of arcs are mea-
sured from the low side using current transformers, and for furnaces with a capacity of
more than 100 t the current measurement is carried out, or from the high side of the
furnace transformer for using a current transformer with further recalculation of the
measurement results, or from the low side using the Rogovsky belt with filters.

4 Conclusion

Taking into account the parameters of cables in full volume obtained on the basis of a
series of active research experiments for ASF small capacity allows you to get complete
information about the value of the parameters of a short network. Due to this, the
determination of the voltage of the arc, which takes part in the formation of control
influence ACS the displacement of electrodes is carried out more precisely than on the
basis of the passport data of the parameters of the short network of the electric arc
furnace. This increases the accuracy of maintaining the arc length and provides more
effective introduction of melting.

For ASF of large capacity it is expedient to use the data of the passive experiment,
as a result, the parameters of the phase of the current drive are determined operatively,
taking into account both their own and the mutual inductances. Due to this, it is
possible to more accurately measure the instantaneous arc voltage, which calculates
their updated values. These operating values serve to form the control effect of the ACS
by moving the electrodes, and hence the power of the arcs of each phase.

Thus, control is adequate to the real state of arcs in the furnace space and the
implementation of the technological process of melting steel in accordance with the
policy values of the procedure for the melting of this steel grade is provided.
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Abstract. This paper reports measurements and simulations performed on the
generator - matrix converter system designed for small vertical axis wind tur-
bine. The presented coreless axial flux permanent magnet generator has 3 kW of
rated power at 300 rev/min. The measurement system constructed for exami-
nation of the generator under investigation as well as the measured character-
istics were presented. The system of grid connected matrix converter designed
for the presented generator was simulated.

Keywords: AFPM generator � Wind farm system � Wind turbine

1 Introduction

The paper presents the design and test results of a generator dedicated especially for
wind power plants. Unfortunately, wind turbines generate relatively slow speed range
on the shaft. For small units, it can be several hundred revolutions per minute, for large
dozen revolutions per minute. In order to match the turbine speed to the rated
parameters of a classic generator, multiplicators must be used. Mechanical gears,
however, worsen the overall efficiency of the power plant, increase noise and cost of
structures reducing its reliability. Therefore, the search goes towards the development
of a generator with a significantly low rotational speed. The magnitude of the voltage
generated in fact does not depend on the angular velocity, but on the peripheral speed at
the location of the winding and the magnet. In order to reduce the speed, the diameter
of the machine needs to be increased to ensure sufficient linear speed. The development
of neodymium magnet technology has caused a revolution in the field of electrical
machines. Currently created machines based on the classic magnet-winding -movement
solution are more simple and smaller designs with similar power [1]. The design of the
generator shown in the paper belongs to a dedicated system for applications in wind
energy, it is a flat system called the “pancake”, multi-pole, three-phase with a capacity
of 3 KW and rated speed of 300 1/ min.
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R. Hanus et al. (Eds.): MSM 2018, LNEE 548, pp. 202–210, 2019.
https://doi.org/10.1007/978-3-030-11187-8_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11187-8_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11187-8_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11187-8_16&amp;domain=pdf
https://doi.org/10.1007/978-3-030-11187-8_16


2 Construction of the Generator

Figure 1 shows the most important elements in the generator arrangement. The stator
disc in which the flat stator windings are flooded in the perimeter part is marked with
the letter “s”. The external rotor discs must at the same time ensure load transfer from
the turbine profiles.

Fig. 1. Distribution of the magnetic induction vector on the cylindrical surface passing through
the center of the active part of the winding and construction of the generator with wind turbine.

Fig. 2. Measurement system diagram created in DasyLab.
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The presented generator is adapted to cooperate with small vertical turbines, in
principle it creates an inseparable whole structure of the head. It is also possible to use
it for a system with a horizontal axis. The disc form allows it to be embedded in the
flow area [2]. It should be noted here that the generator shown has a very small starting
torque, no latching torque and better smoothness of operation at very low rpm. Low
power units work in a varying rotating system, so in order to cooperate with the
network, an inverter is required. The quality of generated energy returned to the net-
work depends only on the quality of the inverter (Fig. 2).

3 Results

The tests were carried out on a research site, where the generator was driven by an
asynchronous motor controlled by an inverter in order to remove the some features of
the generator. Then, a rotation reduction adapted to the generator was applied. Between
the gearbox and the generator, a dynamometer was set up to measure the mechanical
torque. In addition, the rotational speed of the generator was optically measured. The
output of the generator was connected to a three-phase rectifier with filtration, obtaining
a constant component, in order to more conveniently measure the electrical parameters
of the generator [3]. The power was determined based on the measurement of the load
current and the output voltage on the regulated active load. All results were recorded
using a 16-bit USB-231 measurement system, operated from the DasyLab measure-
ment software. The developed program carried out all the required measurements,
calculated the necessary quantities like the power generated and the mechanical power
supplied. On this basis, it determined the efficiency of the generator in real time. In
addition, it carried out the spectral analysis of signals measured using Fourier fast
transformation module. All parameters were measured, calculated, recorded in
instantaneous values, as well as averaged samples in files separately.

The tests were carried out for two combinations of stator pole winding connections.
One in serial mode giving a nominal voltage of 680 V (RMS) and the other being a
parallel combination generating a nominal voltage of 340 V (RMS). Figure 3 shows
the graph of changes in the output voltage in an unloaded system for both combinations
of stator winding combinations (U and Ur lines), and the power of mechanical and
aerodynamic losses of the generator itself. A characteristic feature of this solution are
very small mechanical and aerodynamic losses, especially for low rotational speed.

Figure 4 shows the family of load characteristics for constant rotational speeds. The
load curves are linear in nature, the characteristic feature is that the generator can be
used in very wide limits of rotational speed variation. Useful speed is already 60
revolutions per minute. In the case of using an inverter, the generator can be used
effectively within 60–300 or more of the rotational speed. It translates into a large range
of wind speed variation.
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Figure 5 shows the family of load characteristics in the case of parallel connection
of stator windings. As we can see the voltage has fallen by a half, but the current
efficiency is greater. The coefficients at the approximation function are three times
smaller than the configuration from Fig. 4. Such a system is less sensitive to the voltage
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drop on the windings at higher loads. These two operating modes allow for more
flexible adaptation to the inverter and turbine.

Figure 6 shows the variability curve of the generator efficiency as a function of the
rotational speed at a constant resistive load. The efficiency of the presented machines is
very high and reaches 95%. It is flat in most of the working range.
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Figure 7 presents the dependencies of variability of generator output voltage for
two different cases of active load. Changing of the load for nominal conditions by
100% results in a small change in the output voltage of the generator, which proves its
high stiffness, i.e. low relative dynamic resistance.

Figure 8 shows the distribution of the magnetic induction vector on the cylindrical
surface passing through the center of the active part of the winding. This distribution
confirms the correct the magnets magnetizing and the correct definition of boundary
conditions of the Master/ Slave type.
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Fig. 8. Distribution of the magnetic induction vector on the cylindrical surface passing through
the center of the active part of the winding.
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4 Turbine-Generator System Powered by Power Grid
via a Matrix Converter

The matrix converter is designed to connect generator phases directly to grid voltages.
It is assumed that the grid is sufficiently rigid, and proper switching on is to ensure
proper generator voltage for maintaining the set speed w0_zad. This speed results from
the conditions of cooperation with a turbine and therefore the moment loading the
generator from the side of the turbine mobc should be taken into account [4].

Figures 9, 10, 11 presents the results of simulation of dynamic states of the axial
generator when powered from a matrix converter. The necessary voltages at the

Fig. 9. The waveforms of phase currents, rotational speed, mechanical angle of rotation and
electric torque (/5) at the set speed w0_ad = 31.4 [rad/s] and load moment mobc = −350 Nm.

Fig. 10. The sequence of grid voltages (solid line) and the way of connecting the generator
phases to these voltages: generator phase A - red o, phase B - black x, phase C - magenta *.
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generator phases are calculated using the prediction method. These voltages are
obtained by directly connecting the generator phases to the mains voltage via a matrix
converter. Figure 9 shows start-up of the generator to the set speed w0_zad = 31.4
rad/s. Driving torque from the wind turbine was assumed as mobc = −350 Nm. Fig-
ure 10 shows how the phases of the generator are connected to the mains phases during
the start-up. Figure 11 shows the waveforms of voltages obtained in this way on the
phases of the generator.

5 Conclusion

The coreless Axial flux permanent magnet generator of 3 kW rated power was pre-
sented. This generator was designed to work in the small wind turbine - matrix con-
verter system. The properties of the discussed generator such as big ratio of machine
diameter to its axial length, high efficiency, low rotational speed, lack of cogging
torque makes it especially suitable for proposed application. The measurement system
created for the investigated generator was presented [5]. The idle and load characteristic
measured for two windings arrangements proved the generator design and its suitability
for the intended application. Further investigation of the generator working in the grid
connected matrix converter system was carried out by means of simulation. Those
investigations showed very good performance of the designed system.
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Abstract. We demonstrate the idea of squat-type defect measurement in the rail
and the concept of tracking of the defect development using the techniques of
image acquisition and image processing as well as the methods of metric spaces.
We introduce the concepts of a set diameter d Að Þ and the metric q1, which come
from the properties of plane figures, to compare and to observe the development
of the defects.
We characterize the feasibility of the method to determine the dynamics of the

defect development. The tests have shown that it is possible to apply the method
with a camera during current diagnostic procedures provided that the distance to
the rail is similar. Normalized metric enables easy comparison of the results and
allows for the assessment of the reliability of the rails. The advantages of the
method include simplicity and ability to observe the defects during the entire
cycle of their development, which makes it possible to take the diagnostic
decisions at the appropriate time.

Keywords: Squat-type defects � Image processing methods � Rolling contact
fatigue (RCF) defects � Measurement of rail defects

1 Introduction

The defects in the rails can be classified as the defects at or outside the rail ends, and the
defects caused by rail damaging, the defects developing during rail joining or rail
repair. The rolling contact fatigue (RCF) defects are the most frequent defects located
outside the rail ends. This group includes squat-type defects, which are indicated as
227-defects (Fig. 1).

Squat-type defect develop at the running surface of the rail in the region of the
contact between the rail and the wheel. Squat-type defect has the form of a darker
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localized depression containing cracks with semi-circular arc or V-shape (Fig. 2).
Squat can be located randomly as a single or multiple defects, and it is usually detected
in the rail joints (in that case squat is classified as the defect due to the process of rail
joining) [1].

The number of squat-type defects reaches ca. 48% of all rail defects in some
railway lines. The diagnostics of squat-type defects is challenging due to the physical
effects and technical limitations such as the lack of devices enabling the measurement
of the defects during rail exploitation.

The details of mechanisms of generation and development of squat-type defects are
actually not known. In this project, we tried to analyze that challenges.

The investigations of defect development during the exploitation are difficult due to
the limitations of observation automation of those processes and due to the inability to
assess the early-stage defects. In fact, it was reported that high-speed photography
cannot achieve sufficient level of accuracy. Therefore, the dynamics of the development
of defects is not a criterion of their repair due to the problems with the measurements
and the analysis [1–3].

Fig. 1. Squat-type rail defect.

Fig. 2. Typical forms of squat-type defects: V-shaped crack (left) and arc-shaped crack (right).
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2 Assessment of the Squat - Type Defects

We performed the measurements of the squat-type defects in rails of the running train
line. We measured the parameters such as the length of depression, length of defect, the
depth of depression and the depth of defect (Fig. 3).

The experimental section of the length of 31,5 km is located in the track #1 and #2
of the train line #131 Chorzów Batory – Tczew. The analysis was performed for the
track #2. The rails were made of the R260 steel manufactured by the Katowice
Steelworks (K). The rails were fastened to the sleepers using K-type rail clips. General
repair of railroad surface in 2012 caused changes in the track #2 design at the analyzed
section.

The studies showed that the rate of the defects’ development is different at various
locations in both rails [2, 3]. It means that the rails are more vulnerable to defect
development (Table 1). The technical and exploitation conditions impacting the rate of
defect development include: the type of rail, rail steel grade, type of track, type of
sleepers, condition of other elements of rail surface, the type of rail traffic, the load of
the line, train line geometry, brake and start zones.

From practical point of view it is important to automatize the measurements and to
assess the dynamics of defect development in rail (Fig. 4) and to use the results for
forecasting the maintenance works. This is crucial since the vehicles use the tracks with
defected rails, which impacts the safety of passengers and freight.

3 Idea of the Measurement and Acquisition of Data on Squat
- Type Defects

The cameras can be used to acquire the images of the squat-type defects. Formally,
both the cameras and the photographs are non-metric [4].

We used KODAK camera to check the usefullness of those devices to measure
plane linear deformations such as scratches, cracks, contours etc.

Fig. 3. Measurement of defects.
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We used line segments of different lengths and circles of different radii as models.
To perform the measurement, we took a photo of a model line segment of the length of
100 mm from the distance 1,3 m using the focal distance of the camera of 200 mm. the
photographs were taken at different inclination angles of the camera axis with respect to
the CCD array. The most precise results were obtained for photographs taken in the
plane parallel to the model plane since the principles of perspective projection that
decide about reliable mapping of the model on the photograph [5]. The obtained errors
were of the order of 1%. The largest error (10%) was observed for the inclination angle
of 20°. The error of 4% was detected for inclination angle of 10°.

From the geometrical point of view, the squat-type defects can be treated as the
plane set (plane geometric shape) A if the depth (usually 3 mm) is not taken into

Table 1. Development of 227-squat defects

Initial measurement Measurement after 6
months

Measurement after 15 months

Defect
number

Rail (R-
right,
L-left)
(number of
items)

Length of
depression
[mm]

Length of
defect
[mm]

Length of
depression
[mm]

Length of
defect
[mm]

Length of
depression
[mm]

Length of
defect
[mm]

Depth of
degression/defect
[mm]

1 R 45 20 50 20 65 25 1,0
2 R 135 65 140 65 140 65 3,0
3 R 50 0 50 0 50 0 <1,0
4 L 50 0 65 10 65 45 6,0
5 R 120 0 120 0 130 10 1,0
6 L (2) 120 50 120 105 130 115 4,2
7 R 65 5 75 5 75 5 1,0
8 L 140 35 220 40 220 160 4,6
9 R 50 0 50 0 50 10 <1,0
10 L (3) 140 15 150 40 150 40 4,2
11 L (2) 100 15 100 15 115 30 2,8
12 L 55 0 90 0 100 0 <1,0
13 R 90 10 90 15 100 40 5,2
14 L (2) 115 30 130 60 145 85 3,2
15 R (4) 70 5 85 5 85 5 1,6
16 R 140 25 140 25 150 25 1,7

Fig. 4. Development of defect in the rail over a period of 15 months of rail exploitation.
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account. This set can be easily identified (imaged) with the camera during the entire
period of the experiment. How can the obtained images be used to assess the propa-
gation of the defect? This can be achieved with the aid of the concept of metric spaces,
the quantities and their properties. This allows to propose the following methodology.

In a metric space ðX; qÞ [6] one define the diameter of the set A in X [7]. In the case
of the set A 6¼ ; its diameter is the finite or infinite number d Að Þ given by:

d Að Þ ¼ sup x;y2Aqðx; yÞ ð1Þ

(sup indicates supremum).

Additionally, we have d ;ð Þ ¼ 0: As a consequence, 0� dðAÞ�1 and for a bounded
set A we obtain dðAÞ\1.

One can directly conclude from the definitione of the diameter of the set that

if A � B; then d Að Þ� d Bð Þ: ð2Þ

For two arbitrary non-empty sets A, B so that A \B 6¼ ; the following relations
holds

d A [Bð Þ� d Að Þþ d Bð Þ: ð3Þ

In a metric space ðX; qÞ one can introduce a metric q1 given by

q1 x; yð Þ ¼ q x; yð Þ
1þ q x; yð Þ for x; y 2 X ð4Þ

with the following interesting property [8]

0� q1ðx; yÞ\1 ð5Þ

The property of the metric q1 is important from practical point of view since
q1 2 \0; 1Þ(Fig. 5).

The quantities changing in time for a given defect are the metric parameters of the
defect (Table 1), as shown in the photograph (see Fig. 4).

We take the photo of the defect u in time t0, so that u t0ð Þ is imaged according to the
rules, and the image (photograph) zðt0Þ $ A t0ð Þ is assigned to the defect u. The defect
u t0ð Þ corresponds now to the two-dimensional figure (plane set) A t0ð Þ � R2. In this
way, we introduces the correspondence between t0ð Þ; z t0ð Þ;Aðt0Þ, therefore
uðt0Þ $ zðt0Þ $ Aðt0Þ. In this geometric shape Aðt0Þ one can further assign the
quantities: diameter d Aðt0Þð Þ of the set Aðt0Þ, its area lðA t0ð ÞÞ, center of gravity Sðt0Þ,
and the distance between selected (characteristic) points P t0ð Þ;Q t0ð Þ 2 Aðt0Þ in dif-
ferent metrics.

This procedure can be repeated in time instances ti ¼ t0 þD ti; i ¼ 1; 2; 3; . . .; n
during defect analysis u tið Þ; i ¼ 1; 2; 3; . . .; n: We will obtain finite sequences of the
quantities d A tið Þð Þ; l A tið Þð Þ; S tið Þ; q P tið Þ;Q tið Þð Þdla i ¼ 1; 2; 3; . . .; n, which enable
acquisition of the analysis of the defect development in time.
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One can introduce different metrics in a set X ¼ R2. In particular, rail metrics given
by the equation

q x; yð Þ ¼ x1 � y1j j þ x2j j þ y2j j for x1 6¼ y1
x2 � y2j j for x1 ¼ y1

�
ð6Þ

is an interesting metric to determine the development of the squat-type defect. The rail
metric is especially useful to determine q P tið Þ;Q tið Þð Þ for i = 1, 2, 3, …, n or
q1 P tið Þ;Q tið Þð Þ for i = 1, 2, 3, …, n.

Table 2 includes metric q1ðx; yÞ calculated for the data from Table 1. This allows
an easy comparison of the results. Additionally, selected results in the form of nor-
malized trends of defect development are demonstrated in Fig. 5. Varying dynamics at
different stages of defect development is shown here.

The parameters defined earlier can characterize the development of the defect and
reveal different forms of the defect allowing for a more comprehensive quantitative
analysis of the data. The meaning of the parameters of dðAÞ, l Að Þ is demonstrated in
Figs. 6, 7 and 8.

Figure 6 shows that in some situations the lengths and corresponding metric q1
cannot be the objective parameters for shape assessment and defect development. In
that case, dðAÞ should be included in the measurement. The length of the defect is
shorter than d Að Þ in Figs. 6 and 8. The significance of that parameter is presented here.
Since the defects are of different and very irregular character, a more precise quantity is

Table 2. Metric q1 for the defects mentioned in Table 1

Initial
measurement

Measurement
after 6 months

Measurement
after 15 months

Defect number Rail (R-right, L-left)
(number of items)

q1 q1 q1

1 R 0,9524 0,9524 0,9615
2 R 0,9848 0,9848 0,9848
3 R 0,0000 0,0000 0,0000
4 L 0,0000 0,9091 0,9783
5 R 0,0000 0,0000 0,9091
6 L (2) 0,9804 0,9906 0,9914
7 R 0,8333 0,8333 0,8333
8 L 0,9722 0,9756 0,9938
9 R 0,0000 0,0000 0,9091
10 L (3) 0,9375 0,9756 0,9756
11 L (2) 0,0000 0,0000 0,9375
12 L 0,0000 0,0000 0,0000
13 R 0,9375 0,9375 0,9677
14 L (2) 0,0000 0,0000 0,0000
15 R (4) 0,9091 0,9375 0,9756
16 R 0,9677 0,9836 0,9884
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the defect area l Að Þ: The significance of the area l Að Þ is given in Figs. 6, 7 and 8. On
the other hand, the significance of the train metric in the measurement procedure of the
squat-type defects in rails is revealed in Figs. 7 and 8.
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Fig. 5. Metric q1 for two selected defects (# 6 and 8 in Table 2) measured three times.

Fig. 6. Defect with a short length and a significant width (the difference between defect length
and its diameter dðAÞ)
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4 Conclusion

The images of the defects u tið Þ; i ¼ 1; 2; 3; . . .; n are the starting points of the proposed
method.

The method enables registration, identification, characterization and archiving the
defect during current maintenance and diagnostic works.

Fig. 7. Defect with a significant length and a significant width.

Fig. 8. Defect with a significant length, a very irregular shape and a small area.
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The method does not require any sophisticated equipment or highly experienced
specialists.

The photograph of the defect should be taken in the plane parallel to the surface of
the object. This provides homogenous scaling of the entire photo and minimizes the
errors [9].

The studies showed that the photo can be taken in a standing position to improve
the acquisition of the images.

The proposed methodology is not subjective and does not involve labor con-
sumption of the applied technologies.

The analytical apparatus is relatively simple allowing for the assessment of the
trends in dynamics of defect development.

The proposed method using metric spaces is effective in determination of dynamics
of defect development.

The results can be compared using the metric q1 with the property (5).
The analyses of the metric quantities for A tið Þ; i ¼ 1; 2; 3; . . .; n offer opportunities

to use the results for the determination of the reliability of rails.
The proposed methodology opens new gates towards development of the devices

for quantitative analysis of the squat-type defects.
The analyses shown in this paper represent contribution for the explanation of the

mechanism of generation and development of squat-type defects of rails.
The advantage of the method is the possibility to perform the measurements during

regular exploitation of the rails in the track.
However, the method is not able to determine the depth of defect.
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Abstract. The use of simulation laboratories is gaining popularity in the
domains of engineering programs. However, the experience in teaching shows
that the simulation itself is not very effective in didactic processes. Teaching
processes in the field of specialist subjects, designed for students of technical
universities, should be based on direct operations performed by the student on
real devices. At the same time, at the later stages of didactic processes, modern
computer tools and techniques that enable modeling, simulations and mea-
surements of projected systems or devices cannot be omitted. The article pre-
sents an example of applications of computer technology in the analysis of
system properties at the stage of their designing, commissioning and testing of
prototype properties. Based on the chosen hybrid system, in mixed analog-
digital technology, the novel techniques of testing its functional properties were
presented. The multiplatform combined with graphical programming and sim-
ulation software and hardware allows comparing a schematically captured cir-
cuit with a prototype of the same design. The platform based on NI myDAQ
instruments and the Multisim Circuit Design software is presented. To illustrate
its capabilities, the generator of the sawtooth wave with a mixed analogue-
digital structure was tested. The integration between NI Multisim and NI
myDAQ makes possible to correlate real and simulated measurements in a
single interface. The possibility of presented techniques combined use allows
optimizing the processes of designing, commissioning, testing and teaching the
properties of electronic circuits.

Keywords: Digital signal processing � Multisim � LabVIEW software

1 Introduction

The development of computer techniques in the field of designing, simulating and
testing the properties of electronic circuits contributes to the simplification and opti-
mization of the processes of starting new systems. Figure 1 shows typical procedures
implemented during the design and evaluation of the properties of the electronic system
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using computer techniques. Designing a device with new original functional features
begins long before appearing on the market. Its properties are expressed in the
assumptions for the new construction. Recognition of problems usually leads to many
different concepts of how to organize the device configuration. Choosing the optimal
concept is a difficult task. Lack of simulation (Fig. 1 - part of the algorithm marked in
red) caused the necessity to construct a prototype device for each concept. It was
expensive and long work. The introduction of simulation to the design algorithm makes
it possible to achieve a positive project result faster, while saving time and money in a
much more effective way.

In the classic approach, only actual conventional instruments were used in the
testing procedures of the device being built, there was no simulation stage, it appeared
along with the development of computer techniques. These techniques are successfully
introduced at the stage of: - testing the physical model, - testing the system being built,
- to emulate the devices used in the study of the designed system.

Nowadays, simulation studies are becoming more important in many areas of
engineering activity at the design stage. Computer techniques, like simulations, mea-
surements and control, become an important element of didactics. Also many student
projects focus on the construction of a device with predefined properties and functions.
Simulations are also applicable here. Many bad solutions and concepts can be excluded
and omitted in this way. The use of simulation laboratories is gaining popularity in the
domains of engineering programs. However, the experience in teaching supported by
numerous studies [1–8] shows that the simulation itself is not very effective in didactic
processes. The simulation becomes effective when it is accompanied by the student’s
activity in the study of actual systems. Currently, there are many programs that enable
simulation of electronics, electrical engineering, digital technology and digital pro-
cessing systems, e.g. SPICE, Multisim, LabVIEW, Vissim, Mathcad, Matlab [9, 10].
The SPICE and Multisim environments, with the SPICE program being the core
program and the next version of Multisim, are one of the more frequently used sim-
ulation software in research, design and teaching [10].

The cross platform combined with integrated software and hardware, allows to
compare real and simulated measurements in a single interface. The platform connects
the theoretical model of the tested device to real components in simulation and inte-
grates physical analysis at once in experimentation.

In the paper the cross platform for simulation and measurement of mixed-signal
devices based on National Instruments (NI) myDAQ instrumentation and the Multisim
Circuit Design software is presented. To illustrate its capabilities, the generator of the
sawtooth wave with a mixed analogue-digital structure was tested. The integration of
these environments into one workspace enables simulation and emulation of the
operation of models of various systems, as well as testing of relevant real systems. This
creates the conditions for the implementation of the didactic program, in which the
student combine traditional hands-on activity with the capabilities of modern computer
tools.

This paper is organized as follows. In Sect. 2, the NI myDAQ design template in
Multisim is described. Section 3 presents the results of simulation using NI myDAQ
instruments in the Multisim environment. The comparison of simulation and results of
real data generating are shown in Sect. 4. Concluding remarks are drawn in last Sect. 5.
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2 The NI myDAQ Design Template

The Multisim Circuit Design software is an attractive tool supporting the design of
circuits. It allows to enter a schematic diagram of a simulated system that can be
connected to various measuring instruments, e.g. oscilloscope, logic analyzer, volt-
meter, ammeter, digital multimeter, etc. An important feature of the Multisim envi-
ronment is the possibility of extending the package with the VHDL and Verilog
hardware description interpreter module, as well as Utilboard and Utilroute programs
for creating printed circuit boards based on the scheme introduced in the Multisim
program. It is also the ability to modify the vast majority of component models by the
user in accordance with specific own needs. The user, using the elements available in
the library, can create his own element in the form of a sub-circuit or a model intro-
duced using the SPICE system syntax. Multisim has the user database in which files
containing a data of components created by a given user are stored; it can be used to
store new components.

Multisim, depending on the type of tested circuits, offers different types of simu-
lators, which are based on different programming languages of the equipment, e.g.
SPICE, VHDL, Verilog [9]. Coordination of communication between models in

Fig. 1. An algorithm for designing and implementing an electronic system [11].
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SPICE, VHDL and Verilog takes place automatically, full cooperation is ensured.
Multisim is based on industry standard SPICE 3F5. It supports models created using
standard SPICE syntax. A model can be created using the Model Makers, by assigning
values to the parameters of a primitive model, or by creating a sub-circuit model.
A primitive model is a model that is defined by a collection of parameters. Many
electronics devices are not represented by primitives but are still well suited as SPICE
models. Sub-circuit models are used to capture the characteristics of these models. In
Multisim, it is possible to import/export a SPICE netlist. The ability to open .cir netlists
allows for the generation of simple schematics upon import (see Fig. 2).

2.1 Schematic Capture of a Mixed-Signal Device

The diagram of a system with a mixed analogue-digital structure is shown in Fig. 3.
The designed system (simulated/real device in Fig. 3) generating the sawtooth wave is
built using the following components. In order to generate the assumed waveform, two
reversing, synchronous binary counters based on integrated circuit 74193 N, are
connected in series, so that they work according to graph, as shown in (1).

25510 ! 25410 ! . . . ! 210 ! 110 ! 010 ! 25510. . . ð1Þ

The fclk clock signal (out_1) controls the state of the counters. The counters work
according to the required graph, i.e. they count down, operating in the subtraction
mode. Counter outputs (8 lines) are connected to the inputs of an 8-bit digital-to-analog
converter DAC 0808. In the device under consideration, the frequency of the sawtooth
waveform (Fig. 3) is equal to fclk/512.

The classic approach to testing the prototype of the designed device needs the use
of an independent digital signal generator (generating fclk signal in Fig. 3) and oscil-
loscope (connected to out_1 and out_2 test points) as well as appropriate test proce-
dures performed by test staff. Of course, a complete prototype of the device must be
made before. Only then construction errors can be detected, committed during the
design and construction of the device’s prototype. Any changes to the prototype made,
including changes in the settings or processing characteristics of the individual func-
tional blocks, require tedious operations usually associated with the exchange (sol-
dering) of the relevant components of the system.

Fig. 2. The toolbar of a Multisim front panel.
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Simulations of the designed device in Multisim, before making a prototype,
eliminate the majority of design errors and perform functional tests of the device. The
design template found in Multisim main toolbar has the myDAQ connecting slots (see
Fig. 3). The template allows to draw wires connecting a captured schematic with the
lines on the virtual myDAQ device. The ideal elements available in the Multisim
libraries do not always correctly represent the real systems [7, 8]. The models of actual
elements available in the Multisim environment were used to build the sawtooth
generator. Actual elements include the occurrence of transient states that are not sig-
nificant or are suppressed in real systems but may appear in simulations using ideal
elements. The methods of simulation of basic static and dynamic parameters are also
important. Therefore, the image from the oscilloscope (see Fig. 4) shows so-called
pins. They can be eliminated by using an appropriate filter on the D/A converter output.
The application of Schmidt’s gate (see Fig. 3) was forced to obtain the right steepness
of rectangular waves from the signal generated by NI myDAQ.

In the same way it would be connected a real breadboard circuit of prototype device
to the actual myDAQ device. It can fully simulate the hardware instrumentation (a
signal generator, an oscilloscope) within the virtual environment. To generate the clock
signal the test system uses the National Instruments myDAQ virtual instrument: a
function generator (see Fig. 5). The output signal (out_2) can be presented on a virtual
oscilloscope XSC2 (see Fig. 4). At the same time, the signal out_2 is given to the inputs
of the myDAQ virtual oscilloscope.

2.2 Instrumentation Simulated Using NI myDAQ

The Multisim software integrates myDAQ instruments within the design template.
There are eight different measurement and signal generation tools: a digital multimeter

Fig. 3. The diagram of a generator of a sawtooth wave.
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(DMM), an oscilloscope (SCOPE), a function generator (FGEN), a Bode analyzer
(Bode), a dynamic signal analyzer (DSA), an arbitrary waveform generator (ARB), a
digital reader (DIGIN) and writer (DIGOUT). A specific instrument can be enabled or
disabled in simulation.

Fig. 4. The Multisim plots of an output sawtooth wave (black line) and a clock signal (red line).

Fig. 5. The myDAQ virtual generator of the rectangular signal.
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3 The Schematic Capture Simulation

The simulation is performed using NI myDAQ instruments in the Multisim environ-
ment. The function generator FGEN and the oscilloscope SCOPE should be enabled
during a simulation. The simulated data appear in the front panel of a virtual SCOPE
(see Fig. 6).

After successfully simulating the schematic capture, it could acquire the real data
from myDAQ and compare the results.

4 Testing a Prototype Device

After construction the prototype of the device with the structure corresponding the
schematic capture in Multisim, it should be connected to the myDAQ right slots. In the
Multisim environment, under Instrument Control in the front panels the device cor-
responding to “NI myDAQ” instead “Simulate NI myDAQ” has to be chosen (see
Fig. 7).

Fig. 6. The front panel of the SCOPE with the sawtooth waveform of the schematic capture
simulation

Fig. 7. Selecting myDAQ to generate real data.
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The NI myDAQ is a data acquisition device that provided analog input (AI), analog
output (AO), digital input and output (DIO), audio, power supplies, and digital mul-
timeter (DMM) functions in a compact USB device. The input channels can be con-
figured either as general-purpose high-impedance differential voltage input or as audio
input. The analog inputs are multiplexed, meaning a single analog-to-digital converter
(ADC) is used to sample both channels. They can measure up to ±10 V signals, at the
rate of up to 200 kS/s per channel, so they are useful for waveform acquisition. Analog
inputs are used in the DMM, the SCOPE, the DSA and the Bode instruments. There are
two analog output channels on NI myDAQ. These channels can be configured as either
general-purpose voltage output or audio output. Both channels have a dedicated digital-
to-analog converter (DAC), so they can update the output signals simultaneously. In
general-purpose mode analog outputs can be updated at the rate of up to 200 kS/s per
channel, making them useful for waveform generation up to ±10 V. They are used in
the FGEN, the ARG and the Bode instruments.

During testing prototype of the device and a real data generation, the FGEN
instrument is generating an analogue clock signal fclk and a sawtooth signal from a
digital-to-analog converter DAC 0808 (out_2) is given on the analog inputs of the
myDAQ. The SCOPE instrument is running.

Figure 8 illustrates the simulated data in Multisim against the real data obtained
during testing of the device’s prototype. The visible shift between the two waveforms
results from the difference in the frequency of the fclk signals.

Fig. 8. The sawtooth waveforms obtained from simulation (green line) and real data (black line)
generated during testing of the prototype.
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The results of operation of real system could be also compared with the waveform
plot from a stand-alone oscilloscope (see Fig. 9). The waveform obtained in the
myDAQ SCOPE overlaps the waveform observed on the oscilloscope.

5 Conclusion

The nowadays technology provides tools that enable effective testing and correcting the
structure of designed devices. The classic approach to the design and testing of new
devices is replaced by computer-assisted operations, greatly facilitating the processes of
designing and implementing new solutions. In this way, a large part of the process of
testing the properties of the actual systems is transferred from the hardware testing area
to the virtual test, i.e. software area.

The Multisim programming environment in cooperation with virtual instruments
operating in LabVIEW is a cross platform that creates new possibilities in effective
designing and testing of both analog and digital devices as well as mixed-signal
devices.

Didactic values of the cross platform should also be appreciated. In addition to
familiarizing with new technologies, including simulation and device emulation tech-
niques, students can conduct research on the properties of real elements and devices,
with a small additional workload.

Fig. 9. The sawtooth waveforms obtained from a stand-alone oscilloscope.
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Abstract. The article presents two commercial tools used to monitor the
parameters of robot operation. They are briefly characterised, and their advan-
tages, disadvantages and limitations described. The indicated shortcomings led
to the development of a proprietary program, which allows for monitoring the
parameters of ABB robot operation. The application’s task is to collect data
about the parameters of the robot’s movements and store them as variables
intended for further use. The study method was to capture the data transmitted
between the controller and the program. The Wireshark software was used to
identify the manner of communication, syntax and content of the data packages
transmitted. The obtained data enabled the writing of a program for commu-
nication and registration of the defined robot parameters using a Matlab script
file. In order to check the correctness of application performance, a numerical
experiment was carried out, which involved connecting to a virtual controller,
and an experiment involving connecting to a real controller. The performed tests
confirmed the correctness of the developed application.

Keywords: ABB robots � Wireshark � Robot operation monitoring
RobotStudio � ABB test signal viewer � Matlab

1 Introduction

Monitoring the parameters of robot operation is carried out in order to manage the
production process, to control the movement of components or details, as well as to
monitor the alarms. To achieve this, the robotic stations are integrated with SCADA
systems [1]. Apart from SCADA systems, Manufacturing Execution Systems
(MES) and FIX software can also be used for the monitoring purposes [7]. There is also
the option of developing your own applications using industrial network standards - the
TCP/IP protocol and Ethernet standard [2, 3]. Additionally, metering of the robotic
stations allows for the analysis or identification of vibrations in order to minimise tool
damage [4]. Other reasons for controlling the status of robot performance are the
economic aspects, and the selection of parameters in order to reduce the demand for
energy [6]. This work considers the issue of monitoring the parameters of robot per-
formance in real time using dedicated external software.
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The ever-higher costs of human labour and technological advances are the main
factors leading to the increased implementation of robots in technological processes.
The robotisation of an ever-wider range of tasks requires constant development of both
software and hardware. Thus, robot manufacturers equip their controller software with
additional options facilitating the programming of specific technological processes.

The development of software, and the diversity of robotised processes, are often
associated with the necessity to select a series of parameters and factors. They can
affect the decision whether to manage additional devices cooperating with the
manipulator or extend the possibilities of robot movement programming. Some
examples of robotised applications requiring appropriate parameter selection are:

• painting,
• welding,
• sealing,
• cutting,
• force control applications.

The first four of the above-mentioned applications have been used in industry for
years. Their programming requires the introduction of values of a series of parameters
according to the applied technology. The force control applications have been devel-
oped and implemented recently [5]. ABB robots provide a good example as they can be
equipped in the Force Control Pressure application. It allows for the control of the
force exerted by the robot tool on the environment. The application performance
scheme is presented in Fig. 1.

Fig. 1. The scheme of FC Pressure strategy
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The application is useful in compensating for errors in the positioning of the
processed detail and when it is necessary to maintain constant contact power between
the tool and the detail. Using the Force Control application requires the determination
of a series of parameters, such as: speed changes (threshold [%]), force change rate
[N/s], dumping [%], maximum time of waiting for contact (Timeout [s]), percentage of
the set force with which the robot initiates the process (Zero Contact Force [%]), the
level of filtration for the low-pass filter (Noise level [Hz]).

There is no information for how to select the coefficients for a specific process. Each
process requires the execution of time-consuming and costly tests. During the tests, the
robot performance parameters must be monitored and recorded to build a knowledge base.

The article presents two commercial tools used to monitor the parameters of robot
operation. They have been briefly characterised and their advantages, disadvantages
and limitations have been enumerated. The indicated shortcomings let to the devel-
opment of a proprietary program, which allows for the monitoring of the parameters of
ABB robot operation.

2 Review of Tools for Parameter Monitoring

Monitoring the performance of ABB robots is possible by means of two programs. The
first one is Signal Analyzer, being part of the RobotStudio software. RobotStudio is
software intended to program and simulate the performance of ABB industrial robots.
The communication between RobotStudio and the robot’s controller takes place over an
Ethernet connection. The Signal Analyzer program screen is presented in Fig. 2.

This program allows for real-time registering of the performance parameters of
robots connected to controllers. These parameters include: the tool centre point
(TCP) position, its current speed, orientation, total power generated by the motors,
controller input and output status etc. The data are visualised in the form of a graph
generated in real time. The program also allows for recording the registered data in the
form of a text file.

Fig. 2. Signal Analyzer program screen.
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The second program is an independent application ABB Test Signal Viewer, which
allows for reading the values of so-called Test Signals. The application communicates with
the controller by means of the TCP/IP protocol. The program screen is presented in Fig. 3.

The program supports twelve channels to which any test signal can be assigned.
The following test signals can be identified: angle parameters of movement of selected
axes, drive and brakes control system signals etc. The signal description is included in
the manuals provided by the manufacturer. The data are visualised in the form of a
graph generated in real time. They can be saved in the form of a text file.

The two mentioned commercial programs allow for preview and registering of only
selected parameters of ABB industrial robots. They do not offer the possibility of data
processing in real-time or streaming them to another program. What is more, Test
Signal Viewer has the measurement time limited to twenty-five seconds. The lack of
the ability to process the data in real-time prevents these tools from being used in
research on coefficient adaptation algorithms in robotic applications or custom control
systems for ABB robots. Thus, an attempt has been made to write our own application
to monitor the parameters of robot performance.

3 A Proprietary Application for Monitoring the Parameters
of Robot Performance

The indicated limitations of the available programs or add-ons were the source of
inspiration for developing our own software. It was assumed that the application will
allow for the monitoring, recording and sending of the performance parameters of a
robotic station.

The first step was to decipher the way in which the robot controller communicates
with the commercially available software. To acquire this information, the data package

Fig. 3. Test Signal Viewer application screen
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sniffing method was used regarding the data sent between Test Signal Viewer installed
on a PC and the IRC 5 robot controller. The Wireshark program was used for this
purpose. The program screen is presented in Fig. 4.

The program captures all of the data packets sent over a selected connection. It
records the following information at the moment of package being sent: the sender and
recipient’s addresses, type of communication protocol, number of the communication
port and the transmitted data. The program is equipped with a set of tools for analysing
the captured data. Thanks to the fact that the communication between the robot con-
troller and Test Signal Viewer is not encrypted, it was possible to identify the principles
of the communication between them. It was enough to change the values of the data in
the program and observe in what form this change is reflected in the information sent to
the controller, and the response. It let us establish that each measuring channel is
configured by sending the data frame presented in Table 1.

Such a frame must be sent separately to every measuring channel used. If the
configuration data are incorrect, the controller sends an error message back in the form
of a character string. When all of the channels are set, data collection from the con-
troller can commence. Data collection is initiated with sending of the data frame
presented in Table 2.

Fig. 4. Wireshark program screen

Table 1. Configuration data frame

Information Starting
word:
number 1

Channel
number

Test
signal
number

Name of task
controlling the
mechanical unit

Number of
mechanical
unit axis

Sampling
time

Data type int 32bits int
32bits

int
32bits

40 characters in
ASCII code

int 32bits Single
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The last 12 integers tell the controller which channels are to be sent and in what
order. After receiving this information, the controller starts sending the data to the
computer in the form presented in Table 3.

For each channel, from time to time, the controller sends buffered measurement
data. At the beginning of each frame, there is information about the number of
transmitted samples. This number depends on the sampling time and the time elapsed
from sending the previous frame. Apart from this, each sent data frame is numbered
sequentially in order to monitor whether there are no communication errors. The
controller can simultaneously send up to several hundred samples. In order to stop the
measurement, the controller must receive the frame presented in Table 4.

The only difference from the initiating data frame is the starting word value. The
obtained information facilitated the development of our own application that reads the
values of test signals.

Having the knowledge about the information from the packages that can be
obtained from the robot controller, the next step was to write the application. The
Matlab environment was chosen because it provides the opportunity not only to
monitor the mechanical unit’s status but also to analyse the signals. In the future it will
be used to create our own algorithms of force control. It also has a comprehensive
library of calculation tools. The application performance scheme is presented in Fig. 5.

Table 2. Data frame initiating the measurement

Information Starting word:
number 2

Number
of channels

12 integers containing
the active channel numbers

Data type int 32bits int 32bits int 32bits

Table 3. Measurement data frame

Information Starting word:
number 7

Number of
samples

Channel
number

Data package
number

Data

Data type int 32bits int 32bits int 32bits int 32bits Single

Table 4. Data frame stopping the measurement

Information Starting word:
number 3

Number of
channels

12 integers containing the active
channel numbers

Data type int 32bits int 32bits int 32bits
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The application’s task is to collect data about the parameters of the robot’s
movements and store them as variables intended for further use. A script has been
written in Matlab that allows for the reading of the robot’s performance parameters
using a network connection.

4 Verification of the Solution

The correctness of the obtained solution was first checked using a virtual controller,
and then using an actual mechanical unit. First, it is required to define the network
parameters of the connection, that is, the robot’s network address and port. The test
signals are available on port number 4011. Next, the measurement time is provided,
expressed in seconds. In order to trigger the selected measuring channels, a value of 1
must be assigned to variable channel_(channel_number)_Activ. A value of 0 means
that the channel should remain inactive. Each active channel requires the provision of

Fig. 5. The application performance scheme

Fig. 6. Application performance test with virtual controller in RobotStudio

236 P. Obal et al.



information about the test signal number and the name of the mechanical unit con-
trolling task. Moreover, if the measurement is to concern, for example, angle param-
eters of a robot axis movement, the axis number and the sampling time must be defined.
After running the script, the configuration data are transmitted to the controller. If there
are no errors, the measurement is initiated. As an example of application performance,
we carried out tests which involved making connection with a virtual controller running
in the RobotStudio program (Fig. 6).

A station with an IRB 140 robot was constructed in RobotStudio software and
programmed to make a linear movement between two points. The application read test
signals carrying information about the angular velocity of the manipulator’s first and
second axes. The received data were registered and presented in the diagram (Fig. 7).

In the next step, acting similarly to the connection with the virtual controller, that is,
setting the network parameters, signal numbers and time, a connection was established
with an actual controller. An IRB 140 robot was programmed to make a linear
movement between two points. The application read the test signals carrying infor-
mation about the angular velocity of the manipulator’s first and second axes. The
received data were registered and presented in the diagram.

To sum up, the test conducted in both the virtual environment and using an actual
robot confirmed the correctness of the applied solution. The developed software allows
for monitoring the defined parameters of robotic station performance using the Matlab
software.

5 Summary

Monitoring the parameters of robot performance is a very important issue, especially at
the time of the fourth industrial revolution. The idea of Industry 4.0 considers the
possibility of supervising the work of all devices taking part in the production process.
This work presents commercial software solutions used in monitoring the parameters of

Fig. 7. Application performance test with actual controller
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ABB robot performance. The shortcomings and limitations of the discussed programs
led to the development of proprietary software. The study used the method of capturing
the data transmitted between the controller and the Test Signal Analyzer program. The
identified manner of communication was used in further works involving the devel-
opment of dedicated software. In order to check the correctness of the application
written in the Matlab environment, a numerical experiment was carried out, which
involved connecting to a virtual controller and an experiment involving connecting to a
real controller.

The performed tests confirmed the correctness of the developed application, which
connects with the robot controller and registers the defined data. Test signals in older
versions of the controller operational system (RobotWare) allowed for reading the
parameters of the system’s external axes movement and signals from the force sensor.
In the most current version of RobotWare 6.06, the quantity of test signals increased.
The added signals facilitate reading the parameters of the robot’s movement. It can be
presumed that ABB is going to develop the test signal capabilities and, thus, the
methods of their reading will gain popularity.
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Abstract. The paper presents the possibility of applying a new class of
mathematical methods, known as Compressive Sensing (CS) for recovering the
signal from a small set of measured samples. CS allows the faithful recon-
struction of the original signal back from fewer random measurements by
making use of some non-linear reconstruction techniques. Since of all these
features, CS finds its applications especially in the areas where, sensing is time
consuming or power constrained. An electromagnetic interference measurement
is a field where the CS technique can be used. In this case, a sparse signal
decomposition based on matching pursuit (MP) algorithm, which decomposes a
signal into a linear expansion of element chirplet functions selected from a
complete and redundant time-frequency dictionary is applied. The presented
paper describes both the fundamentals of CS and how to implement MP for CS
reconstruction in relation to non-stationary signals.

Keywords: Compressive sensing � Matching pursuit

1 Introduction

Compressive sensing (CS) is a novel research area, which has been widely developed in
recent years [1–10]. Solid mathematical foundations, determining the conditions for
reliable reconstruction of signals based on significantly fewer measurements (in relation
to Shannon’s requirements) and proposals for a wide range of solutions concerning
mainly themeasurement matrix and conditions of a reconstruction have opened up a wide
range of new opportunities and challenges for many applications. Theory of CS is based
on two main principles: signal sparsity and incoherent sensing. The term sparsity means
that an examined signal may be modeled with a small number of components taken from
a large dictionary. A signal can either have sparse or compressible representation in
original domain or in some transform domains. Given a sparse signal, its information
content can be recovered even from what could appear to be an incomplete set of
measurements, at the expense of a greater computational effort at reconstruction stage.

The CS measurements are non-adaptive, i.e., not learning from previous mea-
surements. The resulted fewer compressive measurements can be easily stored or
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transmitted. CS allows the faithful reconstruction of the original signal back from fewer
random measurements by making use of some non-linear reconstruction techniques.
Since of all these features, CS finds its applications especially in the areas where,
sensing is time consuming or power constrained [11].

An electromagnetic interference measurement is a field where the CS technique can
be used. Many signals, e.g., encountered in an electromagnetic environment of a ship,
are modeled as the chirplet-type functions [12]. In this case, a sparse signal decom-
position based on matching pursuit (MP) algorithm, which decomposes a signal into a
linear expansion of element chirplet functions selected from a complete and redundant
time-frequency dictionary can be applied. The presented paper describes both the
fundamentals of CS and how to implement MP for CS reconstruction in relation to non-
stationary signals. The work is preliminary in nature; it explores the possibilities of
using a novel technique in the measurement of electromagnetic interference, supported
by exemplary results.

The paper is organized as follows. Section 2 contributes the compressive sensing
background. In Sect. 3, a CS reconstruction approach based on MP procedure is pre-
sented. Section 4 shows the exemplary simulation results. Concluding remarks with
directions for future work are drawn in Sect. 5.

2 Compressive Sensing Concept

CS is a process of measuring sparse signals and then reconstructing these signals with
incomplete data (in comparison to classical measurement methods). CS - data acqui-
sition process requires a relatively small amount of work. It is performed a small number
of measurements. A reconstruction is a complex process, although its implementation is
based on processing a small amount of data on the analyzed signal. The CS signal
processing scheme contains both acquisition and reconstruction models (see Fig. 1).

Essentially, the CS theory involves three stages:

• determining the sparse decomposition of a signal,
• designing applicable compression representing matrix, which well approximates the

original signal of length N for the least M coefficients,
• applying corresponding reconstruction algorithm, which can reconstruct original

signal from observed M coefficients that are gained from step 2.

A sparsity of the signal and an incoherence during sensing are basis conditions for
using CS.

Fig. 1. A signal processing scheme based on CS [13].
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2.1 Sparse Decomposition

Sparsity is an intrinsic property of the signal for which, all information contained in the
signal can be represented only by means of several significant components. If signal
x 2 RN of length N can be transformed in sparse transform matrix w to K orthogonal
vectors, where K � N, that x is K – sparse. The signal x can be represented as a linear
combination of columns of w as [14]

x ¼
XK
i¼1

ai � wi ¼ w � a ð1Þ

where, a 2 RN is the sparse coefficients of length N, wi are the basis vectors in sparse
matrix w.

2.2 Measurement

CS works by taking fewer random measurements that are non-adaptive. The CS
acquisition model can be defined mathematically by [1]

y ¼ u � x ð2Þ

where, u 2 RMxN is a random measurement matrix and y 2 RM is the measurement
vector of length M.

The number of measurements taken are much lesser than the length of input signal,
i.e. M � N. Taking into account Eq. (1) the measurement process is described by
following expression [1]

y ¼ u � w � a ¼ H � a ð3Þ

where, H 2 RMxN is a reconstruction matrix.
The process of signal acquisition depends on two bases, the transform matrix w

(related to sparsity of signal) and the random measurement matrix u (used in mea-
surement process). The size of measurement matrix and hence the number of mea-
surements is proportional to the sparsity of input signal. To further reduce the number
of measurements which are necessary for proper reconstruction, the measurement
matrix must be incoherent with basis in which signal has sparse representation. The
relation for finding the coherence between two matrices is given in [2]

l u;wð Þ ¼
ffiffiffiffi
N

p
� max
0� i;j� n

ui;wj

�� �� ð4Þ

The coherence should be as small as possible. The CS theory states that there exists
an overmeasuring factor c[ 1 such that only M ¼ cK incoherent measurements y are
required to reconstruct x with high probability [1, 2].
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2.3 Reconstruction Model

The inputs to the reconstruction algorithm are the measurement vector y and recon-
struction matrix H (see Fig. 1). The original signal can be reconstructed from com-
pressive measurements by solving the inverse problem of formula (2), which gives
infinite number of possible solutions. In such cases, signal recovery can be regarded as
‘1- norm optimizing solution, as shown in (5) [4, 5].

â ¼ argmin k a k1
a

subject to y ¼ H � a ð5Þ

where, â is the estimate of a and k a k1 denotes the ‘1 – norm of a and

‘1 :k a k1¼
X

i
xij j ð6Þ

CS requires less samples for reconstruction than the conventional sampling, so the
required dimension of the measurement vector y is estimated and is found to be [5]

M� c � l u;wð Þ � K � logN ð7Þ

The integer M in (7) indicates the number of samples such a way that it is very
likely that a K – sparse signal can be successfully reconstructed from y. Besides the
number of the incoherent measurements, another factor that affects the reconstruction is
the measurement matrix u, which must satisfy the restricted isometry property
(RIP) [11]. The RIP is used to ensure that the pair of bases with the number less than or
equal to K approximately behaves like an orthonormal system [15].

3 Matching Pursuit Reconstruction Approach

The optimization problem expressed in (5) can be solved using nonlinear greedy algo-
rithm –matching pursuit (MP). The MP iterative algorithm decomposes a signal y into a
linear expansion of element functions gcn selected from a complete and redundant time-
frequency dictionary H. It is approximately given by the following equation [16]

y ¼
XM�1

n�0
an � gcn ð8Þ

where, an is a sparse coefficient of the signal in time frequency domain.
The dictionary H is the reconstruction matrix in (3), expressed as follows [14]

H ¼
G11 � � � G1N

..

. . .
. ..

.

GM1 � � � GMN

2
64

3
75 ð9Þ
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and

gci ¼ G1i; . . .;GMi½ �T ð10Þ

A dictionary as a set of the time-frequency atoms gcn is generated by translating (u),
scaling (s[ 0) and modulating (n) a single elementary function, as shown in (11) [17].

gcðtÞ ¼ 1ffiffi
s

p � g t � u
s

� �
� ejnt ð11Þ

The aim of the reconstruction algorithm is to solve the K non-zero coefficients of a
which subjects to (3), on condition that a is a K – sparse representation of the signal. In
each iteration, the solution is updated by selecting only those columns of reconstruction
matrix H, which are highly correlated with the measurement signal y.

The first step (i ¼ 0) of the MP procedure consists in selecting an elementary
function gc0 from the dictionary so that the amplitude of the inner product R0y; gc0

� ��� ��
between this function gc0 and the signal y is the largest. Then y can be decompose into

y ¼ y; gc0
� �

gc0 þR1y ð12Þ

Subsequently, the residual signal R1y obtained after extracting the approximation of
y in the direction of gc0 from y, is decomposed in a similar way. Iterative procedures are
executed to the next residua, as follows [17]

R0y ¼ y
Riþ 1y ¼ Riy� Riy; gci

� �
gci

�
ð13Þ

In each iterative step the atom is chosen such that [17]

gci ¼ argmaxgci Riy; gci
� ��� �� ð14Þ

After M - iterations the signal y can be expressed by a sum of residues.

y ¼
XM�1

n�0
ðRny� Rnþ 1yÞþRMy ð15Þ

Considering the Dependence (13) Is Obtained

y ¼
XM�1

n�0
Rny; gcn
� � � gcn þRMy ð16Þ

In this manner, the signal y is expressed as a sum of atoms that best fit its residues.

y ¼
XM�1

n�0
an � gcn þRMy ð17Þ
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The procedure is implemented iteratively until RMyk k reaches a predefined
threshold or M[K: Then the decomposition coefficients can be described by

ban ¼ hRny; gcni; n ¼ 0; 1; . . .;M � 1 ð18Þ

4 Simulation Results

This section presents the results of simulating experiments carried out using LabVIEW
programming environment. The LabVIEW Project, in which the CS algorithm is
implemented, consists of three main parts, responsible for a signal generation, a
compressive sampling acquisition and a signal reconstruction.

Figure 2 shows the time-waveform of the tested signal x, which is composed of
four chirps and Gaussian noise components, for which the signal to noise ratio is equal
to 10 dB. In the CS acquisition block, a set of single random (scalar) measurements
was performed, where each measurement represents a random projection of the signal
onto a single scalar value. The random measurement matrix u is created based on
Bernoulli distribution. The linear Gaussian chirplets were chosen as time-frequency of
atoms in the dictionaryH that used in the MP reconstruction algorithm. Figure 3 shows
the results of reconstructions of the tested signal for different number of Bernoulli
measurements for the same of the sparsity level K equals 9.

An accuracy of a reconstruction can be defined as percentage of tested signal’s
variance (energy) explained by the CS reconstruction. In the case of a small number of
measurements, the obtained representation of the signal represents about 35% of the
total signal’s energy (see Fig. 3a). Increasing the number of measurements allows for
detection of broadband components, related to the presence of noise in the signal (see
Fig. 3b). However, up to 50 atoms explain only 60% of the total energy. The recon-
struction algorithm using of 100 measurements in this case represents over 75% of the

Fig. 2. The waveform of original signal.
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Fig. 3. The waveforms of reconstructed signal for number of measurements equal 10 (a), 50
(b) and 100 (c) respectively.
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energy of the original signal. The next increasing the number of measurements does not
cause a noticeable increase in energy of the reconstructed signal (see Fig. 3c).

The simulation results show that it is possible to provide a proper reconstruction of
the signal with a few incoherent measurements when the signal of interest is sparse in
some dictionary. However, in the future, other cases should be considered, e.g. related
to different types of test signals.

5 Conclusion

This paper reviews the CS concept and describes the implementation of CS signal
reconstruction by the MP algorithm. The MP provides comparable and accurate results
in reconstructing the noiseless input signal. The noisy signal reconstruction case is
under consideration.

CS allows the accurate reconstruction of the original signal back from fewer ran-
dom measurements by making use of some non-linear reconstruction techniques.
Because of all these features, CS finds its applications especially in the areas where,
taking measurements is too expensive or time consuming, e.g., medical imaging,
electromagnetic measurements and where, sensing is power constrained, etc. There are
many opportunities for future research.
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Abstract. The article presents the application of the least squares method to the
estimation of voltage transition points through the zero level in order to deter-
mine the frequency of the power grid system. A linear approximation of the
quantized voltage signal samples near zero has been applied, which ensures
effective noise suppression and reduces measurement errors. An even sampling
of the sinusoidal voltage disturbed by noise was assumed, and on this basis the
corresponding mathematical relations were derived. The presented algorithm for
processing signal samples is computationally simple and can be easily imple-
mented in a microprocessor system. The dependence of the accuracy of the
signal frequency measurement on: SNR signal ratio, ADC converter resolution,
signal sampling rate and the number of samples used for approximation were
investigated. The simulation tests of the presented method were carried out and
the results were presented, which enable proper design of the measurement
system (ADC converter resolution, sampling rate, number of points to
approximate) depending on the expected signal SNR ratio and the expected
accuracy of measurements. In order to verify the presented method in practice, a
measuring system was implemented using the National Instruments NI USB
6009 Data Acquisition Card and a personal computer. The measurement algo-
rithm was implemented in the LabVIEW environment. The structure of the
program was presented and the method of implementation of the most important
parts of the algorithm was discussed, as well as examples of measurement
results. The developed method can be used to build an independent measuring
instrument or it can be an element of a larger measuring system.

Keywords: Frequency measurement � Power grid frequency � Zero crossing
technique � Least squares method � Linear approximation � Sampled signal

1 Introduction

Frequency is one of the most important voltage parameters in the power system and is
measured for a number of reasons, such as: supervision and regulation of the generator
unit work, power flow control in the system, energy quality assessment, overload

© Springer Nature Switzerland AG 2019
R. Hanus et al. (Eds.): MSM 2018, LNEE 548, pp. 248–268, 2019.
https://doi.org/10.1007/978-3-030-11187-8_21

http://orcid.org/0000-0001-7039-199X
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11187-8_21&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11187-8_21&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11187-8_21&amp;domain=pdf
https://doi.org/10.1007/978-3-030-11187-8_21


protection, audio recording authentication and many other. Each of these applications
requires measurement of frequencies in accordance with the requirements in terms of
measurement accuracy, measuring range, averaging time, measurement speed and
possible recording of results. To assess the quality of electricity in accordance with IEC
Standard 61000-40-30 [1], the frequency of the power grid should be measured at
intervals of 10 s. For this purpose, it is necessary to measure the duration of the total
number of mains voltage periods that occurred in each subsequent time interval equal
to 10 s. The uncertainty of frequency measurements should not exceed ±0.01 Hz for
the A-measurement class and ±0.05 Hz for the S-measurement class, in the 42.5 Hz to
57.5 Hz measuring range. Completely different requirements for example are found in
the application for authentication of audio recordings, where the frequency measure-
ment of the power network with the accuracy of ±0.0005 Hz is applied, measurements
are taken and recorded at a rate of 10 measurements per second [2]. Due to such a
variety of applications and requirements, many methods of frequency measurement
have been developed. It should be noted that due to large errors at small frequencies,
the classic direct counting method [3] is not used to measure the power grid frequency.
At present, the methods that dominate in these applications use digital processing of
instantaneous voltage of the power network.

A wide variety of data processing algorithms is used. For this purpose we use,
among others: convolution of the signal with the Walsh function [4], correlation of the
signal with sine/cosine functions [5], decomposition of the signal into two orthogonal
components [6], demodulation of orthogonal signals [7], calculation of the second
derivative of the sine function [8, 9], optimization of the solution of the second order
differential equation [8], effect of signal spectrum leak [10], FFT transformation [10,
11], derivative of the phase of the rotating voltage phasor [11], development of a
sinusoidal function into the Taylor series [12] and many others. A large group of
current used methods performs frequency measurement based on voltage transition
points through zero levels [13–21].

All these methods can be divided in terms of the number of samples used. Some
methods use all signal samples for one or several periods of voltage [4–12], other
methods use only a few samples covering part of the period in any of its fragments. The
simplest methods in this group use only three samples [13], another 4 samples [14, 15]
and more [16]. Another group of methods uses only samples in the zero crossing area,
with the zero crossing being determined by the least of two [17] or more samples [16].
The zero crossing can also be determined by a hardware method [18] with digital
measurement of the signal period [19, 20]. Many of the above methods also use the
method of least squares to approximate samples of instantaneous values of the signal
[16], to approximate the instantaneous phase of the signal [5–9, 19] or to approximate
the spectrum of the signal [10–12].

The work presents a frequency estimation algorithm using the least squares method
for linear approximation of a voltage signal to determine zero crossing points. Attention
was focused on the possibility of implementing the method in a microprocessor system,
which requires the development of a computationally simple algorithm, with the lowest
possible sampling rate and a small number of signal samples included in the
approximation.
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2 Hardware Realization of the Zero Crossing Method

2.1 Basics of the Zero Crossing Method

Measuring the signal frequency by the zero crossing method is indirect measurement.
This measurement consists in calculating the frequency as the inverse of the period of
the signal, wherein the period of the signal is measured by the direct method as the time
between two consecutive instances of the signal’s passing through the zero level with
the same derivative sign. The principle of measurement is presented in Fig. 1. We
assume the model of the measured signal vs(t) in the form of a pure sine wave:

vs tð Þ ¼ Vmax sin 2pfstþu0ð Þ; ð1Þ

where Vmax is the amplitude of the signal, fs is the measured frequency and u0 is the
initial signal phase.

The signal (1) has a period Ts determined by two consecutive instances tzc1, tzc2, in
which this signal exceeds the zero level with a positive derivative sign (Fig. 1). The
period Ts = tzc2 – tzc1 can be measured with the classical hardware digital method in
the arrangement shown in Fig. 2.

Fig. 1. Measurement of the signal period in the presence of disturbances.

Fig. 2. Block diagram of the system for frequency measurement by hardware method.
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The zero-crossing circuit ZCC includes the Schmitt trigger, which sets the tzc1, tzc2
instances. The period Ts is measured in the time interval counter TIC by the digital
method by filling it with Ns impulses of the reference frequency fclk from the clock
oscillator CO. The fs frequency of the signal vs(t) is calculated in the arithmetic logic
unit ALU according to the relation (2) and presented on the display DISP.

fs ¼ 1=Ts ¼ fclk=Ns ð2Þ

2.2 Accuracy Analysis

Accuracy of the measurement by hardware method is limited by three errors: quanti-
zation error arising during the counting operation of the pulses in the TIC counter, error
of the clock frequency fclk and the error of determining the instances tzc1, tzc2 of the
signal passing through zero. The first two of these errors can be effectively limited to
small values by known methods [3, 21]. The biggest problem in the classical hardware
method is the error of determining the tzc1, tzc2 instances arising in the ZCC input
circuit, resulting from the occurrence of interference adding up to the measured signal
[3]. Partially, this error can be limited by using special constructions of the ZCC input
system, including the Schmitt trigger with the appropriate selected hysteresis, ampli-
fiers with automatic gain control, galvanic isolation systems, low-pass filters, etc. [3,
18].

Accuracy of the Zero Crossing Points Determination. However, for a signal
disturbed by noise, accurate determination of tzc1, tzc2 is impossible, and the mea-
surement result is always subject to an additional error, called a trigger error [3]. For the
purpose of further analysis, it was assumed that the frequency of the signal vs+N(t) is
measured, which is the sum of the sine wave signal and noise:

vsþN tð Þ ¼ vs tð ÞþN 0; rNð Þ ¼ Vmax sin 2pfs þu0ð ÞþN 0; rNð Þ; ð3Þ

where N(0,rN) is a Gaussian noise with a normal distribution with a zero expected
value and a standard deviation rN. Based on Fig. 1 it can be stated that instances tzc1,
tzc2 are random variables with a standard deviation rt [21]:

rt ¼ rn=S; ð4Þ

where S is the rate of the increment of the signal vs(t) at the point of its passage through
the zero level:

S ¼ dvs
dt

����
t¼tzc1;tzc1

¼ 2pfsVmax cos 2pfstþu0ð Þjt¼tzc1;tzc1¼ 2pfsVmax: ð5Þ

The level of interference in the measured signal vs(t) is conveniently expressed by the
signal to noise ratio SNR ¼ VRMS=rN ¼ Vmax=

ffiffiffi
2

p
rN , where VRMS is the root-mean-

square value of the signal vs(t). In practice, the signal-to-noise ratio is usually given on
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a logarithmic scale SNRdB ¼ 20log SNRð Þ dB½ �, however, for the convenience of
transformations, the linear scale will be used later. By substituting relation (5) to (4),
after simple transformations we get:

rt ¼ 1= 2
ffiffiffi
2

p
pfsSNR

� �
: ð6Þ

Accuracy of the Period Measurement. Because the period Ts is the difference
between two random variables tzc2 – tzc1, the standard deviation rT of the period Ts
results from the uncertainty of determining its beginning tzc1 and the end tzc2. Taking
into account the dependence on the variance of the sum of two random variables, we
get:

r2Ts ¼ 2r2t 1� rð Þ; ð7Þ

where r is the correlation coefficient between tzc1 and tzc2. For a disturbance in the form of
white noise with unlimited bandwidth and for noise with a band limited to f � 10 fs,
we can in practice assume r � 0 [21] and the relative standard deviation of the period
measurement rrel Ts will be equal to:

rrelTs ¼ rTs=Ts ¼ 1= 2pSNRð Þ: ð8Þ

Possibility of the Error Reduction by the Averaging. Based on the obtained
dependence (8) it can be concluded that for sinusoidal signals disturbed by noise (3) the
trigger error does not depend on the measured frequency fs, but only on the SNR. In
literature, it is often stated, for example, that for SNR = 100 (SNRdB = 40 dB) this
error will be 0.16% [3, 21]. This error can be reduced by measuring the average period.
By extending the measurement, on the basis of n consecutive instances tzc1, tzc2, …,
tzcn, the passing of the signal vs(t) through the zero level, one can determine the average
value of the period TAVG = (tzcn – tzc1)/(n – 1). The obtained measurement result will
be burdened with relative standard deviation rrel TAVG with the value (n - 1) times
smaller than rrel Ts [3]:

rrelTAVG ¼ rT= n� 1ð ÞTs ¼ 1= 2 n� 1ð ÞpSNRð Þ: ð9Þ

Based on n consecutive instances tzc1, tzc2, …, tzcn the phase of the least squares signal
[19] can also be approximated, which gives better results than normal averaging. The
error of frequency measurement by the zero crossing method can also be reduced by
determining the instances tzc1, tzc2 by digital processing of the quantized signal samples
vs(t). In this work the method of least squares has been used for this purpose.

252 E. Pawłowski



3 Software Realization of the Zero Crossing Method

3.1 Measuring System for Software Realization of the Zero Crossing
Method

The application of the least squares method to determine the instances of the signal
passing through the zero level requires sampling and processing of the signal into
digital form at strictly defined moments spaced evenly over time. The simplified block
diagram of the respective system is shown in Fig. 3. The signal conditioning systems
that are necessary in the actual measurement system are omitted, but they are not
important during the analysis of the metrological properties of the presented method.
A sinusoidal signal v(t) disturbed by the noise described by the dependence (3) is given
to the ADC converter input. Signal frequency pulses fclk from the CO generator
determine the instances t1, t2, …, tk in which the ADC converter takes k samples v1, v2,
…, vk of the input signal. Subsequent samples v1, v2, …, vk are equidistant over time by
one period of the clock signal Tclk = 1/fclk. The number of samples k must be chosen
such that the samples v1, v2, …, vk cover at least one complete period of the signal Ts.

vi ¼ vsþN tið Þ; ti ¼ iTclk ð10Þ

Based on the sequence of values of samples v1, v2, …, vk and temporal moments t1, t2,
…, tk in the digital signal processing system DSP, zero crossing points tzc1, tzc2, are
determined, and finally the signal frequency fs (11) is calculated.

fs ¼ 1
Ts

¼ 1
tzc2 � tzc1

ð11Þ

3.2 Algorithm for Determining the Zero Crossing Point by the Least
Squares Method

The method of determining the zero crossing point by the least squares method is
explained in Fig. 4. It presents an example of a signal fragment vs(t) in the ±1 ms time
interval around the zero crossing point. The signal frequency fs = 50 Hz and the
amplitude Vmax = 1 V were assumed. The samples vi show the signal vs+N disturbed by
noise with the SNRdB = 20 dB, the clock frequency fclk = 5 kHz, the instances ti thus
are equidistant by the period Tclk = 0.2 ms (10). The method of least squares determines

Fig. 3. Block diagram of the system for measurement by least squares method.
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the straight line y = ax + b, approximating six samples of signal v1, v2, …, v6 in
instances t1, t2,…, t6. Six samples v1, v2,…, v6 were selected from among all k samples
in such a way that the two middle samples v3 and v4 differed in the sign, making them
near the zero crossing point. The moment of passing through zero tzc is determined
based on parameters a, b of the approximating line y = ax + b:

tzc ¼ � b
a
: ð12Þ

The directional coefficient a and the free expression b of the straight line y = ax + b ap-
proximating the set of measurement data containing n pairs of numbers xi, yi can be
determined by the method of least squares according to known dependencies [21]:

a ¼ n
Pn

i¼1 xiyi �
Pn

i¼1 xi
Pn

i¼1 yi

n
Pn

i¼1 x
2
i �

Pn
i¼1 xi

� �2 ; ð13Þ

b ¼ �y� a�x ¼ 1
n

Xn
i¼1

yi � a
1
n

Xn
i¼1

xi: ð14Þ

In the case under consideration, the values of yi are equal to the following values of the
signal samples v1, v2, …, vn, and the values xi are equal to the next instances t1, t2, …,
tn, in which these samples were taken. The signal is sampled uniformly over time, i.e.
that the sampling times are equidistant from one another by one period Tclk of the clock
signal (Fig. 3):

xi ¼ ti ¼ iTclk; yi ¼ vi : ð15Þ

Fig. 4. The principle of determining the zero crossing point by the least squares method.
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The calculation of the directional coefficient a can be greatly simplified taking into
account the known patterns for sums of finite numeric series:

Pn
i¼1

i ¼ n nþ 1ð Þ
2 ;

Pn
i¼1

i2 ¼ n nþ 1ð Þ 2nþ 1ð Þ
6 : ð16Þ

By substituting the dependences (15) and (16) in the formula (13), after appropriate
transformations we get a much simpler form of the expression for the desired direc-
tional coefficient a of the approximation line:

a ¼ 1
Tclk

6
nðnþ 1Þðn� 1Þ

Xn
i¼1

2i� n� 1ð Þvi ¼ 1
cnTclk

Xn
i¼1

divi; ð17Þ

where:

cn ¼ n nþ 1ð Þ n�1ð Þ
6 ; di ¼ 2i� n� 1 ð18Þ

The cn and di (18) coefficients are integers and uniquely determined only by the number
of measuring points n included in the calculations. Dependence (17) shows that in the
presented algorithm the weight averaging of successive samples of the signal vi is
carried out in the instances ti with the coefficients of di. An exemplary shape of the
weighing function for n = 6 and n = 7 is shown in Fig. 5. The weighing functions used
are sawtooth with zero average value. Table 1 presents the values of coefficients cn and
di for several examples of n values. It should be noted that for an odd number of
samples n, the value of the central coefficient di for i = (n + 1)/2 is equal to zero, i.e.
the middle sample is not used in calculations. For this reason, it is preferable to use
even numbers of n samples. The free expression b of the straight line equation is
calculated from the relationship (14), which has a relatively simple form and does not
need to be transformed.

Fig. 5. Coefficients di of the sawtooth weight function for n = 6 and n = 7.
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3.3 Assessment of Zero Crossing Method Accuracy

The uncertainty of determining the straight line coefficients a, b can be determined
from known formulas [21] for estimated standard deviation

sa ¼ sy

ffiffiffiffi
n
D

r
; sb ¼ sy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 x

2
i

D

r
; ð19Þ

where:

sy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 2

Xn
i¼1

yi � b� axið Þ2
s

;D ¼ n
Xn
i¼1

x2i �
Xn
i¼1

xi

 !2

ð20Þ

Substituting (15), (16), (24) we get:

sa ¼ sy
1
Tclk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12

nðn2 � 1Þ

s
; sb ¼ sy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð2nþ 1Þ
nðn� 1Þ

s
; ð21Þ

Analyzing the form of dependence (21) it can be concluded that the uncertainty of
determining the coefficients a, b decreases with increasing the number of n points used
for approximation. In addition, the uncertainty of determining the coefficient a,
decreases with increasing the period of time Tclk between samples. In conclusion,
extending the approximation window width Wa = nTclk increases the accuracy of zero
crossing points.

However, it is important to remember that you can approximate a sine wave with a
straight line only near its zero crossing point. Figure 6 shows the linearity error of the
sine wave dlin (22) with the frequency fs = 50 Hz depending on the time relative to the
zero crossing point. It should be noted that for an approximation window lying sym-
metrically around the zero crossing, with a width Wa = 2 ms (e.g.: n = 5, fclk = 2 kHz)
the sine wave linearity error already exceeds 1%. Therefore, extending the approxi-
mation window width Wa, a reasonable compromise should be maintained.

Table 1. Values of coefficients cn, di for the least squares method.

n cn di
4 10 −3 −1 −1 −3
5 20 −4 −2 0 2 4
6 35 −5 −3 −1 1 3 5
7 56 −6 −4 −2 0 2 4 6
8 84 −7 −5 −3 −1 1 3 5 7
9 120 −8 −6 −4 −2 0 2 4 6 8
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dlin ¼ x� sin x
sin x

� 100% ð22Þ

The uncertainty of the zero crossing point tzc can be determined using known depen-
dencies on the propagation of uncertainty in indirect measurements. Having (12) we
can write [21]:

s2tzc ¼
@

@a
� b
a

� 	
sa

� 	2

þ @

@b
� b
a

� 	
sb

� 	2

þ 2
@

@a
� b
a

� 	
@

@b
� b
a

� 	
sab; ð23Þ

where sab is the estimated covariance [21]. After appropriate transformations we get:

s2tzc ¼
b
a2

sa

� 	2

þ 1
a
sb

� 	2

�2
b
a3

sab: ð24Þ

3.4 Calculating the Frequency of the Signal

The principle of determining the signal frequency fs is shown in Fig. 7. It shows the
same signal as in Fig. 4, but in a longer time interval equal to 30 ms. The least squares
zero crossing algorithm was applied twice and the coefficients for two straight lines
y = a1x + b1 and y = a2x + b2 were calculated, thanks to which the position of two
adjacent transitions through zero tzc1, tzc2 determining the period of signal Ts which
ultimately makes it possible to calculate signal frequency fs:

Fig. 6. Linearity error of 50 Hz sine wave as function of time after zero-crossing point.
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fs ¼ 1
Ts

¼ 1
tzc2 � tzc1

¼ 1

� b2
a2
þ b1

a1

: ð25Þ

4 Simulation Investigation of the Method Properties

In order to verify the derived analytical relationships and confirm the properties of the
presented method, appropriate simulation tests were carried out. Simulated a sinusoidal
signal with amplitude Vmax = 1 V and frequency fs = 50 Hz with added noise level
SNRdB = 20 … 80 dB. Signal samples were generated with the clock frequency
fclk = 500 Hz … 20 kHz and the frequency of the signal fs was calculated based on the
different number of samples n = 4, 6, 8. For each combination of SNR, fclk and n pa-
rameters, a series of 256 sets of samples was performed, each set of samples had other
random noise values. For each data series, 256 signal frequency values fs were
determined and ultimately the mean squared error was calculated as the estimated
standard deviation sf and relative mean squared error df expressed in % (26).

sf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

256

X256
i¼1

fi � 50Hzð Þ2
vuut ; df ¼ sf

50Hz
� 100%; ð26Þ

The obtained simulation results are presented in the form of diagrams in Figs. 8, 9, 10,
11 and 12.

Fig. 7. The principle of frequency measurement using the zero crossing least squares method.
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4.1 Influence of the Interference Level on the Accuracy

Figure 8 shows the relationship between the mean square error df (26) and the level of
interference for the SNRdB ratio in the range of 2 … 80 dB, at different sampling
frequencies fclk = 1 kHz, 2 kHz, 5 kHz and the number of samples n = 4, 6, 8. All the
graphs confirm the expected conclusion that for larger SNR ratios the df errors
decrease. However, for a different number of samples n than the fclk sampling rate, this
relationship changes. For a small SNRdB = 20 … 30 dB errors are large and depend a
little on fclk. For signal to noise ratios above SNRdB > 30 dB the errors strongly
decrease for higher sampling rates (fclk = 2 kHz, 5 kHz), and to a small extent they
change for small fclk = 1 kHz.

The graphs presented in Fig. 9 allow to better assess the effect of the number of
samples n for a given sample rate fclk. A larger number of samples (n = 8) provides
smaller errors only for the high sampling rate fclk = 5 kHz (Fig. 9c). For slower
sampling fclk = 1 kHz (Fig. 9a) smaller errors are obtained for a smaller number of
samples n = 4, but for a small SNRdB ratio in the range of 20 … 30 dB differences are
small.

The graphs presented in Figs. 8, 9 confirm the conclusion that the method should
be applied in a linear sinusoidal range near the zero crossing (Fig. 6), where the
linearity errors (22) are small. Slower sampling fclk = 1 kHz with a large number of
samples n = 8 extends the approximation window width Wa = 7 ms beyond the linear
part of the sinusoid (Fig. 6) and causes an increase in errors. However, for a strongly
disturbed signal (SNRdB = 20 … 30 dB) this problem becomes less important because
the noise level rN in the signal reaches the level of sinusoidal linearity (22) and the
width of the approximation window Wa is not as critical anymore.

4.2 Influence of the Sampling Rate and Number of Samples

Figure 10 shows the relationship between the mean square error df (26) and the
sampling rate for fclk in the range of 500 Hz … 20 kHz, SNRdB ratio in the range of
20 … 80 dB and the number of samples n = 4, 6, 8. In Fig. 10a it can be seen that for
strong interference (SNRdB = 20 dB) the errors do not depend to a small extent on the
sampling rate, but generally a large number of samples n = 8 gives smaller errors. For
smaller disturbances (Fig. 10b, c) and for low sampling rates fclk = 500 Hz … 2 kHz
lower errors are obtained for a small number of samples n = 4. However, for faster
sampling fclk = 2 kHz … 20 kHz it is more favorable to have a greater number of
samples n = 8 (Fig. 10b).

The diagrams presented in Fig. 11 allow to better assess the effect of the SNR
interference level for a given number of samples n. For strong interference SNRdB =
20 dB increasing the sampling rate increases errors, confirming the effect of the Tclk
sampling period on the uncertainty of the coefficient a of the approximating line (21).

However, for smaller disturbances (SNRdB = 40, 60 dB), too slow sampling
fclk = 500 Hz… 2 kHz increases errors. Increasing the number of samples n reduces
errors, which is particularly evident in severe disturbances (SNRdB = 20 … 30 dB).
This confirms the conclusions drawn from the dependence on the uncertainty of
determining the coefficients a, b of the approximating straight line (21). However, an
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Fig. 8. Relative frequency error df versus signal to noise ratio SNRdB = 20… 80 dB for
different numbers of samples n = 4, 6, 8 and sampling ratio fclk = 1 kHz, 2 Hz, 5 kHz.
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Fig. 9. Relative frequency error df versus signal to noise ratio SNRdB = 20 … 80 dB for
different sampling ratio fclk = 1 kHz, 2 Hz, 5 kHz and numbers of samples n = 4, 6, 8.
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Fig. 10. Relative frequency error df versus sampling ratio fclk = 500 Hz… 20 kHz, for different
values of signal to noise ratio SNRdB = 20, 40, 60 dB and numbers of samples n = 4, 6, 8.
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Fig. 11. Relative frequency error df versus sampling ratio fclk = 500 Hz… 20 kHz, for different
numbers of samples n = 4, 6, 8 and signal to noise ratio SNRdB = 20, 40, 60 dB.
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excessive number of samples with slow sampling excessively extends the approxi-
mation window and sinusoidal linearity errors (22) increase the measurement uncer-
tainty. For strong interference SNRdB = 20 dB, measurement errors below 0.5% for
n = 8 and sampling rate fclk = 2 … 5 kHz can be obtained (Fig. 10c). For smaller
interference SNRdB = 40 dB, errors reach below 0.05% for n = 8 at fclk = 2 kHz and
do not decrease at increasing sampling rate. Further reduction of interference to
SNRdB > 60 dB reduces errors below 0.005%, but requires an increase of the sampling
rate to fclk = 5 kHz.

4.3 The Effect of the ADC Resolution on the Accuracy

In Fig. 12, the relationship between the mean square error df (26) and the number of
bits B = 2… 16 is shown, at sampling rate fclk = 500 Hz … 20 kHz, for the number
n = 4.

The influence of the transducer’s resolution on the accuracy of the measurements
was simulated by adding a square-wave noise to the sinusoidal signal, simulating the

Fig. 12. Relative frequency error df versus ADC resolution B = 2 … 16 bits (a) and versus
signal sampling ratio fclk = 500 Hz … 20 kHz (b) for number of samples n = 4.
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quantization noise. The width of the rectangular distribution A for the simulated

quantization noise was calculated according to the following: A ¼ FSR
2B , where B is the

number of bits, FSR is the full scale measuring range of the converter. FSR = 2Vmax is
assumed, i.e. the signal is fully matched to the converter scale range.

From the graphs in Fig. 12a, the error decreases 10 times when the resolution
increases by 3 bits. For example, for a 14-bit converter, the error is less than 0.0001%
for fclk = 1 kHz. Figure 12b shows the dependence of errors on the sampling rate.
Errors increase when increasing the sampling rate fclk, which is consistent with (21),
where Tclk is in the denominator. It should be noted that the noise level of the ADC
converter is significantly lower than the level of interference occurring in the power
network voltage. The signal to noise ratio SNRdB for a B-bit converter can be calcu-
lated from a known formula: SNRdB ¼ 6:02Bþ 1:76 dB. For example, a 10-bit con-
verter introduces quantization noise of SNRdB = 62 dB, and for a 14-bit converter
SNRdB = 86 dB.

5 Measurements in the Real-World System

The presented method was used practically in the arrangement shown in Fig. 13. The
measurements were made in a single-phase 230 V/50 Hz network. Transformer TR
provides galvanic isolation and adjusts the voltage of the power network (Vmax �
325 V) to the measuring range of the ADC (FSR = ±20 V). The NI USB 6009 Data

Acquisition Card with 14-bit ADC converter was used, measurements were made in the
differential mode on the ±20 V range. Data collected by the ADC converter is
transmitted via USB interface to a PC computer with LabVIEW software installed for
its further processing according to the algorithm presented above.

The measurement algorithm was implemented in the LabVIEW environment.
Figure 14 shows the fragment of the algorithm designating the first passage through
zero tzc1. In the WHILE loop, further signal samples are analyzed to determine the
position of the samples lying around the zero crossing. The fixed number of n samples
(e.g. 8 samples in Fig. 14) is then multiplied by the coefficients di and divided by cn.
Finally, the values of coefficients a (17) and b (14) and the instance of passing through
zero tzc1 (12) are calculated. Figure 15 shows the program panel, on which the current
result of the signal frequency measurement fs and the graph in time function and
histogram are presented. Exemplary measurement results shown in Fig. 15 was

Fig. 13. Simplified flowchart of the measurement system for power grid frequency estimation.
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obtained by the 3 night hours before 2 a.m. 2018-03-10. The first experiments carried

Fig. 14. Selected part of the LabVIEW diagram for zero-crossing point tzc1 estimation.

Fig. 15. Panel of the LabVIEW diagram for power grid frequency estimation with exemplary
measurement results for 3 night hours before 2 a.m. 2018-03-10.
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out confirm the correctness of the method. Accurate tests to determine errors in the
actual measurement system will be the subject of further work.

6 Summary

The proposed power grid frequency measurement algorithm uses the least squares
method to linearly approximate the disturbed signal in order to determine zero crossing
points. The appropriate mathematical relations were derived and numerical simulations
were carried out to investigate the dependence of measurement error on transducer
resolution, sampling rate, level of interference and the number of samples included in
the approximation algorithm. A small measurement error can be obtained by selecting
the algorithm parameters depending on the level of interference. For low noise level
(SNRdB = 60 … 80 dB) should use fast sampling (fclk > 5 kHz) and at least 8 signal
samples, which allows to achieve errors below 0.005%. By accepting a larger error rate,
you can simplify the calculation of up to 6 or 4 samples, but the sampling rate should
be reduced so that the approximation window falls on the linear part of the sine wave.
For high noise levels (SNRdB � 40 dB), measurement errors below 0.05% can be
obtained with approximation of 8 samples and fclk > 2 kHz. The approximation win-
dow should not be wider than approx. 3 ms around the zero crossing. For very high
level of interference (SNRdB � 20 dB) you can get errors of 0.5% for 8 samples and
fclk = 2 … 5 kHz. For very strong interferences, increasing the sampling rate above
fclk > 5 kHz is not beneficial because the approximation window is too narrowed and
the errors increase.

The ADC converter introduces additional quantization noise and increases mea-
surement errors, but the 14-bit converter already provides SNRdB � 86 dB, resulting in
errors of only 0.00005%, which can be considered negligible in relation to method
errors.

The built-in measurement system allowed for the practical verification of the
proposed method. The initial measurements carried out confirmed the correctness of the
developed algorithms. Further research is planned for the experimental evaluation of
measurement errors.
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Abstract. The subject of the article concerns the measurement of flow streams
with disturbed velocity distribution by the means of elbow flowmeter. The
velocity disturbances were forced by a different setting of the aperture located at
the inlet to the installation. In the article, flow coefficients for the elbow
flowmeter for exemplary disturbances of velocity distribution were determined
and deviations in relation to the flow without disturbances were calculated. For
the exemplary disturbance, numerical calculations were performed, the results of
which were compared with the actual results of the experiment.

Keywords: Elbow flowmeter � Flow stream � Non-invasive measurement

1 Introduction

Among the many types of flowmeters for continuous flow streams measurement, the
elbow flowmeters deserve attention [1–6]. Their advantage is that they are non-invasive
flowmeters – they do not interfere with the flow and do not cause any additional
pressure loss. It is possible to measure the flow rates of both liquids and gases in a wide
range of Reynolds numbers and also to measure solid phase stream, for example in
pneumatic transport systems. In the each transport installation there is an elbow and by
measuring the differential pressure between the outer and inner side of the elbow and
determining the flow coefficient, it is possible to continuously measure the medium
stream. Very often it happens that measurements are made in the absence of sufficiently
long straight sections before the elbow or immediately after the aperture or the nar-
rowing in the pipeline. In such cases, the velocity distribution of the medium in the
pipeline cross section is disturbed. It would then be necessary to introduce a correction
to the equation of characteristic of elbow flowmeter due to the change in the flow
coefficient factor and related with the non-symmetrical velocity distribution. The aim of
the article is to determine flow coefficients for an exemplary velocity disturbance and to
define corrections related to this disruption in the air installation flow. The article also
carried out simulations of the work of elbow flowmeter at the disturbed velocity
distribution and the obtained results were compared with the results from experiments.
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2 Measuring Principle

The principle of measurement is the proportionality of the stream flow from the square
root of the fluid pressure difference between the outer and the inner side of the elbow.
The difference is caused by the centrifugal force acting on the fluid flowing in the
elbow.

The characteristic equation can be presented as follows:

qmk ¼ Ck � A �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dpk � qk

p
ð1Þ

In which:

qmk – mass flow,
Ck –flow factor depending on the Reynolds number, cross-section of the elbow,
Dpk –static pressure difference on the elbow,
qk- air density before the elbow

As it results from Eq. 1, in order to be able to measure the stream flow, the value of
the coefficient Ck from the Reynolds number and the minimal value of this number
should be determined starting from which the value of the flow coefficient is constant.

Determination of the Ck coefficient requires determination of the mass flow by
another method, for example orifice method. Knowing the actual mass flow in the
installation from the orifice qz, the value of coefficient Ck is expressed by the equation:

Ck ¼ qz
pD2

k
4

ffiffiffiffiffiffiffiffiffiffiffiffi
qkDpk

p ð2Þ

Fig. 1. Scheme of the measurement stand: 1 – centrifugal fan, 2- Venturi tube, 3 – elbow
flowmeter, 4 – aperture simulating flow disturbances.
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The measurements were taken at the stand shown if Fig. 1. In the picture, in Fig. 2,
the position of the aperture disturbing the velocity distributions are shown.

The differential pressure Dpk on the elbow, with diameter Dk = 0.388 m, and the
static pressure pk were measured and recorded every 5 s for each aperture position
using a digital manometer with a resolution of 1 Pa. The recording time was 300 s. At
the same time and with the same measurement step, the real mass flow with a Venturi
tube with a flow coefficient Cz = 0.925 and an internal diameter dz = 0.271 m was
measured. The air temperature in the installation was measured with a Pt100 metal
resistance thermometer and a relative humidity / with a thermo-hygro-barometer. The
air stream flow was set by changing frequency from 45 Hz to 5 Hz with a 5 Hz step
using an i55A power inverter. The first series of measurements was made in the
installation without an aperture, for 9 different air mass flow and the flow coefficient for
Ck elbow was calculated. The mass flow was changing in the range (460�5300) kg/h
and the Reynold number (72000�460000). Then measurements for each aperture
setting, as in Fig. 2, were made. Unfortunately, due to the large resistances, the
maximum mass flow was not obtained and measurements were made for 8 or 7 flow
streams. For these measurements and each position of the aperture, the Ck coefficients
for the elbow, from the Eq. 2, were also calculated.

3 Results from the Measurements and Simulations

Figure 3a shows the obtained values of the flow coefficient depending on the Reynolds
number for measurements without an aperture and for selected 5 position of the
aperture. It shows that the values of flow coefficients stabilize from certain Reynolds
numbers. For measurements without the aperture, these values are of the order of
Re = 148000 and for some positions of the aperture these values are approximately
Re = 200000. However, there are differences in the flow coefficient in the relations to
the measurement without the aperture. In the case of the 9th position of the aperture, the
Ck coefficients are greater than for the measurement without it and its average value is
Ck = 1.16, while in the remaining cases it is smaller. The measurements also showed
that in the case of measurements 2�7, the characteristics of the Ck coefficient versus the

Fig. 2. Positions of apertures disturbing the velocity distributions.
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Reynolds number are close to each other and are within the limits of Ck = (0,79�0,87).
This is shown in Fig. 3b, which shows the calculated mean values of the Ck coefficient

along with the standard deviations of this coefficient for all aperture positions.
Figure 4 shows the dependence of the relative percentage deviation of the flow

coefficient for the elbow on themeasurement without an aperture for its various positions.
These deviations range between (−27�−18)% for positions from 2 to 7, for positions 8 it
is −9.9% and for 9 +8.5%. This figure also shows exemplary characteristics of the elbow

flowmeter calculated from Eq. 1 for selected aperture positions.

Fig. 3. The dependence of the Ck flow coefficient for the elbow on the Reynold number (a) and
the position of the aperture disturbing the velocity distribution (b).

Fig. 4. The dependence of the flow coefficient deviation for the elbow on the position of the
aperture (4a) and selected characteristics of the elbow flowmeter (4b).
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Figure 5 shows exemplary results of the pressure distribution after the aperture, in
position 2, obtained from simulations and comparison of the results of numerical
calculations and experimental measurements for this position of the aperture, as well as
measurements without apertures. Numerical calculations were made in the Fluent
program [7], using the Navier-Stokes (N-S) equations of conservation of fluid
momentum and flow continuity equation. The difference in obtained results does not
exceed 10% in both cases.

4 Summary

The measurements showed out how the value of the flow coefficient for the elbow
flowmeter changes in a case of a disturbed velocity distribution. Variable velocity
distributions were forced by a different setting of aperture shown in Fig. 2. Calculations
of Ck flow coefficient values showed that its values may vary up to about 27% in
relation to the measurement without disturbance. This requires introducing a large
correction to the stream flows values. The performed numerical calculations showed
that the results were consistent with the experimental studies – the differences were not
greater than 10% and for some of the pressure values were practically coincided.
However, values from numerical calculations have always been greater than in the case
of measurements. Therefore, it seems, that numerical simulations can be used to
determine correction factors in the case of a disturbed velocity distribution. The study’s
results presented in the article are just a small part of the work on the measurement of
flow streams with various types of flowmeters in a conditions that differ from the
manufacturer’s recommendations.

Fig. 5. Example results of pressure distribution for the 2nd aperture position and mass flow
qm = 0.68 kg/s along with the comparison of numerical calculations with the results obtained
from measurements.
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Abstract. The article presents the results of ultrasonic flow measurements
performed after the hydraulic elbow. Ultrasonic flowmeter with applied head set
in accordance with the Z-type was used to carry out the measurements. The
results of flow measurements after the hydraulic elbow were referenced to
measurements made on a straight section of the pipeline before the elbow, where
the flow was stabilized, and the velocity profile was symmetrical with respect to
the pipe-line axis. Measurements, with the maintaining a constant volumetric
stream flow, were made for 12 different angles of the flowmeter head settings in
16 distances from the hydraulic elbow. The results of the measurements were
compared with the velocity values obtained from the flow simulation performed
in the ANSYS CFX program. On the basis of the comparison of the measure-
ment results with the simulation results, and also based on the analysis of the
velocity profiles, it was found that at the appropriate angle of the head setting,
measurements can be made using the ultrasound method at a distance smaller
than the one described in the standards. The optimal location of the measure-
ment can be selected on the basis of a computer flow simulation, which is a
representation of geometry and measurement conditions. This action scheme can
be used in the flow measurements, which are carried out after the obstacle which
is disturbing the flow, in the pipelines with large diameters (for example power
plants, electrical power and heating plant, chemical industry) where finding a
straight section with a length of 15–20 pipeline diameters is problematic.

Keywords: Ultrasonic flowmeter � Turbulent flow � Hydraulic elbow

Nomenclatures

D diameter of the pipeline
K turbulent kinetic energy
Re Reynolds number
U flow velocity
Uj mean flow velocity component in the xj coordinate direction
Sij mean strain rate tensor
t transit time of the ultrasonic wave
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xj space coordinate component j = 1, 2, 3
Q flow rate
a angle of the flowmeter probe setting
e turbulent dissipation rate
lt turbulent eddy viscosity
q density
sij total stress tensor
stij turbulent Reynolds stress tensor
x specific turbulent dissipation rate.

1 Introduction

Systems for a stream and flow velocity measurements of liquids and gases have a big
importance in industrial processes. Their most desirable features include high accuracy,
reliability and non-invasiveness. The group of measurement methods that meet these
standards includes the ultrasonic stream flow measurement method. To perform mea-
surements, the results of which are presented in this article, used a transit-time type
flowmeter.

1.1 Measurement of Liquid Flow by the Means of Ultrasonic Method

The main advantages of the ultrasonic method are the lack of flow disturbances and
pressure losses caused by the use of a flowmeter (ultrasonic). An unquestionable
advantage of this method is also the simple assembly of ultrasonic heads on the outer
surface of the pipeline, without need to interfere in the flow installation. Flow mea-
surement results obtained using an ultrasonic flowmeter have a relatively small error.
When measured with an ultrasonic flowmeter, the permissible error are within the range
of 0.5%–1.5% and depends on the type of flowmeter, its metrological properties, as
well as the condition of the pipeline in which the flow takes place. Obtaining such
measurement accuracy is possible when maintaining the appropriate straight pipeline
sections, suggested by the manufacturer, directly before and after the measuring
location. The article, however, presents the results of measurements made directly after
the obstacle that is disturbing the flow. Such a situation is often encountered in mea-
surement practice, when it is impossible to preserve the required straight pipeline
sections given by the manufacturer or standards [1].

1.2 Operating Principle of the Transit-Time Type Ultrasonic Flowmeter

The aforementioned transit-time method consist in determining the value of the flow
stream based on the difference in transit times of ultrasonic waves between two sensors.
[2, 3] Transit-time flowmeters are used to measure the flow of clean liquids and liquids
that contain small amounts of solids or air bubbles [4]. Various configurations of the
mutual positions of the sensors are possible, which gives the device users the freedom
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to take measurements. In the case of made measurements, the flowmeter heads were
mounted on the pipeline walls and arranged along its radius, in accordance with the Z-
type system, which is shown in Fig. 1.

The transit time of the ultrasonic wave according to the flow direction describes the
Eq. (1), while the transit time of the ultrasonic wave in the direction opposite to the
flow is described by Eq. (2) [5].

t1 ¼ l
cþU � cos a þ

Xn
i¼1

li
ci

ð1Þ

t2 ¼ l
c� U � cos a þ

Xn
i¼1

li
ci

ð2Þ

The flow velocity of the liquid in the ultrasonic path determined from Eqs. (1) and
(2) is given by the Eq. (3)

U ¼ l
2 � cos a � ð

1
t1
� 1
t2
Þ: ð3Þ

2 Carrying Out Measurements

2.1 Methodology of Measurements

Stream flow measurements were made at a constant flow rate Q = 16 m3/h. Two
ultrasonic flowmeters were used for the measurements. One of them was installed
before the hydraulic elbow and its location was not changed. Such arrangement of this
flowmeter on the straight section of the pipeline, in the place where the flow was not
disturbed, allowed for reference to the second flowmeter, installed after the hydraulic

U=U(r)

US1

US2

U

r

D

path of the
ultrasonic wave l

c

Fig. 1. Scheme of setting the measuring heads of the transit-time type ultrasonic flowmeter in
accordance with the Z-type system
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elbow. The position of the flowmeter installed after the elbow was changed to deter-
mine the influence of the distance from the hydraulic elbow and the angle of heads
positioning on the liquid flow obtained as a result of the measurement. For this purpose,
measurements were taken in 16 measurement diameter (0D-15D), as shown in Fig. 2.
The distance between successive measurement diameter was equal to the outer diam-
eter of the pipeline and was D = 60.2 mm.

For each measurement diameter 12 measurement series (angle of the ultrasonic
head in the range a = 0°−360°) lasting 10 min were made. The indications of both
flowmeters were recorded every 1 s. After completing a single measurement at a given
measuring location, the flowmeter heads were rotated for a 30° around the horizontal
axis of the pipeline (Fig. 3).

Fig. 2. Scheme of the ultrasonic flowmeters installation, showing the measurement diameter
after the hydraulic elbow

Fig. 3. Scheme showing the changes in the angle of the ultrasonic flowmeter heads
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2.2 Results of Measurements

The following charts (Fig. 4) presents the results of the flow velocity measurements,
before and after the hydraulic elbow. The following measurement diameterwere con-

sidered as representative: 0D, 5D, 10D and 15D.
Analyzing the presented charts (Fig. 4) it should be noted that the velocity values

measured before the hydraulic elbow do not significantly change. This is a consequence
of the constant stream flow of liquid at which the measurements were made. Differ-
ences between the velocity values measured after the elbow and before elbow
decreasing with increasing distance from the hydraulic elbow. Velocities differ the most
in the 0D measurement diameter. In the section 15D the differences are very small – the
calculated relative error reaches a maximum of 5.5%, while the mean value of the
relative error is 2.6%.

In cross-sections 0D and 5D, the velocity fluctuations measured after the elbow are
very large – for the extreme angles of 0° and 330° the velocity values are the smallest,
while for the angles of 120°, 150° and 240° are the closest to the velocity values
measured before the elbow. In cross-sections 10D and 15D, the velocity values mea-
sured after the elbow oscillate around the velocity values before the elbow and there are
not significant changes depending on the angle.

Fig. 4. Charts of flow velocity dependence U (in the next measurement diameters behind the
hydraulic elbow 0D-15D) of the angle of ultrasonic head positioning a.
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3 Computer Simulation of Flow

Reproducing the geometry of the pipeline on which the measurements were made, a
numerical grid was created on which the simulation in the ANSYS CFX program was
performed. The measuring installation was divided into 3 elements (before the elbow,
hydraulic elbow, after the elbow) and in each of them a hexagonal grid was generated
(Fig. 5).

Simulation was performer by mapping the flow conditions from measurements. The
selected material that was set for the created geometry was water at 18°C. The sim-
ulation does not take into account the thickness of the pipeline walls through which
heat transport took place. This phenomenon was omitted due to the negligible effect of
heat exchange on the velocity and the nature of the flow. That is why the Isothermal
heat exchange model was chosen.

The flow, for which the measurements were made, was a highly turbulence flow.
The Reynolds number, calculated according to the Eq. (4) for the results of the mea-
surement of velocity after the elbow, was an average of 98000. While reproducing the
flow during the simulation preparation, this value was used when declaring the sim-
ulation conditions and choosing the appropriate turbulence model. Using the results
from the measurements, the average flow velocity before the hydraulic elbow was also
calculated. The calculated velocity served as the boundary condition at the inlet. At the
outlet, the boundary condition was set using the Average Static Pressure option and
Relative Pressure = 0. On the remaining walls the Wall condition was imposed.

Re ¼ qUD
l

ð4Þ

As the turbulence model, the k-equation model, which is suitable for describing
turbulent flow, was used. The k-equation model is a two-equation model. The k-Eq. (5)
is a model of the transport equation for the turbulent kinetic energy, and the e-Eq. (6) is
a model for the dissipation rate of turbulent kinetic energy [6].

Fig. 5. Hexagonal grid generated for the hydraulic elbow

280 P. Piechota et al.



@qk
@t

þ @

@xj
qUj

@k
@xj

� lþ ls
rk

� �
@k
@xj

� �
¼ stijSij � qeþ/k ð5Þ

@qe
@t

þ @

@xj
qUje

@k
@xj

� lþ ls
re

� �
@e
@xj

� �
¼ Ce1

e
k
ssijSij � Ce1f2q

e2

k
þ/e ð6Þ

3.1 Simulation Results

The choice of the appropriate turbulence model proved to be crucial for correctness of
the simulation performance. Its results in the form of velocity profiles are shown in
Fig. 6.

0D 5D 

10D 15D

20D 50D

Fig. 6. Juxtaposition of velocity profiles for selected measurement cross-sections
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Based on the analysis of the presented velocity profiles, it can be concluded that the
flow can be considered for stabilized or symmetrical only for the 50D cross-section.
For cross-sections 5D, 10D, 15D and 20D, individual velocity layers are very similar.
Only for the 0D cross-section the velocity values deviate significantly from the others.
In this measurement diameter the flow is strongly disturbed after it emerges from the
hydraulic elbow. The resulting vortex structures have a significant influence on the
velocity value. The flow disturbances in the 0D measurement diameter are visible on
the graph (Fig. 9) showing the flow velocity distribution in the pipeline. In the 5D,
10D, 15D and 20D cross-sections, the propagation of vortices is visible. The vortex
structure is only blurred in the 50D cross-section.

However, based on the analysis of velocity profiles, we cannot extract information
on the flow velocity measured using the ultrasonic method. For this purpose, lines that
illustrate the path of ultrasonic wave transitions have been created. They were shown in
Fig. 7. Such lines were created for all angles of flowmeter head setting (Table 1).

The chart presented below as Fig. 8 shows the relative error that would be made
assuming the values obtained from simulation as a measured velocity.

Fig. 7. Created an imitation of the path of ultrasonic wave transition

Table 1. Comparison of measured values with simulation results

D U [m/s]/Angle 0° 30° 60° 90° 120° 150° 180° 210° 240° 270° 300° 330°
behind the elbow 1,29 1,51 1,58 1,77 1,83 1,94 2,22 2,21 1,99 1,76 1,64 1,52
k-ε Model 1,75 1,79 2,01 2,19 2,21 2,15 1,64 2,15 2,21 2,19 2,01 1,79
behind the elbow 1,64 1,83 1,91 2,01 2,05 2,04 2,03 2,01 2,00 1,92 1,72 1,65
k-ε Model 1,88 1,94 1,94 1,94 1,94 1,94 1,87 1,94 1,94 1,94 1,94 1,94
behind the elbow 1,85 1,99 1,94 1,88 2,01 1,97 1,91 2,02 1,99 1,92 1,83 1,80
k-ε Model 1,93 1,96 1,99 2,00 1,99 1,97 1,94 1,97 1,99 2,00 1,99 1,96
behind the elbow 1,94 2,02 2,01 2,03 2,02 1,99 1,97 2,05 2,07 1,98 1,97 1,92
k-ε Model 1,89 1,94 2,00 2,01 2,00 1,94 1,90 1,94 2,00 2,01 1,99 1,94

5

10

15

0
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It is easy to see that the velocity values from the simulation best match to the
measured values for an angle of 210°. For the 10D and 15D measuring diameters, the
data from simulation coincides with the measurement values.

4 Conclusion

The purpose of the article was to show that the making velocity measurements behind
an obstacle disturbing the flow, at a distance less than the one recommended in the
instruction or standard, can be a method used in measurement practice. This could
greatly facilitate measurements in large diameter pipelines when it is difficult to find the
correspondingly long straight pipeline sections. Analyzing the measurement data and
the results of the computer flow simulation it was found:

• For measurement diameters at a distance from the hydraulic elbow further than
10D, the velocity values are very close to the velocity values measured before the
elbow. For these diameters, the selection of the angles of flowmeter head setting

Fig. 8. The relative error for the velocity equal to the velocity from the simulation

Fig. 9. Graph showing the velocity distribution in the pipeline in the whole analyzed flow length
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does not have a large impact on the measured velocity value. It coincides with the
knowledge acquired thanks to the implementation of velocity profiles in the
ANSYS program. In the aforementioned measurement diameters, the flow trends to
stabilize and the velocity profile begins to take a symmetrical shape with respect to
the pipeline axis.

• For measurement diameters below 10D, it is necessary (for example based on
computer simulation or analyzing the mathematical equations describing the
velocity distribution) determine the optimal angle of the flowmeter heads, because
the differences in the velocity between the individual angles are very large.

• The simulation performed in ANSYS program reflects the flow that is being ana-
lyzed. Simulation data coincides with the measurement results for diameters 5D,
10D and 15D. Due to the high impact of vortex structures created in the hydraulic
elbow on the flow in the 0D cross-section located immediately after the elbow, the
results of the simulation significantly differ from the results of measurements in this
cross-section. This indicates that, given only this cross-section, the used turbulence
model does not well represent the actual flow.

The simulation can be made before the measurements if there is a disturbed velocity
distribution (for example through a hydraulic elbow, throttle or other elements of the
installation). Considering velocity profiles, we can choose the area in which the flow
will stabilize, which will allow to make measurements with a relatively small error for
the optimal angle of ultrasonic heads setting. However, for a simulation that should
accurately describes the actual flow, a suitable dense numerical grid, a suitably selected
turbulence model and boundary conditions in line with real flow are needed.

The advantage of the transit-time ultrasonic flow measurement method is non-
invasive and high accuracy. This method finds application in the measurement of pure
liquid flow, without the presence of solid particles. It should be remembered, however,
that the obtained velocity value is the average flow velocity in the ultrasonic path. The
obtained velocity value depends on the angle of ultrasonic heads positioning and
velocity distribution in a given measurement diameter. The average flow velocity
values in a given measurement diameter can be obtained with greater precision using
multipath ultrasonic flowmeter [7, 8].
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Abstract. This paper contains a description of a method applied for determi-
nation of local velocities of liquid flow around a vortex generator. The postu-
lated method involves the visualization of von Karman Vortex Street and
determination of the local velocities of the liquid. The investigation is based on
capturing images of tracing particles introduced into a liquid flow. The study is
performed for various exposition times and the traces of the particle motion are
registered in the image captures. The analysis of the images leads to the
determination of the length of the traces and on this basis the velocity of the
liquid flow can be calculated. The presented method yields an accuracy in the
range of a few per cent in relation to the measured value. This paper also contain
the description of the measurement and design of the experimental setup. The
results of the study are presented along with the assessment of the measurement
uncertainty.

Keywords: Liquid flow visualization � Liquid flow measurement
Vortex flow meter

1 Introduction

The mathematical description of liquid flow around various types of obstacles forms
one of the challenging issues in research. Liquid flow around an obstacle is often
accompanied by disturbance, and this process leads to the formation of vortex patterns.
The frequency of vortices and their intensity vary depending on the liquid flow rate and
the type of the obstacle. This phenomenon is applied in vortex flowmeters [1].

The operating principle of a vortex flowmeter involves the generation of regular
vortices. They are formed solely downstream of an obstacle. The shape of vortices also
directly affects the sensitivity and measuring range of a flowmeter. The relation
between the vortices and flow velocity is expressed by the Strouhal number [1, 2]:

St ¼ f � d
v

ð1Þ

where: St –Strouhal number, f – frequency of generated vortices, d – dimension
characteristic to an obstacle, v – mean flow velocity.
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The basic advantage of vortex flowmeters is associated with very small pressure
drops resulting from their installation. The narrow measurement range forms the basic
drawback and it profile of the vortex generator plays the principal role on it [3, 4]. The
search for new profiles is associated with the need of assessing the regularity of vortices
and the phenomena accompanying them. One of the manners in which this type of flow
can be researched involves visualization of the liquid flow.

A variety of visualization methods are applied nowadays in combination with
computer image analysis. The first vortex flowmeters were built on the basis of studies
involving liquid flow visualizations. In the 15th century Leonardo da Vinci used flow
visualization during observations of water flow in a river and drew profiles of the
spontaneously forming vortices [5]. In 1878 Vincent Strouhal discovered that that the
tone height generated by a wire exposed to wind is proportional to the diameter of the
wire and the wind speed. In 1954 Anatol Roshko suggested the application of the
phenomenon of von Karman vortex street generation in vortex flowmeters [6]. In 1911
on the basis of observations made by Hiemenz regarding the formation of vortices
forming behind a cylinder streamlined by a flow. Theodore von Karman defined the
theory of vortex street formation [7]. Despite the fact that this visualization did not
provide an adequate level of precision. This approach involved the observation of a
large flow region and phenomena accompanying the formation of vortices. For this
reason it offered an approach to study that is still common followed [10].

The aim of this work is to present a measurement method allowing to determine the
velocity of liquid movement on the basis of the visualization image of the velocity
distribution around the vortex generator used in the vortex flow meter. A marker
method was used to visualize the motion of the liquid. The work contains a description
of the method enabling the determination of local velocities for the liquid flow in the
visualization process. The paper presents the results of tests and the selection of
appropriate parameters was determined taking into account the measurement errors.

2 Flow Visualization

At present various flow visualization methods are applied in the research. Most
experiments are based on the use of a variety of tracer particles seeded in a flow,
followed by the observations concerned with the way in which they are carried along
with gas or liquid. The use of tracer particles provides a manner which observations can
be performed with the purpose of measuring local velocities of gas or liquid flow.
Particle Image Velocimetry (PIV) employs a registration method involving the capture
of multiple frames and an analysis of optical autocorrelation. Series of images are taken
using high-speed recording equipment and a small set of regions of interest is deter-
mined by examining correlations [8, 11]. A modification of the PIV is offered by the
computational method using Digital Particle Image Velocimetry (DPIV). This
approach involves a search for velocity vectors in the liquid flow using digital image
correlation. Tracer particles are introduced into liquids, including plant pollen and
plastics whose density is similar to liquid so as to enable flow observations and an
analysis of the behavior of films formed in the liquid. In this method a very important
aspect is related to the selection of the size and density of the tracers. It is necessary to
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apply tracer particles so as not to cause disturbance in the liquid flow. Their density
needs to be similar to the density of the liquid or their mass needs to be small enough to
ensure that they are freely carried along with the liquid.

The visualization of gas flows commonly utilizes tracer particles in the form of
clouds of smoke or small liquid droplets such as aerosols. Flow visualization of liquid
flow often employs a variety of dyes paints and small gas bubbles, e.g. polymer solid
particles, whose density is similar to that of the liquid.

This paper present a method of measurement that is similar to PIV yet it applies
another technique of calculating the value of the local velocity. The method developed
by the present authors is based on the observation of flow of tracer particles that are
introduced into the liquid. However the tracers used in the study have considerably
greater dimensions compared to the ones utilized in the PIV method. The calculation of
the velocity of the tracer particles carried with the flow involves an analysis of flow
images on the basis of just a single image capture. In this case, image correlation
involving at least two successive photographs does not need to applied, as it is in the
case of the PIV method. The method developed by the authors applies the analysis of
the flow of tracer particles that is registered using a long exposure time. For a long
exposure time, it is understood that the exposure time is such that the markings in the
registered image have marked the trace of the path it has traveled, and not just its shape
has been registered.

2.1 Method Utilized for Liquid Flow Measurement

The velocity of the liquid was determined on the basis of images captured with an
adequately long exposure time (Fig. 1). The tracer particles carried along a plane that is
illuminated by a laser light lead to light reflection in the direction of the installed
camera. The marker particles used to measure were black polyamide with dimensions
from lm to 1 mm. The long exposure time results of the exposure to light of the
subsequent image pixels along with the displacement of the tracers. As a consequence
the characteristic trace of the motion can be followed and recorded for a further
analysis.

s

Fig. 1. Image of tracer particle flow.
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The path travelled by a tracer particle forms the basis on which the velocity and
liquid flow direction can be calculated. This velocity is derived from the formula:

v ¼ k � p
t

ð2Þ

where: v – velocity of liquid flow, k – scale coefficient, p – number of pixels, t –
exposition time.

The scale coefficient was derived on the basis of a capture of a reference length that
was located directly in the experimental section (Fig. 2). The scale coefficient is formed
by the quotient of the distance obtained from the reference marker and the number of
pixels corresponding to this distance.

2.2 Experimental Setup

A setup comprising Particle Image Velocimetry [9] system was designed and built with
the purpose of testing flow around various vortex generators (Fig. 3).

A transparent channel (1) with a rectangular cross-section and dimensions of
50.0 � 250 mm forms the main element of this setup. The tunnel was fabricated from

1840 pixels

Fig. 2. Paths travelled by tracer particles.

Fig. 3. Experimental setup.
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acrylic glass and the top cover can be removed so as to install various types of vortex
generators. The water feed into the tunnel comes from a liquid vessel (2) with a
capacity of 1m3. The liquid flow is generated by a pump (3) with the capacity of 17 m3

and a maximum lifting height of 18 m. The pumping arrangement is driven by a 3 kW
electric motor. The water in the system circulates in a closed system and its flow rate is
controlled by a throttling valve (5). The pressure in the system is regulated by a valve
(4) that is installed on the pump’s bypass. To ensure the uniform liquid velocity at the
inlet to the channel a flow straightener is used (6). This role is played by a channel with
an adequate profile whose effect results in flow conditioning by increasing the flow
velocity along the walls of the channel and eliminating turbulence. A camera was
installed above the experimental section to provide the registration of the flow of the
indicators. The images were recorded using ILCE-7SM2 digital camera from Sony. It is
designed to operate functions such as 120fps Full HD recording. In addition still photos
can be taken with the exposition times from 1/8000 s to 30 s.

The experimental section is formed by a pipe section with a length of 450 mm
(Fig. 4). This section is illuminated in the horizontal plane from two directions. The
light sources include two linear lasers of 2 W peak power, each one operating at a
wavelength of 520 nm. The lasers were installed along the sides of the channel in such
a way that the liquid film with a thickness of 1 mm was illuminated in the middle of the
channel height.

3 Results and Discussion

The length of the traces left by the particles is relative to the velocity of the flow as well
as image exposition times (Fig. 5). For the case of long expositions time and consid-
erable velocity of the tracing particles the length of the trace is often considerable. The
use of longer traces affects the accuracy of the measurements yet, it can lead to an

Laser

Experimental section

Fig. 4. Experimental section.
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increase of the measurement uncertainty. Liquid flow in a channel forms a three-
dimensional process. Beside the flow in the horizontal plane, particles also travel in the
vertical direction. For the case when a long path is traveled by a tracing particle
throughout a single exposition, there is a risk that it will leave the cross-section that is
illuminated by the laser light before the exposition time expires. As a result the trace of
the particle in the image will be reduced.

Since the postulated method does not offer the possibility of analyzing all traces of
the particles registered during the exposition time, it is also necessary to perform an
analysis of the effect of the exposition time on the uncertainty of the measurements. If
the exposition time is too long, uncertainty is likely to increase. In contrast too short
exposition times result in very short tracks traveled by the particles, in particular for
low flow rates. Because the image resolution has a big influence on the measurement
error, it is important to choose the right time of exposition. In extreme cases the
difference amounting to several pixels can lead to significant measurement error.

Due to the effect of the exposition time on the measurement uncertainty, we
decided to determine the recommended exposition times depending on the velocity of
the tracing particles. A series of measurements into liquid velocity was undertaken for
various settings of the exposition time. The velocity of the tracing particles was
adjusted in the range from 10 mm/s to 650 mm/s. The exposition times were set
stepwise in the range from 1/5 s to 1/50 s. Standard uncertainty was determined for the
particular image series.

U ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
n¼1

ðvi � vsÞ2

NðN � 1Þ

vuuut ð3Þ

where: vi – flow velocity for i-th trace of the particle, vs – mean velocity, N – number of
measurements.

Figure 6 contains the results of the assessment of the uncertainty relative to the
exposition times depending on the velocity of the tracing particle flow. The values of

Fig. 5. Images of tracing particle paths for: (a) long exposition time 1/10 s and high velocity of
the particles, i.e. 799 cm/s; (b) short exposition time 1/50 s and small velocity of the particles, i.e.
47 cm/s.
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this uncertainty are expressed in per cent with the purpose of providing an easier
analysis of the effect of this velocity on the measurement uncertainty. The values in per
cent are related to the mean velocity of the tracing particles.

U½%� ¼ U
vs
� 100% ð4Þ

As we can see in the presented characteristics, the exposition times below 1/10 s
offer the maintenance of the small values of the measurement uncertainty, i.e. below
100 mm/s. The use of exposition times that are shorter than 1/30 s is recommended for
the liquid velocities below 500 mm/s.

On the basis of this analysis, it was possible to determine the recommended
exposition times for various velocities of tracing particle flow. The values are sum-
marized in Table 1. When we compare the values found in this table, we realize that
there are at least two recommended exposition times for the majority of the mea-
surement ranges. The results demonstrate that there is a considerable degree of freedom
in the process of selecting the exposition times yet, certain threshold values need to be
maintained. The threshold values may include the value of 130 mm/s, for which the

Fig. 6. Dependence of measurement uncertainty on the velocity of tracing particles for various
exposition times.

Table 1. Recommended exposition times depending on the liquid velocities.

Recommended exposition time (s) Mean velocity of tracing particles (mm/s)

1/5 <100
1/10 <150
1/20 >100
1/30 >150
1/50 >400c

292 M. R. Rzasa and B. Czapla-Nielacna



exposition time should not be less than 1/20. The second limit value is 300 mm/s,
above which the exposition time should be less than 1/30. In the 130–300 mm/s range,
the recommended exposition time is 1/30 to 1/10 mm/s.

4 Conclusion

The measurement method presented in the work can be used to determine the velocity
of liquid flow in the visualization processes. The only limitation is the use of trans-
parent liquids. Due to the fact that many transparent liquids exist in technical condi-
tions, its range of use is very large. The presented approach offers the possibility to
determine liquid flow velocity with a precision in the range of up to a few per cent in
relation to the velocity of the liquid flow. The uncertainty of such measurements is
considerably relative to the liquid velocity. An adequate selection of the exposition
time forms a vital aspect in ensuring the required accuracy of the measurements; yet it
is relative to the velocity of the analyzed phenomenon. The analysis described in this
paper provides valuable insights into the selection of exposition times in studies
involving visualization of the liquid flow.
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Abstract. The problems connected with measurements of conducted distur-
bances emission for on-board devices installed in aircraft have been presented in
this paper. The electromagnetic environment of aircraft has been characterized.
Referring to the requirements determined in Section 21 of the RTCA/DO-160G
standard, the categories of avionics systems, acceptable disturbance values for
individual categories, construction and requirements for test setup have been
described. For the dedicated drive for the unmanned aerial vehicle, the results of
the emission measurement were presented using the elaborated scripts in the
Rohde&Schwarz EMC32 program.

Keywords: Electromagnetic compatibility (EMC) � Avionics
Disturbances measurements

1 Introduction

Aircrafts, as well as increasingly used unmanned aerial vehicles belong to the class of
means of transport, which require 100% reliability of operation in all phases of flight.
Electrical and electronic avionic systems currently play a very important role in the
safety ensuring of aircraft. The pilot instruments on board, radio navigation devices, air
communication systems, assistance systems and automatic flight controls are the basic
equipment of every modern air vehicle. For proper operation of the above-mentioned
systems (very often placed in close proximity and limited space) it is required to fulfill
the EMC standards. The problem of electromagnetic compatibility of on-board systems
is solved in the design and starting phase of a new device. The analysis process of
conducted and radiated electromagnetic disturbances generated by electrical and
electronic devices is subject of strict regulations. The civil aviation standards in the
field of electromagnetic compatibility determine the rules and procedures for con-
ducting tests that would allow to obtain unambiguous and repeatable results [1].

Every electrical or electronic system designed for an aircraft must now meet the
requirements of the RTCA/DO-160 standard. The essential requirements for equipment
and systems used in a civil aircrafts were collected in 26 sections of the standard. Its
European version (in direct translation) is included in the EUROCAE - ED14 standard
[2]. The fast progress in the field of wireless technologies, the need to consider their
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interaction with associated as well as non-associated devices and systems were the
reasons of changes in the current version G of the standard, introduced in 2010 [3, 4].
The Sections 1–14 relate to the environmental exposures, Sections 15–25 relate to the
electromagnetic compatibility of on-board avionics devices.

2 Permitted Levels of Conducted Emission for Aircraft
According to the RTCA/DO160G Standard

An important aspect in the design of on-board avionics systems is the limitation of the
level of emission of electromagnetic disturbances generated by the devices to the
values specified in the standard and providing them with the required level of immu-
nity. The records included in Section 21 of the RTCA DO-160G standard formulate
requirements concerning the method of measuring conducted and radiated emissions.
This section defines the test setups, measurement procedure, category of equipment and
control - measurement apparatus used in tests.

In the case of equipment used in civil aviation, it is currently divided into 6
categories (B, L, M, H, P, Q), with a distinction between power ports and communi-
cation interfaces. The category B is the least restrictive category. It concerns the broad
sense of a wide class of on-board electrical and electronic equipment. It is to create an
acceptable electromagnetic environment and maintain emissions at a strictly defined
level. Referring to power ports and interfaces, it should be note that devices in this
category have the highest emissions. Category L has been defined for zones where
electronic systems, components and systems are most often installed in the aircraft.
Category M refers to equipment that is installed near zones where electromagnetic
fields can penetrate through various types of airframe structure (windows, doors), while
category H refers to equipment that is installed in the receiving zones of sensitive
wireless systems. This category applies in particular to accessories that are installed
outside the aircraft. Category Q is a new category that was introduced in the last
amendment of the standard and defines the requirements for the equipment used in the
VHF bands and GPS navigation systems.

In the on-board aircraft systems there are multiple, complex wiring systems in the
form of harnesses – from this reason the measurement with artificial measuring net-
works would introduce some technical complications. According to the procedural
requirements for measuring of conducted emissions at power and communication ports,
the current clamps are used in the frequency range from 150 kHz to 152 MHz.

According to the provisions in the standard, it is recommended that such mea-
surement should be carried out in a shielded room or an anechoic chamber. The curves
presented in Fig. 1 refer to the emission level of conductive disturbances measured
with current clamps for power circuits as well as in Fig. 2 they refer to communication
and control interfaces, respectively.
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Fig. 1. Permissible conducted emission levels for various categories of equipment in accordance
with the requirements of the RTCA DO-160 standard for power ports.

0

10

20

30

40

50

60

70

80

90

100

0,1 1 10 100 1000

Le
ve

l: d
Bu

A

Frequency in MHz

1521080.15

73

53

93

63 Cat. B

Cat. L, M, H

Cat. Q

Cat. P

Fig. 2. Permissible conducted emission levels for various categories of equipment in accordance
with the requirements of the RTCA DO-160 standard for communication and control ports
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3 Test Setup Requirements

The principles for emission measuring of electromagnetic disturbances are strictly
determined by procedures specified in the RTCA DO-160G standard. Such require-
ments are a consequence of the need to obtain representative, repeatable results of
measurements at equivalent stands. The measurements for determination of the emis-
sion level of disturbances require the use of a certified set of instruments. In terms of
measuring of the emission of conductive and radiated disturbances, the necessary
minimum equipment of the laboratory is an anechoic or reverberation chamber
equipped with appropriate technical infrastructure, a measuring receiver, a set of
antennas, current clamps, artificial networks and structured cabling. In order to obtain
reliable measurement results, all basic equipment must have appropriate calibration
certificates issued by independent notified bodies.

In accordance with the provisions in the standard the tested elements and com-
ponents are set on a table with normalized geometric size and (depending on the
requirements) are placed directly on a table covered with a metal plate. The metal plate
is the reference ground and - if not otherwise stated - its surface shall not be less than
2.25 m2, the width shall not be less than 0.76 m. The brass plate should have a
thickness not less than 0.63 mm, copper plate - not less than 0.25 mm and non-ferritic
steel plate - not less than 1 mm. The through resistance of the grounding plate should
not exceed 0.1 m/cm2. The resistance between the device casing and the earth plate
should not exceed 2.5 mX for DC current. The plate should be connected to the metal
wall of the screened chamber or to the floor that the transition resistance to this cabin
for the DC current should be not more than 2.5 mX. Tapes connecting the earth plate
with the cabin wall should be located at spaces of no more than 0.9 m. This connection
should be made with a continuous metal strip with a length to width ratio of no more
than 5:1.

Current clamps in the measurement of conducted emission for power circuits as
well as communication interfaces must be placed at a distance of 5 cm from the tested
object (Fig. 3). The cabling of both power and communication interfaces must be
positioned not less than 0.1 m from the reference ground edge. The power ports of the
tested device must be connected indirectly to the power supply via an artificial network.
Such a network, connected into the circuit, allows for stabilization of the impedance of
the power circuit, and thus for obtaining unanimous results. During measurement, the
network measurement ports must be closed with 50 Ω terminators.

The measurement of conducted disturbances is carried out using a specialized
instrument, which is a measuring receiver. The receiver must be equipped with detector
of peak value. It detects the peak value of the envelope of the modulated intermediate
frequency signal and must have the adequate to the standard band selectivity for the
RBW filters in the considered frequency ranges (Table 1). The use of the measuring
application allows in this case for automatic change of receiver settings and acquisition
of data without interrupting the measurement.
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4 Idea of the Measurement Script in the R&S EMC32
Software

Rohde&Schwarz’s EMC32 software package is a universal software application that
allows to build automated measuring scripts to measure electromagnetic disturbances
with various transducers and supervise the apparatus for generation of standardized
conducted and radiated electromagnetic disturbances. To carry out the measurement
with this application, a proper measurement script should be built before the test [5].

In the case of measurement of conducted disturbances, first group of necessary
devices is defined in the Device List tab and Hardware Setup is built for a given
hardware configuration. After selecting the Hardware Setup tab, a hardware configu-
ration is proposed for the used apparatus set. The person who configures the system has
to select elements that are physically defined in the system for each graphic element
that are presented as a system component. In the case of measuring the emission of

Fig. 3. Stand for measuring the emission of conducted disturbances according to RTCA DO-
160G standard.

Table 1. Bandwidth selectivity of the RBW filter for the EMI receiver in the measurement of
conducted emission, in accordance with the requirements of the RTCA DO-160 standard [1]

Frequency band (MHz) RBW (kHz) Minimum Dwell time (ms) Minimum measurements time (s/kHz)

0,15 � 30 1 15 0.015
30 � 152 10 15 1.5
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conducted disturbances, the type of transducer should be chosen which the disturbances
will be analyzed. It can be a current clamp or an artificial measuring network (impe-
dance stabilizer). For each of these elements, after declaring it in Device list, in the
Correction Tables/Transducer menu, a file with converter conversion factors should be
created [6].

The values of such coefficients are provided by the manufacturer together with the
calibration certificate. In many cases, the data are delivered on electronic media in the
form of files that can be directly copied to the system (Fig. 4).

In the next step, the connection paths are defined. Physically, in files for specific
signal paths, insertion loss values for individual connections are stored. Files with
measured values of attenuation are stored in the Corrections Tables || Attenuation
folder. Files with attenuation of connecting elements are obtained by measurements
using a spectrum analyzer or a vector analyzer. The attenuation of cables and con-
nectors can also be measured using a signal generator, a power probe and an EMC32
program with the Signal Path || Calibration function. All connections with HF cables,
which are carried out in the laboratory, have strictly defined files with appropriate
values of their attenuation. All files can be found in the Correction Tables || Attenu-
ation menu [6].

In the last step, the element of the disturbances analyzing system is selected. In this
case, it is the ESU26 receiver from Rohde&Schwarz. It allows to measure the elec-
tromagnetic disturbances in the frequency range from 20 Hz to 26.5 GHz.

According to the logic of the software, in order to start the configuration process of
the measurement template, it is necessary to specify in the General Settings menu the
Hardware Setup on which the measurement template will be built (Fig. 5).

The frequency range in which the measurements will be carried out and the min-
imum and maximum frequency values to be displayed in the graphical window of the

Fig. 4. Calibration curve of the Rohde&Schwarz EZ-17 current probe used during measure-
ments for a model object.
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analysis are defined in this menu. During defining the range of the analyzed fre-
quencies, the application automatically checks the technical capabilities of the mea-
surement system components in the scope of their measurement band (Fig. 6). In the
event of non-compliance, the operator receives an appropriate message.

Each created script is saved in a file with the name given by the operator or
automatically by the system. When running a measurement script, it is possible to
define the range of analyzed frequencies and limit curves, allowed for particular cat-
egories of system components. Exceeding the limit values by the resultant curve pre-
senting the level of emission even at one point (for one frequency) is equal to the
negative result for the tested object.

Fig. 5. Hardware setup in the R&S®EMC32 program to measure the emission of conducted
disturbances.

Fig. 6. Rohde&Schwarz’s EMC32 configuration windows. Fragment of the script for measuring
the emission of conducted disturbances with the use of current clamps.
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5 Analysis of Disturbances in Accordance with the Guidelines
of the RTCA DO-160 Standard for Drive of Unmanned
Aerial Vehicles

Practical aspects of the measurement of conducted disturbances using the elaborated
script were presented on the example of an electric drive for unmanned aerial vehicle.
Such object, moving in space, must meet the requirements of the RTCA DO-160
standard. As part of the project R10 0026 06 “Micro-hybrid drive unit for Unmanned
Aerial Vehicle”, a brushless electronic-controlled motor with a nominal power of
1.6 kW was developed and dedicated to unmanned aerial vehicles [6–8].

The specificity of the BLDC brushless DC motor is the necessity to use the elec-
tronic key set to supply its windings, properly commutating the energy from the DC
power source. Depending on the nature of the drive and technical requirements, the set
of keys creating the electronic commutator converts energy into voltage and current
waveforms of a trapezoidal shape (PMDCBMTC - Permanent Magnet Direct Current
Brush-less Motor with Trapez Control) (Fig. 7). The process of energy commutation in
the electronic commutator is connected with the process of fast switching of current
with significant values.

In the tested solution, when the system is powered from a LiPo battery (Lithium
iron Phosphate battery) with a nominal voltage of 29.6 V (2�14.8 V) and a total
capacity of 6.6 Ah, the current in each group of valves reaches its peak value 50 A at
nominal engine load (Figs. 8 and 9).

As is shown in the presented current and voltage waveforms at the output of the
BLDC motor controller, the process of switching of transistors is the cause of pulse
changes in current and voltage waveforms. These short-term, periodic changes -
especially in the voltage waveform - are the cause of the generation of additional
harmonics in the course of voltage and current, and in the total form of conducted and
radiated disturbances.

The tests of conducted disturbance for a model object were made in accordance
with the requirements of Section 21 of the DO-160G standard. In the laboratory stand
for the analysis of conducted disturbances (in the frequency range from 150 kHz to
152 MHz) the artificial measuring network NNBL8226-2 from Schwarzbeck (Fig. 10),

Fig. 7. Block diagram of the drive with a BLDC motor.
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current clamps EZ17, ESU26 measuring receiver and the R&S®EMC32 program from
Rohde&Schwarz were used.

The measurement was carried out in the operating state of the drive, when the
highest level of disturbances is generated. This is the case when for a fully charged
accumulator batteries the controller adjusted the rotational speed of the unit, switches to
the PWM operating state.

In accordance with the guidelines of the DO-160 standard, measurement of the
level of emission of conductive disturbances must be carried out in the supply circuits
of the tested object (battery - controller) and in load circuits (controller - BLDC motor).
Referring to the acceptable levels specified in the standard, in the case of the tested

Fig. 8. Measured waveforms of the phase uf(t) and line up(t) voltages and line current for the
nominal motor load: nn = 8000 rpm, Pn = 800 W, Mo = 0.95 Nm on the output of the motor
controller (full control state of the controller).

Fig. 9. Measured waveforms of the phase uf (t) and line up (t) voltages and line current for the
nominal motor load: nn = 8000 rpm, Pn = 800 W, Mo = 0.95 Nm on the output of the motor
controller, (PWM regulation state).
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drive, the emission levels will be exceeded if the object is included in the L, M, and H
categories (Figs. 11 and 12). In the case of an unmanned aerial vehicle made from
composite materials, passing the tested drive to this class of equipment will be legit-
imate, because sensitive navigation and communication devices may interact due to the
proximity of the airframe location, conditioned by geometric dimensions of such
object. Category B refers to the equipment that is placed in an adequate distance from
sensitive equipment in shielded spaces without apertures.

Fig. 10. Laboratory stand for the measurement of conducted disturbances in the frequency range
from 150 kHz to 152 MHz. Emission measurement in the driver of power circuit.

Fig. 11. Measurement results of emission level of conducted disturbances in PWM regulation
state for nominal motor load: Pn = 800 W, nn = 8000 rpm, Mo = 0.95 Nm - BLDC motor for
individual phases.
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6 Conclusion

A high degree of participation of avionics and electrical components in flight safety in
all its phases, makes it necessary to provide these systems with the required level of
immunity to the standard types of electromagnetic disturbances characteristic of this
environment and to limit their emission to the value specified in the standard. In the
case of on-board electrical and electronic devices, these requirements are specified in
the applicable RTCA/DO-160G standard from 2010. Records included in Section 21 of
the RTCA DO-160G standard formulate requirements for the measurement of con-
ducted and radiated emissions. This section defines the requirements relating to the
measurement stand, measurement procedure, equipment category and control and
measurement equipment used for the testing. As this paper presents, for obtaining the
unambiguous and reproducible results the appropriate laboratory stand is required.
Control of emissions of electrical and electronic on-board devices allows creating a
friendly electromagnetic environment in the limited space of the aircraft. As it is shown
at the beginning of the paper, in the modern aircraft are devices and systems where the
difference between transmitted and received signals is several dozen decibels. As was
shown on example of the drive for unmanned aerial vehicle, every device where an
intentional or unintentional state of energy commutation the generation process of
electromagnetic disturbances have to take into account.
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Abstract. The dynamic development of cities is associated with a significant
increase in the luminance of architectural buildings, advertisements or usable
spaces. Objects that emit a significant amount of luminous flux to the envi-
ronment are also various types of sports buildings, such as city stadiums,
football pitches or tennis courts. The need to protect the environment determi-
nates the need to reduce and prevent the effect of light pollution. The article
analyzes the possibilities of using unmanned aerial vehicles to assess light
pollution by measuring the distribution of luminous flux emitted by sports
facilities. The method of light measurement based on a goniometric system
using unmanned aerial vehicles was presented and their positioning in three-
dimensional space was taken into account. A method for controlling the pho-
tometric probe and calibrating the measurement system has been proposed.

Keywords: Light pollution � Luminous flux � Unmanned aerial vehicles

1 Introduction

The topics related to light pollution have been very popular lately. Excessive light
beam distribution into the upper half-space affects not only the way of seeing and
receiving various types of objects, but above all disturbs the functioning of living
organisms, such as plants, animals or humans. The unnaturally lit night sky causes
changes in the behavior of fauna, as well as significantly affects the state of human
health.

The problem of light pollution appears mainly in the areas of large urban
agglomerations, where there is external utility lighting, backlit and translucent back-
lights, large format LED screens and the illumination of buildings.

One of the groups of objects that emits a significant amount of luminous flux into
the atmosphere are sports facilities, including football stadiums, tennis courts, ski
slopes, etc. Sports complexes from year to year are becoming more and more spec-
tacular also in terms of lighting, which is usually caused by the need to conduct high-
resolution television broadcasts of various types of games and competitions.
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A significant level of light emanating from, among others, football stadiums, illumi-
nates adjacent areas, even several hundred meters away. It is worth paying attention to
the possibility of limiting unnecessary and harmful light distribution in the immediate
surroundings, especially in the upper half-space. In order to be able to develop the
correct method of reducing the light escaping towards the sky, the directions of
propagation of the luminous flux from the tested object should be examined and
characterized. Creating an accurate image of light distribution from a sports facility or
from other large-size illuminated areas will allow to assess the degree of light pollution.
In addition, it is possible to use such knowledge to assess the impact of luminous flux
on objects and the light polluted sky on illuminating adjacent areas and roads, and
consequently also on reducing electricity consumption.

2 Standards and Legal Acts

Lighting in sport is characterized by specific requirements. The proposed installation
must ensure the safety of practicing a given discipline, meet the size of the facility and
ensure the comfort of watching the game and its coverage.

Detailed recommendations regarding the design of sports lighting systems can be
found in the documents published by Illuminating Engineering Society, among others
in the IES RP-6-15 Sports and Recreational Area Lighting standard [1]. The RP-6-15
report focuses primarily on lighting requirements, defined for two categories: players
and spectators, divided according to the class of the place of practicing a given dis-
cipline (Table 1).

Table 1. Class of play [1].

Facility Class
Ia IIb IIIc IVd

Professional X
College X X
Semi-professional X X
Sports clubs X X X
Amateaur leagues X X X
High school X X X
Training facilities X X
Elementary school X
Recreational event X
Social event X
aClass I: Facilities with spectator
capacity over 5000
bClass II: Facilities with spectator
capacity under 5000
cClass III: Facilities with some
provision for spectators
dClass IV: Facilities with limited or no
provision for spectators
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Apart from the regulations regarding the selection of lighting, the required levels of
luminance, and illuminance, the document also brings up the topic related to light
pollution. The specification indicates the need to minimize the light distribution beyond
the area of sports facilities, which may obstruct the observation of the stars and
interfere with the functioning of living organisms in the vicinity.

Currently, the binding standard for lighting sports facilities is PN-EN 12193: 2008
Light and lighting - Lighting in sport [2], which defines the requirements in terms of
illuminance, uniformity, luminance and methods of measuring these quantities, inside
and outside the premises, during the most popular European sports.

The requirements indicated in the standard [2] specify the maximum permissible
value of interfering light, coming from external lighting installations divided into four
environmental zones (Table 2):

• E1 – intrinsically dark areas (national parks, protected sites),
• E2 – low district brightness areas (industrial and rural areas),
• E3 – medium district brightness areas (industrial and residential suburbs),
• E4 – high district brightness areas (town centers and commercial areas).

The percentage of the luminous flux that is radiated above the horizon is referred as
the ULR. It is defined as the percentage share of the luminous flux emitted by the
luminaire or lighting system in the upper half-space in relation to the installed luminous
flux.

Professional sports organizations such as FIFA, FIH and NCAA create their own
specifications and norms. The International Football Federation FIFA, in 2007 updated
the set of technical recommendations and requirements for football stadiums, in which
it stressed the need to limit artificial light distribution outside the sports facility.

Regulations, presented in the Football Stadiums Technical Recommendations and
Requirements [3], are the basis for the design of a lighting system at football stadiums.
Table 3 presents the required values of vertical and horizontal illuminance on the
football pitch for events broadcast in the media. For the highest class V, which refers to

Table 2. Maximum obtrusive light permitted for exterior lighting installations [2].

Environmental Zone Light on properties Luminaire intensity Upward light

EV [lx] I [cd] ULR [%]
Pre-curfewa Post-curfew Pre-curfew Post-curfew

E1 2 0 2500 0 0
E2 5 1 7500 500 5
E3 10 2 10000 1000 15
E4 25 5 25 000 2500 25
aIn case no curfew regulations are available, the higher values shall not be exceeded and the
lower values should be taken as preferable limits.
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events on the international arena, the vertical illuminance values reach over 2,400 lux,
and horizontal - minimum 3,500 lux. These are much higher numbers than in the case
of PN-EN 12193: 2008 [2].

FIFA regulations also pay attention to the issue of light pollution. The report [3]
divides the undesirable emission of light into the atmosphere into two categories:
lighting sent outside the stadium, but located in its vicinity and reflections appearing on
adjacent streets, dazzling drivers and pedestrians.

According to current norms and regulations, new design specifications should take
into account the possibility of limiting the penetration of light outside sports facilities
and glare inside, as this is crucial for the safety of road users and the comfort of life of
people in the vicinity of this type of complexes. The lighting requirements of the sports
objects presented in Table 3 are very high, especially in the context of obtaining the
intensity distribution in the vertical plane, which leads to the necessity of positioning
the lighting fittings so that a part of the outgoing luminous flux will always be emitted
into the upper half space. There will therefore be light pollution, which should be
minimized to the levels of illumination described in Table 4.

Table 3. Lighting specifications for televised events [3].

Vertical illuminance Horizontal illuminance Properties of lamps

EV cam
ave

Uniformity Eh ave Uniformity Colour
temperature

Colour
rendering

Class Calculation
towards

Lux U1 U2 Lux U1 U2 Tk Ra

Class V
International

Fixed camera 2400 0,5 0,7 3 500 0,6 0,8 >4000 >65

Field camera
(at pitch level)

1800 0,4 0,65

Class IV
National

Fixed camera 2000 0,5 0,65 2 500 0,6 0,8 >4000 >65

Field camera
(at pitch level)

1400 0,35 0,6

aAll illuminance values indicated are maintained values. A maintenance factor of 0.7 is recommended; therefore initial values will be
approximately 1.4 times those indicated above.

Table 4. Environmental impact [3].

Angle of Illumination Distance from stadium perimeter

Horizontal spill 50 m from stadium perimeter 25 lx
Horizontal spill 200 m further 10 lx
Maximum vertical 50 m from stadium perimeter 40 lx
Maximum vertical 200 m from stadium perimeter 20 lx
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3 Assessment of Light Pollution

The emergence of new legal regulations concerning light pollution and all kinds of
updates of existing norms with additional light pollution requirements force designers
and investors to verify the criteria set out in the regulations. However, the correct
assessment of the degree of pollution is still not the simplest, among others due to the
fact that the regulations and standards in force do not explicitly determine the mea-
surement methodology.

In the literature we can find information related to the methods of assessing the
pollution of the night sky with artificial light. Most of them relate to visual assessment
or measurement of the luminance level of the sky. In addition, various types of sim-
ulation programs are increasingly used to theoretically determine the degree of light
pollution.

3.1 Observation Methods

Estimating the brightness of the night sky, consisting primarily of observing and
assessing the visibility of individual astronomical objects, is one of the simplest
methods of assessing light pollution. Depending on the degree of brightness and vis-
ibility of the constellations, the skies can be divided according to the six-level Berry
scale [4] or the nine-degree Bortle scale [5]. Both scales are based on the magnitude of
the star and represent the sky from the perfectly dark, when the constellations are
clearly visible, and the pollution with artificial light does not occur, to the heavily
polluted night sky.

The division of the night sky according to the Bortle scale looks as follows [5]:

– Class 1. Excellent dark-sky site – the zodiacal light is all visible, but no details are
visible on the surface of the earth. A clearly visible atmospheric glow. The visual
range of the weakest stars is 7.6–8.0 mag.

– Class 2. Typical truly dark site – the atmospheric glow is hardly visible, the zodiacal
light casts clear shadows at dawn and at dusk. The visual range of the weakest stars
is 7.1–7.5 mag. The environment is poorly visible.

– Class 3. Rural sky – zodiacal light clearly visible in spring and autumn. The visual
range of the weakest stars is 6.6–7.0 mag. Poorly visible close surroundings.

– Class 4. Rural/suburban transition – over the horizon you can see the glows from
the surrounding villages. The Milky Way is visible, but without a clear structure.
The visual range of the weakest stars is 6.1–6.5 mag. The surroundings are clearly
visible.

– Class 5. Suburban sky – Zodiacal light visible only partly on the darkest nights in
spring and autumn. Light sources are visible in all directions. The visual range of
the weakest stars is 5.6–6.0 mag.
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– Class 6. Bright suburban sky – the zodiacal light is invisible, the Milky Way is only
partially visible near the zenith. The visual range of the weakest stars is 5.1–5.5
mag.

– Class 7. Suburban/urban transition – the whole sky has a gray-white shade. Strong
light sources are visible in all directions. The visual range of the weakest stars is
4.6–5.0 mag.

– Class 8. City sky – the sky shines with white or orange light. Most constellations are
unrecognizable. The visual range of the weakest stars is 4.1–4.5 mag.

– Class 9. Inner-city sky – the whole sky is brightly lit, even at the zenith. Only the
Moon, the planets and the brightest stars are actually visible from heavenly objects.
The visual range of the weakest stars is at best 4.0 mag.

The above observation methods are useful for simple, amateur studies of the night
sky, but they can’t be the basis for a professional description of the degree of sky
pollution with artificial light. They are a subjective assessment of the observer, which is
influenced by factors such as age and visual quality.

3.2 Measurement Methods

The correct objective assessment of light pollution should be based on the measurement
method by means of which the brightness of the sky can be described in an unam-
biguous and reproducible way. For this purpose, generally available photometric
meters such as luxmeters, spectrophotometers or luminance meters are used.

The device available for measuring the brightness of the sky is a photometric meter
Sky Quality Meter. With the SQM device you can get in just a few seconds the
information about the amount of light that reaches the meter from a specific surface of
the sky. The results, expressed in magnitude per second square arc, are obtained after
aiming the entrance window on the selected sky area and triggering the start button [6].
In the article “Night sky photometry with Sky Quality Meter”, Pierantonio Cinzano [7]
has made a thorough photometric analysis based on synthetic photometry and labo-
ratory tests and compared the SQM device with other systems used in light pollution
measurements, such as Johnson’s B and V bands, CIE photopic and CIE scotopic
responses for typical spectra and the spectral mismatch. Figure 1 compares the SQM
normalized response (dotted line) and the standard normalized responses of Johnson’s
B band, CIE scotopic, Johnson’s V band and CIE photopic (dashed lines from left to
right).

The results obtained by the authors turned out to be satisfactory, and the inaccuracy
of the measurements was about 0.1–0.4 mag/arcsek2. According to the manufacturer’s
data, measurement inaccuracies should oscillate within ±10%, or 0.1 mag/arcsek2. An
undoubted advantage of the Sky Quality Meter photometer is its size, price and simple,
intuitive operation. All these properties make the device widely used by scientists,
researchers, astronomers, but also amateurs.

The Concept of Measuring Luminous Flux Distribution 311



Similar opportunities are offered to Apple smartphone users, the Dark Sky Meter
application. The cameras of the latest iPhone models (iPhone 4S and newer) are sen-
sitive enough to read the values of the brightness of the sky already at 21 mag/arcsek2,
with a practical limit of around 28 mag/arcsek2 [8]. Declared accuracy of measurements
is ±0.2 m/arc sec, and typical absolute calibration differences from 20% to 30%,
depending on the phone model. Additionally, using the application, the angle of
inclination of the device, moon phase and weather conditions (cloudiness) and GPS
location are recorded. The creators, also tempted to set up a public database - Globe at
Night, which provides measurement data, sent by users from around the world.

Another device used to measure the luminance of the night sky is IYA lightmeter
(International Year of Astronomy 2009). The IYA light-meter, shows on Fig. 2, is
designed for long-term monitoring of light pollution. The device uses photoelectric
current measurements of a solar cell, and then converts them to illuminance and
irradiance values. Due to its construction, the photometer can be used in various
weather conditions, it is fully waterproof, requires no maintenance, operates inde-
pendently of the season and temperature, and has a high sampling rate of 1 Hz [9].

The IYA lightmeter is characterized by a sensitivity of around 10–5 lux to over
200,000 lux with a resolution of 1%, thus it is able to cover the full range of human
perception of light with a single sensor [8].

The degree of light pollution can also be estimated using commonly used lumi-
nance and luxmeters. Matrix luminance meters, such as LMK Mobile Air, record
several million luminance measurement points in one exposure. After the lens shutter is
triggered, a photo is taken, which is then converted to the appropriate format. In a

Fig. 1. SQM normalized response (dotted line), standard normalized responses of Johnson’s B
band, CIE scotopic, Johnson’s V band and CIE photopic (dashed lines from left to right) and
emission spectra of an HPL mercury vapour lamp (solid line) [7].
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dedicated computer program, the result is displayed in the form of a map of the
luminance distribution of the recorded image. Spot meters require a much larger
number of measurements, as they are able to indicate the luminance value only for one
selected point. Instead, they enable an accurate result to be obtained at a given mea-
surement point. The same applies to classic luxmeters. After a series of measurements,
it is possible to obtain an accurate distribution of light intensity on a given surface.
What’s more, luxmeters belong to a group of very popular and widely used pho-
tometers. They are therefore widely available at various prices, sizes and different
parameters. This means that each user can adjust the meter ideally to the equipment
they have and the research they intend to carry out.

4 The Concept of the Measurement Method

Measurement methods, described in the third chapter, are based on the assessment of
the level of light pollution with an artificial night sky in a given area. However, none of
the presented procedures can be used to determine the quantitative pollution from a
selected object or light source.

The author’s measurement method presented in this article will allow for precise
determination of the degree of light pollution that is generated by individual archi-
tectural buildings, sports facilities or selected lighting fittings. This will allow for
unambiguous verification of parameters included in standards and technical specifi-
cations. It will enable, among others, assessment of the ULR coefficient, which
determines the percentage of luminous flux escaping into the upper half-space
(Table 2). First of all, however, it will allow to assess light pollution from sports
facilities, in this case football stadiums. The proposed measurement method will help to
check parameters such as unwanted light emission to the atmosphere (Table 4).

Fig. 2. The IYA Lightmeter device [10].
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4.1 Spatial Distribution of Luminous Flux

In order to assess the light pollution coming from the analyzed sports object, it is
necessary to measure the spatial distribution of the luminous flux. For this purpose, it
was assumed that the analyzed football stadium is a lighting fitting, for which the basic
way of presenting photometric properties is to present its luminous intensity
distribution.

The photometric shape was treated as a closed surface, formed by the ends of
sections with a common beginning in the luminous center of the luminaire, whose
length and spatial direction corresponds to the value of candlepower [cd] in this
direction [11].

In order to present the light distribution of the light-optical system, photometric
measurements of the lighting fitting are usually made or simulation calculations are
carried out. In the case of measurements, it is necessary to define the correct geometry
of the measurement system. The key parameter is the distance of the photometer from
the tested luminaire, which affects the measurement uncertainty.

The error resulting from the inverse square law is less than 1% if the distance r from
the light source is greater than the fivefold largest dimension d of the light source.
Assuming that the roof opening of the stadium is a lighting fitting with dimensions of
117 � 81 m, the largest dimension d is a roof diagonal with a length of 142 m. An
error value below 1% can be obtained for distances r = 710 m (Fig. 3).

The distance of more than half a kilometer from the examined object seems to be
too far in this case, taking into account the presence of various types of obstacles, trees
and buildings. What’s more, none of the norms provides admissible values for such
remote areas. The authors accepted 200 m as a sufficient measuring distance, mainly
due to the requirements appearing in the report [3] (Table 4), in which the maximum
illuminance values are given for 50 and 200 m.

Fig. 3. Light error measurement plot as a function of distance for the analyzed case.
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4.2 The Concept of the Measurement System

The proposed concept of the luminous flux measurement system of a sports facility is
based on the classical photometric method and is shown in Fig. 4. It uses a photometric
head moving relative to a stationary radiation emitter that always faces the direction
defined by the angles C-c.

Due to the distance from which light measurements should be made, it is necessary
to ensure that the photometer is moved after a radius of at least 200 m (depending on
the size of the stadium). Therefore, it was proposed to carry out such measurements
using an unmanned aerial vehicle (UAV). A photometer should be installed on the
drone, which is usually a classic lux meter.

In addition, the photometer should be mounted on the so-called gimbal, i.e. a device
with automatic positioning of the object mounted on it and allowing the measuring
head to be directed towards the test object. Such solutions are characterized by the
accuracy of positioning resulting from the resolution of positioning of stepper motors

Fig. 4. The concept of measuring geometry of the light distribution from the stadium in the
vertical and horizontal plane.
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that are used to drive the gimbal. Currently available solutions allow for setting the
stepping motor shaft position with a resolution of more than 1°, and the repeatability of
the setting is realized with incremental sensors. In photometric measurements such
positioning accuracy is acceptable and sufficient in assessing the intensity distribution
surface of the light-optical system.

The way to determine the position in the UAV space (drone with a photometer) is
to use the GNSS receiver (Global Navigation Satellite Systems). In order to increase
reliability and position accuracy, GNSS two (GPS + GALILEO) or three-system
(GLONASS) receivers are used. In the literature [13] there are studies on the accuracy
of positioning objects using GNSS systems. The errors resulting from accuracy coef-
ficients (DOP dilution of precision [14]) should be analyzed (Fig. 5):

• GDOP geometrical dilution of precision,
• HDOP horizontal dilution of precision,
• VDOP vertical dilution of precision,
• TDOP time dilution of precision.

Measurement of luminous intensity should take place after determining a specific
angular position of the photometer, which affects the location of the drone over the
object and its stabilization. An important parameter when performing this type of
measurements is also the time of measurement, and thus the time of determining the
vertical and horizontal positions. On the basis of the geometric position deflection
waveforms (Fig. 5) it appears that the weighting of the positioning accuracy of the

Fig. 5. Blur of the accuracy of geometric coefficients [13].
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drone in the horizontal plane is maximally 1.75 m, while in the vertical plane it reaches
3.2 m. In the case of using a flying object with a photometer, it is expected that its
angular positioning is inaccurate with respect to the sport object under test at the level
of ±0.141° in the C plane, and the positioning imprecision in the c angle range will
be ±0.258.

5 Summary

The problem of light pollution is usually considered in the calculation of simulations
and does not take into account the actual conditions that may arise, for example, from
the imprecise placement and directing of luminaire installed, for example, at a football
stadium. To realize the measurement, it is necessary to use a photometer that will
measure the light. The authors propose the use of an unmanned aerial vehicle for
measurements of light pollution, i.e. the assessment of the luminous flux emitted in the
upper half-space (towards the sky). Errors resulting from UAV positioning in the
indicated measurement geometry are typical for precision photogoniometric systems,
where positioning accuracy and repeatability of ±0.5° is acceptable. Due to the lack of
reliable information from UAV manufacturers and equipment in the form of “gimbals”
about their data related to positioning accuracy or repeatability, the assessment was
made on the basis of known dependences and properties of the components used in
them. It should be expected that the proposed method of photometric measurements
can be developed not only to assess the degree of light pollution but also, for example,
to audit functioning lighting systems in an open space or large-scale industrial facilities.

The article was realized in the Department of Photonics and Light Engineering
Electrical Engineering of the Białystok University of Technology as part of the
statutory work S/WE/4/2013 and as part of the work MB/WE/5/2017 and
MB/WE/7/2017 funded by the Ministry of Science and Higher Education.
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Abstract. The paper presents methods for estimating the inaccuracy of deter-
mining the angular position of the pilot’s helmet dedicated to the NSC-1 Orion
helmet-mounted cueing system with a magnetic method, intended for the W-
3PL Głuszec multi-purpose helicopter with integrated avionics system ZSA.
A flat coil with two separated rings, which generates a magnetic field with a
curved profile from the axis of symmetry, developed in the Polish Air Force
Institute of Technology (AFIT), was presented. The magnetic field curvature
causing errors of determining the angular position of the pilot’s helmet in
relation to the aircraft cabin reference frame was described with the use of
relationships formulated for the flat coil with two separated rings (inner and
outer). The inaccuracies determined on the basis of computer simulations of the
developed mathematical relationships were compared with experimental data
obtained from the magnetic field measurements using the integrated
ADIS 16405 triaxial sensor (with a measurement resolution of 0.5
mgauss/LSB). In order to improve the accuracy of determining the angular
position, an original algorithm for specifying linear deviations of the pilot’s
helmet from its neutral position, determined during the adjustment process of the
helmet (located on the axis of symmetry of the flat coil) was used. It allowed to
determine the current curvature of the generated magnetic field and to make
corrections.

Keywords: Avionics � Helmet-mounted cueing systems
Errors of the angular positioning � Magnetic field measurement
Flat coil profile modeling

1 Introduction

One of the most technologically modern and also the most important on-board systems
of the contemporary multi-purpose military aircraft and helicopters is a helmet-
mounted cueing system also called a helmet-mounted targeting system [2, 4, 19, 21].
The task of such a system includes the helmet-mounted indicating and tracking of a
target, as well as helmet-mounted imaging of piloting-navigational and observation-
targeting parameters. Such a system allows to guide the on-board weaponry systems
with the use of the pilot’s head movement (among others, including a moveable
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shooting position with an on-board machine rifle or a gun, coordinators of infrared
homing missiles as well as observation and targeting heads).

One of the methods used in the aviation helmet-mounted cueing systems is a
magnetic method [17]. An example of the system with such a method is the JHMCS
system built in F-16 multi-purpose aircraft, operated, among others, in the Polish
Armed Forces Aviation. It uses an on-board magnetic field transmitter, built in the
aircraft cabin, with a profile that allows to determine the angular position of the pilot’s
helmet in the system of coordinates associated with the aircraft cabin. The JHMCS
system represents a new generation of the helmet-mounted cueing systems, which is
currently expanded to the so-called virtual cockpit version [4, 21].

The element of the system mounted on the pilot’s helmet is the so-called attachment
that includes a projecting system of data imaging on a helmet-mounted display system,
as well as a helmet position tracking system in relation to the aircraft cabin with a
magnetic field sensor. The system is characterized by a field of view of 6°x 6°, with an
image source in the form of a miniature CRT lamp and night vision with a field of 40°
using NVG night vision goggles or an image from FLIR and LLTV heads [2, 4]. This
system allows to present information to the pilot in the field of target data, in “air-air”
and “air-ground” modes (in cooperation with LANTIRN suspended container designed
for F-16 multi-purpose aircraft).

The JHMCS system (Fig. 1.) uses the magnetic system of tracking the pilot’s
helmet with active noise reduction, which has a wide operating range of 180° in
azimuth and 90° in elevation. A zeroing line is determined in relation to the aircraft
cabin with a 240 Hz update frequency [17]. The estimated accuracy of the target
indication is of the order of ±0.5°. In the available advertising materials, there is no
information on the algorithm for determining the helmet position on the basis of the
analysis of components of the generated magnetic field.

The literature analysis results in the fact that one of the main problems related to the
combat use of the JHMCS class systems is the achievement of too little accuracy for
precise determination of the pilot’s zeroing line, currently required for new types of

Fig. 1. View of the JHMCS helmet-mounted cueing system (left side) and the system of
generating the magnetic field and managing on the board of the F-16 aircraft (right side) [17]
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on-board combat assets, among others, missiles aimed at targets indicated by laser and
opto-electronic surveillance TV and FLIR high resolution devices [4, 15, 17].

In order to meet these needs, within the framework of the implementation of a
research project carried out from the resources of the Ministry of Science and Higher
Education of the Republic of Poland, for the research and development (R&D) pur-
poses, a demonstrator of technologies in the scope of the NSC-1 helmet-mounted
cueing system was built in AFIT (Fig. 2).

This system uses the magnetic method in order to determine the momentary angular
position of the pilot’s helmet in relation to the aircraft cabin [15]. As a magnetic field
generator, the flat coil and specialized control system for supplying and measuring the
magnetic field components, necessary to determine the system of coordinates associ-
ated with the aircraft cabin, were used. The developed algorithm for determining the
helmet position in relation to the aircraft cabin is based on a quaternion calculus and the
magnetic field components measured by a sensor built into the attachment mounted on
the pilot’s helmet [20].

The currently built NSC-1 helmet-mounted cueing system is used in AFIT to
control the angular position of the observation-targeting head with TV/FLIR cameras,
coupled with a flight simulator under laboratory conditions [21].

2 Magnetic Method and System Used in the NSC-1 System

The tested magnetic system used in the NSC-1 system consists of one flat coil (Fig. 3)
generating an artificial magnetic field on the aircraft board [11, 13, 16, 18]. This coil
(marked as C) contains 80 coils (wound in the form of a spiral with the radius RC =
18 cm), has two separated rings: an inner ring (marked as A) and an outer ring
(marked as B). The inner ring (A) contains 40 coils (wound in the form of a spiral with
the radius RA = 9 cm), however, the outer ring (B) contains 40 coils (wound in the
form of a spiral with the radius RB = 18 cm, from 9 cm to 18 cm).

Under laboratory conditions of AFIT, in order to supply the coil, a DC power
supply with digital regulation and stabilization of the intensity of the current flowing in

Fig. 2. View of the NSC-1 Orion helmet-mounted cueing system (left side) and the magnetic
field generation system with the flat coil at the flight simulator station (right side) [15]
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the coil winding was used. In order to control the operation of the power supply system
and the measuring system with the ADIS 16405 magnetic sensor [1, 7, 23], the spe-
cialised KG-1HC computer, developed in AFIT, which is an integral part of the NSC-1
helmet-mounted cueing system, was used [20].

The measurement cycle includes four successive stages of supplying the selected
elements of the flat coil (inner and outer rings):
Stage 1. Supplying of the inner ring (marked as A coil) and measuring of the field by

the helment-mounted sensor in the state determined for the set angular
position of the pilot’s helmet;

Stage 2. Supplying of the outer ring (marked as B coil) and measuring of the field by
the helment-mounted sensor in the state determined for the set angular
position of the pilot’s helmet;

Stage 3. Supplying of the inner and outer rings (marked as C coil) and measuring of
the field by the helment-mounted sensor in the state determined for the set
angular position of the pilot’s helmet;

Stage 4. Measurement of the environmental field (without coil supplying) by the
helmet-mounted sensor in the state determined for the set angular position
of the pilot’s helmet.

The magnetic field generated by the flat coil is treated as a reference field, forming
the coordinate system associated with the aircraft cabin [22].

By taking into account the environmental magnetic field measurement (imple-
mented at stage 4), three measurement vectors (from stages 1, 2 and 3) containing
differential signals free from any distortive impact of the external magnetic field
(natural magnetic field of the Earth and the magnetic field generated by on-board

Fig. 3. View of the flat coil system with the inner and outer rings intended for magnetic field
generation at the point of the ADIS 16405 helmet-mounted measuring system location [22]
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electric circuits and structural ferromagnetic elements of the aircraft, including the
pilot’s seat, engine, spars) are obtained [3, 8, 14].

3 Description of Magnetic Field Generated in the NSC-1
System

The magnetic field, generated at individual stages of the measurement cycle, includes
the components oriented in the reference frame associated with the aircraft cabin,
which are described with the use of the following relationships [22]:

½BSPðAÞ� ¼ ½BX
SPðAÞ; BY

SPðAÞ;BZ
SPðAÞ� ð1Þ

where: BSP(A) – vector of the magnetic field generated by the inner ring (A coil);
BSP
X (A), BSP

Y (A), BSP
Z (A) – components of the magnetic field generated by A coil.

½BSPðBÞ� ¼ ½BX
SPðBÞ; BY

SPðBÞ;BZ
SPðBÞ� ð2Þ

where: BSP(B) – vector of the magnetic field generated by the outer ring (B coil);
BSP
X (B), BSP

Y (B), BSP
Z (B) – components of the magnetic field generated by B coil.

½BSPðCÞ� ¼ ½BX
SPðCÞ; BY

SPðCÞ;BZ
SPðCÞ� ð3Þ

where: BSP(C) – vector of the magnetic field generated by both rings (C coil); BSP
X (C),

BSP
Y (C), BSP

Z (C) – components of the magnetic field generated by C coil.
The components of the generated magnetic field were determined at the mea-

surement point P(x0, y0, z0), lying on the axis of symmetry of the flat coil and distant
from the coil by DC, characterising the so-called neutral position of the pilot’s helmet in
the adjustment process (Fig. 4).

Fig. 4. Overview of the method for determining the components of the magnetic field generated
by the flat coil at the point of the ADIS 16405 measuring system location [22]
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For A coil (inner ring) supplied with the current of I(A) intensity with the axis of
symmetry oriented along the longitudinal axis of the aircraft (where DC = D(A), RA =
Ri(A)), the magnetic field components are defined in the following form [12]:

BX
SPðA; x0; y0; z0Þ ¼ l � IðAÞ � A3ðA; x0; y0; z0Þ ð4Þ

BY
SPðA; x0; y0; z0Þ ¼ 0 ð5Þ

BZ
SPðA; x0; y0; z0Þ ¼ 0 ð6Þ

where:

A3ðA; x0; y0; z0Þ ¼ 1
2
�

XRmaxðAÞ¼ 9 cm

RminðAÞ¼ 0 cm

R2
i ðAÞ

½ðDðAÞ2 þ R2
i ðAÞ�3=2

ð7Þ

For B coil (outer ring) supplied with the current of I(B) intensity with the axis of
symmetry oriented along the longitudinal axis of the aircraft (where DC = D(B), RB =
Ri(B)), the magnetic field components are defined in the following form [12]:

BX
SPðB; x0; y0; z0Þ ¼ l � IðBÞ � A3ðB; x0; y0; z0Þ ð8Þ

BY
SPðB; x0; y0; z0Þ ¼ 0 ð9Þ

BZ
SPðB; x0; y0; z0Þ ¼ 0 ð10Þ

where:

A3ðB; x0; y0; z0Þ ¼ 1
2
�

XRmaxðBÞ¼ 18 cm

RminðBÞ¼ 9 cm

R2
i ðBÞ

½ðDðBÞ2 þ R2
i ðBÞ�3=2

ð11Þ

For C coil (both rings) supplied with the current of I(C) intensity with the axis of
symmetry oriented along the longitudinal axis of the aircraft (where DC = D(C), RC =
Ri(C)), the magnetic field components are defined in the following form [12]:

BX
SPðC; x0; y0; z0Þ ¼ l � IðCÞ � A3ðC; x0; y0; z0Þ ð12Þ

BY
SPðC; x0; y0; z0Þ ¼ 0 ð13Þ

BZ
SPðC; x0; y0; z0Þ ¼ 0 ð14Þ
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where:

A3ðC; x0; y0; z0Þ ¼ 1
2
�

XRmaxðCÞ¼ 18 cm

RminðCÞ¼ 0 cm

R2
i ðCÞ

½ðDðCÞ2 þ R2
i ðCÞ�3=2

ð15Þ

4 The NSC-1 System - Helmet Position Determining
Algorithm

In order to determine the angular position of the pilot’s helmet in relation to the aircraft
cabin, the quaternion calculus describing the relations between the magnetic field
components generated by the flat coil (or its rings) and components of the magnetic
field measured by the sensor placed on the pilot’s helmet can be used [9, 10, 20].

Between the components of the magnetic field generated by the flat coil (C) and the
components of the magnetic field measured by the sensor placed on the pilot’s helmet
in the set angular position (represented by an elevation angle and an azimuth angle),
there is [20]:

BPOðCÞf g � QPO
SP ðCÞ

� � ¼ QPO
SP ðCÞ

� � � BSPðCÞf g ð16Þ

QPO
SP ðCÞ

� � ¼ BPOðCÞf g � QPO
SP ðCÞ

� � � BSPðCÞf g�1 ð17Þ

where: {BSP(C)} – quaternion built from the components of the vector of the magnetic
field generated by C coil; {BPO(C)} – quaternion built of magnetic field vector com-
ponents measured by the ADIS 16405 sensor; {QPO

SP ðCÞ} – quaternion specifying the
angular position of the pilot’s helmet in relation to the aircraft cabin.

In order to solve the above equation, the original algorithm, developed in AFIT and
based on the normalized quaternion properties, was used, and for it, the following
occurs [20]:

½Q0POSP ðCÞ�2 þ ½QXPO
SP ðCÞ�2 þ ½QYPO

SP ðCÞ�2 þ ½QZPO
SP ðCÞ�2 ¼ 1 ð18Þ

where: Q0POSP ðCÞ, QXPO
SP ðCÞ, QYPO

SP ðCÞ, QZPO
SP ðCÞ – components of the quaternion

defining the angular position of the pilot’s helmet in relation to the aircraft cabin.
Based on the designated quaternion components, it is possible to determine the

angles of spatial orientation of the pilot’s helmet in relation to the aircraft in the form
of:

– elevation angle of the pilot’s helmet in relation to the cabin reference frame:

EPO
SP ðCÞ ¼ ARC CTN

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � 4 � QXPO

SP ðCÞ � QZPO
SP ðCÞ þ Q0POSP ðCÞ � QYPO

SP ðCÞ� �
2

q
2 � QXPO

SP ðCÞ � QZPO
SP ðCÞ þ Q0POSP ðCÞ � QYPO

SP ðCÞ� �
0
@

1
A

ð19Þ
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– azimuth angle of the pilot’s helmet in relation to the cabin reference frame:

APO
SP ðCÞ ¼ 2ARC CTN

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � 4 � QXPO

SP ðCÞ � QZPO
SP ðCÞ þ Q0POSP ðCÞ � QYPO

SP ðCÞ� �
2

q
2 � QYPO

SP ðCÞ � QZPO
SP ðCÞ � Q0POSP ðCÞ � QXPO

SP ðCÞ
� � þ

þ
ðQ0POSP ðCÞ Þ2 þ ðQZPO

SP ðCÞ Þ2 � ðQXPO
SP ðCÞ Þ2 � ðQYPO

SP ðCÞ Þ2
h i

2 � QYPO
SP ðCÞ � QZPO

SP ðCÞ � Q0POSP ðCÞ � QXPO
SP ðCÞ

� �

0
BBBBBB@

1
CCCCCCA

ð20Þ

Preliminary testing accuracy of determining the spacial position’s angles of the
pilot’s helmet for the NSC-1 helmet-mounted cueing system were performed on the test
station, built in the AFIT for testing the flat coil used in the magnetic methods [5, 6].

Theerrorsofdetermining the anglesof spatial orientationof thepilot’s helmet in relation
to the aircraft cabin for the assumed inaccuracy of the magnetic field measurement for the
ADIS 16405 sensor (Fig. 5) can be determined with the use of the above relationships,
taking into account the sensor errors in the equations (4)�(6), (8)�(10), (12)�(14)
respectively for the components of the field generated by individual rings of the flat coil.

The error values for the selected angular positions of the pilot’s helmet in relation to
the aircraft cabin for the assumed inaccuracy of the magnetic field measurement by the
ADIS 16405 sensor at the level of ±0.5 [mgauss] in the axes transverse to the axis of

Fig. 5. View of the integrated ADIS 16405 triaxial sensor built on the pilot’s helmet [20]

Table 1. The errors of determining the elevation angle of the pilot’s helmet in relation to the
reference frame associated with the cabin resulting from the measurement error of the magnetic
field generated by the coils

Azimuth
−45° −30° −15° 0° +15° +30° +45°

Elevation +45° 0,058 0,058 0,058 0,058 0,058 0,058 0,058
+30° 0,057 0,057 0,057 0,057 0,057 0,057 0,057
+15° 0,057 0,057 0,057 0,057 0,057 0,057 0,057
0° 0,057 0,057 0,057 0,057 0,057 0,057 0,057
−15° 0,057 0,057 0,057 0,057 0,057 0,057 0,057
−30° 0,057 0,057 0,057 0,057 0,057 0,057 0,057
−45° 0,058 0,058 0,058 0,058 0,058 0,058 0,058
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symmetry of the coil are shown in Table 1 (for the elevation channel) and in Table 2
(for the azimuth channel).

The obtained error values do not exceed the level of 0.1° and they can be reduced in
the future by using a more accurate magnetic field sensor [21, 22].

5 Field Curvature Correction Algorithm in the NSC-1
System

The components of the generated magnetic field were determined at the measurement
point P’(x0 + Dx,y0 + Dy,z0 + Dz), lying outside the axis of symmetry of the coil and
distant from the so-called neutral position of the pilot’s helmet (at the point P(x0, y0,
z0)) by the deviations Dx, Dy and Dz (Fig. 6).

Table 2. The errors of determining the azimuth angle of the pilot’s helmet in relation to the
reference frame associated with the cabin resulting from the measurement error of the magnetic
field generated by the coils

Azimuth
−45° −30° −15° 0° +15° +30° +45°

Elevation +45° 0,081 0,081 0,081 0,081 0,081 0,081 0,081
+30° 0,066 0,066 0,066 0,066 0,081 0,081 0,081
+15° 0,059 0,059 0,059 0,059 0,081 0,081 0,081
0° 0,057 0,057 0,057 0,057 0,081 0,081 0,081
-15° 0,059 0,059 0,059 0,059 0,081 0,081 0,081
-30° 0,066 0,066 0,066 0,066 0,081 0,081 0,081
-45° 0,081 0,081 0,081 0,081 0,081 0,081 0,081

Fig. 6. Overview of the method for determining the components of the magnetic field generated
by the flat coil at the point of the ADIS 16405 measuring system location [22]
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The magnetic field generation and measurement take place analogically to the
above-described case for the pilot’s helmet placed in the neutral position. The mea-
surement cycle consists of four successive stages of supplying the selected elements of
the flat coil (inner and outer rings). In order to reduce interference (from the Earth’s
magnetic field and the magnetic field generated by the aircraft and its equipment), the
environmental magnetic field is measured when the flat coil is not supplied.

For A coil (inner ring) supplied with the current of I(A) intensity with the axis of
symmetry oriented along the longitudinal axis of the aircraft, the magnetic field
components are defined in the following form [22]:

BX
SPðA; Dx;Dy;DzÞ ¼ BX

SPðA; x0; y0; z0Þ þ l � IðAÞ � 2A1 ðA; x0; y0; z0Þ � Dx½ � þ

þ l � IðAÞ � A2ðA; x0; y0; z0Þ � ðDx2 � 1
2
Dy2 � 1

2
Dz2 Þ

� �
þ

þ l � IðAÞ � 1
6
A4 ðA; x0; y0; z0Þ � ð 4Dx3 � 6Dy2Dx2 � 6Dz2Dx2 Þ

� �

ð21Þ

BY
SPðA; Dx;Dy;DzÞ ¼ BY

SPðA; x0; y0; z0Þ þ l � IðAÞ � A1 ðA; x0; y0; z0Þ � Dy½ � þ
þ l � IðAÞ � A2ðA; x0; y0; z0Þ � Dx � Dy½ � þ

þ l � IðAÞ � 1
4
A4 ðA; x0; y0; z0Þ � ðDy2 þ Dz2 � 4Dx2 Þ � Dy

� �

ð22Þ

BZ
SPðA; Dx;Dy;DzÞ ¼ BZ

SPðA; x0; y0; z0Þ þ l � IðAÞ � A1 ðA; x0; y0; z0Þ � Dz½ � þ
þ l � IðAÞ � A2ðA; x0; y0; z0Þ � Dx � Dz½ � þ

þ l � IðAÞ � 1
4
A4 ðA; x0; y0; z0Þ � ðDy2 þ Dz2 � 4Dx2 Þ � Dz

� �

ð23Þ

where:

A1ðA; x0; y0; z0Þ ¼ 3
4
�

XRmaxðAÞ¼ 9 cm

RminðAÞ¼ 0 cm

DðAÞ � R2
i ðAÞ

½ðDðAÞ2 þ R2
i ðAÞ�5=2

ð24Þ

A2ðA; x0; y0; z0Þ ¼ 3
4
�

XRmaxðAÞ ¼ 9 cm

RminðAÞ ¼ 0 cm

R2
i ðAÞ � ½ 4 � D2ðAÞ � R2

i ðAÞ�
½ðDðAÞ2 þ R2

i ðAÞ�7=2
ð25Þ

A4ðA; x0; y0; z0Þ ¼ 15
8
�

XRmaxðAÞ¼ 9 cm

RminðAÞ¼ 0 cm

R2
i ðAÞ � ½ 4 � D2ðAÞ � 3 � R2

i ðAÞ�
½ðDðAÞ2 þ R2

i ðAÞ�9=2
ð26Þ
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For B coil (outer ring) supplied with the current of I(B) intensity with the axis of
symmetry oriented along the longitudinal axis of the aircraft, the magnetic field
components are defined in the following form [22]:

BX
SPðB; Dx;Dy;DzÞ ¼ BX

SPðB; x0; y0; z0Þ þ l � IðBÞ � 2A1 ðB; x0; y0; z0Þ � Dx½ � þ

þ l � IðBÞ � A2ðB; x0; y0; z0Þ � ðDx2 � 1
2
Dy2 � 1

2
Dz2 Þ

� �
þ

þ l � IðBÞ � 1
6
A4 ðB; x0; y0; z0Þ � ð 4Dx3 � 6Dy2Dx2 � 6Dz2Dx2 Þ

� �

ð27Þ

BY
SPðB; Dx;Dy;DzÞ ¼ BY

SPðB; x0; y0; z0Þ þ l � IðBÞ � A1 ðB; x0; y0; z0Þ � Dy½ � þ
þ l � IðBÞ � A2ðB; x0; y0; z0Þ � Dx � Dy½ � þ

þ l � IðBÞ � 1
4
A4 ðB; x0; y0; z0Þ � ðDy2 þ Dz2 � 4Dx2 Þ � Dy

� �

ð28Þ

BZ
SPðB; Dx;Dy;DzÞ ¼ BZ

SPðB; x0; y0; z0Þ þ l � IðBÞ � A1 ðB; x0; y0; z0Þ � Dz½ � þ
þ l � IðBÞ � A2ðB; x0; y0; z0Þ � Dx � Dz½ � þ

þ l � IðBÞ � 1
4
A4 ðB; x0; y0; z0Þ � ðDy2 þ Dz2 � 4Dx2 Þ � Dz

� �

ð29Þ

where:

A1ðB; x0; y0; z0Þ ¼ 3
4
�

XRmaxðBÞ¼ 18 cm

RminðBÞ¼ 9 cm

DðBÞ � R2
i ðBÞ

½ðDðBÞ2 þ R2
i ðBÞ�5=2

ð30Þ

A2ðB; x0; y0; z0Þ ¼ 3
4
�

XRmaxðBÞ¼ 18 cm

RminðBÞ¼ 9 cm

R2
i ðBÞ � ½ 4 � D2ðBÞ � R2

i ðBÞ�
½ðDðBÞ2 þ R2

i ðBÞ�7=2
ð31Þ

A4ðB; x0; y0; z0Þ ¼ 15
8
�

XRmaxðBÞ¼ 18 cm

RminðBÞ¼ 9 cm

R2
i ðBÞ � ½ 4 � D2ðBÞ � 3 � R2

i ðBÞ�
½ðDðBÞ2 þ R2

i ðBÞ�9=2
ð32Þ

For C coil (both rings) supplied with the current of I(C) intensity with the axis of
symmetry oriented along the longitudinal axis of the aircraft, the magnetic field
components are defined in the following form [22]:
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BX
SPðC; Dx;Dy;DzÞ ¼ BX

SPðC; x0; y0; z0Þ þ l � IðCÞ � 2A1 ðC; x0; y0; z0Þ � Dx½ � þ

þ l � IðCÞ � A2ðC; x0; y0; z0Þ � ðDx2 � 1
2
Dy2 � 1

2
Dz2 Þ

� �
þ

þ l � IðCÞ � 1
6
A4 ðC; x0; y0; z0Þ � ð 4Dx3 � 6Dy2Dx2 � 6Dz2Dx2 Þ

� �

ð33Þ

BY
SPðC; Dx;Dy;DzÞ ¼ BY

SPðC; x0; y0; z0Þ þ l � IðCÞ � A1 ðC; x0; y0; z0Þ � Dy½ � þ
þ l � IðCÞ � A2ðC; x0; y0; z0Þ � Dx � Dy½ � þ

þ l � IðCÞ � 1
4
A4 ðC; x0; y0; z0Þ � ðDy2 þ Dz2 � 4Dx2 Þ � Dy

� �

ð34Þ

BZ
SPðC; Dx;Dy;DzÞ ¼ BZ

SPðC; x0; y0; z0Þ þ l � IðCÞ � A1 ðC; x0; y0; z0Þ � Dz½ � þ
þ l � IðCÞ � A2ðC; x0; y0; z0Þ � Dx � Dz½ � þ

þ l � IðCÞ � 1
4
A4 ðC; x0; y0; z0Þ � ðDy2 þ Dz2 � 4Dx2 Þ � Dz

� �

ð35Þ

where:

A1ðC; x0; y0; z0Þ ¼ 3
4
�

XRmaxðCÞ¼ 18 cm

RminðCÞ¼ 0 cm

DðCÞ � R2
i ðCÞ

½ðDðCÞ2 þ R2
i ðCÞ�5=2

ð36Þ

A2ðC; x0; y0; z0Þ ¼ 3
4
�

XRmaxðCÞ¼ 18 cm

RminðCÞ¼ 0 cm

R2
i ðCÞ � ½ 4 � D2ðCÞ � R2

i ðCÞ�
½ðDðCÞ2 þ R2

i ðCÞ�7=2
ð37Þ

A4ðC; x0; y0; z0Þ ¼ 15
8
�

XRmaxðCÞ¼ 18 cm

RminðCÞ¼ 0 cm

R2
i ðCÞ � ½ 4 � D2ðCÞ � 3 � R2

i ðCÞ�
½ðDðCÞ2 þ R2

i ðCÞ�9=2
ð38Þ

The knowledge of mathematical relationships describing the individual components
of the magnetic field generated by individual rings of the flat coil at the set mea-
surement point P’(x0 + Dx,y0 + Dy,z0 + Dz), distant from the neutral position P(x0, y0,
z0), allows to determine the magnetic field curvature angles, and it is used in the
developed algorithm for the correction of errors of determining the angular position of
the pilot’s helmet [22].

The error values before making corrections for the selected angular positions of the
pilot’s helmet in relation to the cabin and the adopted deviations: Dx = 0 cm, Dy =
1 cm, Dz = 1 cm, were presented in Table 3 (for the elevation channel) and in Table 4
(for the azimuth channel).

330 A. Szelmanowski et al.



The obtained errors of determining the position of the pilot’s helmet reach the
maximum values of 4° and significantly exceed the acceptable level adopted for the
NSC-1 Orion helmet-mounted cueing system [20].

In order to reduce these errors, the correction method that uses the same mea-
surement data without the additional method for determining the linear position of the
pilot’s helmet in relation to the aircraft cabin, was developed in the Avionics Division
of AFIT.

The developed author’s original correction algorithm is based on the determination
of the deviations Dx, Dy and Dz in relation to the neutral position of the pilot’s helmet
with the use of the relationships defining the so-called standard of the vector of the
magnetic field generated by individual coils A, B and C.

For A coil (supplied inner ring) with the axis of symmetry oriented along the
longitudinal axis of the aircraft, the vector module of the generated magnetic field is
described in the following form:

Table 3. The errors of determining the elevation angle of the pilot’s helmet in relation to the
reference frame associated with the cabin resulting from the curvature of the magnetic field
generated by the coils

Azimuth
−45° −30° −15° 0° +15° +30° +45°

Elevation +45° 2,765 2,765 2,765 2,765 2,765 2,765 2,765
+30° 2,740 2,740 2,740 2,740 2,740 2,740 2,740
+15° 2.721 2.721 2.721 2.721 2.721 2.721 2.721
0° 2,704 2,704 2,704 2,704 2,704 2,704 2,704
−15° 2,721 2,721 2,721 2,721 2,721 2,721 2,721
−30° 2,740 2,740 2,740 2,740 2,740 2,740 2,740
−45° 2,765 2,765 2,765 2,765 2,765 2,765 2,765

Table 4. The errors of determining the azimuth angle of the pilot’s helmet in relation to the
reference frame associated with the cabin resulting from the curvature of the magnetic field
generated by the coils

Azimuth
−45° −30° −15° 0° +15° +30° +45°

Elevation +45° 4,016 4,016 4,016 4,016 4,016 4,016 4,016
+30° 3,213 3,213 3,213 3,213 3,213 3,213 3,213
+15° 2,839 2,839 2,839 2,839 2,839 2,839 2,839
0° 2,707 2,707 2,707 2,707 2,707 2,707 2,707
−15° 2,839 2,839 2,839 2,839 2,839 2,839 2,839
−30° 3,213 3,213 3,213 3,213 3,213 3,213 3,213
−45° 4,016 4,016 4,016 4,016 4,016 4,016 4,016
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½BSPðA; Dx;Dy;DzÞ�
		 		 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BX
SPðA; Dx;Dy;DzÞ


 �
2 þ BY

SPðA; Dx;Dy;DzÞ

 �

2 þ BZ
SPðA; Dx;Dy;DzÞ


 �
2

q

ð39Þ

which is, at the same time, equal to the vector module of the magnetic field measured
by the sensor in the set linear position of the pilot’s helmet in relation to the aircraft
cabin:

½BPOðA; Dx;Dy;DzÞ�
		 		 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BX
POðA; Dx;Dy;DzÞ


 �
2 þ BY

POðA; Dx;Dy;DzÞ

 �

2 þ BZ
POðA; Dx;Dy;DzÞ


 �
2

q

ð40Þ

For B coil (supplied outer ring) with the axis of symmetry oriented along the
longitudinal axis of the aircraft, the vector module of the generated magnetic field is
described in the following form:

½BSPðB; Dx;Dy;DzÞ�
		 		 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BX
SPðB; Dx;Dy;DzÞ


 �
2 þ BY

SPðB; Dx;Dy;DzÞ

 �

2 þ BZ
SPðB; Dx;Dy;DzÞ


 �
2

q

ð41Þ

which is, at the same time, equal to the vector module of the magnetic field measured
by the sensor in the set linear position of the pilot’s helmet in relation to the aircraft
cabin:

½BPOðB; Dx;Dy;DzÞ�
		 		 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BX
POðB; Dx;Dy;DzÞ


 �
2 þ BY

POðB; Dx;Dy;DzÞ

 �

2 þ BZ
POðB; Dx;Dy;DzÞ


 �
2

q

ð42Þ

For C coil (both rings supplied) with the axis of symmetry oriented along the
longitudinal axis of the aircraft, the vector module of the generated magnetic field is
described in the following form:

½BSPðC; Dx;Dy;DzÞ�
		 		 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BX
SPðC; Dx;Dy;DzÞ


 �
2 þ BY

SPðC; Dx;Dy;DzÞ

 �

2 þ BZ
SPðC; Dx;Dy;DzÞ


 �
2

q

ð43Þ

which is, at the same time, equal to the vector module of the magnetic field measured
by the sensor in the set linear position of the pilot’s helmet in relation to the aircraft
cabin:

½BPOðC; Dx;Dy;DzÞ�
		 		 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BX
POðC; Dx;Dy;DzÞ


 �
2 þ BY

POðC; Dx;Dy;DzÞ

 �

2 þ BZ
POðC; Dx;Dy;DzÞ


 �
2

q

ð44Þ

The above relationships allow to determine the deviations Dx, Dy and Dz in relation
to the neutral position of the pilot’s helmet by solving the equation system (39) � (44),
after substitution of variables from the relationships (21) � (23), (27) � (29) and
(33) � (35).
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For example, after taking into account only the linear parts from the development of
individual components of the magnetic field into the Taylor series, the deviations Dx
and Dy characterising the linear position of the pilot’s helmet along the longitudinal
and transverse axes of the aircraft in the curved magnetic field generated by the selected
rings (inner and outer) of the flat coil can be determined with the use of the following
relationships:

Dx� ¼
ðA1 ðA; x0; y0; z0ÞÞ2 � ðA3ðB; x0; y0; z0ÞÞ2 � ðA1 ðB; x0; y0; z0ÞÞ2 � ðA3ðA; x0; y0; z0ÞÞ2
h i

4 � ðA1 ðB; x0; y0; z0ÞÞ2 � A1 ðA; x0; y0; z0Þ � A3ðA; x0; y0; z0Þ
h i

� ðA1 ðA; x0; y0; z0ÞÞ2 � A1 ðB; x0; y0; z0Þ � A3ðB; x0; y0; z0Þ
h in o þ

þ
ðA1 ðB; x0; y0; z0ÞÞ2 � ðBPO ðA; x0; y0; z0ÞÞ2 � ðA1 ðB; x0; y0; z0ÞÞ2 � ðA3ðA; x0; y0; z0ÞÞ2
h i

4 � ðA1 ðB; x0; y0; z0ÞÞ2 � A1 ðA; x0; y0; z0Þ � A3ðA; x0; y0; z0Þ
h i

� ðA1 ðA; x0; y0; z0ÞÞ2 � A1 ðB; x0; y0; z0Þ � A3ðB; x0; y0; z0Þ
h in o

ð45Þ

Dy� ¼
ðBPO ðB; x0; y0; z0ÞÞ2 � ðA3ðB; x0; y0; z0ÞÞ2
h i

ðA1 ðB; x0; y0; z0ÞÞ2
� 2 � A1 ðB; x0; y0; z0Þ½ �

ðA1 ðB; x0; y0; z0ÞÞ2
� Dx� ð46Þ

The determined deviation values Dx*, Dy* and Dz* allow to specify the curvature
angles of the magnetic field at the set measurement point, in which the magnetic field
sensor built on the pilot’s helmet is located, and thus, to make the corrections to the
determined elevation and azimuth angles of the pilot’s helmet in relation to the cabin
reference frame. The knowledge of the magnetic field curvature angles is used in the
developed algorithm for correcting the errors of determining the angular position of the
pilot’s helmet.

The values of these errors after making corrections for the selected angular posi-
tions of the pilot’s helmet in relation to the cabin and the adopted deviations: Dx =
0 cm, Dy = 1 cm, Dz = 1 cm, were presented in Table 5 (for the elevation channel)
and in Table 6 (for the azimuth channel).

Table 5. The errors of determining the elevation angle of the pilot’s helmet in relation to the
cabin reference frame after the correction of the curvature of the magnetic field generated by the
coils

Azimuth
−45° −30° −15° 0° +15° +30° +45°

Elevation +45° 0,573 0,573 0,573 0,573 0,573 0,573 0,573
+30° 0,563 0,563 0,563 0,563 0,563 0,563 0,563
+15° 0,554 0,554 0,554 0,554 0,554 0,554 0,554
0° 0,547 0,547 0,547 0,547 0,547 0,547 0,547
−15° 0,554 0,554 0,554 0,554 0,554 0,554 0,554
−30° 0,563 0,563 0,563 0,563 0,563 0,563 0,563
−45° 0,573 0,573 0,573 0,573 0,573 0,573 0,573
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The obtained errors of determining the angular position of the pilot’s helmet reach
the maximum values of 0.5° and do not exceed the acceptable level adopted for the
NSC-1 Orion helmet-mounted cueing system [20]. The values of these errors can be
reduced by using more developed models of the generated magnetic field (including
further non-linear components from the development into the Taylor series).

6 Conclusion

The scientific aspect of the presented subject was to present a method for determining
the angular position of the pilot’s helmet in the NSC-Orion helmet-mounted cueing
system, developed in AFIT for the W-3PL Głuszec multi-purpose helicopter. The
carried-out simulation and verification tests were aimed at determination of the inac-
curacy of specifying the angular position of the pilot’s helmet in relation to the ref-
erence frame associated with the aircraft cabin, with the use of the magnetic method
(with the magnetic system including the flat coil that generates the magnetic field with a
curved profile from the axis of symmetry).

The carried-out error estimates in the range of the inaccuracy of determining the
angular position of the pilot’s helmet with the use of the magnetic method showed that
for the flat coil with two separated rings (inner and outer), it is possible to correct the
errors by determining the helmet linear deviations from the neutral position (deter-
mined during adjustment of the helmet-mounted system).

The advantage of the developed correction algorithm is the use of the same mea-
surement data that are used in order to determine the angular position of the pilot’s
helmet for the curved field. It has been proven that the components of the magnetic
field generated by individual rings of the flat coin allow to determine the linear
deviations of the helmet from the neutral position, and thus, to specify the magnetic
field curvature and to make its correction based on the magnetic field models developed
in the Avionics Division of AFIT.

Table 6. The errors of determining the azimuth angle of the pilot’s helmet in relation to the
cabin reference frame after the correction of the curvature of the magnetic field generated by the
coils

Azimuth
−45° −30° −15° 0° +15° +30° +45°

Elevation +45° 0,549 0,549 0,549 0,549 0,549 0,549 0,549
+30° 0,481 0,481 0,481 0,481 0,481 0,481 0,481
+15° 0,426 0,426 0,426 0,426 0,426 0,426 0,426
0° 0,338 0,338 0,338 0,338 0,338 0,338 0,338
−15° 0,426 0,426 0,426 0,426 0,426 0,426 0,426
−30° 0,481 0,481 0,481 0,481 0,481 0,481 0,481
−45° 0,549 0,549 0,549 0,549 0,549 0,549 0,549
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The developed computational algorithms, as implemented software applications,
were used in the laboratory of the Avionics Division of AFIT for helmet-mounted
control of the angular position of the observation-targeting and reflector-searchlight
heads. It is anticipated that the positive results of these works will be applied on board
of the W-3PL Głuszec helicopter with the NSC-1 Orion helmet-mounted cueing sys-
tem, among others, for the implementation of SAR/CSAR search and rescue missions.
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Abstract. This paper presents the design and construction of a module for
measuring the geometry and orientation of turbojet engine blades. The mea-
surement module forms a component of a robotic processing station for grinding
of turbojet engine blades. The robotic processing station comprises an industrial
robot manipulator with a dedicated gripper, the measurement module with
proximity sensors, and blade grinding tooling components. The measurement
outputs were transferred by TCP from the measurement module to the controller
of the robot manipulator. The measurement outputs could be applied in blade
grinding, displayed on a control panel, or processed into a measurement test
report.

Keywords: Robotic measurement � Blade inspection � Turbojet engine blades

1 Introduction

The development of industrial robotics focuses mainly on applications which require a
high level of process-robot interaction. This includes turbojet engine blade measure-
ment and grinding processes, where varying allowances must be removed. The pro-
cesses include the robotic-assisted quality control of jet engine components presented
in [1–3].

This paper proposes an alternative solution to the measurement module used for
robot-assisted geometry measurement of turbojet engine blades. The measurement data
output by the solution can be used for quality control or for the execution of or
assistance in robotic machining. Aerospace robotic machining and the diagnostics of
robotic processing station components are discussed in [4–8]. An application of a 3D
scanner manufactured by GOM for the measurement of blade geometry during ser-
vicing and overhaul is presented in [9]. Blade geometry is measured in machining
processes for cutting tool motion correction, for example by measurements made with
machining head sensors, [10, 11] or the correction of a robot’s TCP with a laser
measurement system to improve grinding processes, [12, 13]. A grinding process can
also be improved by laser scanning [14]. Laser triangulation systems for fast blade
geometry measurements are presented in [15], with a mathematical description of the
measurement method. The problems of approximation of the high volumes of
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measurement output information obtained by scanning are considered in [16]. 3D laser
systems which measure blade geometry and compare the measurement outputs to
geometric masters (models) in robotic machining control applications are discussed in
[17]. The problem of measurement uncertainty in vision systems is discussed in the
paper [18].

To recapitulate, the problems of constructing a module dedicated to robot-assisted
blade geometry verification remain valid and a part of the automation of machinery
component fabrication and control processes.

2 Blade Characteristics

Blades are among the basic components of turbojet engines. The design of any modern
turbojet engine is very complex, and the engines vary in the number and application
types of blades [15]. A general classification of turbojet engine blades is as follows:

• compressor blades: these compress the air stream passing through the compressor;
they are prone to foreign object damage (FOD), such as bird strikes,

• turbine blades: these transfer the active energy from the jet fuel combustion gas to
the turbine rotor to propel it; they operate at high temperatures and in aggressive
conditions.

Turbojet engine blades have to be manufactured using state of the art technologies to
achieve the required high geometric accuracy and strength parameters. Turbojet engine
blades are qualified as flight safety critical components, and are subject to many control
procedures. The blade control procedures focus on the quality of castings and forgings,
material structure, and fabricated geometric features. Turbojet engine blades are subject
to torsion and bending by the aerodynamic forces and tension by the centrifugal forces.
These mean that the blades the most stressed components in a turbojet engine, and
require replacement at short intervals. The time and cost of blade production can be as
much as 35% of the total time and cost of production of an entire turbojet engine [19].
A modern turbojet engine may have around 3000 blades. This sheer number of blades
makes their durability a crucial criterion of the strength of the entire turbojet engine.
The number of blades per turbojet engine means their manufacturing and quality
control have become mass, automatic and repeatable processes.

The blade design (Fig. 1) depends on the blade type. A blade comprises an airfoil
(the working part of the blade) and a blade locking piece. The crosssections of a blade
airfoil are aerodynamically profiled and fabricated down to a geometric tolerance of
0.1 mm, at roughness levels (Ra) between 0.08 and 0.63 mm in the case of turbine
blades. The blade locking piece fastens the blade to a component, and is fabricated to a
geometric tolerance of 0.01 mm and Ra = 1.25 mm [20].

The concave portion of a blade is the high pressure surface while the convex
portion is the low pressure surface. A blade features different edges: the leading edge
(LE) is oriented towards the incoming gas flow, while the opposite edge is the trailing
edge (TE). The quality control of these features involve geometry measurements of the
blade by reference to the blade section, as shown in Fig. 2.
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The blade section has the following features:

• b – blade chord,
• c – blade thickness,
• f – section centre line,
• r1 – LE radius,
• r2 – TE radius.

The blade section is specifically twisted along its length and relative to the lon-
gitudinal axis of the blade; this twist is defined by the operating conditions of the blade
and the stress it must withstand. Blades are dimensioned according to gas dynamic
calculations. However, several general relationships can be defined for blade dimen-
sioning, including the relationship of the blade thickness to the blade length (Fig. 3).

Fig. 1. Blade design.

Fig. 2. Blade section [20].
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The blade section thickness cmax for a turbine generator blade is within the following
limits:

• root diameter (Din), c1 = 0.2 − 0.3b,
• middle diameter (Dmid), c2 = 0.10 − 0.15b,
• tip diameter (Dout), c3 = 0.04 − 0.06b.

3 Blade Geometry Measurement Methods

Several methods are available today by which the geometry and the twist angle of
blades at individual blade sections can be measured. Geometry measurement methods
generally include contact and non-contact methods.

Traditional geometry measurements rely on contact methods. The blade is mea-
sured by specifically designed instruments. The blade to be measured is aligned and
secured in a fixture, following which contact sensors are used to measure the geometry.
The measurement is made by bringing the measurement instrument’s contact sensor
head to the blade surface; if the measurement is done on both sides of the blade, the
blade thickness can be determined. Legacy contact measurement solutions relied on a
few specifically chosen measurement points, due to the immobility of the contact

Fig. 3. Blade geometry vs. blade length.
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sensors. Commercially available, dedicated measurement modules exist which enable
automatic geometric measurements. One example is a module manufactured by Ren-
ishaw (Fig. 4).

In the solution proposed here, the REVO contact sensor head was installed in a
coordinate measurement machine. The contact sensor head’s paths of motion were
generated by a dedicated software suite, APEXBlade. A drawback of this geometry
measurement method was the need for manual fixing of the blades, the time required
for the process, and the restricted data connectivity between the measurement system
and other processing equipment. The overall solution was expensive due to the nec-
essary cost of purchasing a CMM.

Non-contact geometry measurement methods can be based on laser proximity
sensors, 2D and 3D laser scanners, and other types of 3D scanners.

Geometric measurement with laser triangulation sensors is a non-contact method.
Laser triangulation sensors provide 2D scanning, by which the successive measurement
points are offset by a fixed distance defined by the sensor resolution. Each measurement
sensor has the distance to the laser sensor specified. The blade geometry is determined
from the measurement outputs by a dedicated software suite.

The advantages of laser sensors include high accuracy, short measurement times
and larger mounting distances from the test object than is possible with other types of
non-contact sensors. Their weakness is that the LOS (line of sight) between the laser
sensor and the test object must be clear and unobstructed at all times. Test results can
be disturbed by suspended airborne dust or smoke, or a high gloss level of the blade
being measured. However, the primary drawback of laser sensors is an accuracy level
lower than available with contact geometry measurement methods. The application of
laser sensors requires a precise definition of the blade basic surface location to enable
the geometric measurement by a known distance.

Measurements of the blade geometry are often made by structural light 3D scan-
ning. There are many commercial manufacturers of devices based on this method. One
of these is the ATOS Core optical 3D scanner, manufactured by GOM (Fig. 5).

Fig. 4. REVO 5-axis contact sensor head applied in a blade geometry scan, (a) measurement of
the rotor, (b) zoom.
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The ATOS Core optical 3D scanner features two stereo cameras, which work by the
principle of triangulation, and one projector. The projector casts bands on the surface of
the test object for the stereo cameras to capture. GOM uses blue LED projectors for
scanning; this projected light emission spectrum enables precise geometric measure-
ments under different lighting conditions.

The ATOS Core optical 3D scanner has the advantage of scanning small and
moderately-sized objects at significantly reduced measurement and inspection times.
This geometric measurement method produces a cloud of points, where the geometric
data is compared to the CAD model (master) of the test object. Next, the dedicated
software suite determines what differences, if any, exist between the actual test object
and its CAD model. Optical 3D scanning has been gaining popularity in real-life
applications; however, its use in the large-scale manufacturing of engine blades is
difficult due to the high gloss levels of the product. To facilitate the geometric mea-
surement of blades (Fig. 5) with this method, the high-gloss surfaces of each blade
must be dimmed by applying a special powder. The powder reduces the measurement
accuracy and makes the geometric measurement difficult in large-scale manufacturing.
Another drawback of optical 3D scanners is the time required for measurement and
subsequent polygonal digitization; it is longer than for laser sensor-based geometry
measurements.

4 Measurement Module Design

The measurement module formed a component of a robotic processing station for
grinding of turbojet engine blades (Fig. 6). The robotic processing station comprised an
ABB industrial robot manipulator with a dedicated gripper, the measurement module,
the ForceControl expansion for grinding, electrospindles, and a suite of other
machining tools.

Fig. 5. Actual geometric measurement of a blade with the optical 3D scanner.
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A review of the available solutions for the quality control of turbojet engine blades
and their deficiencies prompted the decision to develop a proprietary measurement
module. Three measurement module concepts were prepared, and one of these was
implemented. Each of the concepts had an accurate 3D-CAD model developed with a
simulation of its functioning in RobotStudio, a software suite for offline robot pro-
gramming. At the concept development stage it was assumed that the quality control of
blades would be made by measuring the thickness at three blade sections (Figs. 2 and
3) and the chord at each blade section. The measurement sensors, the key elements of
each of the three concepts, were functionally tested on a selection of blade types. The
selection criteria of the final solution of the measurement module were: measurement
accuracy, feasibility of communication with the robot controller over Ethernet TCP/IP,
and price.

The first measurement model concept was based on 2D distance laser scanners and
six laser spot sensors (Fig. 7). The measurement module with the 2D distance laser
scanners was stationary. A blade was fastened in the gripper of an industrial robot
manipulator with a repeatability rating of 0.06 mm. The position of the gripper with the
blade was determined by measuring the distance with the laser spot sensors. The blade
geometry, based on the measured distance, was determined with an algorithm imple-
mented in the robot controller. This solution was tested with Keyence LJ-G080 series
2D scanners from Keyence.

Fig. 6. Schematic diagram of the robotic processing station for grinding of turbojet engine
blades.
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The measurements with the sensors were based on a system of triangulation. The
laser beam formed a series of points on the surface of the test object. The reflected laser
light was picked up by a detector, which measured the reflected laser light’s angle of
incidence. The determined angle of incidence defined the distance from the surface of
the test object. The main specifications of the Keyence LJ-G080 sensor were:

• Measurement distance: 80 ± 23 mm,
• Laser beam width: 32 ± 7 mm,
• Measurement accuracy: 0.05 mm.

The exact position of the gripper holding the blade was determined with 6 laser spot
sensors installed in a linear arrangement on three walls of the measurement module.
The laser spot sensors were a part of the determination of blade position within the
measurement module. The test object positional data was sent to the robot controller,
which enabled the correction of positioning errors imposed by the accuracy and
repeatability of the robot manipulator. The laser spot sensors chosen were Keyence LV-
S61.

The measurement model concept with the 2D scanners was tested. An example of
the tests is shown in the photograph in Fig. 8a. The measured value master was the
measurements made with a GOM 3D scanner and processed in ATOS Professional
(Fig. 8(b)).

The tests demonstrated the feasibility of the measurement module concept with the
2D scanners. However, a number of problems were observed, which consisted of light
reflections from the blades after grinding, which disturbed the measurement output
data. The price of the solution was twice that of the finished solution.

The second measurement module concept (Fig. 9) was also based on 2D scanners,
with the measurement module in motion relative to a stationary blade held by the robot
manipulator gripper. The mobile measurement module solution was intended to
eliminate the measurement errors imposed by the repeatability of the robot
manipulator.

Fig. 7. Measurement module concept with 2D scanners.
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The motion of the 2D scanners in this concept was made by a linear motion
module, comprising aluminium sections, guides, and ball screws. The ball screws were
driven by 57BYGH series stepper motors manufactured by WObit.

A CAD model, detailed engineering drawings and RobotStudio simulations were
prepared for this measurement module concept. The concept was not implemented due
to the issues with precision manufacturing and calibration of the linear motion mod-
ules. The price was higher than the price of the first measurement module concept.

The third measurement module concept was based on contact sensors. The concept
featured a stationary measurement module with the blade (test object) moved by a robot
manipulator. The repeatability error of 0.06 mm by the robot manipulator was deemed
acceptable. The contact sensors chosen were GT2-A32 manufactured by Keyence, with
the rated accuracy and travel of 0.003 mm and 32 mm, respectively. Figure 10 shows a
photograph from the preliminary testing of this solution.

Fig. 8. (a) Testing of the solution with the 2D scanners, (b) Measurement results obtained with
the GOM 3D scanner.

Fig. 9. The mobile measurement module concept.
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The positive results of testing the solution with the contact sensors provided the
foundation required for further development of the measurement module design
(Fig. 11(b)). The contact sensor mounts were designed and fabricated as the casing of
the measurement sensor, as shown in Fig. 11(a).

The Keyence contact sensors were connected to a GT2-500 amplifier module,
which could process signals from a maximum of five contact sensor heads. The
amplifier model powered the contact sensor heads and processed the analogue electrical
outputs from the contact sensor heads into the digital data required for the extension
distance of each head. The digital data of the extension length of each head was then
relayed to other devices connected to an Ethernet network via a DL-EN1 module. The
data communication diagram is shown in Fig. 12.

Fig. 10. The mobile measurement module concept. Geometry measurement with Keyence
contact sensors.

Fig. 11. (a) Part of the assembly drawing of the measurement casing, (b) CAD model of the
measurement module.
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The measured distance data was relayed over TCP/IP. The contact sensor head
outputs were read by interrogating the data communication module with an ASCII
command. Four command formats were available:

• command M0: read the measurement values from all connected sensors,
• command MS: read the measurement values and the output status of all connected

sensors,
• command SR: read the operating parameters of a specific sensor,
• command SW: write the operating parameters of a specific sensor,
• command FR: read the decimal place count of the parameter of a specific sensor.

Each command format had a strictly defined content for the interrogation and reply
data frames. The frame formats are shown in Fig. 13.

Each data frame ended with the control characters: CR (carriage return, ASCII 13)
and LF (line feed, ASCII 10). Each applied GT2-A32 contact sensor featured a gas
spring to control the motion of the contact sensing probe. The contact sensor heads
required a compressed air supply, as shown in the diagram in Fig. 14.

Fig. 12. Connection wiring diagram of the Keyence sensors and the robot controller.

Fig. 13. Formats of the interrogation and reply data frames.
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The compressed air supply was controlled in this solution with a valve block
manufactured by SMC (Fig. 15). The valve block was controlled by the robot con-
troller over ProfiBus.

The designed and fabricated measurement module is shown in Fig. 16(a). The
measurement of a blade with the module is shown in Fig. 16(b).

The functional tests of the fabricated measurement module proved that the con-
ceptual assumptions were valid. Once calibrated, the measurement module correctly
measured the geometry of the blades by the distance detected by the contact sensor

Fig. 14. GT2-A32 compressed air supply system.

Fig. 15. Connection wiring diagram of the valve block and the robot controller.

Fig. 16. Photographs of the fabricated measurement module, (a) Photographic overview of the
module, (b) A blade introduced into the measurement module by the industrial robot manipulator.
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heads. The distance data output was transmitted to the robot controller. A proprietary
algorithm implemented in the robot controller could identify defective blades according
to the measurements made by the contact sensor heads, display a measurement report
and adjust the robot-assisted grinding process parameters to suit the measured geo-
metric features.

5 Conclusion

This paper presents the process of designing and constructing a module for geometry
and orientation measurement of turbojet engine blades. An overview of existing
solutions was made and directed the authors to the deficiencies in commercially
available measurement instruments. The authors proposed, modelled and preliminarily
tested three measurement module concepts. Suboptimal solution selection criteria were
adopted to qualify and fabricate the final concept for the measurement module. The
designed and fabricated measurement module was intended for a robotic processing
station for grinding of turbojet engine blades. The algorithm implemented in the robot
controller to determine the blade geometry features based on contact sensor head
measurements is a topic for future research papers. The functioning of the designed and
fabricated robotic processing station for grinding of turbojet engine blades will be
demonstrated to the public with the application of measurement feedback.
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Abstract. The paper presents an assessment of frequency components by the
time-frequency representation of signals with one constrain producing the upper
bound of the absolute error generated by charge output accelerometers. The
constraint concerns the amplitude resulting from the measuring range of an
accelerometer. This assessment was carried out by using a wavelet analysis
implemented in MATLAB. Mathematical basis regarding both modeling charge
output accelerometers and determining the absolute error were presented.
Shapes of signals producing the upper bound of error and results of analysis for
selected parameters of the accelerometer model are also presented and
discussed.

Keywords: Frequency component � Upper bound of error �
Charge output � Accelerometer

1 Introduction

Signals with one constraint regarding the magnitude can be used for dynamic cali-
bration of measuring instruments through determination of the upper bound of error
[1–3]. In the case of an absolute error, its upper bound can be obtained for the final time
of instrument testing, and determining the signal shape that produces such an error is
related to the need to implement a dedicated computer program. Of course, it is also
necessary to develop the mathematical model of the reference system which should
meet the assumptions of the so-called non-distorting transformation [1].

In the case of such a task, assessing the content of the harmonic components of the
signal generating the upper bound of error seems to be interesting. In the work [4], only
relations between the amplitude and the frequency of the harmonic components of
signals with two constraints (regarding both the magnitude and velocity) were deter-
mined. Such signals generate the upper bound of dynamic error for the criterion of
maximum distance. This work, however, does not present the relationship between the
amplitudes of these components and the time of their occurrence.

In turn, the time-frequency analysis of signals with two constraints for the case of
integral-square error and on the example of the voltage output accelerometer is pre-
sented in the paper [5]. In this work, the special coefficients for assessing the
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correctness of determining the signals generating the upper bound of error were pro-
posed. These signals were determined by using the genetic algorithm [6–8], while the
wavelet decomposition was used for their analysis [9–12].

The time-frequency analysis of signals with one constraint producing the upper
bound of absolute error [1] on the example of charge output accelerometer [13, 14] is
presented in this paper. This analysis was based on the wavelet transformation
implemented in MATLAB. The Morlet wavelet was used to analyze the signal
components.

2 Block Diagram of Proposed Analysis

Figure 1 shows the block diagram of proposed method for analysis of frequency
components of signals producing the upper bound of absolute error generated by the
charge output accelerometers.

The block described as Model of Accelerometer concerns the necessity of deter-
mining the model of the accelerometer selected for analysis. At this stage, the values of
the accelerometer parameters which are the subject to analysis, are adopted. The block
described as Determining the Signals Producing the Error refers to the algorithm that
allows to determine the shape of the signal giving the upper bound of error for the
assumed constraint of signal. The last block called Frequency Components of Signals
refers to the analysis of the frequency components of signals producing the upper
bound of error.

Fig. 1. Block diagram of proposed method. Own work.
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3 Model of Charge Output Accelerometer

The mathematical model of charge output accelerometer is described by the following
transfer function [13, 14]

K sð Þ ¼ 2bx0s2 þx2
0s

� �
SVs

ss3 þ 2bsx0 þ 1ð Þs2 þ sx2
0 þ 2bx0

� �
sþx2

0

ð1Þ

where: b denotes damping ratio, x0 ¼ 2pxf0 and f0 is the non-damped natural fre-
quency, SV ¼ SmSe V=ms2½ � is the voltage sensitivity, while Sm is the mechanical
sensitivity, Se ¼ kp=Ct V=N½ � is the electrical sensitivity and s ¼ RtCt. Parameters Rt

and Ct represent the total resistance and capacity of the system that includes a charge
output accelerometer, a cable and a voltage amplifier.

The state-space representation of (1) expressed by the observable canonical form is

K sð Þ ¼ C sI� Að Þ�1B ð2Þ

where I denotes the identity matrix while A; B and C are represented by

A ¼
0 0 �x2

0=s

1 0 � sx2
0 þ 2bx0

� �
=s

0 1 � 2bsx0 þ 1ð Þ=s

2

64

3

75;

B ¼ 0 x2
0 2bx0

� �T
;

C ¼ 0 0 1½ �:

ð3Þ

4 Upper Bound of Absolute Error

The upper bound of absolute error is determined by the formula [1, 2]

EA ¼ A
ZT

0

ka tð Þ � kr tð Þj jdt ð4Þ

where A denotes the magnitude constraint, T is the time of accelerometer testing, while
ka tð Þ and kr tð Þ are the impulse responses calculated on the basis of mathematical
models of the accelerometer and its reference, respectively.

The mathematical model of reference is represented by the model of a higher-order
filter. The maximum order of this filter is determined by the possibility of calculation
the impulse response kr tð Þ; as an inverse Laplace transformation calculated for the
transfer function of the reference, using dedicated computer programs (MathCad,
MATLAB e.t.c). The cut-off frequency fc of this filter corresponds to the pass-band
frequency of the accelerometer. An analog fifth-order Butterworth filter was used for
the error calculations.
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Denoting by kd tð Þ the difference between impulse responses included within the
above integral, we can calculate the signal xuðtÞ that produce upper bound of absolute
error as follows [1]

xuðtÞ ¼ A � sign kdðT � tÞ½ � ð5Þ

5 Signals Decomposition

Figure 1 shows the shapes of signal xuðtÞ with one constraint that produce the upper
bound of an absolute error for constant values: SV ¼ 1V=ms2 and s ¼ 0:05 s and for
the change of two other accelerometer parameters as shown in Table 1.

Table 1. Parameters of the accelerometer for which the signals producing the upper bound of
error were determined.

No. Accelerometer parameters

1 b ¼ 0:05; f0 ¼ 1000 Hz½ �
2 b ¼ 0:05; f0 ¼ 2000 Hz½ �
3 b ¼ 0:1; f0 ¼ 1000 Hz½ �
4 b ¼ 0:1; f0 ¼ 2000 Hz½ �
5 b ¼ 0:3; f0 ¼ 1000 Hz½ �
6 b ¼ 0:3; f0 ¼ 2000 Hz½ �

2.1 2.2

2.3 2.4

2.5 2.6

Fig. 2. Signals producing the upper bound of absolute error. Own work.
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3.3

3.1

3.2

Fig. 3. Frequency components of signals xuðtÞ and corresponding energy distribution. Own
work.
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3.4

3.5

Fig. 3. (continued)
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The numbering of particular signals shown in Fig. 2 corresponds to the parameter
numbering from the first column in Table 1.

The change of the value of the parameter SV does not affect the content of the
harmonics of the signal xu tð Þ; while the effect of the s parameter on this content is
insignificant and occurs in the range: (0.0001–0.001 s). Hence, this influence is not
considered in this paper.

Figure 2 shows that with the increase of damping factor b; the number of time
switchings of signal xu tð Þ decreases, while the increase of the non-damped natural
frequency f0 causes the time corresponding to the fixed value of this signal while
increasing the number of its switching.

Figure 3 shows wavelet based decomposition of signals xu tð Þ from Fig. 2. The
graphs which show the relationship between the Normalized Amplitude and Frequency
allow to determine the dominant frequencies contained in the signal xu tð Þ, while the
graphs which represent the relationship between the Frequency and Time illustrate the
time intervals in which dominant frequencies occur. Figure 3 uses numeration corre-
sponding to the first column in Table 1, as in the case of Fig. 2.

In the case of Fig. 3(3.3–3.6) relationship between the Frequency and Time was
determined separately for both dominant frequencies in order to more accurately pre-
sentation of Energy distribution for these components.

From Fig. 3(3.1 and 3.2) it results that for b ¼ 0:05 one frequency is dominant and
it is the non-damped natural frequency f0: For b ¼ 0:1 (Fig. 3(3.3 and 3.4)), the fre-
quency corresponding to the pass-band (10%) of the accelerometer is dominant, which
is also the cut-off frequency fc of the filter being the reference to the error determi-
nation. Additionally, the influence of the frequency f0 is also visible and it occurs near
the end of the signal xu tð Þ duration. There is a frequency fc immediately before this
frequency.

3.6

Fig. 3. (continued)
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From Fig. 3(3.5 and 3.6) it results, that the domination of the frequency fc is
apparent for b ¼ 0:3.

In turn, the frequency amplitude f0 is smaller by about 20% compared to the
amplitudes in Fig. 3(3.3 and 3.4).

6 Conclusion

The paper examines the content of frequency components of signals producing the
upper bound of an absolute error generated by the charge output accelerometer. Six
signals obtained for different values of two parameters (damping ratio and non-damped
natural frequency) of the accelerometer model were analyzed by means of the wavelet
transformation.

As a result of the analysis, it was shown that the signals producing the upper bound
of absolute error are dominated by two frequency components corresponding to the
non-damped natural frequency and the accelerometer pass-band frequency. For small
values of the damping ratio, the influence of non-damped natural frequency is domi-
nant, while with the increase of this coefficient, the pass-band frequency gains the
advantage.

The results of the analysis carried out in this paper may be useful from the point of
view of checking the correctness of determining the signals which produce the upper
bound of the absolute error.
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Abstract. In this paper, we investigate a theoretical model of measurements of
the phase transition in triglycine sulfate (TGS) samples using the idea of
unbalanced bridge and four electrode sample setup. Four-electrode samples and
differential measurements present some interesting results that can be explained
by blurred phase transition in two areas of the sample. Our previous experiments
proved some kind of order in the paraelectric phase, which resulted in a pyro-
electric response to the fast temperature pulses above the critical temperature.
We also observed a switching effect in the four-electrode samples. Many authors
have investigated phase transition and structural changes of TGS and its doped
crystals by various methods. We hope that the results of our model will
encourage further researches to find the “evolution” of local order despite the
order/disorder character of the phase transition in TGS single crystals.

Keywords: Phase transition � Pyroelectric sensor � Bridge measurements

1 Introduction

Triglycine sulfate (TGS) is one of the most comprehensively studied ferroelectric
materials for infrared, non-cooled thermal detectors. TGS is a model uniaxial ferro-
electric and is attractive because of its excellent pyroelectric properties, high figures of
merit, and easy growth process that can be realized in a simple manner. There are
various methods of growing TGS single crystals. The most popular (also used by our
group) is growth from water solutions in a controlled evaporation process [1]. The
elementary cell of the single crystal is monoclinic in both polar and non-polar phases.
The ferroelectric properties of TGS were discovered in 1956 [2] and since that moment
TGS has been assumed to undergo a second-order phase transition. The Curie tem-
perature is about 49 °C.

In spite of intensive studies for over 60 years, TGS is still an interesting and “not
fully discovered” material. Many authors have investigated the phase transition and
structural changes of TGS and its doped crystals. Investigations have focused on the
structural origin of its ferroelectricity and explanations for the mechanisms of the phase
transition in the material. There are still questions even about the trigger of the phase
transition in TGS [3, 4].
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In our previous works, we investigated the pyroelectric phenomenon in TGS single
crystals. We found some kind of order above the critical temperature [5]. A simple
mathematical model of the switching effect in four-electrode samples [6] was suggested
and we used compensation and differential methods [7] to investigate the pyroelectric
phenomenon close to the Curie temperature in TGS samples. Some of the results regarding
the pyroelectric properties might be evidence that in real TGS single crystals the nature of
phase transition is more of the nucleation and growth. Researches on pyroelectric prop-
erties are very important from the application point of view. In our recent work [7], we have
fabricated a set of samples with a four-electrode setup, as presented schematically in Fig. 1.
We observed a switching pyroelectric current that might be proof of blurring of the critical
temperature and existence of nucleation and growth processes in the crystal bulk. To
confirm our observation, dielectric measurements were needed.

In order to measure the difference between the temperature characteristics of
electric permittivity of two neighbouring areas of the four-electrode sample, we decided
to implement the idea of an unbalanced bridge with two digital sine-wave generators.

The idea of the bridge is presented in Fig. 2, where G1 & C1 and G2 & C2,
respectively, denote the conductance and capacitance of two neighbouring regions of
the sample. The four-electrode sample is assumed to be placed in a thermostatic unit to
ensure that the temperature of both crystal regions is the same. PG1 and PG2 are two
digital power generators with regulated frequency, amplitude, and phase of the gen-
erated voltage waveform. RMS-DC is just a general idea of unbalance detection. The
root mean square value (RMS) of the bridge unbalance sine voltage is converted to a
direct current (DC) measured by an AD card.

The bridge can be balanced by changing the amplitude (V1, V2) and phase (U1, U2)
of the output voltages of the power generators PG1 and PG2, respectively. In a state
close to the balance, the ratio between the capacitances C1 and C2 should be determined
based on measurements of voltages V1 and V2 and the unbalance voltage Vu. But in our
case, we want to use the bridge for something different. We want to observe the
difference in behaviour between two areas of one sample. If there is any delay or

single crystal plate

Fig. 1. Cross-section of four-electrode sample.
C1, G1 and C2, G2 denote the conductivity and
electric capacitance of the two sample areas
respectively Fig. 2. Functional scheme of the measure-

ment bridge.
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different course of the phase transition of two neighbouring regions of the sample, we
should detect the increasing unbalance voltage of the bridge Vu.

2 Mathematical Model

In order to check the concept of applying the unbalanced bridge in the measurements,
we prepared a mathematical model in CAS MAXIMA. We assumed that neighbouring
regions of the sample may vary in terms of their geometric parameters. We assumed

that the temperature characteristics of electric permittivity may vary slightly (including
blurring the temperature of phase transition). The parameters considered for model
calculations (or its ranges) are listed in Table 1. The values of the parameters were
established experimentally.

3 Model Equations

Assuming the parameters of elements given in Table 1 and configuration of the
measurement system presented in Fig. 2, one can redraw the circuit for complex
variables marked by underlining (Fig. 3) and define the circuit equation using the
symbolic node potentials method given by Eq. 1.

Y1 þ Y2 þ 1
Rd

� �
Vu ¼ E1Y1 þE2Y2 ð1Þ

Table 1. List of parameters for model simulations.

Parameter Unit C1 region C2 region

R – resistance of the sample [Ω] (2�6)106 (2�6)106

G – conductance of the sample 1/R [S] (1.6�5.0)
10−7

(1.6�5.0)
10−7

Co – capacitance of the sample at room temperature [F] (50�60)
10−12

(50�60)
10−12

Rd – input resistance of unbalance voltage
measurement channel

[Ω] (1�10)106

E1 – amplitude of PG1 voltage [V] 1�20
E2 amplitude of PG2 voltage [V] 1�20
U1 – phase of PG1 voltage [rad] 0�2p
U2 – phase of PG1 voltage [rad] 0�2p
f – frequency of PG1 and PG2 [Hz] 1000
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In order to simulate the behaviour of the temperature characteristics of each of the
admittances Y1 and Y2, one has to consider the temperature dependence of each of the
(region) capacitances C1 and C2. The mentioned relations are given by Eq. 2.

C ¼ eoer Tð Þ S
d
¼ er Tð ÞCo; Y ¼ Gþ j2pfC ð2Þ

where:
C – capacitance; Co – capacitance at room temperature; eo – dielectric permittivity

of the vacuum; er – relative dielectric permittivity of the material; T – temperature; S –

capacitors plates area; d – dielectric layer thickness; Y – admittance; G – conductance; f
– frequency; j – imaginary unit.

According to thermodynamic theory, the electric relative permittivity er depends on
the temperature T. Below the critical temperature Tc, it is described by a function
proportional to 1/(Tc–T) in the ferroelectric phase and by a function proportional to
1/(T–Tc) in the paraelectric phase.

C ¼
Co

2ðTc�TÞ ; T\Tc

Co
ðT�TcÞ ; T [ Tc

8<
: ð3Þ

Keeping in mind all of the above and using Eq. 3 to calculate C1 and C2, it is
possible to redefine the circuit equation Eq. 1, considering the critical behaviour of
capacitive elements at the phase transition point.

Fig. 3. Electric circuit of measurement bridge in complex domain. Complex values are
underlined. Vu – complex value of reference node voltage, assumed to be 0; Vu – complex value
of unbalance voltage; E1 and E2 – complex values of PG1 and PG2 generators’ voltages; Y1 and
Y2 – admittance of two neighbouring regions of the sample; Rd – input resistance of RMS-DC
converter.
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G1 þG2 þ 1
Rd

þ j2pf ðC1 þC2Þ
� �

Vu ¼ E1Y1 þE2Y2 ð4Þ

Equation 4 was used to determine and simulate the bridge unbalance voltage Vd

given by the complex equation Eq. 5. The temperature characteristics of complex
voltage Vu were calculated in the range of temperatures 45–55 °C.

Vu ¼
E1Y1 þE2Y2

G1 þG2 þ 1
Rd

þ j2pf ðC1 þC2Þ
ð5Þ

Fig. 4. Modulus of Vd (C2 region parameters:
Tc = 49.0 °C, G = 1.67�10−7S, Co = 50
10−12 F)

Fig. 5. Modulus of Vd (C2 region parameters:
Tc = 49.0 °C, G = 0.95�10−7S, Co = 45�10−12 F)

Table 2. List of parameters used in model simulations.

Parameter Unit C1 region

Tc – critical temperature of phase transition [°C] 49.0
G – conductance of the sample [S] 1.67�10−7
Co – capacitance of the sample at room temperature [F] 50�10−12
Rd – input resistance of unbalance voltage measurement channel [Ω] 106
E1 – amplitude of PG1 voltage [V] 5
E2 amplitude of PG2 voltage [V] 5
U1 – phase of PG1 voltage [rad] 0
U2 – phase of PG1 voltage [rad] 2p
f – frequency of PG1 and PG2 [Hz] 1000
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4 Simulation

CAS MAXIMA was used to simulate the temperature characteristics of the unbalance
voltage Vu. We assumed several possible setups for the bridge and parameters of the
four-electrode sample. The results of the simulations of the modulus of Vu for the
selected setups are presented in Figs. 4, 5, 6, 7, 8 and 9. Region C1 was taken as the
reference and its parameters were not changed during the simulation. The combined
parameters of the circuit assumed in the model together with the parameters of the
reference region C1 are presented in Table 2.

Fig. 6. Modulus of Vd (C2 region parame-
ters: Tc = 49.0 °C, G = 0.83�10−7S, Co = 40
10−12 F)

Fig. 7. Modulus of Vd (C2 region parameters:
Tc = 49 °C, G = 1.11�10−7S, Co = 45�10−12 F)

Fig. 8. Modulus of Vd (C2 region parame-
ters: Tc = 49.2 °C, G = 1.11�10−7S, Co = 45
10−12 F)

Fig. 9. Modulus of Vd (C2 region parameters:
Tc = 49.2 °C, G = 0.83�10−7S, Co = 40�10−12 F)
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5 Results and Discussion

The electric response of the TGS sample is a derivative of changes of numerous electric
parameters of the single crystal (i.e. spontaneous polarization, electric permittivity and
conductivity, etc.). Many authors study the pyroelectric response and dielectric prop-
erties of TGS in close proximity to the critical temperature Tc, because it may reveal the
secret of the phase transition mechanism. In the case of complex phenomena, the
various components may influence each other and sometimes weak components may
be covered by stronger ones. In most such cases, differential or bridge methods are
recommended for detection of weak elements of the signal.

The method presented in the paper using the idea of an unbalanced measurement
bridge seems to be promising with regard to its high sensitivity and good temperature
resolution observed in the model charts. In Fig. 4, one may observe the reaction of the
C1 and C2 regions with the same electric parameters as are assumed in the model. There
is no response in the differential unbalance voltage calculated from the simulation. The
next figures, Figs. 5, 6 and 7, present the results of simulations for various electric
parameters of the regions C1 and C2 but still with the same Tc in both regions. One can
observe a single peak with limited amplitude. In the simulation results, the charac-
teristic double peaks of unbalance voltage can be observed only in cases where the
course of the phase transition is slightly different in each sample region. The amplitude
observed in model calculations is one order of magnitude higher, which means the
method should be sensitive to such issues in real measurements. Such behavior in
measurement experiment should be the evidence of nucleation and growth type phase
transition in the sample. The next step of our research is experimental verification of the
model.
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Abstract. The mechatronic device has been designed and implemented based
on the comprehensive rehabilitation of the paretic upper limb. This system has
been prepared for an individual approach to the recovery process including
diagnostics, passive or active exercises with biofeedback and reports. The
mechatronic device consists of a three basic cooperating parts: mechatronic
frame with module for hand and forearm rehabilitation, glove for the hand
rehabilitation and module for health hand. This mechatronic device was
developed in order to realize a passive exercises and active exercises with
paralysed limb using the healthy limb to conduct these exercises. A very
important part of rehabilitation is to introduce biofeedback (e.g. visual and
auditory) to motion exercises. This paper presents the main technical charac-
teristics of the project, especially design, kinematics and dynamics of the device
and the details of the hardware/software system. This paper suggests a new
approach to the rehabilitation device for the spastic upper limb of stroke sur-
vivors. The functionality of the mechatronic device for hand and forearm
rehabilitation have been presented during the first tests, and preliminary
assessment of usability and acceptance is promising.

Keywords: Rehabilitation device � Hardware and software system
Biofeedback

1 Introduction

In recent years, a growing interest in mechatronic devices for rehabilitation can be seen.
It is associated with the aging population and an increasing number of neurological
diseases. This paper presents the mechatronic device for hand and forearm rehabili-
tation which is especially dedicated for stroke survivors.

Stroke is a global health-care problem that is common and serious. In most
countries, stroke is the second or third most common cause of death. Stroke is caused
by damaged neuron connections in brain. The consequence of a stroke is one-sided
paralysis, known as hemiplegia (spasticity), or one-sided weakness, known as hemi-
paresis. Approximately 17 million people had a stroke in 2010 and 33 million people
have previously had a stroke and are still alive. Very disturbing statistics are saying that
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only about 12% of patients after stroke achieve satisfactory motor recovery of the upper
limb [1]. The World Health Organization (WHO) estimates that stroke events in EU
countries are likely to increase by 30% between 2000 and 2025 [2].

Most of them will require treatment and rehabilitation [3]. Rehabilitation is the
process of re-learning of movement [4]. It rebuilds these motor patterns which were
damaged during illness or an accident. The basis of this process is plasticity and
regeneration of the nervous system [5, 6]. Complementary to the traditional rehabili-
tation process is the use of rehabilitation devices. These devices are develop in order to
accelerate the regeneration process. Rehabilitation devices provide not only the
physical exercises but also introduce a biofeedback. Treatment and rehabilitation is a
long, complex and requires a high level of regularity.

Many universities and companies adapt existing robots for rehabilitation require-
ments [7, 8]. The others, want to create new rehabilitation mechatronic device [9].

There are already some devices for the rehabilitation of people with hand’s dis-
abilities, allowing to move fingers and hands, based on the splint system. An example
of this type of device can be Amadeo produced by the Austrian company Trymotion
GmbH. This device provides the passive exercise (the device guides the passive
movement of the fingers), the active exercise (training is adjusted to the capabilities of
the patient) and the interactive treatment (active exercises are performed in the virtual
space) [10]. Another example of this type of device is Bi-Manu-Track, which is pro-
duced by the German company Reha-Stim. The device provides the ability to perform
exercises of probation/supination of the forearm and flexion/extension of the wrist. The
movements are carried out in a mirror system - forced movement of the injured limb is
carried out using healthy limb through the device [11].

The aim of these mechatronic rehabilitation devices is not to eliminate the therapist
but to help in the very hard and demanding work the therapist must perform [12–14].
Additionally, the purpose of this project was also to reduce the cost of the rehabili-
tation. All of these features will increase access to exercises with novel and time/cost-
efficient approaches to the rehabilitation.

2 Materials and Methods

In order to meet the expectations of the therapists and the patients, this mechatronic
rehabilitation device has been designed and implemented. As it turns out, there is a
large demand for modern mechatronic solutions for patients with various neurological
diseases. Interdisciplinary and mechatronic approach to design, gave us the opportunity
to prepare a modular concept of a device for a comprehensive rehabilitation of the
forearm and hand.

The aim of the project was to develop a device for the rehabilitation, which pro-
vides conducting the controlled passive and active exercises of the hand and forearm of
the patient. Most of exercises happen on the transverse plane and on planes between the
transverse plane and the sagittal plane. The passive rehabilitation is done by using
determined by the therapist sequence of movements of servomechanisms, to which the
patient’s hand is connected. In the active rehabilitation or active in relieving, the patient
is trying to accomplish the exercise considering the stimuli sent by the device.
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This developed concept of hand’s exercises includes the capability to mobilize the
affected limb by the healthy limb. The mobilization involves using extensometers -
force sensors that are in a healthy hand module, enabling a healthy hand to set the range
of the rehabilitation of the defective hand. The developed mechatronic device is
equipped with a diagnostic system and reporting system of the progress of the reha-
bilitation, assisted by feedback from the patient (biofeedback) [15–17]. The system has
analysis functions of power consumption during loading servos, which allow physio-
therapist to control the quality of the work of the patient. The rehabilitative device
described in the article is dedicated, especially to patients with a history of neurological
or orthopedic injury (Fig. 1).

The mechatronic rehabilitation device consists of:

• mechatronic frame with module for hand and forearm rehabilitation,
• glove with velcro for wrist and for each fingertip for the paralyzed hand,
• module for health hand,
• drive modules with sensors,
• hardware/software.

The device is equipped with a mechatronic frame, which consists of a base, to
which a motor, connected with the ball-bearing shaft, is attached. The module for hand
rehabilitation was placed on the shaft. The module for the rehabilitation of the hand
includes a top and bottom base. The Velcro strap is placed on the upper base, which is
simultaneously the clamping for the Velcro, sewn to the glove at the wrist of the
rehabilitated hand placed in the glove. The mounted motor provides motion of the
entire module to the rehabilitation of the hand, thus, providing the opportunity to
conduct exercises of the forearm. Furthermore, the module for hand rehabilitation is
responsible for the rehabilitation of the fingers. Shafts that cooperate with linear

Fig. 1. The concept of the mechatronic device for rehabilitation.

The Mechatronic Device for the Hand and Forearm Rehabilitation 369



bearings were placed on the inside of the module for the hand rehabilitation. The items
of Velcro were attached by glue on the upper side of bearings. They are simultaneously
the fastening for the Velcro placed on fingertips of the rehabilitated hand located in the
glove. The metal screws were attached on the lower side of the bearings, in order to
connect them with the cranks that together with servomechanisms form the crank -
crosshead system. The servos are placed on the lower base of the described module.
Considering the thumb, there is a possibility to change the settings of the shaft, thus
introducing an additional range of exercises. The mechatronic frame is connected to the
cables, i.a. with the right side module of the healthy arm, on which in the milled places
for fingertips embedded five extensometers. With the module of healthy hand, it is
possible to conduct and control the rehabilitation of the disabled hand by the other
healthy hand. Work of the device is controlled through the CPU placed on the right side
of the mechatronic frame and connected by a cable, and through the specialized pro-
prietary computer program, through which it is possible to carry out the convalescence
process. The described mechatronic device allows to carry out the rehabilitation,
diagnostics and reporting. Moreover, information is displayed on the monitor on the
left side of the CPU [18].

Figure 2 shows the CAD design of the device for the rehabilitation, developed in
Inventor Professional 2017.

3 Kinematic and Dynamics Theory

In order to propose a design solution for this type of device as well as the selection of
appropriate components for the client, it becomes necessary to conduct a detailed
analysis of the kinematics and dynamics of the manipulator. The crank mechanism
convert alternative translational movement to a continues rotating movement, or vice
versa. The kinematic parameter of the mechanism: the linear displacements, the linear
velocity and the linear acceleration of the fingers connection are obtained through
relations (1), (2), (3) (Figs. 3 and 4).

Fig. 2. The concept of the mechatronic frame with module for hand and forearm rehabilitation.
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Taking into account the dependence determining the forces of inertia of the masses
moving in a reciprocal motion is described with the formula:

Fbp ¼ �mbp � r � x2 � cos uð Þþ k cos 2uð Þ½ �; ð4Þ

and the masses moving in a rotational motion with:

Fbo ¼ �mbo � r � x2; ð5Þ

where:

mbp - a mass of elements in a slider-crank system making a to-and-fro motion
mbo - a mass making a rotational motion

Equation describing the motion of the model [19]:
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� sin2 u

n

q� �� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� sin2 u

n

q ; ð6Þ

Fig. 3. Moving the sliders.
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4 The Most Important Components and Their Installation

The servomechanisms were used as drives of movable elements of the machine. The
selection was based on the calculated moments of the analysis of the dynamics of the
machine and the requirements of engineering [19–21]. Taking into consideration the
future requirements of the device, including accuracy, safety and high reliability of
future work, it was finally decided on the Hitec servos number HS-311. Drivers were
chosen for servos. It was decided to use 6-channel servo controller Pololu Micro
Maestro USB which operates digital and analog signals. The communication is carried
out via the serial interface (UART). The interface allows to connect the Maestro to the
CPU, which can be any microcontroller, in this case Rasbperry Pi. The operation of the
servos is made by sending a special command character.

The Fig. 5 shows a diagram of an electronic board used to read-out the current of
the individual servos. This information is very important from the point of view of the
reporting the progress of the rehabilitation. The developed electronic circuit is designed
to convert analog signals into digital. The voltage drop is measured on the resistor of
the servomechanism that is proportional to the current flowing through the resistor. The
servo signal is subjected to filtration by a simple low-pass filter consisting of a resistor
and a capacitor. The signal after filtering, is amplified by the operational amplifier, and
then goes to the correct input of the integrated circuit MCP3008 – of the converter
ADC. ADC converts the voltage on the 10-bit variable that is sent to the Raspberry Pi.
There are also processed the signals from the extensometer, which then goes to the

Fig. 4. Torque in each servo
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ADC [22]. The servo control program reads the current values of the voltages on the
servos and analog values from the extensometer, and then sends the appropriate signals
that control servos [23].

All electronic circuits are placed on a specially designed printed PCB board. It was
decided to apply the THT and SMD technology. The board was prepared by the
method of thermal transfer, and then etched in a solution of sodium persulfate. After
cleaning the plate from the remaining toner, there were drilled holes and then soldered
all the electronic components.

The most important element of the module of the healthy arm is the extensometer.
The sensor reduces its resistance, while the force applied to the tip increases. Therefore,
by using an analog and digital microcontroller it was possible to create a sensor that
measures force.

The control of electronic components is performed by using a microcomputer
Raspberry Pi model B. It is a microcomputer with the capabilities of a microcontroller.
The GPIO connector (General Purpose Input/Output) mounted on the board can be
used to connect sensors. The Raspberry is the ideal solution for this project because it
gives the opportunity to work on LINUX and programme in C or Phyton.

A laboratory power feeder KA3005P was used to supply. It is a stabilized power
feeder with programmable memory and smooth regulation of voltage in the range from
0 to 30 [V], and smooth regulation of current in the range of 0–5 [A]. It has anti-
overtension and overload protection. Figure 6 shows a diagram of the device’s
developed connection.

Fig. 5. The electronic diagram.
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5 The Software

An authorial application was written in Python programming language for the Linux
platform for the Raspberry Pi microcomputer [24]. Python is a programming language
of a high level of general purpose, includes a comprehensive suite of libraries, which
causes that it is applicable both in education and commercial solutions. It is charac-
terized by brevity and readability of a source code [25, 26]. Python is an interpreted
language, i.e. a script or program can be written and used immediately without com-
piling to machine code.

To develop a graphical interface, a set of libraries pyQT was used. It allows the user
to create friendly graphical interfaces for programs written in Python. Moreover, the
program QT Creator was used to simplify the positioning of interface’s graphical
elements. It contains predefined functions, classes and objects, such as button, form,
text box, etc. Figure 7 shows the main screen of the system developed to conduct
passive exercises.

Number {1} indicates a bookmark with a choice of the type of the rehabilitation
(active or passive exercises). The list of programs available in the passive rehabilitation
is indicated by the number {4}. At the moment, the three programs for the rehabili-
tation of the fingers were developed, varying in the parameters of exercise (speed and
range of motion) and implemented sequence - the order of movements of each finger. It
is the movement of the fingers from the right to the left side and from the left to the
right side, also flexing and straightening of all fingers simultaneously. It is also possible
to compose individual exercises and add them to the list of programs. The clock visible
in the middle of the screen shows the current exercise time {2}. The function button
“Start” starts the previously selected program while the “Stop” button stop the current
sequence. They are shown in the figure with the number {3}. “Exit” - this is the button
corresponding to the exit from the system, it was determined by the number {5}.

Fig. 6. The diagram of the device’s connection.
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Figure 8 shows another bookmark developed for the active rehabilitation. The
patient realizes exercises of fingers. The diagrams that illustrate how much the patient
affects the drive are placed in the central part of the active exercises’ window.

The greater the force counteracting the movement of the servo, the higher the value
can be seen in the diagram {3}. There is also the opportunity to present the reports of
ranges of the movement.

Presented on the Fig. 5 graphs moments are very important from the point of view
of the rehabilitation after neurological injuries where there is a spastic paralysis. This is
the characteristic muscle contracture (clenched hand). A physiotherapist with a practice
of gradually increasing the range of motion is trying to open the clenched hand of the
patient. During the progress of rehabilitation, the spastic force must become smaller
and therefore the range of motion of joints of each finger becomes increased.

It is possible to present all five fingers, or select a few of them. Figure 8 shows
graphs for four fingers. The beam located on the charts, described by the number {2}
indicates which graph is responsible for each finger. The bookmark used to change the
level of rehabilitation is shown in the upper left corner.

A very important part of rehabilitation is to introduce biofeedback to motion
exercises. This biofeedback is based on additional impulses for brain stimulation e.g.
visual and auditory. With the aid of these stimulations, this mechatronic device is
intended to speed up the process of recovery of damaged neuron connections in the
brain. This biofeedback in virtual reality (VR) gives a possibility to compensate for
some intrinsic limitations of traditional treatments. The patient has an opportunity to
realize their own movements and discover reactions which are related to this move-
ment. This mechatronic device contains a set of games in VR. These games were
prepared to improve the mechanisms of perceptual and motor learning. Additional

Fig. 7. The screen showing the passive rehabilitation.

The Mechatronic Device for the Hand and Forearm Rehabilitation 375



details about the other rehabilitation exercises in VR will be presented in a separate
article.

This system has the possibility to generate reports. There is an option to generate a
detailed report and a summary report of the rehabilitation exercises at any time during
realization of the rehabilitation process. The report module was created based on the
active exercises software program. A therapist can check the numerical and graphical
results of rehabilitation collected over multiple weeks or months.

During designing of the mechatronic device, individualized approach toward each
patient was not forgotten. Moreover, particular attention was devoted to the safety of
the users (e.g. design for safety and software security). All of these features give a real
chance to speed up the process of recovery of damaged neuron connections in the
brain.

From the level of the active rehabilitation it is also possible to exit from the system,
by clicking on the button “Exit” {4}.

Fig. 8. The screen of the active rehabilitation with charts.
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6 Construction of the First Prototype and Its Testing

Wood was chosen as the basic building material of the prototype, due to its low cost
and ease of modification. The wooden construction consists of six parts joined together
by screws. The module drivers are servomechanisms, which are mounted by screws to
the lower base of the rehabilitation hand module. Metal cranks were mounted to the
servos. Cranks were cut from the metal sheet with a thickness of 3 [mm]. Then, there
were drilled holes having a diameter of 2.5 [mm]. For the sake of safety, the crank in
the next stage have been polished to avoid causing damage on the skin. Then, cranks
were combined with the mounting screws that hold elements of the rehabilitated fin-
gers. To fit the fingertips of each finger to the device, it was necessary to stick the
screws with a diameter of 2.5 [mm] to linear bearings on shafts that are located between
the vertical elements of wooden base. This developed system creates a slider-crank
mechanism. The construction is light and simple. It weighs about 3 [kg]. The total cost
of the prototype amounted to 400 (EUR). These are the costs of components of the built
prototype. The estimated budget does not include the time spent on the construction of
the prototype and on preparing the software. It is worth mentioning that currently the
price of equipment for the rehabilitation of the upper limb on the market oscillate
between 10 000 (EUR) up to 100 000 (EUR), it makes the purchase available for a
larger audience. Figure 9 shows a module constructed for the hand rehabilitation.

Figure 10 shows the complete station consisting of a monitor, a wooden structure
with a drive, power supply, box containing the electronics, and the module for the
healthy hand.

During the first tests, the patient took the rehabilitation session, which consisted of
the passive and active rehabilitation. The patient in the past suffered an injury of the
spine. One of the consequences of the accident was the loss of muscle tension in the
area of his left hand. The patient performed the series of exercises sessions in the range

Fig. 9. The prototype of the module for the hand rehabilitation.
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of 2 weeks, the results of which are shown in Figs. 8 and 9. Each session began with
the passive rehabilitation. The program for the passive rehabilitation contains three
other programs. It includes the movement of the fingers from right to left and from left
to right, then flexion and straightening of all fingers simultaneously. The passive
rehabilitation consisted of the double repetition of the available programs. These
exercises were regarded as a warm-up. Then they focus on the implementation of active
exercises. The Fig. 10 presents the patient during one session of active exercises. In the
upper left corner of the photo, can be seen graphs that are mapping of the torque
applied by fingers. Details about these charts are also shown in Figs. 11 and 12.
Figure 11 shows graphs during the active rehabilitation in the first days of exercises.
The relationship between the moments of time can be observed on the graphs. The
short spikes of moments are worth mentioning, because that means the patient is trying
to straighten the fingers under load. Muscle tension of fingers are strong but short-lived.
The patient has no possibility of the full range of movement for each of the fingers
practiced.

Figure 12 shows graphs of the active rehabilitation in the last days of exercises.
Based on the graph, it can be concluded that the patient after a test session has gained
repeatability of the muscle tension. The movements of the fingers are stronger and
longer, in relation to the first exercise using the device. Therefore, the range of motion
was increased. Moreover, during the patient’s cooperation with the device in both
passive and active rehabilitation, there was no system errors. The device performs its
determined movements. The station of the device is so simple that a patient who first
uses it to rehabilitation, finds the system easy to operate and in an appropriate manner
cooperates with the device.

Fig. 10. The prototype of the mechatronic device for rehabilitation.
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7 Conclusion

The article presents an innovative device, which allow to carry out the rehabilitation of
the hand and forearm to help both doctors and patients. This developed device provides
the ability to perform controlled passive and active exercises of the patient’s hand and
forearm, especially those affected by hemiplegia after diseases and neurological injuries
(including a stroke). The passive rehabilitation is performed by determined by a
therapist sequence of servo’s movements, which are connected to the arm of the
patient. In the active rehabilitation or in non-weight bearing exercises, the patient is

Fig. 11. The graph during the active rehabilitation on the first day of the rehabilitation.

Fig. 12. The Graph during the active rehabilitation in the last days of the rehabilitation.
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trying to make an exercise taking into account the therapist’s suggestions and stimuli
sent by the device.

It is worth noting, that the concept of the developed exercises of the hand includes
the possibility of mobilizing the affected limb by the healthy limb. The mobilization
involves using extensometers - force sensors located in the module of the healthy arm,
allowing this hand to set rehabilitative exercises for the affected hand. This provides the
possibility of faster recovery of the body.

An important element of the developed device is equipping it with diagnostic
system and reporting the progress of rehabilitation, assisted by the feedback from the
patient (biofeedback). The introduction of additional stimulation provides the ability to
regain the lost physical fitness after injuries and neurological diseases, in a quicker and
more interesting way. The system has features of analysis of the current consumption
during loading servomechanisms, by which the physiotherapist can check the quality of
the work of the patient.

It is also worth mentioning that there is the possibility of conducting rehabilitation
exercises not only in rehabilitation centers, but also in private homes of patients. The
device is small, lightweight, allowing to assemble, transport and place it in a desired
position, in an easy way. The position requires only the constant access to the supply
network. In addition, the proprietary software is very intuitive, and the information
displayed is large and clear. While, the cost of the construction is more than 10 times
low than other devices for the limbs’ rehabilitation.

The conducted tests confirmed the previously established assumptions. The device
successfully acts as a support tool for patients and physicians in the rehabilitation of the
upper limb. The previously described patient, who in the past suffered an injury of the
spine, while the consequence was the reduction of muscle tension around his left hand,
developed significant progress in the course of the rehabilitation. Comparing the results
obtained during the 2-week cycle of exercising, it significantly decreased muscle
tension by changing the torque generated by the rehabilitated fingers in the area 0,3
[Nm], and has improved the range of motion of fingers in the field of 37 [% of the full
open hand].

The developed prototype of the device is unilateral, which engages one side of the
body, in this case the left hand. To encourage the potential consumer to purchase the
device, there should be introduced the versatility, which guarantees the operation of the
device in a bilateral way. This is a subject of ongoing work.

Acknowledgements. The innovative features and the unconventional way of running exercises
with the presented device is further proven by the fact that a patent application No P.419380 and
P. 419381 for this device to rehabilitate one’s physical and learning abilities has been filed.
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Abstract. This article describes the device which provides comfort and safety
for the elderly and disabled people. The system can be installed in any room,
particularly in a flat or a house. The device is dedicated for the elderly and
disabled people who are lonely. The project is based on the system that analyzes
the pattern of the user’s behavior. Signals are received from many sensors and
transform to the form which is readable. Based on the collected data, it is
possible to detect early symptoms of illness and to inform the family. The article
describes in detail the developed system, including: its diagnostic capabilities (in
case of decreased activity, longer stay in bed, consumption of less food, com-
pared to previous period reported in the developed system, may indicate the
occurrence of the first symptoms e.g. depression); reporting to the doctor’s
recommendations (in case the patient’s compliance with the diet, movement or
recommended amount of sleep); comfort (adjust lighting/temperature/humidity
to the user’s current behavior) or safety (information about dangerous situations,
such as falling, or fading. The system observes a flat or a house while user is
absent and can simulate presence through change light level or open/close
windows). A great asset of the system is the low cost of implementation and no
need to interfere with the existing infrastructure of the building.

Keywords: Mechatronic � Hardware and software system �
Elderly and disabled people

1 First Section

One of the most frequently appearing problem are demographics and related to it
changes. This results in an increase in the number of elderly people compared to other
age groups. In 2012 there were many countries with similar statistics (e.g. in Europe,
North America, Chile and Iran).

As a result, the average life span is extended. People have better life conditions and
medical care. They more often achieve old age than before. As a result government
must allocate more money and change health politics. Although people have longer
life, they can’t avoid most of adulthood diseases. Older people are more vulnerable to
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environmental hazards. These factors often cause illness or death. However, all of the
above can be offset by environmental adaptation or geriatric experience and knowl-
edge. To slow down the speed of movement and cognitive abilities and to weaken the
senses are natural things.

Among elderly people, the number of cases of depression and dementia is
increasing. People need more care and control of them. In many cases this is not
possible because the family does not have much money to hire professional medical
care. In many countries, the government does not run programs that fund projects such
as care for the elderly. Also relatives can not care for an older family member because
they work and have many other responsibilities related to children [1, 2].

There was conducted market research to determine if there is a need for such a
project. Smart home solutions are becoming more and more popular on the market.
These types of products are dedicated especially for young and active people looking
for technological innovations. Examples of such solutions are the following com-
mercial projects (e.g. Control4 Smart Home, EasyLiving), patents (e.g. US 9230560
B2, US 6756998 B1) and universities projects (e.g. MavHome, House of Matilda)
[3, 4].

Increasingly, even in less-developed systems, the user has the possibility to:

• check in on home from anywhere in the world
• with one touch, dim the lights, play music, turn up the heat, lock the doors and arm

the security system;
• with one touch, put house to sleep, turn off all lights and lock all doors.

More complicated solutions use a combination of multidisciplinary technologies:
artificial intelligence, multimedia technology, mobile computing, and robotics.

Moreover another solution like The Cerner Smart Room or IBM Smart Room are
known solutions supporting patient care dedicated to applications in hospitals and
focused on organizing work with the patient. As a result, it is known that the device
described in this article can attract customers because there are no such solutions on the
market.

This means that installing the above device in a room or apartment where an elderly
person lives gives the access to health statistics Currently there are some works on
home automation systems. However, this systems use sensors but does not save data.
Our project receives signals from sensors and saves them to the database. In the next
point we turn the information into a readable form. The results can be send to medical
personnel and analyzed in term of health. There were used existing elements and the
costs of the whole device was significantly decreased. All this is aimed at improving
comfort, safety and health, especially for the elderly and the disabled.

2 Mathematical Model for Describing the State of Health
of a Users

The purpose of this chapter is to suggest mathematical model for describing the state of
health of a users of our system based on data from sensors over a given period of time
(e.g. 1 year). This system is dedicated for the elderly and disabled people but another
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people can also use this system. People of different ages and sexes have different
susceptibilities to diseases, and diseases may act differently upon them. The potential
users should be divided into subpopulations according to these variables. These sub-
populations will be assumed homogeneous with respect to all demographic variables
except age. Based on data from sensors, it is possible to index of health of population.
This indicator includes also mathematical model. The state of health is best measured
by the frequency and duration of dangerous symptoms (exceeding the defined limit
values of sensor readings. It is symptoms of potential illness), by the severity of
potential illness, and by the number of deaths. These components taken together give a
comprehensive picture of health; separately, each describes an aspect of the state of
health. This model is not specifically developed for a particular type of illness (defined
limit values of sensors in the system.), the general line of approach applies equally well
for any specific disease. The derived probability distribution characterizes the pattern of
proneness and susceptibility of a subpopulation to disease; it also provides an easy
means of calculating incidence and prevalence rates.

Consider the time interval of 1 year ð0; 1Þ, and for each t, 0� t� 1, let the random
variable NðtÞ be the number of dangerous symptoms (overrun or low limit values of
measurements from sensors) that an user has during the time interval ð0; tÞ, with
N 0ð Þ ¼ 0. The purpose of this section is to derive the probability distribution of the
random variable NðtÞ.

Pn tð Þ ¼ Pr N tð Þ ¼ 0jN 0ð Þ ¼ 0f g ð1Þ

This presented probability function is an idealization of the proportion of people in
the population having n dangerous symptoms, for n ¼ 0; 1; . . ., during the interval
ð0; tÞ.

Assumption from function (1) is that the probability of occurrence of an illness
during the infinitesimal interval ðt; tþ 1Þ equals kthþ oðhÞ, where kt is a function of
time t and oðhÞ is a negligible quantity when h tends to zero. This means that the
probability of an dangerous symptoms occurring within an infinitesimal time interval is
a function of time and is independent of the number of previous dangerous symptoms.
This assumption leads to a system of differential difference equations for PnðtÞ. Con-
sider two contiguous time intervals, ð0; tÞ and ðt; tþ hÞ. Exactly n dangerous symptoms
can occur in the interval ð0; tþ hÞ in three mutually exclusive ways: að Þn dangerous
symptoms will occur in ð0; tÞ and none in t; tþ hð Þ with a probability
Pn tð Þ½1� kth� o hð Þ�. bð Þn� 1 dangerous symptoms will occur in 0; tð Þ and one in
t; tþ hð Þ with a probability Pn�1 tð Þ kthþ o hð Þ½ �; and cð Þn� 2 dangerous symptoms or
less in 0; tð Þ and two or more in ðt; tþ hÞ, with probability of oðhÞ. Consider these
options together we get the formula:

Pn tþ hð Þ ¼ Pn tð Þ 1� kth� o hð Þ½ � þ Pn�1 tð Þ kthþ o hð Þ½ � þ o hð Þ ð2Þ

Transposing Pn tð Þ dividing through by h, and taking the limit as h tends to zero,
yield a system of differential difference equations.
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d
dt
P0 tð Þ ¼ �kP0 tð Þ ð3Þ

d
dt
Pn tð Þ ¼ �ktPn tð Þþ ktPn�1 tð Þ; n ¼ 1; 2; . . . ð4Þ

The first equation have solution:

P0 tð Þ ¼ e
� Rt

0
ksds ð5Þ

the remaining equations are solved successively to give the probabilities:

Pn tð Þ ¼ e�
R t
0 ksds R t

0 ksds
� �n
n!

; n ¼ 1; 2. . . ð6Þ

For a period of 1 year, for t ¼ 1 the random variable N has distribution

P N ¼ nf g ¼ e�
R t
0 ksds R t

0 ksds
� �n
n!

; n ¼ 1; 2. . . ð7Þ

Within the period of 1 year, the instantaneous probability kthþ oðhÞ of occurring
dangerous symptoms need to be dependent upon the time t and kt may be assumed to
be constant. Under this assumption, we have ordinary Poisson distribution

P N ¼ nf g ¼ e�kkn

n!
; n ¼ 0; 1; 2; . . . ð8Þ

Where k is the expected number of dangerous symptoms during analysis period of
time. To describe the health status of a users, we shall study the probability distribution
of k. The distribution of k will be denoted by g kð Þdk, the theretical proportion of
people having the specified value k. Since the sum of the proportions of individuals is
unity, the function g satisfies the condition

Z
g kð Þdk ¼ 1 ð9Þ

where the integral extends over all possible values of k. The probability distribution of
dangerous symptoms will be a weighted average of the probability function g kð Þdk
employed as weights, that is:

P N ¼ nf g ¼ Z e �kð Þkn

n!
g kð Þdk; n ¼ 0; 1; 2; . . . ð10Þ

The g xð Þdk function is dependent upon the health condition of the particular group
of users:
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g kð Þdk ¼ baka�1e�bk

C að Þ ð11Þ

where CðaÞ is defined by:

C að Þ ¼ Z1

0

ya�1e�ydy ð12Þ

The ranges of the constants for which (11) is defined are a� 0 and b[ 0.
The function g kð Þ starts at k ¼ 0, increases as k increases at a rate of:

d
dk

g kð Þ ¼ g kð Þ a� 1ð Þk�1 � b
� � ð13Þ

The expectation and variance of k may be directly computed from (11):

E kð Þ ¼ Z1

0

k bað Þ
C að Þ k

a�1e�bkdk ¼ a
b

ð14Þ

1. and

r2k ¼
Z1

0

k� a
b

� �2 ba

C að Þ
� �

ka�1e�bk ¼ a

b2
ð15Þ

The ratio a
b measures the average health of a population and the reciprocal of is the

relative variance,

1
a
¼ r2k

E kð Þð Þ2 ð16Þ

2. which is a measure of variation of health among individuals in the subpopulation
relative to the mean health.

3. Assuming (11) as the function underlying the distribution of the population with
respect to health condition, we have from (10) the probability function of the
number of illnesses during the year:

4.

P N ¼ nf g ¼ Z1

0

e �kð Þkn

n!
ba

C að Þ
� �

ka�1e�bkdk ¼

¼ Cðnþ kÞ
n!C að Þ ba 1þ bð Þ�ðnþ kÞ; n ¼ 0; 1; 2; . . .

ð17Þ
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This probability is the expected proportion of individuals in the population having n
ilnesses during the year, taking inot account the variability among individuals in the
population. The expected number of illnesses occurring to an individual in the sub-
population is given by:

E Nð Þ ¼ a
b

ð18Þ

and the variance by:

r2N ¼ a 1þ bð Þ
b2

ð19Þ

5. Formula (17) represents a family of infinitely many probability distributions,
depending upon the constants a and b. The health status of a subpopulation may
best be described as a member of the probability distribution family for which a and
b assume particular values, In order to estimate these values, it is necessary to know
the observed frequency distribution of the number of illnesses occurring to the
individuals of the subpopulation from which the mean �N and variance S2N ; of the
number of illnesses are computed. Substituting �N and S2N for EðNÞ and r, respec-
tively, in (18) and (19) and solving the resulting equations for * and B give the
estimates

â ¼
�N2

S2N � �Nð Þ ð20Þ

b̂ ¼
�N

S2N � �Nð Þ ð21Þ

7. Using the estimated values â and b̂ (17), we have
8.

P N ¼ nf g ¼ Cðnþ âÞ
n!C âð Þ b̂â 1þ b̂

� ��ðnþ âÞ
; n ¼ 0; 1; 2; . . . ð22Þ

The probability (22) multiplied by the total number of individuals in the subpop-
ulation is the expected number of individuals having n illnesses during the year, for
n = 0,1,2,… [5].
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3 System Concept

The device supporting comfort and safety of older and disabled people consists of the
control panel with a computer, a touch screen and the set of sensors (including motion
sensors, force sensors, temperature and humidity sensors, open/closed door/windows
sensors and barcode reader). The system has the ability to recognize any situation
which can be dangerous for life and user’s health (particularly while loss of con-
sciousness or any illness symptoms) [6]. The device is dedicated for older and disabled
people who live in solitude and don’t take advantages of old people’s home or family
help. Simultaneously, they don’t have money to hire the proper medical help. This
solution supports not only users but also the family who has the access to observe the
family member’s behaviors and predict dangerous situations. Furthermore, the devel-
oped system can prepare reports on the recommendations of physicians, physiothera-
pists, diabetics. This is possible by tracking the motion activity of the user. A diet can
be realized due to the sensors in fridge (the system recognizes when somebody takes
something from a fridge) and barcode. It is possible to count calories and adjust them to
the user. The software consists of two parts. The first part includes services which start
while the system boot. They work all the time when device is on-line and there operate
all connected devices. The second part provides the access to control the website and
information from the database. For many customers the most essential is the com-
fortable interface. Fast development of the Internet gives the option to connect with the
device via the remote access. The presented system is based on the client - server
architecture. The server ensures the continuous service and gives permissions for the
appropriate persons. The interface and the server is created by the framework called
Flask. The framework allows building websites by Python programming language [7,
8]. Main advantages of this solutions are: making useful websites very quickly and
many configuration options.

The device presented on the Fig. 1, shows the examplary room with whole
installation and the most important elements. The control module includes computer
and touch screen 1, which are the control module and the set of sensors in one part. The
set of sensors consists of motion sensors 3, force sensors 4, cameras 5, sensors which
respond on opening or closing doors 6, sensors related with recognizing the kind of
food 7, radio sensors 8, temperature sensors 9 and humidity sensors 10. Motion sensors
3 are placed on the vertical runner 11 placed at 1.5 m height. Vertical runner 11
featured in toothed belt is driven by the electric motor 12 placed at the bottom. The
motion sensor is simultaneously the passive detector of the infrared with LED light
source 13 with electrical regulate pitch between floor and beam of light. Sensors that
react on opening or closing are placed on the entrance door, windows, cupboards and
the fridge door. Force sensors are located on a couch and other places where user sits
down. Information about temperature and humidity come from sensors placed on wall,
each of them in a different case. The data from all sources are streamed by the wire. The
wire is installed under the roughcast. The touch screen is activated when sensors detect
somebody nearby.
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The most important feature of the system is to provide safety and comfort. Safety is
understood as the ability to diagnose and report a patient’s health as well as to protect a
home from burglary. Comfort is understood from the point of view of the apartment
itself, as well as from the point of view of ease of use [9–12].

Based on information gathered from presence detectors, the user’s activity is
monitored. In the event that the user drops his position relative to the presence sensor,
the sensor moves along the guide down. By mounting the presence detector in the
guide, it is possible to minimize the situation when the user is outside the presence
sensor field. Such solutions allow the device to detect falls and loss of consciousness.
Detecting a lack of movement by the device may indicate that it needs help and
automatically informs the relevant person. Long-term limited activity of the user may
indicate the presence of disease symptoms.

Thanks to the pressure sensors mounted in the seats, beds and chairs and cameras,
the device not only allows to analyze the movement, but also to gather information
about sleep patterns or correct positioning of the body in the correct position. This
information can also be very important for the diagnosis of possible symptoms of
illness.

With food sensors mounted on refrigerators or cabinets where food products are
stored, there can be monitored eating habits, followed the recommended diet or regular
meals. The device allows to generate reports that help to assess the current health.

With the dedicated software based on motion analysis, the device learns typical
user behavior within a few days and can adjust the intensity of the light emitted by the
LEDs mounted on the presence sensors not only to the current time of the day, but also
to the situation. It is possible to increase the comfort of moving around the apartment at
night in terms of the possibility of changing the gradual intensity of light as the user

Fig. 1. Schema of the room where system was installed with the most important elements. (1 -
computer with touch screen, 2 - case, 3 - motion sensors, 4 - force sensors, 5 - camera, 6 -
open/closed sensors, 7 – sensor for the diet control, 8 - radio sensors, 9 - temperature sensor, 10 -
humidity sensor, 11 - vertical runner, 12 - electrical runner motors, 13 - LEDs).
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wakes up and adjust the height and angle of incidence of light. In addition, the system
seeks to recognize the user’s behavior by adopting its current needs. The integrated
lighting system allows to manage and adapt it to the user’s mood or reduce the energy
consumption.

Thanks to temperature sensors and humidity sensors, it is possible to increase the
comfort of the rooms in which the device is installed by maintaining the appropriate
values of these indicators.

Another feature of the solution is the ability to monitor and protect property. Ideal
for this task are the presence sensors. With their help, it is possible to detect third-party
traffic, launch cameras, and send relevant information to a pre-defined person, which
may be at least the police. Open/closed sensors allow to check all windows and door
whereas owner is absent. Moreover, the device has the ability to simulate the presence.

It is also worth emphasizing again that the system itself was designed not only for
the user himself - an elderly or disabled person living alone, but also for his/her family.
The system not only provides the ability to monitor and report on the daily behavior of
the elderly, but it is also an ideal tool for alerting a family when a hazardous situation
occurs (e.g. user fall) or alarms based on prediction of hazardous situations. Based on
the analysis of the generated pattern of behavior and in case of sudden change, the first
symptoms of the disease may be presumed (such as depression, long-term sleep, lack of
recommended exercise or diet/medication limitations).

An important part of the system is to improve communication with medical per-
sonnel. This can be done through a video chat placed on the user interface or touch
screen. Medical staff have access to data stored in the database through generated
reports. They are especially helpful to doctors, rehabilitators, dieticians, to control
compliance with their recommendations for users with small self-discipline. The
information included in the reports may include physical activity in the home, regular
medication and meals (particularly important for people with diabetes). These reports
are based on information gathered from room sensors, door openers and other food
lockers, and scanned food products using barcodes. The signs of the disease can also be
seen in data from the pressure sensors in the bed and in the seats. A restless and erratic
dream contributes to the feeling of being unwell or pain in the back of the spine.
Demonstration of insomnia may also be an indication for medical personnel with
various illnesses. And in conjunction with the data from other sensors, there can be
found the cause. Insomnia affects more and more people and has many causes,
including heart failure, hypertension, hyperthyroidism, stress or restless legs syndrome.

It is also worth noting that the described device is a modular system. It is possible
to individually configure individual modules of the system to meet the needs of the
user, with the possibility of retrofitting in the future with additional components.

A great asset of the presented solution is certainly the low cost of implementing the
system and no need to interfere with the existing infrastructure of the building. The
possibility of personalization of the described system exists not only from the point of
view of its modularity but also from the point of view of the housing of the individual
components depending on the arrangement of the rooms. Enclosures in which each
module of the system can be modified depending on the decor of the room and the
user’s taste. This kind of capability was obtained even on the basis of the 3D printing
used for the prototype [13–16].
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For this type of project, it is also important to emphasize the possibility of fully
protecting the user’s privacy. The user decides what data and who can be accessed.
This is a very important aspect of life. This also has a positive effect on the speed of
convalescence of people with disabilities staying in their private homes, not in hos-
pitals, with the ability to share basic living and behavioral data with authorized medical
staff. The next very important thing is the modularity and compatibility of the system,
as well as the fact that there is a possibility of cooperation of the described system with
the solutions monitoring the basic parameters of life [17–21].

Control of the device as well as its communication with other devices is ensured
thanks to the mounted central unit and dedicated software, which also ensures the
realization of the described functions. The prototype uses the Raspberry Pi system,
which has a great price advantage. The performance of the system and the ability to
install Linux were the next criteria in favor of the selected electronics [22–25].

4 Software

The prototype software was written for a Linux distribution called Raspbian. This is a
full fledged Debian based system. It provides the ability to run a server that supports
client applications and to create the entire database required for operation. The task of
the implemented algorithms is to read the corresponding values from all sensors and to
save them in the database in a way that allows them to be analyzed later. The software
consists of two parts. The first is a service running on the system, running all the time in
the background, supporting the connected devices. The second part is server software
that provides access to a web site, device control, and database information.

For the user the interface is a very important thing. Due to the rapid development of
the Internet, access to the device not only via the touch screen, but also via the website
is undoubtedly a great asset. In the presented device, the interface access was realized

Fig. 2. Communication between patient and system.
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in client-server architecture. The server ensures continuity of work and ensures proper
verification of people who want to use the service (Fig. 2).

The server was based on a framework called Flask. It allows to build minimalist
websites using the Python programming language. Its main advantages are the speed of
creation and great configuration possibilities.

In the developed prototype, the user can access the interface through a web page
and a display on the front panel. On the page there will be graphs drawn on the basis of
data from the sensors. The user will also be able to interact via the control panel for
household appliances, i.e. lighting, heating to match their preferences (Fig. 3).

5 User Interface

The user interface is implemented through the website (Fig. 4). Graphic design is based
on the existing AdminLTE solution. It is distributed as open source software. In this
project, the whole has been substantially simplified and modified to work in con-
junction with the Flask framework. AdminLTE provides all necessary UI elements.
There is a possibility to use icons, sliders, buttons, timelines, editors, tables and graphs.
The JavaScript programming language and the jQuery library were used to develop the
project.

Fig. 3. Source of data which are saving in database.
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For ease of navigation, the user interface is divided into several sections, each of
which is responsible for a separate component of the system. In addition to the con-
figuration of the device in the section, statistics and the latest information gathered
through the sensors are located. To illustrate how the section works, the article dis-
cusses only the selected ones: “Lighting,” “Heating,” “Safety,” and “Health.”

After entering the url, the user has the access to the “control panel” with which he
or she can customize the room elements to his/her preferences. Each section is
equipped with a button to the page with graphs showing the basic parameters and
collected information.

Access to the home page is also displayed via mobile browsers. Scaling to display
resolution is automatic (Fig. 5).

At the very top, the most basic information is presented in the headings (Fig. 5). In
the first square the outside temperature is visible and the second contains the tem-
perature inside the room. The third shows the percentage power of all light sources,
when all are switched on with 100% brightness, the user also sees the value: 100%. The
last square represents the number of sensors that detect the presence of a person at the
same time

The first section deals with lighting, which provides an opportunity to interact with
lighting elements. It is possible to adjust each light source separately or to select the
automatic mode. In this mode, the intensity of each light source is determined by an
algorithm that takes into account the motion detected by its individual sensor, the time
of day, the time of year and the level of energy saving selected by the user. When the
traffic is detected, the event information is also stored in the database. By switching to
manual mode the sliders below are activated and the user gain the ability to control the
power of individual LEDs according to his/her own preferences. By fitting the system
in a variable color LED (RGB) bulb, users gain the ability to adjust the lighting to the
mood.

Fig. 4. The user interface is implemented through the website.
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The second section deals with heating. Due to this, it is possible to adjust the
temperature of the air coming out of the blow. The main switch is responsible for
switching the heating on or off. It has options such as heating and air conditioning. In
heating mode the slider is activated by means of which the temperature can be adjusted.
Below the slider is the table, the first line of the slider is updated on the current
temperature in the room. The second line is the temperature outside. The third line
contains the value of air humidity is a particularly important information for people
with respiratory diseases. The last line shows the average daily temperature from inside
the room. As in the previous section here also in the footer users will find a button with
a link to the graphs showing the change of temperature outside in the given time period,
the temperature from the inside, the air humidity and the average temperature.

The third section deals with patient safety. The information provided relates to the
individual motion sensors. This information becomes particularly important in the
absence of a patient. This section may also display information related to the safety of
the patient and the elderly. In the event of a longer period of inactivity, the corre-
sponding service may be notified at the time it was first registered. In addition, you
have the ability to run simulations of your presence. This is additional protection
against burglary when the user is away from home This mode is designed to simulate
the presence of a household member based on the information gathered from the
sensors when the automatic lighting mode is activated. Simulation of presence consists
in triggering the light sequences from the time stored in the database.

Fig. 5. The user interface is also displayed via mobile browsers. concept of the mechatronic
device for rehabilitation.
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The last section deals with health. It is responsible for providing information about
the patient’s state of health, through which it is possible to access information collected
from individual sensors and to present in the context of diagnosis and improvement of
health. Generated graphs refer to the patient’s movement activity over the last 24 h or
the selected time period. After a suitable time in the current graph (e.g. the last day), the
chart will also show the average activity. This will allow users to observe specific
behavioral changes. In this section it is also worth noting about the presented data from
pressure sensors placed in the bed. Based on their analysis, the quality of sleep
information can be extracted and, in case of problems with it, the diagnosis can be
made, for example if a restless leg syndrome is suspected. Pressure sensors can also be
a source of information that is especially important for patients who do not leave the
bed. They suffer from severe problems, one of which is bedsores and painful wounds
resulting from them. Pressure sensor data can help identify the places where the above-
mentioned pressure is highest and try to lower it in individual parts of the body, for
example by using appropriate pads or using modern technology in the form of variable
pressure mattresses. The next element of this section is the presentation of results from
a bar code reader that will allow the user to control the diet and regular intake of meals
and medications. This section contains important information about the doctor’s rec-
ommendations and medications. Data from medical sensors is also an important
complement to the rest of the information. Parameters collected by medical sensors,
such as pulse, blood pressure and weight, directly affect the patient’s health and well-
being. Particularly, systematic control over them avoids many civilization diseases such
as hypertension or, in severe cases, keeping the disease within the limits.

6 Device Prototype

The first prototype of the device was built and installed in one of the apartments of the
elderly. Commonly available and cheap components are available in most electronics
stores. In spite of adopting the prototype of cheap modules, these components (motion
sensors, pressure sensors and other previously mentioned components) fully meet the
requirements and are able to extract the information needed to carry out health diag-
nostics and to improve the comfort of using the house appliances by an older person.

Important components used in the project:

• The Raspberry Pi model 2B, which is based on the SoC Broadcom BCM2836 chip
and has 1 GB of ram. The Raspberry Pi model 2B is equipped with 40 GPIO pins,
which can be expanded with the help of dedicated MCP23017, if needed. In
addition, the computer has such interfaces as HDMI, 4x USB, Ethernet, microSD
card, audio output

• DHT11 temperature sensors with integrated humidity sensors and DS18B20 tem-
perature sensors. The DHT11 sensor has a temperature range of 0° to 50° C and a
humidity of 20 to 90% RH. The system operates at a voltage of 3 V to 5.5 V. Its
accuracy is ± 1° C and ± 4% RH for the humidity, respectively. The operating
range of the DS18B20 is between -55° and 125° C. According to the manufacturer,
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the supplied power supply should be in the range of 3 V to 5.5 V. Its accuracy is ±
0.5° C

• PIP-HRC 505 motion sensors are rated at 4.5 V to 20 V and range up to 7 m. The
sensor’s viewing angle is 100°

• heating and cooling of rooms will be carried out by means of air blowing at the set
temperature

• lights module includes light source and motion detector.
• to recognize patient and other person presence there was used RFID reader, working

with frequency equal 13,56 MHz. The device desires 3,3 V current voltage.
• FSR-402 are force sensors, which work in a range from 0.2 N to 20 N. To connect

this sensor and microcomputer, converter A/C is necessary.
• case is designed in cad software and printed on 3D printers used Rapid Prototyping

Methods
• modified power supply unit.

The cost of building a prototype and adaptation of the apartment was about 300
euros. The cost estimate does not include time spent on construction and software
development. It is worth mentioning that the cost of energy and materials needed to
make the device is low.

The great advantage of the device is the versatility and no interference with the
existing infrastructure of the apartment. There are many possibilities to customize the
device for different target groups. It will work well for older people requiring 24/7 care
and younger people with disabilities.

The Fig. 6 presents the model of an exemplary room that has been installed in
which selected components of the comfort and safety system of the elderly and the
disabled are installed.

Fig. 6. Base module.
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7 Results

The article also presents the first tests of the device. Verification was based on server
and client checking. The collected data were from the 24-hour life of one of the
monitored patients.

The beginning of the tests was to start the device and all the required services in the
system. The device worked for one day and collected information from the attached
sensors. At the same time, it performed his task by managing lighting, heating and
collecting information about pressure. After the verification time has passed, the user
interface has been validated.

Results of tests are presented for the each section.

7.1 Lights Part

The Fig. 7 presents details of the lights system (Fig. 8).

Fig. 7. Lights statistics.

Fig. 8. Chart presented percent of count working light source for 3 connected LED’s
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7.2 Heating and Air-Condition Section

In the detail page the user can see information about temperature, humidity and other
conditions related with the air state inside home (Fig. 9).

The Fig. 10 includes charts based on data picked up in the day when the test was
performed. The second chart contains temperature from a sensor placed outside home.
The last chart presents changes of humidity value through the 24 h test. Based on this
data, the current season is winter. From about 7 am to 11 am and from around 3 pm to
11 pm, the patient stayed in the flat. The patient prefers to have a higher temperature in
the flat, around 22–23 ºC.

7.3 Safety Section

The Fig. 11 shows subpage with statistics based on information from motion sensors.
On the charts user can see count of detected event. Tests supported only 3 sensors.

The test required to place sensors in a room, when any activity was detected, the
system saved this information in the database. Charts shows count of detected activities
in each day hours (Fig. 12).

7.4 Health Section

This section is the most important of the whole system. Here are presented information
about patient health and predicted disease. Charts based on data from all sensors are
presented in the context of health care (Fig. 13).

Fig. 9. Heating statistics.
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Fig. 10. Charts presented data picks up from temperature and humidity sensors.

Fig. 11. Safety statistics.
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At the above Fig. 13 the first chart concerns the proportion of the detected motion,
pressure on bed and place where are force sensors. At the request of the medical staff it
is possible to display data from the whole week. It is on the basis of this data that the
potential threat can be determined as quickly and as accurately as possible. In addition,
it should be clarified that all the presented charts are examples developed in any chosen
period.

Fig. 12. Charts presented statistics related with motion sensors.

The Mechatronic Device Which Provides Comfort 401



8 Conclusion

By analyzing the current situation and needs of the elderly or disabled, and taking into
account the existing home automation systems, the systems monitoring the vital
parameters of individuals, the idea was developed to develop an innovative comfort,
security and health care system for a social group living alone.

Compared to currently available solutions, the developed system not only enhances
the comfort and safety of the user from the point of view of operating the equipment
and staying in a given dwelling equipped with the developed system, but in particular is
responsible for monitoring, diagnosing and reporting the emergence of hazardous
situations involving the user (e.g. falls) or inform the family or health care provider
about the appearance of a future illness (e.g. depression). The system analyzes the
behavior patterns of the elderly or disabled and is based on data from many types of
sensors located in the affected unit. On the basis of this, it is also possible to better
control the treatment and convalescence of the user staying in his or her home.

The components include: control module with computer and display and sensor set,
including presence sensors, cameras, door closers, food sensors, radio sensors, tem-
perature sensors and humidity sensors.

Information obtained in this way originating, i.a. from motion sensors, pressure
sensors and medical sensors allow to generate reports that are relevant for the patient,
the family, or for physicians, rehabilitators, dieticians. The data on physical activity,
sleep quality, meals and medication times, provide increased discipline by the patient
himself to treat his illness. Very often, the lack of systematic and uncontrolled patient
treatment may prejudice its success or failure. Providing selected data from reports as
well as the ability to analyze real-time user activity is very important also for the user’s
family. An important part of the system is to improve communication with the medical
personnel. The information included in the reports may include physical activity in the
home, regular medication and meals (particularly important for people with diabetes).

Fig. 13. Health statistics
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These reports are based on information gathered from room sensors, door openers and
other food lockers, and scanned food products using barcodes. The signs of the disease
can also be seen in data from the pressure sensors in the bed and in the seats.

It is also worth noting that the described device is a modular system. It is possible
to individually configure individual modules of the system to meet the needs of the
user, with the possibility of retrofitting in the future with additional components.

The developed system features a user-friendly interface that is available through a
touch screen, web page or mobile phone.

For patients and families, privacy is very important. All data collected is stored in a
password protected database. If necessary, it is possible to encrypt data which, even in
the case of unauthorized access, will preserve privacy.

Another feature of the solution is the ability to monitor and protect property. Ideal
for this task are the presence sensors. With their help, it is possible to detect third-party
traffic, launch cameras, and send relevant information to a pre-defined audience, which
may be at least the police.

The closure sensors provide information that all windows and doors are closed
when the user exits the room and records it using the radio sensor located at the exit
door.

With dedicated software and LEDs mounted on the presence detectors, the device
can automatically turn on and off the light by simulating the presence of in-room
occupants, thereby reducing the risk of intrusion in the absence of the user.

A great asset of the presented solution is certainly the low cost of implementing the
system and no need to interfere with the existing infrastructure of the building.
Enclosures in which each module of the system can be modified depending on the
decor of the room and the user’s taste. This kind of capability was obtained even on the
basis of the 3D printing used for the prototype. Its installation in the building does not
require any interference with the existing building infrastructure.

The modular design allows almost infinite adding elements and collecting more
data, depending on the requirements set by the physician and the patient’s needs. The
modularity and compatibility of the system, as well as the fact that there is a possibility
of cooperation of the described system with the solutions monitoring the basic
parameters of life, is also worth noting.

In addition to the previously mentioned benefits for the user and his family, the
software takes into account the ecological aspect. Energy savings are achieved by
adjusting the lighting to the user. Reducing brightness and starting at the right times
gives measurable benefits. Also, the use of LED technology has a positive effect on
reducing energy consumption.

Presented system is a prototype. The device has been tested and results are shown
in this article. Also the whole project has been send to the Polish Patent Office for the
protection of copyright.

Acknowledgement. The innovative features of the presented device is further proven by the fact
that a patent application No P.420306 for this mechatronic device which provides comfort and
safety for the elderly and disabled people has been filed This work was supported in part the
Vice-Rector for Research the Rzeszow University of Technology (DS.MA.17.001).
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Abstract. The use of a 3D scanner at the crime scene i.e. the use of its mea-
surements and the final spatial documentation of the crime scene, must meet the
conditions of reliability and accuracy. Acquisition of spatial data can be
important from the point of view of investigating and verifying hypotheses.
Verification can be subjected to either the mutual location of the elements within
the scene or their mutual distance. To test the accuracy of measurements on 3D
scans a series of measurements was made at the actual scene, and then the same
measurements were made in 3D scans. In the research, we considered that the
accuracy of a crime scene mapping, depends on the surface characteristics. The
measuring noise also increases with the distance from the scanner. The scanning
density, as well can significantly limit the actual accuracy of the point mea-
surement. Measuring distances based on indicating a point by the user is also
characterized by an error resulting from the operator’s competences, as well as
the ambiguity of the position the characteristic point. It cannot be clearly stated
what the real accuracy of mapping, with a 3D scanner, of a crime scene is.

Keywords: 3D scanner � Crime scene investigation � Scanner accuracy

1 Introduction

The aim of the research doing by authors under the R&D Project of the Polish National
Research and Development Centre (DOB-BIO6/18/102/2014) was to analyze 3D laser
measuring technologies that can be used during the crime scene investigation [1].
Currently, photography and video registration are the dominant techniques in this area.
Despite the significant development of photographic techniques (including pho-
togrammetry and digital photography), the limitation to acquisition and analysis of flat
images remains important. Modern techniques analyzed in the project include:

– acquisition of spatial data by means of 3D scanning,
– linking the spatial model with photos,
– satellite measurements (GPS and analogous satellite location systems) for geo-

graphical localization of a crime scene or a road incident.

Visual documentation of such events is very important and 3D documentation
should replace photographs, sketches and video records. Limitations resulting from
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overrides indicate that it is advisable to combine the use of a terrestrial scanner with
scanners with the greatest possible mobility and ease of use (portable scanners).

In the case of new technologies, the issue of acceptance of research methods in the
investigative process and subsequent court trials. In the literature there is a standard of
acceptance of scientific results in legal proceedings (Daubert’s standard) - the name of
which derives from a specific case, and is related to the precedent nature of law in the
USA. The reliability and accuracy of the new test method used in the criminal process
should be assessed by the judge in the following aspects [2]:

– the method is the subject of peer-reviewed scientific publications,
– its error range is known,
– have adopted standards describing its operation,
– meet with wide acceptance in the scientific community.

The use of a 3D scanner at the crime scene i.e. the use of its measurements and the
final spatial documentation of the crime scene, must meet the conditions of reliability and
accuracy. The basic purpose of the crime scene inspection is objective reconstruction of
the event and securing material evidence for the needs of criminal investigations. The
spatial scanner enables obtaining information about the surface in the 3-dimensional
space. Only visible surfaces will be scanned. It requires to perform additional scans from
other positions. Building a model of the scene based on many scans requires their
subsequent submission (registration), which needs common areas to be scanned. The
requirement of common areas demands appropriate planning of the scanning process.
Registration also affects the accuracy of scene reconstruction.

2 The Forensics’ Use of 3D Scanners in the World

Spatial scanners are an example of technology for documentation, which is gaining
wider and wider recognition. Applications of scanners include technique, medicine,
earth sciences, cultural heritage or forensics [3, 4]. However, the process of reaching
their practical use in forensics was long and turbulent. Some doubts were raised, among
others, by the accuracy of measurements obtained with the use of 3D scanners’
computer tools, which was highlighted in a 350-page report prepared by the National
Academy of Science (USA) in 2009 [5]. On this basis, the NIST Law Enforcement
Standards Office and NIST Physical Measurement Laboratory in cooperation with
Leica Geosystems have developed a calibration standard for scanner devices that
ensures the reliability of measurements in forensic applications and more.

The research shows that 3D scanners in Europe have, among others, Police services
of the following countries [1]: Switzerland (Kantonspolizei w St. Galler, Police Neu-
châteloise – Police de la circulation), Great Britain (City of London Police,
Metropolitan Police Traffic Unit), Germany (Hessisches Landeskriminalamt, Wies-
baden; LKA Bayern, Monachium; LKA Sachsen, Dresden), the Netherlands (Politie
Rotterdam-Rijnmond, Krimpenaan den IJssel), and France (State Military Police -
Gendarmerie). There are also countries in which Police services use some external
entities with 3D scanners, such a country is e.g. Denmark. In addition, scanners are
commonly used in forensic science in the USA.
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Due to the fact that Germany is a federal country, local forensic laboratories have a
large independence in the use of measurement techniques, including during the
inspection of the crime scene. The Federal Criminal Police of Germany (Bun-
deskriminalamt, BKA) is involved only in international organized crime or at the
request of the competent authorities of a Federal State or Federal Minister of Internal
Affairs. In BKA, the most commonly used measuring devices used during visual
inspections are 3D scanners and spherical cameras.

Police in the Netherlands are in possession of 3D scanners and use them during the
inspection of the scene of the incident. The offense must, however, have to do with the
deprivation of life (murder, serious traffic accident, plane crash, etc.). It is therefore
about serious events. This equipment is used on large and hard to reach spaces or in
areas particularly exposed to evidence obliteration. One cannot use the 3D scanner in the
case of a so-called common crimes (e.g. burglary). The use of this technology is planned
to be extended to include visual inspection of illegal synthetic drug laboratories.

In Switzerland, in recent years, new methods of 3D scanning in forensics have
developed and gained significance. 3D laser scanning was considered an efficient research
method. Scanners are used in areas related to forensicmedicine, namely virtual autopsies of
corpses, with the fact that typical 3D modelling of the body’s interior is responsible a CT
scanner, and 3D laser scanning refers only to the body surface and external injuries.

The greatest usage of 3D scanners may be observed by the American Police. Mul-
tidisciplinary Accident Investigation Team, working within the California Highway
Patrol, is concerned mainly with crime detection of traffic accidents, their reconstruction
and causes. Moreover, MAIT helps in other crime scenes, especially those in which fire-
arms are used both by perpetrators or policemen. In the State of New Mexico (US
Albuquerque Police), a 3D scanner is used by the Mobile Crime Lab at the sites of most
serious crimes, usually accompanied by fire-arms usage. 3D scanning technology has
recently started to be employed also in Europe by police detectives mostly in investi-
gations carried out after explosions originated by organized criminals or terrorists [4].

3 Results of Research on the Accuracy of the Crime Scene
Measuring

Acquisition of spatial data can be important from the point of view of investigating and
verifying hypotheses. Verification can be subjected to either the mutual location of the
elements within the scene or their mutual distance without having to leave the forensic
laboratory, which can significantly speed up the investigation time. The other advan-
tage of full crime scene registration is the possibility of critically analyzing the forensic
hypotheses at the stage of their preparation without having to carry out numerous local
visions. An example of this is the analysis of shots taken from a moving vehicle and its
visualization. Similar 3D scanning techniques have also found application in the
analysis of traffic accidents, facilitating the reproduction and simulation of the moment
of occurrence of an event [6]. Another area of application for portable scanners is the
registration of footprints, tire traces, both those collected from permanent and non-
durable places such as the imprint in the snow. A separate area of application may also
be issues of identification and adjustment of small elements such as dentition elements,
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skull bone fit, or reconstruction of the facial appearance, but they require devices with
very high accuracy, which was analyzed in [7].

Evaluating accuracy of 3D scanners some problems should be discussed. The
scanning technique based on reflection beam analysis depends on such parameters of
the scanned surface as its angle of inclination - relative to the laser beam (it is optimal
to scan perpendicular surfaces with an angle limit value acceptable by the software) and
reflectance in the infrared light range. Many manufacturers also point to an increase in
measuring noise depending on the surface characteristics. Optical parameters of the
object being scanned are very important. In order for the scanners to be able to
correctly acquire data, the light beam displayed by them must be properly visible on the
scanned surface. Therefore, surfaces that are highly reflective, transparent, absorbing
light or causing its diffusion are difficult materials for scanning. During the tests, we
checked how the examined scanners behave when trying to scan the surfaces generally
considered as hard to scan materials. For example, materials that transmit a light beam
are virtually invisible for scanners. Without applying, for example, matting powders,
the scanner will not be able to capture their geometry. However, if used on the crime
scene, usually such action will not be allowed. Resistance to weather conditions (low
temperatures, humidity, and lighting) is also important in forensic applications. Ana-
lyzing the possibilities of accurate mapping of the crime scene, all these factors should
be taken into account, as they affect the precision of measurements performed on scans.

To test the accuracy of measurements on 3D scans a series of measurements was
made at the actual scene, and then the same measurements were made in 3D scans. In
total, hundreds of measurements were made, in different configurations of both, crime
or traffic incident scenes locations, and evidence of the crime discovered.

3.1 Possibilities of Measurements of Various 3D Scanners at the Crime
Scene

The infrared camera connected to the scanner allows using the temperature reading as a
texture superimposed on the spatial scan (Fig. 1).

Fig. 1. A combination of two armchairs - an employee sat on the right armchair before
scanning. It is in parts adjacent to the body about 1 °C warmer.
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Clouds of points that we obtain are assigned values, i.e. each point outside of its
XYZ coordinates has an RGB value and additionally, information about the intensity of
laser reflection from a given surface is also recorded. The intensity of the reflection
allows to notice various types of cracks/changes not visible to the naked eye on a
structure that would seem to be quite uniform. It is also easier to perceive bloody traces
in places with insufficient light, where photo in the visible range may have difficulty
with proper registration. Documentation of the crime scene performed with a laser
scanner does not require lighting and can be done in absolute darkness. The view of the
scan made in this way can be visualized as shades of gray as well as the intensity of
reflection.

Attempts have also been made to use a 3D structural light scanner to scan shoe
prints (Fig. 2). A Go!Scan 50 scanner (having accuracy 0,1 mm) was used for mea-
surements. Faro Freestyle, DotProduct, Artec or Mantis Vision scanners are also often
used in forensic applications. A few scans were performed by moving the scanner
around the object being scanned. Partial scans were imported into the VXelements
software, where they were combined into one unit. The combined cloud of points has
been transformed into a grid of triangles, becoming a model of the test imprint. In order
to confirm the high accuracy of the scan, a computer model of the shoe was made, and
then both models were compared. The obtained accuracy for almost the entire shoe
print is high.

3.2 Testing the Accuracy of Measurements on Scans

To test the accuracy of measurements on 3D scans a series of measurements was made
on real and simulated crime scenes, and then the same measurements were made on 3D
scans. The scenes were scanned using Leica both P40 and Z + F Imager 5010X. An
example set of 10 measurements is presented in the paper. Real distances have been
measured using laser distance meter with estimated error ±2 mm. The description of

Fig. 2. Visualization of scanned shoe prints.
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the measurement points is summarized in Table 1. The measurements were repeated 5
times (average values in the table).

The accuracy of measurements performed on scans, obtained in practice, are dif-
ferent and depend on many factors. Some of them are discussed below.

Table 1. Results of distance measurements.

Distance between Real distance
[mm]

Measured on scan
[mm]

(a) Drawer handle - the leg of the chair 2270 2286
(b) Two cupboards corners distance 630 643
(d) Corners of the washing machine and the
cabinet

195 198

(e) Corners of two upper cupboards 2875 2860
(f) Floor – the top of the cupboard 1999 1961
(i) Dimensions of the table 500 � 1500 498 � 1488
(j) Heel of the shoe - corner of the table 960 911
(o) Thickness of the table top 18 20
(p) The width of the door 940 949
(s) The width of the lamp 1265 1249

Fig. 3. For this case (a), the problem was to determine the points on the handle because it had a
shiny surface.

Fig. 4. In this case (b), the reason for the difficulty was the overlap of the edges on the scan, it
was necessary to choose the appropriate perspective of measurement/observation.
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The lamp (s) was very difficult for measuring because it had all the features of hard-
to-scan objects. The lamp housing was made of transparent plastic. They had rounded
edges with two lines of refraction, they were scanned in a disadvantageous perspective
and there were very few measuring points. Therefore the measuring errors are big.

Presented in the Table 1 and Figs. 3, 4, 5, 6 and 7 results are just exemplary. We
have done wide research on accuracy of crime scenes mapping for scenes placed either
in buildings or open areas (traffic incidents). Generally, it was found during the tests:

Fig. 5. For this measurement (d), the problem was to accurately determine the edge of the
washing machine (mirror surface). It was necessary to change the perspective and use the
representation in the intensity of reflection.

Fig. 6. The difficulty (i) consisted in overlapping of some edges and in the table area there were
areas with different density of points. The effect of this is visible in the form of an untrue change
in the table shape.

Fig. 7. For this measurement (j), the difficulty was that the heel, due to its small size, had few
measuring points.
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• Objects that are difficult to measure on the scan are, of course, those that are difficult
to scan, i.e. objects that strongly reflect light (Fig. 8).

• Carefully choose the perspective to mark the measurement point because often the
edges, determined by the points on the scan, overlap each other and further objects
(e.g. the back edge of the cabinet) merge closer (the front edge of the cabinet).

• For small objects (e.g. thickness of the countertop) problems occur due to the
scanner’s resolution (measuring points are distant from each other by approx.
3 mm). Scanner’s resolution can be enlarged but resulted files size are huge.Such
large data files are difficult to process and store.

• When assessing the accuracy of measurements on the scan, the accuracy of mea-
surements taken in the actual scene should also be taken into account.

• Real accuracy of crime scenes mapping is much lower than the precision and
resolution declared by scanners’ producers.

4 Summary

When considering the issue of accuracy one should distinguish two parameters pre-
sented by manufacturers - accuracy and precision. In the case of accuracy, an error is
considered relative to the actual distance from the tested object. For precision, the
repeatability of the test is considered. In the research, we considered accuracy of a
crime scene mapping, in both meanings. The 3D scanning error depends on the surface
characteristics. The ideal surface should reflect the laser beam well. With the reduction
of the reflection coefficient, the measuring noise increases (other parameters may also
change, such as the maximum scanning range). In some special cases, scanning of
some objects may not be possible at all. The measuring noise also increases with the
distance from the scanner. The Zoller + Fröhlich scanner documentation [8] also
defines a linear error - this is the maximum error resulting from a non-linear distance
mapping and should be considered as a component of the distance error.

The scanning density (resolution) determines how densely located scan points can
be [9]. While the accuracy of the distance measurement using the scanner is related to

Fig. 8. An example of a blurring cloud of points on a shiny glossy kitchen countertop.
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the position error of the measuring point (relative to any chosen reference point in the
scene), the scanning density can significantly limit the actual accuracy of the point
measurement (hence limiting the precision of measuring the distance between points).
For example [3], for the FARO X 130 scanner, whose declared distance error is approx.
2 mm, for a distance of 40 meters, a single distance measurement falls on a surface of
6 � 6 mm (for the highest possible scanning density). In fact, a point can be located in
a space section with dimensions of approx. 6 � 6 � 2 mm. For smaller distances from
the scanner, the diameter of the laser beam may be more important than the scanning
density. For example, for a FARO X 130 scanner with a beam diameter of 2.25 mm
and the densest sampling, the beam diameter is less than the spacing between points
only for scanning surfaces at a distance greater than 7.2 m. When analyzing the
granularity of the measurement (the minimum size of the voxel, including the measured
point), the fact of the discovergency of the laser beam should also be taken into
account. For example, in a FARO X 130 scanner it is typically 0.19 miliradians, which
adds about 19 mm diameter of the beam at 100 m.

Another problem is the precision of the point indication itself. Manufacturers of
scanners provide software for making measurements, and also provide sets of dedicated
tools. Measuring distances based on indicating a point by the user is also characterized
by an error resulting from the operator’s competences, as well as the ambiguity of the
position (and the possibility of indicating) the characteristic point. During the tests,
efforts were made to select the measuring points in an unambiguous manner, but the
unambiguous indication of the point was often only possible within a single scene.

Accuracy evaluation was also made for scans of open areas (traffic incidents sce-
nes), but a problem of a smaller number of characteristic points that can be used for
measurements, occurred stronger. The distance measurement errors obtained during the
open area scenes research were significantly larger (up to 0,5 m at 100 m distance from
the scanner). It can be assumed, however, that in this case the main source of errors was
the difficulty in clearly indicating the end points, due to the low density of scanned
points, at large distances from the scanner.

The assessment of the actual accuracy of the mapping of the crime scene is
important, because of using 3D scans, as evidence, in the judicial process. The wide
studies carried out by authors as part of a research grant, showed that the real accuracy of
distance measurements on the scan is much lower than the accuracy declared by the
scanners’ manufacturers. The accuracy depends mainly on the type of material being
scanned, proper determining the measuring points, choosing the appropriate perspective
of measurement/observation, detection and removal of the overlap of the edges of
various objects, the use of appropriate procedures for scanning transparent objects, areas
in the scan with different density of points, small size objects measuring due to few
scanning points, proper identification of an object edges due to scanning points blurring
and from the investigator competences and experience. Therefore, it cannot be clearly
stated what the real accuracy of mapping, with a 3D scanner, of a crime scene is.

Acknowledgement. The research was supported by the Polish National Research and
Development Centre
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Abstract. The paper presents the application of artificial neural networks in
lithology identification on the basis of well logging data. The problem is very
important considering petroleum geophysics as it allows to find sweet spots -
potential deposits of hydrocarbons (oil and gas). The use of advanced statistical
methods such as artificial neural networks is expected to improve geological
interpretation of geophysical data. Moreover, such methods are capable of
dealing with big data sets since well logging provides more and more infor-
mation about petrophysical (e.g. porosity, density, resistivity, natural gamma
radiation, sonic wave propagation) and chemical rock properties (mineral con-
tent and element abundance). Therefore, the analyzed data comprises around
56000 records. Two different computational environments has been used in
order to examine their efficiency in terms of accuracy of a lithological classi-
fication. Computation was done in R software, which is an open source envi-
ronment, and STATISTICA v. 13 which is a commercial one. As an input,
logging data from three boreholes drilled in the Baltic Basin, North Poland were
used. The results show that R offers more possibilities of modification of a net.
However, STATISTICA provides more user-friendly interface and better
accuracy of lithology identification.
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1 Introduction

Exploration of hydrocarbons, which are nowadays an essential source of energy, is a
complicated task. It involves considerable financial expenses and using advanced
techniques during data acquisition, processing and interpretation [1–3]. Moreover, data
interpretation is a complicated and subjective process [4–9]. Therefore, the authors’
intention was to apply advanced statistical methods, which comprises artificial neural
networks (ANN) to support decision-making processes. Commonly known type of
ANN has been used – a multilayer perceptron (MLP) [10, 12].

Artificial neural networks are classified as so-called computational intelligence.
These are methods that are currently developing rapidly, through the emergence of new
algorithms and new applications. Apart from MLP, machine learning methods com-
prise i.e. Support Vector Machine (SVM), single decision tree, K-means method, deep
learning and Kohonen networks [9–15]. The adaptability of ANNs can be improved by
evolutionary computational techniques such as float-coded genetic algorithms [16].
These methods allows to do classification, nonparametric multiple regression and time
series analysis [15]. Global optimization-assisted inversion procedures not only give
more accurate and reliable solution than conventional linear approaches, but more
information extracted from the well logging dataset in formation evaluation [17, 18].

Since machine learning methods are being developed rapidly, a significant progress
has also been made with statistical analysis software. The methods are available in
commercial software (MATLAB, STATISTICA, DTREG) as well as in open-source
ones (R, Octave, SciLab, Python) [10, 12, 15, 19]. Software that works under
GNU GPL license has an advantage of fast implementation of new methods and
algorithms. However, commercial software is often more user-friendly and better
optimized regarding computing efficiency.

Therefore the paper presents a comparison of two computational environments: R
and STATISTICA (v. 13). An efficiency indicator is defined as a number of correctly
identified samples (in %).

The paper tackles a problem of identification of geological formations on the basis
of well logging data. Data that has been used was obtained from three boreholes (A, B
and C) sited in the Baltic Basin, North Poland located in the vicinity of each other. In
the geological profiles of each well six potential lithostratigraphic formations (some
information on the type and age would be beneficial) has been identified. Data obtained
from well A were used only during the process of learning. Data from well B and C
were a subject of testing the net’s classification accuracy.

2 Comparison of Computational Environments

2.1 R Software

R software is a part of a larger project R which bases on the GNU GPL license. It was
originally established by Robert Gentleman and Ross Ihake from University in
Auckland [15] and designed for statistical analysis. Since academic researchers from all
over the world contribute to this project, it grows and develops very fast. CRAN server,
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which was created especially for handling the project, holds currently over 12 500
packages. This is an advantage and a disadvantage of the software at the same time.
The advantage is a possibility to download every package or create your own one
which includes the newest statistical solutions. The main drawback is that descriptions
of packages are often not plain enough to use them in a convenient way.

There are several packages that enables applying MLP networks, e.g. neuralnet,
nnet, caret. Authors have chosen the most updated and well described one – package
nnet developed by Brian Ripley and William Venables from University of Oxford in
2016 [19]. The package allows to create a model of a single-hidden-layer network and
predict values for new data. Considering classification, sigmoid function is the only
available activation function to apply on input. In output layer softmax activation
function was used. It is possible to modify many parameters of network model, i.e. size
of a network, maximum number of iterations during the process of training error
reduction, maximum number of weights or apply weight reduction.

Nnet’s efficiency was optimized in relation to the number of nodes in a hidden
layer. It is one of the most important parameter of MLP network since it strongly
influences computation rate. For this purpose, 500 models of a network have been
generated. Relation was examined for number of hidden nodes from the range 1 to 19
with a step equal 2. Maximum number of iterations during the process of training error
reduction was assumed to be 100. Results are shown at the chart in Fig. 1.

On the basis of the above-presented chart, in case of well B one could notice two
maxima – for 6 and 17 nodes in a hidden layer. The highest score of the correctly
identified formations reached 79.1%.

The results for well C stands considerably worse. The best classification accuracy
was achieved with 3 hidden nodes - accuracy ratio was equal 64%.
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Fig. 1. Relation between classification accuracy and the number of neurons in a hidden layer for
data from B and C wells in R software
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2.2 STATISTICA

STATISTICA offers for neural networks a separate module called SANN (STATIS-
TICA Automatic Neural Networks) [20]. In a user-friendly way it allows to select data
input, set the proportion in its separation into training, validation and testing sets and to
select desirable net’s parameters, e.g. number of hidden notes, type of a net topology
(MLP or radial). The module offers automatic searching for a net based on user-defined
parameters or more detailed searching, where a choice of preferable optimization
algorithm is available. In this analysis an automatic searching was used. Class pre-
diction for new data (well B and C) takes place in a different module called Rapid
Deployment of Predictive Models. Previously saved net model is applied to selected
dataset. As a result, a sheet is generated which contains in columns known lithology, a
predicted one and logical value “correct” or “incorrect”.

A relation between classification accuracy and a number of nodes in a hidden layer
was analyzed. Default proportions in splitting the dataset into training (70%), valida-
tion (15%) and testing (15%) sets were used. A number of created nets was set to be
500. In order to compare algorithm’s efficiency, activation function was the same as it
was in R software (sigmoid function). The results are presented in chart Fig. 2.

A big dispersion and instability of the results is noticeable for a number of neurons
less than 12. It might be due to overlearning some net models. Overlearning occurs
when during learning process a net structure matches actual dataset instead of gener-
alized task. Then, despite small error while training, prediction is considerably incor-
rect. Accuracy ratio tends to be more stable for number of hidden nodes greater than 12
and is significantly lesser in case of well C. The highest accuracy (77.1% for well B and
55.9% for well C) comes out consistently for both wells at 9 nodes in a hidden layer.
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Fig. 2. Relation between classification accuracy and the number of neurons in a hidden layer for
data from B and C wells in STATISTICA software. Sigmoid activation function was used
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Comparing the relation for both pieces of software, it is easy to notice that in case
of STATISTICA a dispersion of the results is much bigger than in R. The dispersion is
the highest for small values of a size of a hidden layer and for these values accuracy
ratios from both pieces of software differ the most. Regarding well B, for a greater
number of nodes in a hidden layer the accuracy ratio is similar in both computational
environments – on average however, R achieves better accuracy by a few percent.
A considerable difference occurs in well C – STATISTICA gives lesser classification
accuracy by circa a half. The reason for this might be a different way of net’s evalu-
ation. In STATISTICA the best net model is chosen on the basis of the smallest values
of errors (learning, testing and validation ones). Classification accuracy is calculated in
a separate module. A script in R evaluates every net model immediately after training
process. It is the accuracy ratio, not errors during training that are taken into consid-
eration in this case.

The mentioned above SANN module provides bigger choice of activation functions
than package nnet in R. These are: linear, sigmoid, hyperbolic tangent, exponential and
sine function. It is worth mentioning, that MLP nets use only a part of a sine function
that falls in an interval � p

2 ;
p
2

� �
, where sine is a monotonic function [20]. Then, an

influence of an activation function on classification accuracy has been examined.
Constant value of a number of hidden nodes was used. Based on the chart in Fig. 2, it
was assumed to be 9. A histogram in Fig. 3 presents how a type of activation function
affects net’s efficiency.

For both wells the highest accuracy (reaching almost 80%) was obtained by a net
with a sine activation function. In case of well C the results are over twice as better as
for other functions. Considering well B, the differences are considerably smaller –

either a sigmoid function or hyperbolic tangent give accuracy ratio smaller by a few
percent.
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Fig. 3. Histogram presenting classification accuracy ratio for different activation functions for
data from B and C wells
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On the other hand, the lowest accuracy was achieved by a linear activation func-
tion. This is due to the fact that relations between log’s values and rock mass are too
complicated, i.e. normally approximated by multivariate non-linear probe response
functions, to be described by such a simple formula.

3 Conclusions

Problem of ANN optimization in two computational environments - R (package nnet)
and STATISTICA was presented in the paper. Optimization was carried out for a task
of identification of geological formations in boreholes based on well logging data. It
allowed to compare a quality and efficiency of statistical computations for both pieces
of software. Based on the results of conducted investigations, one could conclude that
for the same type of activation function (sigmoid function), better accuracy was
obtained in STATISTICA software.

Additionally, for the sake of a bigger choice of activation functions in STATIS-
TICA, an influence of a type of activation function on classification accuracy was
examined. In this case the best results was achieved by a sine, which in an interval
� p

2 ;
p
2

� �
is similar to a sigmoid function. Taking into consideration the fact, that

STATISTICA, which is an example of commercial software, has got more user-
friendly interface, one has to admit that its efficiency is better than in case of R. On the
other hand, R is an open-space environment that is under the constant development by
a scientific community. Therefore some solutions (especially new ones) are available
there faster than in STATISTICA.

However, it is worth observing that both computational environments allow
lithology classification on the basis of well logging data from the analyzed wells with
satisfying accuracy (around 80%). Therefore ANN – MLP could be a remarkable tool
supporting interpretation of well logging data.
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