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Preface

This volume contains the refereed proceedings of the 7th International Conference on
Analysis of Images, Social Networks, and Texts (AIST 2018)1. The previous confer-
ences during 2012–2017 attracted a significant number of data scientists – students,
researchers, academics, and engineers working on interdisciplinary data analysis of
images, texts, and social networks.

The broad scope of AIST made it an event where researchers from different
domains, such as image and text processing, exploiting various data analysis tech-
niques, can meet and exchange ideas. We strongly believe that this may lead to the
cross-fertilisation of ideas between researchers relying on modern data analysis
machinery.

Therefore, AIST brought together all kinds of applications of data mining and
machine learning techniques. The conference allowed specialists from different fields to
meet each other, present their work, and discuss both theoretical and practical aspects
of their data analysis problems. Another important aim of the conference was to
stimulate scientists and people from industry to benefit from the knowledge exchange
and identify possible grounds for fruitful collaboration.

The conference was held during July 5–7, 2018. The conference was organised in
Moscow, the capital of Russia, on the campus of Moscow Polytechnic University
(MPU)2.

This year, the key topics of AIST were grouped into six tracks:

1. General Topics of Data Analysis chaired by Sergei Kuznetsov (Higher School of
Economics, Russia) and Amedeo Napoli (LORIA, France)

2. Natural Language Processing chaired by Natalia Loukachevitch (Lomonosov
Moscow State University, Russia) and Goran Glavaš (University of Mannheim,
Mannheim, Germany)

3. Social Network Analysis chaired by Vladimir Batagelj (University of Ljubljana,
Slovenia) and Olessia Koltsova (Higher School of Economics, Russia)

4. Analysis of Images and Video chaired by Marcello Pelillo (University of Venice,
Italy) and Andrey Savchenko (Higher School of Economics, Russia)

5. Optimization Problems on Graphs and Network Structures chaired by Panos
Pardalos (University of Florida, USA) and Michael Khachay (IMM UB RAS and
Ural Federal University, Russia)

6. Analysis of Dynamic Behavior Through Event Data chaired by Wil van der Aalst
(RWTH Aachen University, Germany) and Irina Lomazova (Higher School of
Economics, Russia)

1 http://aistconf.org/.
2 http://mospolytech.ru/?eng.
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The Program Committee and the reviewers of the conference included 154
well-known experts in data mining and machine learning, natural language processing,
image processing, social network analysis, and related areas from leading institutions of
32 countries including Argentina, Australia, Austria, Bangladesh, Canada, China,
Croatia, Czech Republic, Denmark, Egypt, Finland, France, Germany, Greece, India,
Italy, Kazakhstan, Lithuania, Norway, Qatar, Romania, Russia, Slovenia, Spain,
Switzerland, Vietnam, Taiwan, Turkey, Ukraine, The Netherlands, UK, and USA. This
year we received 107 submissions mostly from Russia but also from Austria,
Bangladesh, Finland, Germany, Norway, Switzerland, Taiwan, Turkey, Ukraine, USA,
and Vietnam.

Out of 107 submissions, only 29 papers were accepted as regular oral papers. Thus,
the acceptance rate of this volume was around 36% (not taking into account 26
automatically rejected papers). In order to encourage young practitioners and
researchers, we included 28 papers in the supplementary proceedings after their poster
presentation at the conference. Each submission was reviewed by at least three
reviewers, experts in their fields, in order to supply detailed and helpful comments.

The conference featured several invited talks and an industry session dedicated to
current trends and challenges.

The topical opening talk was presented by Rostislav Yavorskiy on “Visualization of
Data Science Community in Russia.”

The invited talks were:

– Anne Rozinat (Fluxicon), “Process Mining: Discovering Process Maps from Data”
– Goran Glavaš (University of Mannheim), “Cars, Drivers, Vehicles, and Wheels:

Specializing Distributional Word Vectors for Lexico-Semantic Relations”
– Gleb Gusev (Yandex and Moscow Institute of Physics and Technology), “Machine

Learning Research in Yandex and CatBoost”
– Ekaterina Chernyak of HSE and Sberbank presented a tutorial on “Supervised

Methods in Natural Language Processing”

The business speakers also covered a wide variety of topics:

– Iosif Itkin (Exactpro Systems), “The World’s Most Valuable Commodity”
– Maksim Balashevich (Santiment), “Crypto Assets Valuation”
– Ilya Utekhin (European University at St. Petersburg), “On Understanding Users for

Human-Centered Design”
– Denis Stepanov (JetBrains), “Workshop: Data Visualization with Datalore.plot in

Research, Education, and Just for Fun”
– Eugeny Malyutin (OK.ru), “Trend Detection at OK”
– Oleg Klepikov (Center for Applied Neuroeconomics), “Psychometric Behavorial

Classification of Banking Clients – A Case Study”
– Dmitriy Skougarevskiy (European University at St. Petersburg), “Semantic Rep-

resentation of Accident Reports to Understand the Dark Figure of Crime”
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Under a special agreement between the responsible program co-chairs and the
proceedings chair, due to its interdisciplinary nature, one paper was assigned to a
special section on Innovative Systems (outside of the main tracks).

We would like to thank the authors for submitting their papers and the members
of the Program Committee for their efforts in providing exhaustive reviews.

According to the program chairs, and taking into account the reviews and presen-
tation quality, the best paper awards were granted to the following papers:

Track 1. General Topics of Data Analysis: “Lookup Lateration: Mapping of
Received Signal Strength to Position for Geo-Localization in Outdoor Urban Areas” by
Andrey Shestakov, Attila Kertesz-Farkas, Dmitri Shmelkin, and Danila Doroshin

Track 2. Natural Language Processing: “Learning Representations for Soft Skill
Matching” by Luiza Sayfullina, Eric Malmi, and Juho Kannala

Track 3. Social Network Analysis: “Organizational Networks Revisited: Predictors
of Headquarters–Subsidiary Relationship Perception” by Antonina Milekhina,
Valentina Kuskova, and Elena Artyukhova

Track 4. Analysis of Images and Video: “Application of Fully Convolutional Neural
Networks to Mapping Industrial Oil Palm Plantations” by Artem Baklanov, Mikhail
Khachay, and Maxim Pasynkov

Track 5. Optimization Problems on Graphs and Network Structures: “Efficient
PTAS for the Euclidean CVRP with Time Windows” by Michael Khachay and Yuri
Ogorodnikov

Track 6. Analysis of Dynamic Behavior Through Event Data: “Neural Approach to
the Discovery Problem in Process Mining” by Timofey Shunin, Natalia Zubkova, and
Sergey Shershakov

We would also like to express our special gratitude to all the invited speakers and
industry representatives.

We deeply thank all the partners and sponsors. Our golden sponsor was Exactpro.
Exactpro, a fully owned subsidiary of the London Stock Exchange Group, spe-

cialises in quality assurance for exchanges, investment banks, brokers, and other
financial sector organisations. Our special thanks go to Springer for their help, starting
from the first conference call to the final version of the proceedings. JetBrains covered
important conference expenses while Springer sponsored the best paper awards. Last
but not least, we are grateful to the dean of Information Technologies Faculty of MPU,
Andrey Phillipovich, and all the organisers, especially to Andrey Novikov and Marina
Danshina, and the volunteers, whose endless energy saved us at the most critical stages
of the conference preparation.

Here, we would like to mention the Russian word “aist” is more than just a simple
abbreviation (in Cyrillic) – it means a “stork.” Since it is a wonderful free bird, a
symbol of happiness and peace, this stork gave us the inspiration to organise the AIST
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conference. So we believe that this young and rapidly growing conference will likewise
be bringing inspiration to data scientists around the world!

October 2018 Wil van der Aalst
Vladimir Batagelj

Goran Glavaš
Dmitry Ignatov

Michael Khachay
Olessia Koltsova
Sergei Kuznetsov
Irina Lomazova

Natalia Loukachevitch
Amedeo Napoli

Alexander Panchenko
Panos Pardalos
Marcello Pelillo

Andrey Savchenko
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Process Mining: Discovering Process Maps
From Data

Anne Rozinat

Eindhoven University of Technology and Fluxicon BV, Eindhoven,
The Netherlands

anne@fluxicon.com

Abstract. Data scientists deftly move through a whole range of technologies.
They know that 80% of the work consists of the processing and cleaning of data.
They know how to work with SQL, NoSQL, ETL tools, statistics, scripting
languages such as Python, data mining tools, and R. But for many of them
Process Mining is not yet part of the data science toolbox.

We explain what Process Mining is, how it works, and what data science
teams will be able to do with it.

Keywords: Process mining � Data science � Data processing



Tutorial: Supervised Methods in Natural
Language Processing

Ekaterina Chernyak

National Research University Higher School of Economics and Sberbank,
Moscow, Russia

ek.chernyak@gmail.com

Abstract. In this talk we are going to address several aspects of applying
supervised methods to natural language processing tasks. We will start by
describing several types and tools for text annotation and evaluation of anno-
tation quality. Next we will approach a few supervised tasks, specially, text
classification and sequence labelling, describe them formally and discuss both
traditional machine learning approaches as well as deep learning approaches to
them.

Keywords: Natural language processing � Text annotation � Text classification
Sequence labelling



Cars, Drivers, Vehicles, and Wheels:
Specializing Distributional Word Vectors

for Lexico-Semantic Relations

Goran Glavaš

University of Mannheim, Germany
goran@informatik.uni-mannheim.de

Abstract. In recent years, prediction-based distributional word vectors (i.e.,
word embeddings) have become ubiqiutous in natural language processing.
While word embeddings robustly capture existence of semantic associations
between words, they fail to reflect – due to the distributional nature of
embedding models – the exact type of the semantic link that holds between the
words, that is, the exact semantic relation (e.g., synonymy, antonymy, hyper-
nymy). This talk presents an overview of recent models that fine-tune distri-
butional word spaces for specific lexico-semantic relations, using external
knowledge from lexico-semantic resources (e.g., WordNet) for supervision.
I will analyze models for specializing embeddings for semantic similarity (vs.
other types of semantic association) as well as models that specialize word
vectors for detecting particular relations, both symmetric (e.g., synonymy,
antonymy) and asymmetric (e.g., hypernymy, meronymy). The talk will also
examine evaluation procedures and downstream tasks that benefit from spe-
cializing embedding spaces. Finally, I will demonstrate how to transfer
embedding specializations to resource-lean languages, for which no external
lexico-semantic resources exist.

Keywords: Natural language processing � Word embeddings
Lexico-semantic relations



Contents

Opening Talk

Visualization of Data Science Community in Russia . . . . . . . . . . . . . . . . . . 3
Rostislav Yavorskiy, Tamara Voznesenskaya, and Kirill Rudakov

Social Network Analysis

Echo Chambers vs Opinion Crossroads in News Consumption
on Social Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Sofia Dokuka, Sergei Koltcov, Olessia Koltsova, and Maxim Koltsov

Joint Node-Edge Network Embedding for Link Prediction . . . . . . . . . . . . . . 20
Ilya Makarov, Olga Gerasimova, Pavel Sulimov, Ksenia Korovina,
and Leonid E. Zhukov

Co-authorship Network Embedding and Recommending Collaborators
via Network Embedding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

Ilya Makarov, Olga Gerasimova, Pavel Sulimov, and Leonid E. Zhukov

Organizational Networks Revisited: Predictors of Headquarters-Subsidiary
Relationship Perception . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

Antonina Milekhina, Elena Artyukhova, and Valentina Kuskova

Natural Language Processing

Vector Space Models in Detection of Semantically Non-compositional
Word Combinations in Turkish . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

Levent Tolga Eren and Senem Kumova Metin

Authorship Verification on Short Text Samples
Using Stylometric Embeddings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Johannes Jasper, Philipp Berger, Patrick Hennig, and Christoph Meinel

Extraction of Hypernyms from Dictionaries with a Little Help
from Word Embeddings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

Maria Karyaeva, Pavel Braslavski, and Yury Kiselev

Sentiment Analysis of Telephone Conversations Using Multimodal Data . . . . 88
Alexander Gafuanovich Logumanov, Julius Dmitrievich Klenin,
and Dmitry Sergeevich Botov



Evaluation of Approaches for Most Frequent Sense
Identification in Russian. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Natalia Loukachevitch and Nikolai Mischenko

RusNLP: Semantic Search Engine for Russian NLP Conference Papers . . . . . 111
Irina Nikishina, Amir Bakarov, and Andrey Kutuzov

Russian Q&A Method Study: From Naive Bayes to Convolutional
Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

Kirill Nikolaev and Alexey Malafeev

Extraction of Explicit Consumer Intentions from Social Network Messages . . . 127
Ivan Pimenov and Natalia Salomatina

Probabilistic Approach for Embedding Arbitrary Features of Text . . . . . . . . . 134
Anna Potapenko

Learning Representations for Soft Skill Matching . . . . . . . . . . . . . . . . . . . . 141
Luiza Sayfullina, Eric Malmi, and Juho Kannala

Analysis of Images and Video

Application of Fully Convolutional Neural Networks to Mapping Industrial
Oil Palm Plantations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

Artem Baklanov, Michael Khachay, and Maxim Pasynkov

CalciumCV: Computer Vision Software for Calcium Signaling
in Astrocytes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

Valentina Kustikova, Mikhail Krivonosov, Alexey Pimashkin,
Pavel Denisov, Alexey Zaikin, Mikhail Ivanchenko, Iosif Meyerov,
and Alexey Semyanov

Copy-Move Detection Based on Different Forms of Local Binary Patterns . . . 180
Andrey Kuznetsov

Emotion Recognition of a Group of People in Video Analytics Using Deep
Off-the-Shelf Image Embeddings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

Alexander V. Tarasov and Andrey V. Savchenko

General Topics of Data Analysis

Extraction of Visual Features for Recommendation of Products
via Deep Learning. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

Elena Andreeva, Dmitry I. Ignatov, Artem Grachev,
and Andrey Savchenko

XXIV Contents



Regression Analysis with Cluster Ensemble and Kernel Function . . . . . . . . . 211
Vladimir Berikov and Taisiya Vinogradova

Tree-Based Ensembles for Predicting the Bottomhole Pressure of Oil
and Gas Well Flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

Dmitry I. Ignatov, Konstantin Sinkov, Pavel Spesivtsev, Ivan Vrabie,
and Vladimir Zyuzin

Lookup Lateration: Mapping of Received Signal Strength to Position
for Geo-Localization in Outdoor Urban Areas. . . . . . . . . . . . . . . . . . . . . . . 234

Andrey Shestakov, Danila Doroshin, Dmitri Shmelkin,
and Attila Kertész-Farkas

Dropout-Based Active Learning for Regression. . . . . . . . . . . . . . . . . . . . . . 247
Evgenii Tsymbalov, Maxim Panov, and Alexander Shapeev

Analysis of Dynamic Behavior Through Event Data

Neural Approach to the Discovery Problem in Process Mining . . . . . . . . . . . 261
Timofey Shunin, Natalia Zubkova, and Sergey Shershakov

Constructing Regular Expressions from Real-Life Event Logs. . . . . . . . . . . . 274
Polina D. Tarantsova and Anna A. Kalenkova

Optimization Problems on Graphs and Network Structures

On Modification of an Asymptotically Optimal Algorithm for the
Maximum Euclidean Traveling Salesman Problem . . . . . . . . . . . . . . . . . . . 283

Edward Kh. Gimadi and Oxana Yu. Tsidulko

Exact Algorithms for the Special Cases of Two Hard to Solve Problems
of Searching for the Largest Subset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 294

Alexander Kel’manov, Vladimir Khandeev, and Anna Panasenko

On a Problem of Summing Elements Chosen from the Family of Finite
Numerical Sequences. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

Alexander Kel’manov, Ludmila Mikhailova, and Semyon Romanchenko

Efficient PTAS for the Euclidean CVRP with Time Windows . . . . . . . . . . . 318
Michael Khachay and Yuri Ogorodnikov

Innovative Systems

Generic Distributed In Situ Aggregation for Earth Remote Sensing Imagery . . . 331
Ramon Antonio Rodriges Zalipynis

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 343

Contents XXV



Opening Talk



Visualization of Data Science Community
in Russia
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Abstract. We present in the form of two visualizations some prelimi-
nary results of the ongoing study of data science community in Russia.
The first visualization aggregates data about top researches and their
fields of interest according to the Google Scholar service. The second
graph is a map of largest on-line communities on data science on VKon-
takte platform.

Keywords: Scientometric · Data science · Professional community
On-line community · Visualization

1 Overview of the Project

Importance and high demand for data science competencies have been widely
discussed in literature, see e.g. [4,5]. It was shown in [1] that the ascendancy of
market and hierarchy principles in the organization of professional work has not
diminished the role of community. Important role of community in education,
research and professional development has been studied for many years, see
[2,3,10,11].

Systematic study of regional community of data science professionals provides
useful information to:

– students, who build their career path and search for scientific supervisor or
an active research group to join;

– scientist, who are looking for new collaboration and cooperation opportuni-
ties;

– research managers who want to know the current situation in the field, trends,
strong and weak spots, and better plan development programs and projects.

This project continues our previous research on measuring and analysis of
the structure of computer science community in Russia, see [7–9]. An overview
of scientometric research in Russia could be found in [6].
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2 Education

Good education is the key factor in facilitating research, so one of our goals
is to measure data science education opportunities across the country. We are
collecting data from the official web sites of Russian universities. Some bachelor
and master programs have vary clear focus on data science and include that by
using specific keywords in their titles, e.g. “data analysis”, “big data”, “data
science” etc. For other the relation to data science is not that clear, that is why
we manually inspected all the programs on applied mathematics and informatics.

The following Table 1 presents some of the numbers. In order to make the
data for different cities better comparable we have added a column with figures
for enrollments per 100k citizens rate.

Table 1. The numbers of annual enrollments in data science related bachelor and
master programs in major Russian cities

City Enrolment per year City population x1000 Enrollments per 100k citizens

Moscow 2946 12381 23.79

St. Petersburg 892 5282 16.89

Nizhniy Novgorod 463 3248 14.25

Samara 342 3204 10.67

Tomsk 308 1079 28.54

Kazan 212 3885 5.46

Irkutsk 185 2409 7.68

Ekaterinburg 180 4329 4.16

Chelyabinsk 151 3502 4.31

Krasnoyarsk 145 2875 5.04

Perm 131 1007 13.01

Novosibirsk 119 1511 7.88

3 Data Science Researchers

In order to get data about data science researcher working in Russia Google
scholar service have been used.

Table 2 lists top 10 scientists with respect to the total number of citations
indexed by this service. Among researchers with confirmed Russian affiliations
we identified 148 with at least one hundred citations. All they are depicted on
Fig. 1 by circles. Size of each circle node is proportional to the total number
of citations in Google Scholar. Fill color indicates the region of the affiliation
institute or university.
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Fig. 1. Map of data science researchers in Russia by field. Size of the circle nodes is
proportional to the total number of citations in Google Scholar (minimum is 100). Fill
color indicates the region of the affiliation institute or university. (Color figure online)
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Table 2. Top 10 data science researchers in Russia with respect to the total number
of citations in Google Scholar

Name Citations Topics City

Fedor Ratnikov 99339 High energy physics, machine learning Moscow

Denis Derkach 44480 High energy physics, data science Moscow

Andrey Ustyuzhanin 14238 Data science, high energy physics, machine learning Moscow

Victor Lempitsky 8597 Computer vision, deep learning Moscow

Boris Mirkin 8276 Clustering, decision making, mathematical

classification, evolutionary trees, data and text

interpretation

Moscow

Olga Rebrova 7003 Biostatistics, evidence based medicine, artificial

intelligence

Moscow

Nikolay Kazanskiy 6408 Computer optics, diffractive nanophotonics,

computer vision

Samara

Sergey Nikolenko 5499 Machine learning, theoretical computer science,

networking

St. Petersburg

Alexander Sirotkin 5479 Bayesian inference, machine learning, probabilistic

graphical models

St. Petersburg

Sergei O. Kuznetsov 4360 Knowledge discovery, formal concept analysis,

algorithms and complexity, data mining, discrete

mathematics

Moscow

4 On-line Activities

In the research we decided to examine VKontakte1 (VK). VK is the most pop-
ular website and social networking platform in Russia2. VK provides access for
working with data through the API3. In this way, we used VK API to identify
people attendance at on-line activities.

At the first step, we defined the following keywords: Big Data, Data Science,
Deep Learning, Kaggle, Machine Learning, Natural Language Processing, Neural
Network, Reinforcement Learning, Mashinnoe Obuchenie (Machine Learning in
Russian), Nejronnye Seti (Neural Network in Russian). At the second step, we
used the API methods at target groups (groups, pages, events) searching accord-
ing to the keywords. At the final step, we fetched groups member count, people
distribution in relative to cities affiliation, and people membership intersection
in the groups.

The following Table 3 presents top five data science on-line communities on
VK platform (those which have 5000 or more members).

We found 19 on-line communities with 1000 members or more (as of June
2018). They are depicted on Fig. 2. Size of a node is proportional to the number
of involved users. Edges are used to indicate popularity of these communities in
major Russian cities.

1 https://vk.com.
2 https://www.alexa.com/siteinfo/vk.com.
3 https://vk.com/dev/methods.

https://vk.com
https://www.alexa.com/siteinfo/vk.com
https://vk.com/dev/methods
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Fig. 2. Map of on-line communities on data science with minimum 1000 members on
VK platform. Size of a node is proportional to the number of involved users. Edges
indicate popularity in major Russian cities.
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Table 3. Top data science related on-line communities on VK platform (with 5000 or
more members)

VK ID Name Members

club44016343 Deep learning 14098

club91453124 Data science 11678

club138477641 Mashinnoe obuchenie, AI, nejronnye seti, Big

Data (Machine learning, AI, neural networks,

big data)

8042

club131489096 Memy pro mashinnoe obuchenie dlja vzroslyh

muzhikov (Memes on machine learning for adult

men)

7141

club55604921 Iskusstvennyj intellekt, Nejronnye seti

(Artificial intelligence, neural networks)

6812

5 Conclusion

“Map of Data Science in Russia” is an ongoing project conducted by Laboratory
of Modeling and Control of Complex Systems at Higher School of Economics in
Moscow. The planned subsequent steps are:

– regularly update the tables and the visualizations;
– put the maps on the web and make them interactive;
– expand the analysis to cover different kinds of events, such as meetups, work-

shops, conferences etc.

References

1. Adler, P.S., Kwon, S.W., Heckscher, C.: Professional work: the emergence of col-
laborative community. Organ. Sci. 19, 359–376 (2008)

2. Ardichvili, A., Page, V., Wentling, T.: Motivation and barriers to participation in
virtual knowledge-sharing communities of practice. J. Knowl. Manag. 7(1), 64–77
(2003)

3. Brown, J., Duguid, P.: Organizational learning and communities of practice: toward
a unified view of working, learning, and innovation. In: Knowledge and communi-
ties, pp. 99–121. Elsevier (2000)

4. Chen, H., Chiang, R.H., Storey, V.C.: Business intelligence and analytics: from big
data to big impact. MIS Q. 36, 1165–1188 (2012)

5. Davenport, T.H., Patil, D.: Data scientist. Harv. Bus. Rev. 90(5), 70–76 (2012)
6. Guskov, A., Kosyakov, D., Selivanova, I.: Scientometric research in Russia: impact

of science policy changes. Scientometrics 107(1), 287–303 (2016)
7. Krasnov, F., Vlasova, E., Yavorskiy, R.: Connectivity analysis of computer sci-

ence centers based on scientific publications datafor major Russian cities. Procedia
Comput. Sci. 31, 892–899 (2014)

8. Krasnov, F., Yavorskiy, R.: Measuring the level of maturity of the professional
community. Bus.-Inform. 1(23), 64–67 (2013). (in Russian)

9. Krasnov, F., Yavorskiy, R.E., Vlasova, E.: Indicators of connectivity for urban sci-
entific communities in Russian cities. In: Ignatov, D.I., Khachay, M.Y., Panchenko,
A., Konstantinova, N., Yavorskiy, R.E. (eds.) AIST 2014. CCIS, vol. 436, pp. 111–
120. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-12580-0 11

https://doi.org/10.1007/978-3-319-12580-0_11


Visualization of Data Science Community in Russia 9

10. Louis, K.S., Marks, H.M.: Does professional community affect the classroom?
Teachers’ work and student experiences in restructuring schools. Am. J. Educ.
106(4), 532–575 (1998)

11. Wenger, E.C., Snyder, W.M.: Communities of practice: the organizational frontier.
Harv. Bus. Rev. 78(1), 139–146 (2000)



Social Network Analysis



Echo Chambers vs Opinion Crossroads
in News Consumption on Social Media

Sofia Dokuka1(&), Sergei Koltcov2, Olessia Koltsova2,
and Maxim Koltsov2

1 Institute of Education, Higher School of Economics, Moscow, Russia
sdokuka@hse.ru

2 Laboratory for Internet Studies, Higher School of Economics,
Saint-Petersburg, Russia

{skoltsov,ekoltsova,mkoltsov}@hse.ru

Abstract. Social media are often conceived as a mechanism of echo-chamber
formation. In this paper we show that in the Russian context this effect is
limited. Specifically, we show that audiences of media channels represented in
the leading Russian social network VK, as well as their activities, significantly
overlap. The audience of the oppositional TV channel is connected with the
mainstream media through acceptable mediators such as a neutral business
channel. We show this with the data from the VK pages of twelve leading
Russian media channels and seven millions users.

Keywords: Social media � Social network analysis � TV � Echo-chamber

1 Introduction and Related Work

Nowadays, the process of information gathering and sharing by media consumers has
become simpler than it ever was in the world history. As a result, media audiences can
seemingly easily obtain and compare different types of information from different
sources.

Despite this, some research has found that social media force users to select social
and political content which is not too different from their views (Colleoni 2014), this
phenomenon being known as echo chamber effect. It refers to users’ inclination to
select sources of information with similar orientation and to avoid sources with dif-
ferent slants and even agendas. Festinger (1954) explains echo chambers in terms of
cognitive dissonance and selective exposure theories. Likewise, Colleoni (2014) claims
that people experience positive feelings when they obtain information that supports
their opinion and stress when they get different points of views.

The hypothesis about the echo chamber effect facilitated by social media is sup-
ported in (Adamic and Glance 2005; Conover et al. 2011; Guerra et al. 2013). Both
studies show that social media users tend to link with alters with similar views – an
effect also termed homophily if this attachment occurs voluntarily (McPherson et al.
2001). Adamic (Adamic and Glance 2005) and Guerra with colleagues (Guerra et al.
2013) provide the evidence of left-right communities with very little mutual contacts.
Likewise, a Facebook research (Bakhshi et al. 2015) finds that individuals’ choices
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play a greater role than algorithmic ranking in limiting users’ exposure to cross-cutting
content. At the same time, this research finds that Facebook users do get exposed to
some discordant content and have some heterogeneous friends.

More detailed research finds that homophily levels vary depending on message
content and style, as well as across social groups (Barberá et al. 2015; Liao et al. 2014).
Thus, lower homophily was observed for non-political and moderately discordant
content and among users with high accuracy motives. A study of the Russian blogo-
sphere (Etling et al. 2010) found it to be very connected across all political clusters and
very dissimilar to the bi-polar American structure described in Adamic and Glance
(2005). The situation opposite to the echo chamber effect has been termed “national
conversation” (Barberá et al. 2015) and “opinion crossroads” (Bodrunova et al. 2015)
and is the main alternative theory to explain online political landscapes.

In this study, we seek to test the echo chamber effect in news-related behavior in the
largest Russian social networking site VK based on five different measures. Namely,
we seek to determine how news consumption on the VK pages of the twelve leading
TV channels overlaps in terms of common subscribers, likers, commenters and likes on
comments. If individual TV channels or politically homogeneous groups of channels
have unique sets of users that do not overlap with other channels or groups of channels,
the echo chamber effect hypothesis will hold. If otherwise, the opinion crossroads
hypothesis will be more plausible.

2 Data

We perform our analysis on a dataset from VK social networking site (vk.com, a replica
of Facebook in terms of its functionality) that has more than 450 millions accounts. We
select twelve key Russian media outlets that have the most visible presence in VK, and
they happen to be ten TV channels, one news agency and one media organization that is
both. We consider only channels with pronounced political agenda. In terms of political
landscape, Russia is now divided into a conservative pro-government majority, and an
oppositional minority that is mostly liberal, with both “liberal” and “conservative”
having different meanings than usually in the “West”. Accordingly, we find that only TV
Rain is oppositional and liberal (which is why it was deprived of its air frequency and
now is an entirely Internet TV channel). RBC is a business channel that tries to keep
objective and politically neutral. All the rest may be classified as pro-government. RT
was initially an English language TV aimed only at international audience, before it
started producing Russian language content in VK in 2017.

For each VK page belonging to a channel we have collected the following infor-
mation: the lists of users who follow the page, as well as those who have at least once
reposted a page’s post, or commented on one, or liked either a page’s post or a
comment to a page’s post. The overall dataset embraces the period of one year (2017)
and consists of 7,323,983 users. Descriptive statistics for each channel is in Table 1.
Such dataset gives us an option to consider different forms of individual participation,
both active (reposting, liking and commenting) and passive (following the pages).

After collection, user data were disconnected from their VK IDs and thus
anonymized.

14 S. Dokuka et al.



Descriptive statistics shows that TV channels are unevenly represented in VK.
Some TV channels (Channel 1 or RT) have more than one million subscribers, while
other (TVC, Mir or Kultura) have only several thousands.

3 Methods and Results

A database with information about users and their interactions with the channels’ pages
can be viewed as an adjacency matrix of two-mode (or affiliation) network with two
different types of nodes: social network users and public pages. To investigate the
structure of channels’ similarity in terms of their audiences, we project such two-mode
networks into one-mode page-page social networks. As the result we obtain five full
weighted graphs with 12 nodes and 66 ties each where the weight of a tie indicates,
respectively, the number of subscribers, content sharers, commenters, post likers, or
comment likers shared by a given pair of pages. The strength of the ties varies from
0.1% to 5%.

3.1 Relation Between Different Types of Overlaps Between Channels

Theoretically, any two channels may overlap in some aspects (e.g. likes), but not in
others (e.g. subscribers). To check this assumption, we test whether the structures of
our five networks are correlated. For this, we perform quadratic assignment procedure
(QAP-test) (Krackhardt 1988; Simpson 2001) that allows to correlate sets of non-
independent observations (Table 2). The empirical estimates show that the different
networks are significantly interconnected (correlation is in range 0.84–0.98) which
means that if any two channels overlap in one aspect they will also tend to overlap in all
others with similar strength.

Table 1. User activity and subscribers distribution over media pages in VK.

Media outlet Page
audience

Number of
comments

Number of
reposts

Number of
likes to posts

Number of likes
to comments

RIA Novosti 2001980 36161 37742 182270 54649
Channel 1 1559147 10654 14145 64612 17887
RT 1001380 26729 15172 74828 36590
RBC 590878 5611 17513 69230 9107
Rain 373963 9360 9327 41647 15305
NTV 299177 5162 6572 23903 7017
Vesti 267568 7752 6856 27572 10639
Channel 5 91809 3248 3919 13461 3537
Russia 1 87573 6203 6349 20153 6846
Kultura 43155 384 2519 6387 464
Mir 23005 227 704 2312 146
TVC 9274 135 255 772 83

Echo Chambers vs Opinion Crossroads in News Consumption 15



3.2 Communities of the Most Overlapping Media Channels

We use Jaccard index to calculate the strength of pairwise intra-channel overlap, while
we perform community detection to find clusters of the most overlapping channels.
Jaccard index is calculated as the number of common elements in a pair of sets divided
by the total number of unique elements in both sets. It is thus sensitive to the difference
in the sizes of the compared sets, which is why we, instead of looking at its highest
absolute values, find the most similar (overlapping) pair for each channel. First, we
confirm the results of the QAP test finding out that such a pair is the same across all or
most aspects (likes, shares etc.) for each given channel: Channel 1 and TVC – 3/5, Mir
– 4/5, others except Kultura – 5/5. Kultura’s similarity pattern is inconsistent. Second,
when measured by the sum of Jaccard indices across all aspects, the most similar pair is
nearly always much more similar to the given channel than all the rest. An exception is
Channel 1 which overlaps with NTV nearly as strongly as it does with its most similar
pair (RT). By pointing an arrow from each given channel (except Kultura) to its most
overlapping pair we obtain the following scheme:

1. [Rain ↔RBC] 
2. [RIA Novosti ↔ RT] ← Channel 1  
3. [Channel 5 → NTV → Vesti ↔ Russia 1]
4. [TVC ↔ Mir]

We thus observe two closed dyads, as well as a dyad and a quartet linked by
Channel 1 for which we also show its second strongest link. When other second
strongest links are added, more ties emerge between neighboring lines, but never
between lines 1 & 3, 2 & 4 or 1 & 4 (Kultura gets linked to lines 3 and 4). Also, mean
values of Jaccard index are low in all networks (0.016–0.022, max = 0.1) which
indicates overall modest level of audience intersection. Before interpreting these
results, we report the results of community detection performed with Louvain algo-
rithm for weighted networks (Blondel et al. 2008). The cells in Table 3 contain labels
of the clusters detected in each of five networks. If the labels for different social
networks are the same, it means that these two channels are from the same clusters in
both social networks.

Table 2. Correlations between the five types of networks according to QAP-test.

Co-membership Reposts Comments Likes Likes to comments

Co-membership – 0.89*** 0.84** 0.90*** 0.85***
Reposts – 0.92** 0.96*** 0.91***
Comments – 0.94*** 0.98***
Likes – 0.91*
Likes to comments –

*p-value < 0.05, **p-value < 0.01, ***p-value < 0.001
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Table 3. Clusters of the most overlapping media channels in VK.

Channel Subscribers Reposts Comments Likes to posts Likes to comments

RIA Novosti 1 1 1 1 1
Rain 1 1 1 1 1
Mir 2 2 3 2 3
Vesti 2 2 2 2 2
Russia 1 2 2 2 2 2
RBC 1 1 1 1 1
Channel 1 1 2 2 2 2
NTV 2 2 2 2 2
Channel 5 2 2 2 2 2
RT 1 1 1 1 1
Kultura 2 2 3 2 3
TVC 2 2 3 2 3

Fig. 1. Community structure of the likes to comments network projection. The size of the node
is proportional to the number of likes to the comments of the corresponding channel. Same
colored nodes are from the same cluster. The strength of the tie is proportional to the number of
users who liked comments on both channels. (Color figure online)

Echo Chambers vs Opinion Crossroads in News Consumption 17



We see that, first and foremost, cluster structure is weakly expressed (modularity
values are: co-membership network 0.14; comments and likes networks 0.1; reposts
and likes on comments networks 0.08). At the same time, cluster composition is
relatively stable across different networks, except that a third cluster occurs in com-
ments and in likes to comments networks (Fig. 1), but again with the same set of
members.

4 Discussion and Conclusion

In this paper we investigate the overlap of news consumption between the leading
media channels represented in VK social network and try to relate those overlaps with
media political stances. A difficulty of this research is that media political stances are
not as easily defined in Russia as they are e.g. in the US. Nevertheless, it is obvious that
oppositional Rain is reliably connected to RBC that tries to serve business audience
irrespective of its political views. The two channels that emerge as the nearest
neighbours of Rain and RBC are RIA Novosti and RT. Although internationally the
latter is associated with the Russian propaganda, together with the first two it follows
the objective-looking style of Western hard news, while RIA Novosti might exploit its
lasting reputation of formerly independent news agency. Anyway, both link the
oppositional Rain and the neutral RBC to the mainstream pro-government media
which, in turn, are linked to the marginally present TVC (Moscow city channel), Mir
(formerly CIS inter-state channel) and Kultura (official educational channel). By no
means Rain is the most isolated channel being in the middle of the list (sorted by mean
Jaccard index) even when controlled for the channel’s audience size.

To reliably judge the strength of echo chamber effect in Russia, it would be best to
compare it to an obviously polarized “golden standard” case, but no such case is
available. But even without it we can claim, based on the observed levels of modularity
and Jaccard index, that all channels are modestly, but relatively evenly interconnected
which is why opinion crossroads theory looks a most plausible approach to describe the
Russian case. It does not resemble the bi-polar structure found in US, perhaps, because
of the extremely uneven sizes of the oppositional and the pro-government political
communities. Minority status may stimulate Rain audience to be more integrated into
the mainstream discussion through acceptable mediators. Further research into com-
ment content is needed to determine whether opinion exchange between different
political groups does take place, and on what media pages - oppositional or mainstream
or both.

Acknowledgement. The reported study was funded by RFBR according to the research project
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Abstract. In this paper, we consider new formulation of graph embed-
ding algorithm, while learning node and edge representation under com-
mon constraints. We evaluate our approach on link prediction problem
for co-authorship network of HSE researchers’ publications. We compare
it with existing structural network embeddings and feature-engineering
models.

Keywords: Graph embedding · Link prediction · Node2vec
Machine learning

1 Introduction

In the last several years, the world has seen drastic development in the number
and quality of conferences and journal articles that are available. In order to get
acquainted with all of the relevant recent advances, a researcher would need to
look through hundreds of papers, which takes up a lot of time. As a consequence,
finding co-authors with similar interests may be a demanding task.

The solution to this problem lies in devising a recommender system that
would be able to suggest co-authors. We formulate this task as a link prediction
problem [1], in which the model should predict the likelihood of an edge appear-
ing between each pair of nodes, as well as the parameters of such an edge. Many
applications can be formulated as link prediction problems, including real-world
friend search in social networks [2], web hyper-link prediction [3,4], social dat-
ing [5], genomics [6,7], and digital libraries [8,9]. For a complete survey on link
prediction applications, we refer the reader to [10].

One of the major advances in graph representation learning was the transfer
of vectorized language models to graphs through node sequence sampling [11].
These models [11–14] demonstrate state-of-art performance on link prediction,
multi-class node classification, and community detection tasks.
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In this article we construct graph-based co-authorship recommendation sys-
tem that takes into account not only the similarities, but also constructed embed-
dings. In what follows, we describe in detail the process of evaluating the rec-
ommender system based on co-authorship network and information on the staff
units profiles of each author from HSE (Higher School of Economics).

2 Related Work

2.1 Link Prediction

The link prediction problem was first formulated in [15], which suggested the
approach based on measures for analyzing the nodes proximity in a network. The
described experiments on large co-authorship networks showed that information
on future links could be extracted from network structure alone.

In [16], the authors presented a survey on link prediction methods categorized
on three types of models: feature extraction for binary classification, Bayesian
graphical models, and an approach of dimensionality reduction from linear alge-
bra matrix operations. The survey on classical link prediction was made in [17].

In the next section we describe two most studied approaches for link predic-
tion task for large-scale networks, providing feasible solutions based on state-
of-the-art techniques for Homophily and Graph Embedding, while leaving the
up-to-date survey on link prediction to reader [18].

2.2 Actor Homophily and Graph-Based Recommender Systems

The simplest baseline solution is based on Common Neighbors or other network
similarity scores [19]. A number of coded solutions was developed in a standard
part of NetworkX Python package [20]. In [21], the authors showed that the
similarity measures are highly influenced by the type of network, and could give
a wide spread in the results depending on network properties, thus being an
inaccurate standalone feature.

The impact of the attribute-based formation of social networks rather than
only self-organizing (according to power-law and preferential attachment) was
considered in [22]. The main idea is to consider attribute properties such as
attribute homophily, one of the most known empirical observations from the real
world [23]. The different assortative mixing patterns based on age, sex, group
interest, and even romance relations, have been studied as a part of emerg-
ing social network analysis [24]. Mostly, all these approaches require manually
engineered feature selection from the problem domain. A modern approach for
computationally efficient link prediction via feature engineering was suggested
in [25].

A series of works on recommender systems via link prediction problem
[1,26,27] started the theory of graph recommender, which showed state-of-art
performance based on extracting structure information from the networks.

In [28], the authors studied the effect of homophily in a university com-
munity, considering temporal co-authorship network accompanied by staff and
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affiliation information. The authors concluded that not only structural proxim-
ity, but also an orientation to form links with actors possessing similar attributes
highly impacts the social network structure over time.

We follow this idea while studying the large HSE research community, creat-
ing staff units and researcher interests’ attributes as a foundation for actor-based
homophily.

2.3 Graph Embeddings

In supervised machine learning problems, one has to construct a feature vec-
tor in order to represent network nodes and edges. Usually hand-engineering
features based on domain expert knowledge would be required. Their applica-
bility would be highly influenced by particular tasks and by quality of an expert
and size of the data. Nowadays, the development of digital technologies leads
to aggregating big data that could not be manually engineered, that is why the
theory of finding hidden representations (see [29]) has impacted the whole field
of machine learning and artificial intelligence community. The challenge in fea-
ture learning via optimization problem consists of defining loss function while
simultaneously supporting robustness of inner representation and domain gener-
alization. Local Linear Embedding [30], IsoMAP [31], Laplacian Eigenmap [32],
Spectral Clustering [33], MFA [34] and GraRep [35] were the first attempts to
embed the graphs into vector space based on several locality measures. However,
development of representation learning for networks has major drawbacks when
considering dimensionality reduction techniques such as PCA [36], SVD [37],
MDS [38], LDA [39], etc. Based on eigenvalue-based decomposition of the corre-
sponding network matrix, which is not computationally efficient for large-scale
networks and have low accuracy in many classification tasks, these methods fail
to preserve robustness of the model for noised edge data of the network.

Recent papers on network embeddings concentrate mostly on improving per-
formance on several typical machine learning tasks based on describing network
in terms of random walking. In DeepWalk [11] and node2vec [14] algorithms,
the authors use Skip-gram [40] based model to simulate breadth-first sampling
(BFS) and depth-first sampling (DFS). More weak representations, based on the
first-order and second-order nodes proximity, were suggested in LINE [12] and
SDNE [41] models.

In [42], research group make more thorough investigation of node2vec [14]
graph embedding, finding certain drawbacks in the suggested fine-tuning of
hyper-parameters for balancing BFS and DFS. In [43], the authors argue that
node2vec model should be accompanied by a vectorized model of the whole
network.

While the connections between node and edge embedding are still to be
studied (as mentioned in [14]), we concentrate on applying graph and fea-
ture embedding methods to a link prediction task on a particular network
of HSE researchers co-authorship network with many additional attributes on
actors. Purely network-based methods fail to include the information from actors
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obtained from other sources, resulting in decrease in efficiency of network embed-
dings. In what follows, we consider several approaches aimed to combine struc-
ture and attribute information of network actors.

2.4 Combined Deep Learning Architectures

Several approaches were suggested recently to incorporate actor’s label and text
information, such as text-associated DeepWalk model TADW [44] and more
advanced label informed attributed network embedding LANE [45]. In tri-party
deep network representation TriDNR [46], the authors proposed to separately
learn embeddings from DeepWalk [11] and label and content embedding modeled
by Doc2Vec [47] model. On the contrary, social network embedding framework
ASNE [48] learns representations for social actors by preserving both the struc-
tural equivalence and node attribute proximity simultaneously in end-to-end
neural network architecture. The semi-supervised learning for network embed-
ding has been studied in [49,50].

3 Data Processing and Feature Generation

In this section we present information on data extraction from the HSE digital
publications archive and feature selection process according to author homophily
and structural graph embeddings.

3.1 HSE Publications Digital Library

We started with the database of all the records from the NRU HSE publication
portal [51]. The data source is the electronic library of scientific papers published
in co-authorship with HSE researchers and placed on this site by one of the co-
authors.

The database contains information on 6996 HSE authors who published
30668 research papers, including journals, conference reports, proceedings,
monographs, books, preprints and scientific reviews. The portal contains tools
for uploading data for a fixed time period. The fields of the database contain
information on a title, a list of authors, keywords, abstract, data, place, jour-
nal/conference and publishing agency, and several attributes of the paper and
journal issue, as well as information on indexing in Scopus, Web of Science (WoS)
Core Collection, and Russian Science Citation Index (RSCI).

Unfortunately, the database has not been integrated with any research paper
digital libraries and does not support automatically uploading of bibliography
descriptions, such as *.ris, *.enw or *.bib files, which results in noisy data repre-
sentation with heterogeneous descriptions, abbreviated author homonimy, and
incomplete information on the publications. The full texts are usually unavail-
able under security properties chosen by the corresponding authors, while the
paper abstracts are not sufficient to be used for topic modelling. When obtain-
ing the necessary information from the article was impossible, we included the
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information on research interests from the Scopus subject categories of the jour-
nals in which authors have published research articles, and manually input the
research interest list according to RSCI categorization.

In what follows, we briefly describe the process of cleaning the original
database:

1. All the duplicate records were merged under assumption that any conflict
could be resolved by choosing the data from verified record at the portal.

2. All the missing fields were omitted during computational part or filled with
a median over respective category of articles and authors.

3.2 Actor Attributes and Similarity Scores for Pairs of Vertices

We consider the problem of finding authors with similar interests to a selected
one as a foundation for collaboration search. We choose well-known similarity
scores described in [19]. The most popular are represented in Table 1.

Table 1. Similarity score for a pair of nodes u and v with local neighborhoods N(u)
and N(v) correspondingly, and for vectorized representations of two authors’ attributes
and research interests X and Y .

Similarity metric Definition

Common neighbors |N(u) ∩ N(v)|
Jaccard coefficient |N(u)∩.N(v)|

|N(u)∪N(v)|
Adamic-Adar score

∑
w∈N(u)∩N(v)

1
ln |N(w)|

Preferential attachment |N(u)| · |N(v)|
Graph distance Length of shortest path between u and v

Metric score 1
1+||x−y||

Cosine score (x,y)
||x||||y||

Pearson coefficient cov(x,y)√
cov(x,x)·

√
cov(y,y)

Generalized jaccard
∑

min(xi,yi)∑
max(xi,yi)

In order to define similarity of actors by their known features from the
HSE staff information, publication activity represented by centralities of co-
authorship network, and publication activity descriptive statistics, we use addi-
tional content-based and graph-based features and corresponding similarity
score.

Considering edge representation, firstly we obtain features from similarity
scores, and then we pass into the vectorized space (see Table 2) with operators
inspired by [14].

We computed the number of publications between two authors and their
weighted sum of quartiles for each respective edge (for negative sampling we
make it equal to zero) and combined several feature representations for edge
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Table 2. Symmetric binary functions for computing vectorized (u, v)-edge representa-
tion based on node attribute embeddings f(x) for ith component for f(u, v)

Symmetry operator Definition

Average fi(u)+fi(v)
2

Hadamard fi(u) · fi(v)
Weighted-L1 |fi(u) − fi(v)|
Weighted-L2 (fi(u) − fi(v))

2

Neighbor Weighted-L1

∣
∣
∣
∣
∣

∑

w∈N(u)∪{u}
fi(w)

|N(u)|+1
−

∑

t∈N(v)∪{v}
fi(t)

|N(v)|+1

∣
∣
∣
∣
∣

Neighbor Weighted-L2

( ∑

w∈N(u)∪{u}
fi(w)

|N(u)|+1
−

∑

t∈N(v)∪{v}
fi(t)

|N(v)|+1

)2

embedding as a number of similarity scores (compact representation) and the
nodes embedding pairwise representation via operators from Table 2.

3.3 Models Using Dual Embeddings

2-GAE Model Description

2-GAE is a model based on several ideas, namely, learning metafeatures with
sequence-based methods, and utilizing dual information.

Assume we receive only an adjacency matrix as an input (the graph can be
either directed or undirected), and no features for nodes. We may then attempt
to generate helper features (meta-features) for nodes in some way, and then
apply a master algorithm to obtain final representations. One possible way to
do this is to use a first-level algorithm for node embedding as well. Moreover, it
is reasonable to choose a light-weight first-level algorithm for learning primary
representations, and a more expensive algorithm above it that is capable of
making the most use of added features.

Another novel idea we will employ is utilizing the dual graph and repre-
sentations for its nodes. This way, we not only incorporate neighboring nodes
information, but also account for edge similarities.

The model 2-GAE is as follows. On the first stage, we take either a diffusion-
based embedding algorithm diff2vec or a biased random walk-based embed-
ding algorithm node2vec as the first-level algorithm, and learn both embed-
dings fseq,primal : V → R

d1 for the original graph and for its dual graph
fseq,dual : E → R

d2 , separately.
On the subsequent stage, we construct features f : V → R

d1+d2 for the
original graph by concatenating these sequence-based node representations from
the former together with average edge representation over edges adjacent to a
given node from the latter (see the formula below).
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Then the structure data, augmented with these features, is supplied to a
variational autoencoder, which is composed of a graph convolutional encoder
and an inner product decoder.

Prior to all learning, some edges are withheld from the training data and not
used in any computations, to be used later as positive testing samples on link
prediction.

gseq,dual(u) =
∑

(u,v)∈δ(u)

fseq,dual((u, v))

f(u) = [fseq,primal(u), gseq,dual(u)]

For directed graphs, one may account for directions by using signed repre-
sentations and altering the dual component as follows:

gseq,dual(u) =
∑

(u,v)∈δout(u)

fseq,dual((u, v)) −
∑

(v,u)∈δin(u)

f((v, u))

Results on HSE Dataset

Option 1. Diffusion: More Visible Clustering
Using the model described, we can learn representations only from graph struc-
ture and still obtain high quality results (see Table 3).

Table 3. Diffusion model results

Params Test F1 score Test Log-Loss Test ROC-AUC score

400 epochs, 20 diffusions 0.85269 0.45298 0.90189

400 epochs, 40 diffusions 0.85135 0.43415 0.92061

Note again that these results are achieved without using any additional fea-
tures or edge weights, at the additional cost of having to learn such features.

One more notable characteristic of the learned embeddings is that they form
tighter clusters. The following graphic was produced by fitting a two-component
TSNE to the resulting embeddings (see Fig. 1).

Option 2. Node2Vec: Uses Edge Weights, Slightly Better Quality
The biased random walk procedure of node2vec admits incorporation of edge
weights. To do this weighted random walk on the dual graph as well, we have
defined the connection between two dual nodes (that is, two edges) to be the
average of their weights. From experiments it can be seen that this approach
proves superior on our data:

The can be seen in the Fig. 2, random walk based 2-GAE is less prone to
cluster in the embedding space (see Table 4).
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Fig. 1. Diffusion-based 2-GAE induces clustering

Table 4. Embedding model for different random walks

Dual graph Params F1 score Log-Loss ROC-AUC score

Uniform 200, p = 0.8, q = 1.2 0.82943 0.45047 0.91099

Weighted 200, p = 0.8, q = 1.2 0.83697 0.44299 0.92202

Uniform 400, p = 0.8, q = 1.2 0.85185 0.44174 0.91659

Weighted 400, p = 0.8, q = 1.2 0.83980 0.43564 0.92537

Discussion. In Table 5 we could see that the suggested local proximity opera-
tor for link embedding that we call Neighbor Weighted-L2 link embedding out-
performs all the other approaches for embedding edges based on node vector
representations.

While GAE approach showed promissing results compared to simple
node2vec, it still lacks the ideas on how to incorporate edge information.

There still may be new ideas on how to make use of weights in diffusion or
replace inner product decoder Â = σ

(
ZZT

)
with neighbor-weighted-L2 expres-

sion that we leave for the future work.
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Fig. 2. Random walk based 2-GAE

Table 5. Comparing link embeddings for link prediction problem on HSE dataset

Precision Accuracy F1-score

(macro)

F1-score

(micro)

Logloss ROC-AUC

Average 0.628 0.611 0.693 0.738 1.092 0.641

Hadamard 0.721 0.728 0.673 0.687 0.703 0.771

Weighted-L1 0.776 0.765 0.727 0.759 0.376 0.817

Weighted-L2 0.786 0.782 0.751 0.782 0.355 0.827

Neighbor Weighted-L1 0.816 0.834 0.762 0.801 0.214 0.839

Neighbor Weighted-L2 0.836 0.871 0.774 0.831 0.193 0.888

4 Conclusion

We have improved recommender systems [52,53] based on various feature engi-
neering techniques for co-authorship search, with a new model including learned
graph embeddings with dual representations.

We are looking forward to the evaluation of our system for several tasks inside
the NRU HSE (though, it could be applied to any other research community),
such as:

– finding an expert based on text evaluation;
– matchmaking for co-authored research papers with novice researchers;
– searching for scientific adviser based on co-authorship network and the prob-

ability of publication in co-authorship with a student;
– searching for collaborators on specific grant proposal.
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An application of this system may support novice researchers and increase their
publishing activity or be used to estimate the future collaboration of staff units.
The combined deep learning approaches for integrating label, text, and network
features for advanced graph embedding is left to the future work.
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Abstract. Co-authorship networks contain invisible patterns of collab-
oration among researchers. The process of writing joint paper can depend
of different factors, such as friendship, common interests, and policy of
university. We show that, having a temporal co-authorship network, it
is possible to predict future publications. We solve the problem of rec-
ommending collaborators from the point of link prediction using graph
embedding, obtained from co-authorship network. We run experiments
on data from HSE publications graph and compare it with relevant
models.
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1 Introduction

In this paper, we construct a co-authorship recommender system using infor-
mation on co-authors from the Higher School of Economics (HSE). While pre-
processing data, we try to extract similarity features as well as word [1,2] and
graph [3,4] embeddings from network authors, their papers and attributes. We
aim to show that combined methods, using not only ordinary features, but also
embeddings, can outperform state-of-the-art methods in link prediction problem.

Such a system could be used in expert search [5], constructing a system
for matching collaborators [6,7], and also building a system for finding relevant
publications.
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2 Preprocessing and Feature Generation

In this section we describe the process of generating data and preparing it for
training. A part of HSE network representing the ability to generalize corporate
relations by visualizing co-authorship subgraph of the most publishable person
(rector of HSE, in fact) and his co-authors (representing leading research labo-
ratories and administrative units) could be seen at Fig. 1.

Fig. 1. Visualizing co-authorship network for understanding administrative structure
solely based on co-authorship network topology. Green color denotes for HSE workers,
while blue color represents other co-authors not belonging to HSE. (Color figure online)

2.1 Author Disambiguation

World-wide, many researchers with the same name or initials work in the same
organization, that is why we need to resolve the conflicts of potential author
name multiple matching to the existing workers entries, which is called disam-
biguation. In certain cases when the author is mentioned as HSE worker the
database contain the link to the personal web page, which is unique to all the
staff members. A number of ambiguous author descriptions was approximately
2% of the whole database. The authors, which have published their work in
English and Russian languages, have been transliterated into English equivalent
and matched under assumption of small Levenshtein distance measure for Last
name and initials.
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The disambiguation of the authors with the same initials was solved using
simple logistic regression model based on the number of common co-authors in
a given dataset, similarity score on the vectors of research interests from both
candidates and the category of the published article with ambiguous author
description. Finally, we removed all non-HSE authors due to lack of information
on their activity and status outside of HSE collaboration.

2.2 Measuring Publication Quality

After cleaning stage, we import features related to both, actors and links between
them. We have calculated a descriptive statistics of HSE research publications
showing that despite the strategic direction to appear in Top-100 world universi-
ties, the major department structures lack the high-impact papers, and research
activity of many non-technician departments is quite low (see Table 1).

2.3 Actor Attributes and Similarity Scores for Pairs of Vertices

In terms of network analysis, we study the problem of recommending similar
author as a link prediction and use similarity between authors as model features.

We use Common neighbors, Jaccard’s coefficient, Adamic-Adar, Graph dis-
tance, Preferential Attachment similarity scores as baseline for network descrip-
tors for pairs of nodes [8].

Nodes of the graph correspond to authors and, hence, have binarized and
numeric attributes, such as

� Staff Attributes
� Relation with NRU HSE;
� Full-time/part-time status;
� Department affiliation;
� Administrative, research or lecturer position;
� Type of position (lecturer, professor, senior researcher, etc.)

� Network Attributes
� Degree centrality;
� Betweenness centrality;
� Closeness centrality;
� Clustering;

� Publication Activity
� Number of publications in total;
� Number of publications in total in Scopus;
� Weighted sum of quartiles of the current publications;
� Number of publications in three years;
� Number of publications for three years in Scopus;
� Number of publications for three years in Scopus Q1, Q2;
� Number of publications total in Scopus Q1, Q2;

� Unified vector of Subject Categories as a union of all the categories corre-
sponding to the author papers;
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� node2vec embedding with tuned p, q hyper-parameters during validation
step.

As for edge representation, we use two-sided approach. At first, we com-
pute several similarity scores based on separate node feature representations and
obtain exact numerical features. Secondly, similar to graph embedding edge rep-
resentation, we use the operations for representing elements of Cartesian product
of feature spaces as some symmetric function applied by each component of inde-
pendent vectorized feature space with operators from [3].

We are building 4 different models with following features included:

1. Edge Embedding based on node2vec actor embeddings
2. Edge Embedding based on node2vec embedding for keywords co-occurrence

network (only for Scopus dataset)
3. Network Similarity Score

– Common Neighbors;
– Jaccard’s Coefficient;
– Adamic-Adar Score;
– Preferential Attachment;
– Graph Distance;

4. Author Similarity Scores
– Cosine Similarity;
– Common Neighbors;
– Jaccard’s Generalized Coefficient;
– Pearson’s Correlation Coefficient;
– Metric Score;

For each paper, we choose the most frequent keyword in the co-occurrence net-
work and then construct general embedding using node2vec with automatically
chosen parameters.

3 Training Model

In link prediction problem for co-authorship network, we consider the problem
of using historical data to predict the future links and their weights according
to the suggested publication quality measurement via regression models and
neural networks with MSE loss function. We consider machine learning based
approaches for evaluating regression/classification models based on regularized
linear/logistic regression, SVR/SVM, XGBoost and Neural Networks with fully-
connected layers and ELU activators. We have compared training models for the
several combinations of edge training data attributes.

The resulting measures are placed in Table 2. The combined approach incor-
porating information on structural properties, author attributes and keywords
embedding outperforms the other, while only structural embedding and node
similarity features give less precise results but presenting better micro F1-score.
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Table 2. Prediction of publication quality for 2017 year on HSE dataset as a regression
problem

MSE MAE MAPE

(1) 0.205 0.191 28.313

(3) 0.407 0.254 35.74

(4) 0.408 0.257 36.82

(1) + (3) 0.105 0.143 29.11

(1) + (4) 0.113 0.133 27.65

(3) + (4) 0.407 0.249 35.25

(1) + (3) + (4) 0.106 0.148 28.99

Table 3. Prediction of publications for 2017 year based on previous years information
from Scopus dataset

Precision Accuracy F1-score
(macro)

F1-score
(micro)

Logloss ROC-AUC

(1) 0.712 0.784 0.761 0.754 0.634 0.816

(3) 0.652 0.745 0.731 0.719 0.682 0.767

(1)+ (2) 0.735 0.822 0.775 0.759 0.593 0.836

(1)+ (3) 0.728 0.796 0.781 0.789 0.618 0.827

(1)+ (4) 0.722 0.791 0.772 0.751 0.611 0.819

(3)+ (4) 0.683 0.762 0.782 0.781 0.671 0.762

(1)+ (2)+ (3) 0.742 0.863 0.787 0.751 0.582 0.855

(1)+ (2)+ (4) 0.738 0.852 0.791 0.731 0.604 0.842

(1)+ (2)+ (3)+ (4) 0.798 0.866 0.793 0.786 0.573 0.878

In what follows, we evaluate our model on binary classification task, similar
to link prediction problem but future graph state. The results of Table 3 show
that combined approach also outperform network- or author- only feature spaces.

The combined approach for graph embedding of co-authorship network,
author features and research interests lead to drastical improvement in the ROC
AUC metric for link prediction task for both, regression and classification tasks.

4 Conclusion

We improved recommender systems presented in [6,7] using different feature
engineering techniques including new model of co-authorship graph embeddings.
We have compared several machine learning solutions for link prediction task
interpreted as binary classification problem and regression task for predicting
the quality of possible joint publication. This system may be considered as a
recommender system for searching candidates for collaboration based on HSE
co-authorship network and database of publications. The recommender system
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demonstrates promising results on predicting new collaborations between exist-
ing authors and the accuracy of the system was improved by adding graph
embedding component for extracting structural features from the network. The
recommendations could also be made for a new author, who should state research
interests and/or load his research papers for topics extraction.
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Abstract. The problem of effective management of company sub-
sidiaries has been on the forefront of strategic management research since
early mid-1980s. Recently, special attention is being paid to the effect of
headquarters - subsidiary conflicts on the company performance, espe-
cially in relation to the subsidiaries’ resistance, both active and passive,
to following the directives of the headquarters. A large number of the-
oretical approaches have been used to explain the existence of intraor-
ganizational conflicts. For example, Strutzenberger and Ambos (2013)
examined a variety of ways to conceptualize a subsidiary, from an indi-
vidual up to a network level. The network conceptualization, at present,
is the only approach that could allow explaining the dissimilarity of the
subsidiaries’ responses to headquarters’ directives, given the same or very
similar distribution of financial and other resources, administrative sup-
port from the head office to subsidiaries, and levels of subsidiary integra-
tion. This is because social relationships between different actors inside
the organization, the strength of ties and the size of networks, as well as
other characteristics, could be the explanatory variables that researchers
have been looking for in their quest to resolve varying degrees of respon-
siveness of subsidiaries, and – in fact – headquarters’ approaches – to
working with subsidiaries. The purpose of this study is to evaluate the
variety of characteristics of networks formed between actors in head-
quarters and subsidiaries, and their effects on a variety of performance
indicators of subsidiaries, as well as subsidiary-headquarters conflicts.
Data is being collected in two waves at a major Russian company with
over 200,000 employees and several subsidiaries throughout the country.
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1 Introduction

In today’s management studies, a lot of attention is devoted to the subsidiary
autonomy and its impact on the interaction with the headquarters of large com-
panies [1,2]. Beginning from the 1990s, it was on the forefront of strategic man-
agement studies [3,4], and the wide variety of studies have examined the ques-
tions of conflict between parts of organization (e.g., [5]), and more importantly,
the refusal of the subsidiaries to comply with headquarters’ requests [5].

The importance of this topic cannot be underestimated, as subsidiary per-
formance has been shown to have an impact on the overall company’s strategic
development [6,7], and the subsidiary autonomy especially was shown as one
of the most important factors affecting that performance. In turn, there are a
number of factors, shown to have an impact on the subsidiary autonomy: access
to resources and long-term commitments [8], level of headquarters’ formalization
and related control mechanisms [8,9], level of innovativeness, and subsidiary size.
While multiple factors of the relationship between subsidiary autonomy and over-
all company performance were examined, most studies examined the effects of
tangible attributes, such as finances (e.g., profitability [10], level of competition
[11], etc.), very little is known about the impact of individual employees and
their relationships on subsidiary effectiveness. Some studies have shown that an
important factor in the subsidiary-headquarters relationship is the social net-
works built between the main office and its branches [12], but at this point, the
exact mechanisms of subsidiary performance that individual relationships affect,
remain unclear.

Especially interesting is the idea that social networks built within a sub-
sidiary may help or harm its relationship with headquarters. Several studies have
looked at the role of social capital in subsidiary-headquarters conflict (e.g., [3,5]).
Other studies looked at the relationship between social networks and knowledge
transfer [13]. Yet another group of studies have examined the role of human
resource management practices [7]. To the best of our knowledge, however, pre-
vious studies have not looked at the employee perceptions of relationships with
headquarters, formed within social networks, and how these perceptions affect
the headquarters-subsidiary relationships. Understanding the roots of conflict -
where they start on personal relationship level - can help the management build
more effective professional networks, and as a result, more effective companies.

This paper reports on a study designed to fill an important gap in our under-
standing of the relationship between organizational social structure subsidiary-
headquarters relationship. The study was conducted in a large energy distri-
bution company in Russia and all of its subsidiaries throughout the country.
Employees provided data on their networks and important organizational and
job characteristics, previously shown to be related to perception of conflict and
justice. This is the first study of several, designed to address the important gaps
in understanding listed above.
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2 Headquarters-Subsidiary Relationship: Theoretical
Considerations

According to the broad body of literature on the relationship between company
divisions, headquarters (HQ) play a number of important roles, identified by
Ghoshal and Bartlett [4]: implemementor, black hole, contributor, and strategic
leader. These roles are developed based on the dependence of the subsidiary on
its environment and access to resources. While this approach is well-established
and researched, it leaves very little in terms of the understanding of how the HQ
and the subsidiaries formulate their unique relationships.

Another approach describes the closeness of the relationship between HQ and
subsidiaries: the more they are dependent on each other, the more of an advan-
tage the company has in the uncertain industry environment. HQ are responsible
for creating a unified vision of the company’s goals and objectives among its sub-
sidiaries and establish a system of organizational learning [14]. The correspon-
dence between HQ and subsidiaries is established on both the formal and the
informal levels. On the formal level, it’s the collection of company’s rules and
procedures; on the informal - trust, personal development, and other intangi-
ble human relations constructs that establish the unique organizational culture.
Kostova and Roth [14] also establish each subsidiary as a unique network, where
there are certain people, called boundary spanners, who act as bridges between
headquarters and subsidiaries. At first they form their individual social capi-
tal, which later, through the mechanisms of knowledge transfer, turn into public
social capital [14]. This shared vision of the company’s goals and objectives
allows to increase the level of personal motivation and the resulting company
performance.

The “headquarters-subsidiary relations” were also examined from the stand-
point of the agency theory [15], where the HQ is the principal and the subsidiary
is the agent. This theory is mostly concerned with assymetry of information,
where formal rules may create lack of proper communication, and lack of con-
trol can generate moral hazard. Several methods are recommended as measures
of control from the HQ, taking into account both the formal and the informal
relationships between company parts. However, this theory completely ignores
the personal relations between managers and employees and the role of social
capital.

A large body of literature is devoted to another approach to the HQ-
subsidiary relationship, explained by role theory [16]. From this approach, every
part of the organization has people who disseminate information in the network.
Also, there are network brokers, who coordinate the actions of others in the
network; then - innovation sponsors, who generate and distribute new ideas,
network structuring agents and many others. This theory makes it possible to
explain why and how the organizational network can be managed, and the HQ
can use the knowledge generated by testing this theory in order to manage the
subsidiary more effectively.

Social networks play an important role in understanding the structure of
social exchange [17]. For example, Burt [18] looked at competitive advantage



42 A. Milekhina et al.

that is created by social capital, and both the positive effects of such capital and
negative effects (in case of gossip). In the relationship between headquarters and
subsidiaries, the impact of individual networks has not been thoroughly investi-
gated. According to Harzing and Feely [19] only a handful of studies have exam-
ined various network-related communication barriers, information distribution
problems, and corporate culture differences. However, the impact of networks
between individual employees of different organizational units on the organiza-
tional effectiveness remains largely unknown. Therefore, this analysis is largely
exploratory, designed to look at the relationship between individuals’ network
characteristics and various measures of organizational outcomes.

3 Method and Analysis

3.1 Sample

For our research sample was gathered within a Russian electricity supplying
firm with 8 regional departments and 41 subsidiaries. Unique feature of the
firm is its geographic spread within Russia. The company operates only within
one country which minimizes the cultural difference of people in subsidiaries.
However its geographical spread is very large due to the fact that company is
represented in 74 regions of Russian Federation. Such geographical spread is
typical of multinational companies (MNC).

Respondents were key employees of manager level and above in subsidiaries.
We resulted with 201 usable responds. 104 of respondents were female, average
age of 37.3 years. Data collection was not anonymous, but respondents were
assured of full confidentiality of data. Questionnaire consisted of 3 parts: socio-
demographic (or introductory) part, network information part and survey on
perception of headquarter by subsidiary employees. In network part respondents
were asked to indicate employees of the firm with whom they have a connection.
They were also asked to indicate type (friendship, professional, support and boss-
subordinate) and strength (on scale from 1 to 7) of connection. In order to induce
the respondents to mention not only coworkers from the same subsidiary, but
also from headquarters general questions on working with headquarters were
asked in introductory part. As third part of questionnaire we used survey on
perception of headquarters based on approach suggested by Roth and Nigh [3].
The survey was conducted in Russian language.

3.2 Dependent Variables

Questionnaire covered a large number of constructs related to perception of con-
flict between headquarters and subsidiaries by employees. In our final model
5 constructs were included: Perception of rules, Manager interactions, Non-
contingent reward and punishment, Feedback and Feedback speed.

Perception of Rules. We measured it on a three item scale. This concept reflects
the subsidiary employees’ perception of independence level of their actions. The



Organizational Networks Revisited 43

more rules are induced by headquarters the less independent employee feel. This
may also lead to the perception of the firm structure as bureaucratic.

Manager Interactions. We measured it on a three item scale. This construct
measures the perception of managers’ interconnection within the whole firm.
The more interconnection leads to higher level of successful collaboration.

Non-Contingent Reward and Punishment. We measured it on a three item scale.
This construct reflects the subsidiary employees’ perception of fair treatment by
headquarters. The more reward or punishment is connected to actual effort, the
higher is perception of fair treatment.

Feedback Quality. We measured it on a three item scale. This construct reflects
the perception of receiving appropriate feedback from headquarters. Receiving
appropriate feedback leads to behaviour correction and performance improve-
ment [20].

Feedback Speed. We measured it on a two item scale. This construct is also related
to feedback as previous one, but it reflects different aspect of feedback, namely
timeliness of feedback.

All scale items are provided in Appendix.

3.3 Independent Variables

Network characteristics were used as independent variables. Networks charac-
teristics were calculated for each respondent on both four types of relationship
and whole network. Examples of extracted egonetworks are presented in Fig. 1.
Egonetwork characteristics (Krackhardt’s indices, degree, strength of tie) are
measured on extracted network of each respondent. Example of a full network
on professional level is presented in Fig. 2. Characteristics of full networks (close-
ness) was measured for each respondent based on constructed full network. Five
characteristics included into final model are described below.

Krackhardt-Stern E-I Indices for Network of Friendship and for Network of Sup-
port Relationship. Krackhardt-Stern E-I Ratio is a measure of homophily [21].
It measures relationship between external and internal ties. In our research we
regard a person from the same region as respondent as internal tie (within-group)
and a person from different region as external tie (between-group).

Index =
E − I

E + I

where E is number of external ties (between different regions) and I is number
of internal ties (within the respondent’s region).

Strength of Ties for Network of Boss-Subordinate Relationship. It measures the
weighted degree of nodes in boss-subordinate relationship. Tie weights were mea-
sured on 7-point scale of Likert-type. For any node i strength was calculated as:

si =
N∑

j

wij



44 A. Milekhina et al.

Fig. 1. Example of egonetworks of respondents with professional type of relationship

Fig. 2. Example of full network of professional relationships. Squares indicate respon-
dents, circles indicate alters.
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where N is the total number of nodes, wij is the element of the weights matrix
of the boss-subordinate relationship network, j ∈ [1, N ], j �= i.

Closeness to High-Ranked Nodes in Network of Friendship. Closeness centrality
was developed by Bavelas [22]. Closeness centrality is a measure of shortest paths
between the node and all other nodes in a graph. For any node i the closeness
centrality was calculated as:

ci =

⎡

⎣
N∑

j=1

d(i, j)

⎤

⎦
−1

where N is the total number of nodes, d(i, j) is the shortest distance between
nodes i and j for all j ∈ [1, N ], j �= i.

Number of Ties (Degree) in Network of Support. Degree is number of ties a
person has. For any node i degree was calculated as:

di =
N∑

j

xij

where N is the total number of nodes, xij is the element of the adjacency matrix
of the support network, j ∈ [1, N ], j �= i,

xij =
{

1, if exists the tie between persons i and j
0, otherwise.

3.4 Analysis

All data were analyzed using structural equation modeling (SEM) in Lisrel 8.8
and network structure was analyzed using R. Network characteristics were then
used as inputs into the structural model. This approach has been successfully
used in the large number of studies, and description below demonstrates the
general approach to SEM. The resulting general estimation procedure for the
structural model followed the standard SEM algorithm [23]. The general matrix
form for model with latent variables is defined as follows:

Σ =
[

Σyy|Σyx

Σxy|Σxx

]
= Σ(Φ), (1)

which can be further specified as follows:

Λy(I − B)−1(ΓΦΓ
′
+ Ψ)

[
(I − B)−1

]′
Γ

′
y + Θε Λy(I − B)−1ΓΦΛ

′
x

ΛxΦΓ
′ [

(I − B)−1
]′

Λ
′
y ΛxΦΛ

′
x + Θδ
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Where the following parameters are present:

– Λs are the matrices of individual indicators xs for exogenous factors or ys for
endogenous factor indicators;

– B and Γ are the matrices of structural relationship parameters;
– Φ is the matrix of exogenous factor intercorrelations;
– Ψ is the matrix of endogeneous factor errors;
– Θs are matrices of random errors on x-variables (δs) and y-variables (εs).

The model is based on general laws of variances, covariances, and means of
the observed variables.

For the observed variables (V), resulting equations can be written as follows:

Vi = λijFi + Ei (2)

Or, equivalently,

Xi = λijΞi + δi (3)

where i is the number of the indicator, j - latent factor indicator, F and Ξ are
factors, E and δ - errors. With two indicator variables (V1 and V2), loading on
the same factor F1, their implied covariances are expressed as follows:

Cov(V1, V2) = Cov(λ11F1 + E1, λ21F1 + E2)
= Cov(λ11F1, λ21F1) + Cov(λ11F1, E2 + Cov(E1, λ21F1) + Cov(E1, E2)
= λ11λ21Cov(F1, F1) + λ11Cov(F1, F2) + λ21Cov(E1, F1) + Cov(E1, E2)
= λ11λ21Cov(F1, F1)
= λ11λ21V ar(F1)
= λ11λ21 (4)

When two indicator variables (V1 and V4) load on different factors (F1 and
F2), the picture is calculated similarly, though slightly more complicated:

Cov(V1, V4) = Cov(λ11F1 + E1, λ4,2F2 + E4)
= Cov(λ11, F1, λ42F2) + Cov(λ11F1, E4) + Cov(E1, λ42F2) + Cov(E1, E4)
= λ11λ42Cov(F1, F2) + λ11Cov(F1, E4) + λ4,2Cov(E1, F2) + Cov(E1, E4)
= λ11λ42Cov(F1, F2) (5)

The rest of the calculations follow the same logic, though relationships
become much more complicated with increased number of indicators and vari-
ables. For the model presented in this paper, we estimated the model for 5
exogenous latent factors (all of them network characteristics) with 5 indicators
and 5 endogenous latent factors with 14 indicators.

Diagram representing the overall model is presented in Fig. 3, with only the
statistically significant results shown. Model was subjected to the standard tests
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Fig. 3. Structural model of the hypothesized relationships

of fit; measurement model was built before structural model, and only the signif-
icant factor loadings (above 0.7 per generally accepted standards) were retained.
Then, hypothesized structural relationships were tested one at a time, and only
the significant relationships were retained in the final model.

4 Results

Our research is of exploratory nature. As our model shows having more friends
in external network than in internal network (‘Index f’) enhances speed of feed-
back (‘feedspeed’). However, having a lot of contacts in support network (‘s d’)
results in reducing speed of feedback (‘feedspeed’). This may indicate the dif-
ference in nature of support and friendship. Support of all kind is not aimed at
providing feedback, it is aimed at helping and finding solution, whether friend-
ship might mean being upright with your friend and thus giving feedback of all
kind. Interestingly that closeness in friendship network (‘fds clo’) also affects
speed of feedback (‘feedspeed’) negatively. This might indicate that having close
access to other people is not enough for actually receiving feedback. Closeness
in friendship network (‘fds clo’) also impacts negatively interactions between
managers (‘ManInter’). To enhance manager interactions (‘ManInter’) clear and
strict rules (‘rules’) are necessary. Also interesting is that strong connection to
your boss (‘bo str’) could lead to higher perception of reward and punishment
as non-contingent (‘nonconre’). If your boss and/or subordinates are strongly
connected this means higher group cohesion in a subsidiary as opposed to head-
quarters and thus perceiving actions of headquarters as less fair. Higher per-
ception of reward and punishment as non-contingent (‘nonconre’) also leads
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to lower perception of quality of feedback (‘feedback’) and to lower speed of
receiving feedback (‘feedspeed’). The quality of feedback (‘feedback’) is affected
positively by having understandable rules (‘rules’) and by regular manager inter-
actions (‘ManInter’). A good feedback (‘feedback’) is also perceived as a quick
and timely one (‘feedspeed’).

Interestingly the professional network turns out not to be significant. Overall,
having a good rules as opposed to having supportive and strong network impact
positively a good perception of headquarters.

5 Discussion and Conclusion

The purpose of this study was to examine the impact of position in network of an
employee on perception of headquarters-subsidiary relationship. This study filled
a gap in the field of management by showing that both full network centrality and
egonetwork characteristic play an important role in perception of headquarters-
subsidiary relationship.

This study has several important implications. First, it makes contribution
to understanding what role network position plays in perceiving headquarters-
subsidiary relationship. It also has practical implications. Understanding that
certain position in organizational network and design of one’s egonetwork
impacts perception of employee of processes in organization is important for
management of the organization. Managing the whole network structure and
egonetwork structure of key employees by both formal and informal methods
can lead to reducing conflicts and resistance to organizational changes and, in
the end, to enhancing the overall performance of the firm.

This study has some limitations. First, it was conducted on a limited set of
employees. Though we’ve applied full network analysis we are aware that the
network we were able to build is not a full network of all employees of the orga-
nization. However when dealing with this limitation we take into consideration
that among respondents there were key contacts in subsidiaries with most influ-
ence on other employees. Thus omitting non-influential nodes will not impact the
results of research. Secondly, Krackhardt index is applied only to geographical
characteristic of employees. However, group withinness and group betweenness
could be percepted not only from geographical point of view, but also from job
level, department etc. Third, the model explores the relationship at one time
period. For more generalized results time series research is essential.

Appendix

Questionnaire Items

Perception of Rules:

1. In organization there are strict rules and procedures to control and coordinate
personnel working in subsidiaries
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2. Rules and procedures that are applied to personnel in subsidiaries are devel-
oped by headquarters

3. Rules and procedures for personnel in subsidiaries are controlled strictly.

Interactions of Managers:

1. Managers are often transferred from one subsidiary to another
2. Managers with same functional roles in different subsidiaries and headquarter

often work together
3. Managers are regularly transferred between subsidiaries and headquarters.

Non-Contingent Reward and Punishment:

1. Subsidiary is punished regardless of actual work and results
2. Employees of headquarters often express dissatisfaction with work of sub-

sidiary without particular reason
3. Headquarters often criticizes subsidiary even if subsidiary does work well.

Feedback Quality:

1. Headquarters always express approval if subsidiary works well
2. Subsidiary receives reward in case its results exceed expectation
3. Subsidiary receives regular feedback on its performance from headquarters.

Feedback Speed:

1. Subsidiary receives answers from headquarters to its requests as soon as pos-
sible.

2. It takes a lot of time to make decisions in headquarters even for a simple task.
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Abstract. The semantic compositionality presents the relation between the
meanings of word combinations and their components. Simply, in non-
compositional expressions, the words combine to generate a different meaning.
This is why, identification of non-compositional expressions (e.g. idioms)
become important in natural language processing tasks such as machine trans-
lation and word sense disambiguation.
In this study, we explored the performance of vector space models in

detection of non-compositional expressions in Turkish. A data set of 2229
uninterrupted two-word combinations that is built from six different Turkish
corpora is utilized. Three sets of five different vector space models are employed
in the experiments. The evaluation of models is performed using well-known
accuracy and F-measures. The experimental results showed that the model that
measures the similarity between the vectors of word combination and the second
composing word produced higher average F-scores for all testing corpora.

Keywords: Semantic compositionality � Vector space model � Turkish

1 Introduction

The compositionality is described to be the degree to which the features of the con-
stituents of a multiword expression combine to predict the feature of the whole [1]. In
other words, it is the amount of information that is hold by the constituents that enables
or eases the prediction of the expression, especially the meaning of the whole
expression.

In this study, the notion of compositionality is limited to semantic compositionality of
expressions that is composed of two consecutive words known as bigram. In this per-
spective, compositionality is the degree of relation between the meaning of expression
and the individual meanings of its constituents. In compositional expressions, the
meaning of expression can be predicted from the meanings of its composing words. For
example, the two-word expression trafik ışığı (Eng. traffic light) is a compositional
expression (to some degree). The regarding expression corresponds to signaling devices
positioned at road intersections, pedestrian crossings etc. to control the flow of traffic.
A person who knows the dictionary-based definitions/meanings of the words trafik (Eng.
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traffic) and ışığı (Eng. light) may guess that the expression points to an object/item that
includes a lighting item and is related somehow to traffic. On the other hand, in non-
compositional expressions, the combined meaning of words is unrelated to individual
meanings of its components. For instance, the two-word (idiomatic) expression kanı
bozuk (Eng. corrupt or evil by nature) is a fully non-compositional expression. Even if a
person is a native speaker of Turkish, he may not predict the meaning of multiword
expression by the meanings – dictionary-based definitions-of kanı (Eng. blood) and
bozuk (Eng. spoilt). Though it is almost impossible to discover such non-compositional
multiword expressions utilizing dictionaries, distributional hypothesis/semantics where
each word is represented by a vector of words enables the regarding discovery. Simply in
distributional semantics, a word is expressed commonly by a vector of its neighboring
words targeted with their occurrence frequency and the context of a target word is defined
as the vector of its neighboring words in a fixed window size. As a result, one can tell that
given two words are similar if they have a similar distribution of contexts.

The objective of this study is exploring the performance of vector space models
(VSM) in detection of non-compositional expressions in Turkish. In line with this
objective, a dataset of 2229 bigrams is constructed from 6 different Turkish corpora by
the use of occurrence frequency methods (chi square, occurrence frequency counts,
point-wise mutual information and t-test). This dataset is annotated by 4 human judges.
The dataset is utilized in the experiments of vector space models that are previously
proposed to measure the semantic compositionality/non-compositionality in different
languages.

In following sections, we are going to explore the related work on semantic
compositionality, and then we will present the data set, our proposed models and
evaluation measures. Following the experimental results, we will conclude the paper.

2 Related Work

In recent years, there has been a growing awareness in the natural language processing
field about the problems related to semantic compositionality/non-compositionality.
Such that special interest workshops have been arranged and discussed issues like
automatically acquiring semantic compositionality [2]. In Table 1, a set of studies
presented in Distributional Semantics and Compositionality Workshop (DiSCo 2011)
[2] that not only provide the inspiration but also directed our work are given. As the
studies in Table 1 and the other works on distributional semantics are examined, it is
clearly seen that the majority of the works on non-compositionality are performed on
English and/or German corpora. In DiSCo shared task, the samples in data set are
separated into multiple classes based on the compositionality score (low in composi-
tional (0 < score < 37). Medium in compositional (36 < score < 75) and high in
compositional (74 < score)). Though no clear winner emerged in the task, it was
examined that the approaches based on distributional semantics seemed to outperform
those based on statistical association measures [3].

Following the shared task. Krčmář et al. [12] evaluated various distributional
semantic approaches in compositionality detection and showed that LSA-based models
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perform quite well. There also exist a few studies in literature that employ parallel
corpora or other resources such as Wiktionary to detect the degree of compositionality/
non-compositionality in word combinations, especially in multiword expressions
(e.g. [13–15]).

3 Detection of Non-compositional Word Combinations
in Turkish

In this section, we will present our work to measure the performance of vector space
models in detection of non-compositional word combinations in Turkish texts. To the
best of our knowledge, this is the first work for Turkish language in this scope.

In following subsections, firstly the dataset and the procedure to prepare the set will
be explained. Secondly the vector space models utilized in this study will be presented.
In third subsection, evaluation methods will be given.

3.1 Data Set

In this study, the experiments on non-compositionality/compositionality in Turkish are
limited to bigrams that are known as uninterrupted two-word combinations in text.
BilCol [16], Bilkent [17], Ege, Leipzig [18], Metu [19] and Muder [20] corpus are
utilized to obtain bigrams that will be used in experiments. Briefly, punctuation marks
are removed from each corpus and the text is tokenized to obtain bigrams. Table 2
gives total number of tokens (unigrams) and bigrams in regarding corpora.

Table 1. A set of studies presented in DiSCo 2011 workshop.

# The study Approaches

1 Identifying collocations to measure
compositionality [4]

Statistical association measures. t-
score and pmi

2 Measuring the compositionality of bigrams
using statistical methodologies [5]

A mix of statistical association
measures

3 Measuring the compositionality of collocations
via word co-occurrence vectors [6]

Unsupervised WSM, cosine
similarity

4 (Linear) maps of the impossible: capturing
semantic anomalies in distributional space [7]

Cosine similarity

5 Frustratingly hard compositionality prediction
[8]

Support vector regression with
COALS-based endocentricity
features

6 Exemplar-based word-space model for
compositionality detection [9]

Exemplar-based WSM, prototype-
based WSM

7 Distributed structures and distributional
meaning [10]

Distributed tree vector, distributed
kernel tree vector

8 Two multivariate generalizations of point-wise
mutual information [11]

Multi-way co-occurrences
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In order to decrease the number of samples (bigrams), a set of occurrence frequency
methods (chi-square, occurrence frequency counts, point-wise mutual information and
the t-test) is applied and a sorted list of bigrams is built individually for each method
from each corpus. Each method yielded 1200 distinct bigrams from 6 different corpora.
The best scoring 200 bigrams of sorted lists are selected to construct the final data set of
2229 bigrams.

The data set is annotated by four human judges and the interrater agreement among
judges is measured by Fleiss kappa metric (kappa = *0.738). In this study, assuming
that majority of multiword expressions (idioms. technical terms. named entities. some
phrasal verbs) are non-compositional expressions as it was done in the study of Bu
et al. [21]. Choueka [22] and Almi et al. [3], the human judges are asked to label the
samples either as MWE (multiword expression) or non-MWE (non-multiword
expression). A guide that directs judges to assign idiomatic expressions, named enti-
ties, technical terms, phrasal verbs and multi-word conjunctions in same class and all
other word combinations in the other class is provided. Further information/details on
the data set preparation may be found in [23]. In our experiments, all MWE labeled
samples are accepted to be non-compositional and all non-MWE labeled samples are
considered as compositional. As a result, we employed 1194 compositional bigrams
(54% of the whole data set) and 1035 (46% of the whole set) non-compositional
bigrams in our final set.

3.2 Proposed Method: Vector Space Models

In information retrieval systems, vector space models are commonly employed to
represent the text documents as vectors of identifiers, such as, for example index terms.
The vectors may be composed by occurrence frequencies of terms (term frequencies-
tf), document frequencies (df), inverse document frequencies (idf) or a combination of
these such as well-known tf.idf measure.

In this study, a vector of word occurrence frequencies will represent each bigram
and/or its constituting words. The words that compose the vector are the ones that
reside in same sentence with the target (bigram or a constituents of a bigram). For
sentences that are relatively longer, a window size of 5 words is defined, in other words
the preceding and/or following 5 words of the target are considered while building the

Table 2. The corpora used in experiments

Corpus Size (Number of tokens) Number of unique tokens Number of unique bigrams

BilCol [16] 42414743 984434 11759532
Bilkent [17] 706443 94552 507758
Ege 2465285 259196 1637055
Leipzig
[18]

13389049 745446 7350443

Metu [19] 1987447 212853 1388722
Muder [20] 638547 82145 437826
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regarding vector. To measure similarity between the vectors, we used cosine similarity
as given below

sim V1
�! � V2

�!� �

¼ V1
�! � V2

�!

V1
�!�

�

�

�

�

�
V2
�!�

�

�

�

�

�

ð1Þ

where Vi represents the ith vector. In our experiments, we have used a normalized
cosine similarity function that produces values in range [0.2] instead of range [−1.1] (0
indicates the exact similarity between vectors. 2 is vice versa).

The compositionality for a given bigram is measured by 5 different models that can
be obtained from the following equation proposed by Reddy et al. [9] in DiSCo 2011
shared task [2]:

a w1
�!: w2

�!� � ¼ aþ b � sim w1w2
���!: w1

�!� �þ c � sim w1w2
���!: w2

�!� �þ d

� sim w1w2
���!: w1

�!þ w2
�!� �þ e � sim w1w2

���!: w1
�!� w2

�!� � ð2Þ

where w1w2
���!. w1

�! and w2
�! represent the vectors of bigram, first and second words of the

bigram respectively. In Reddy et al. [9], it is stated that the models that are derived from
Eq. (2) outperform existing prototype-based models in DiSCo 2011 shared task [2].

In our experiments, we have employed 3 different sets of models that are derived
from the Eq. 2. The brief definitions of model sets are given below.

Set 1 (S1): This set includes 5 differentmodelswhere the vectors include raw frequencies
of neighboring words that reside in same window size with the target. The models are

S1M1ð Þ : sim w1w2
���!: w1

�!� �

S1M2ð Þ : sim w1w2
���!: w2

�!� �

S1M3ð Þ : sim w1w2
���!: w1

�!þ w2
�!� �

S1M4ð Þ : sim w1w2
���!: w1

�!� w2
�!� �

S1M5ð Þ :sim w1w2
���!: w1

�!� �

þ sim w1w2
���!: w2

�!� �

þ sim w1w2
���!: w1

�!þ w2
�!� �

þ sim w1w2
���!: w1

�!� w2
�!� �

For example, in Model 1 (S1M1) the similarity of vectors that belong to bigram and
the first word in bigram is measured. On the other hand, in Model 3, the similarity is
measured between the vector of bigram and the vector that is obtained by summation of
first and second word’s vectors. Briefly, in models S1M1 and S1M2, the semantic
similarity between the bigram and its constituents are measured. If the given bigram is
non-compositional it is expected that the similarity score of these vectors will not be
high. In models S1M3 and S1M4, the similarity between the bigram and a combined
version of vectors (point-wise summation and multiplication) for the constituents is
measured as in Mitchell and Lapata [24]. Finally in model S1M5, the results of the
previous models are summed up.
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Set 2 (S2): This set includes models where the vectors of component words are refined.
In this set, the refined vector for each constituent is built by the sentences that include

the constituent but not the bigram. As a result the refined vector of w1
�! is w0

1

�! ¼
w1
�!� w1w2

���! and refined vector of w2
�! is w0

2

�! ¼ w2
�!� w1w2

���!. The models in set 2 are
listed as below

S2M1ð Þ : sim w1w2
���!: w0

1

�!� �

S2M2ð Þ : sim w1w2
���!: w0

2

�!� �

S2M3ð Þ : sim w1w2
���!: w0

1

�!þ w0
2

�!� �

S2M4ð Þ : sim w1w2
���!: w0

1

�!� w0
2

�!� �

S2M5ð Þ :sim w1w2
���!: w0

1

�!� �

þ sim w1w2
���!: w0

2

�!� �

þ sim w1w2
���!: w0

1

�!þ w0
2

�!� �

þ sim w1w2
���!: w0

1

�!� w0
2

�!� �

Set 3 (S3): In Set 3, while building the vectors of constituents irrelevant sentences in
the corpus are removed. For example, building the vector of w1, only the sentences that
includes both w1 and a word that is semantically related to w2 are considered and the
other sentences that includes only w1 are removed.

In [9], it is stated that the composing words of a bigram may be used in a different
context that may be unrelated to the regarding bigram. Reddy et al. [9] exemplified this
by the bigram traffic light. The composing word light may occur in different context in
corpus. And some of the occurrences may be unrelated to notion of traffic light. These
unrelated occurrences tend to decrease the semantic relation between the composing
words; light and traffic. In order to decide relevant occurrences of light, a group of
words that appears in similar context of traffic is defined. This group of words will be
named as context words from now on. While building the vector of light, the sentences
where both light and at least one of the context words of traffic are selected, the other
sentences where only light is observed are accepted to be in a context that is unrelated
to traffic light.

In this study, for each composing word a group of context words is determined. The
context words group includes the words that are most frequently co-occurring words
with the regarding word. Simply, for each word, the most frequently co-occurring
words are listed in the corpus, the stop words are removed from the list and finally the
first five words are assigned as context words. The list of stop words that is given in
[25] is used. Following models in Set 3 are determined:
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S3M1ð Þ : sim w1w2
���!: w1

�!r� �

S3M2ð Þ : sim w1w2
���!: w2

�!r� �

S3M3ð Þ : sim w1w2
���!: w1

�!r þ w2
�!r� �

S3M4ð Þ : sim w1w2
���!: w1

�!r � w2
�!r� �

S3M5ð Þ :sim w1w2
���!: w1

�!r� �

þ sim w1w2
���!: w2

�!r� �

þ sim w1w2
���!: w1

�!r þ w2
�!r� �

þ sim w1w2
���!: w1

�!r � w2
�!r� �

where wk
�!r represents the revised vector of kth word in bigram.

3.3 Evaluation

The evaluation of proposed models is performed in 3 steps. For each proposed model
below steps are followed:

1. Bigrams are sorted according to the similarity score that is produced by the model in
decreasing order. It is accepted that if the similarity score of a bigram is low, then it
is non-compositional.

2. F1-score and accuracy are measured in a point-wise manner. Simply they are
measured for set size N where N is increased from 1 to the total set size. The
resulting N number of regarding evaluation values (F1 or accuracy) are summed up
and divided by N to obtain average evaluation score.

3. Average F1-score and accuracy are compared to respectively F1 and accuracy
scores of other models.

The F1 measure is given as

F1 ¼ 2TP
2TPþFN þFP

ð2Þ

where TP is the number of true positives (samples that are both expected and predicted
to belong to the same class (non-compositional or compositional)). FN is the number of
false negatives (type 2 error). FP is the number of false positives (type1 error).

Accuracy (A) is measured as follows

A ¼ TPþ TN
TPþ TN þFN þFP

ð3Þ

where TN is the number of true negatives.
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4 Experimental Results

In experiments, three sets of models are tested for 3 corpora of different sizes: Bilkent
[17], Muder [20] and Metu [19] corpus. Table 3 presents accuracy and F1 scores
obtained from the regarding corpora. In Table 3, bold cells represent the highest scores
obtained from each corpus for the regarding evaluation measure.

The number of bigrams that reside both in data set and Bilkent corpus is 957 in which
63.32% of bigrams is annotated as non-compositional. The highest averaged F1 and
accuracy values are obtained by S2M2. Considering average F1 values (average
FSet1 = 0.483, FSet2 = 0.565, FSet3 = 0.497) it is observed that in Bilkent corpus, Set 2
outperforms the other sets of models. As a result, it is possible to state that refined vectors
of composing words; the vectors that are built by the sentences that include the con-
stituents but not the bigram; are better representatives to detect non-compositionality.

Muder corpus includes 798 bigrams (56% non-compositional, 44% compositional)
of the data set. The maximum F1 and accuracy values are obtained in model S2M2

similar to Bilkent corpus. In addition, though the difference in average F-values is not
as high as the values in Bilkent corpus, it is observed that still Set 2 models generate
higher F1 performance scores compared to other sets (average FSet1 = 0.509, FSet2 =
0.528, FSet3 = 0.526).

The third corpus in our experiments, Metu, includes 1129 of bigrams in data set. In
Metu corpus, it is examined that the models in Set 2 are performing better compared to

Table 3. Average F1-measure and accuracy values obtained from Bilkent [17]. Muder [20] and
Metu [19] corpora

Model Bilkent Muder Metu
A F1 A F1 A F1

S1M1 0.626 0.501 0.576 0.521 0.656 0.519
S1M2 0.615 0.490 0.565 0.513 0.650 0.513
S1M3 0.600 0.476 0.549 0.500 0.633 0.499
S1M4 0.591 0.469 0.551 0.503 0.624 0.492
S1M5 0.602 0.479 0.560 0.509 0.639 0.503
S2M1 0.694 0.564 0.580 0.527 0.709 0.570
S2M2 0.703 0.570 0.595 0.537 0.710 0.569
S2M3 0.694 0.565 0.576 0.524 0.704 0.565
S2M4 0.686 0.557 0.573 0.521 0.707 0.568
S2M5 0.697 0.567 0.583 0.529 0.711 0.571
S3M1 0.627 0.503 0.585 0.530 0.660 0.523
S3M2 0.628 0.504 0.589 0.533 0.662 0.524
S3M3 0.613 0.489 0.570 0.517 0.647 0.511
S3M4 0.615 0.493 0.576 0.522 0.650 0.516
S3M5 0.620 0.496 0.583 0.528 0.657 0.520
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the other models (average FSet1 = 0.505, FSet2 = 0.569, FSet3 = 0.519), supporting the
results in previous corpora. The best performing model is observed to be S2M5.

Based on the overall results of 3 corpora, it is examined that models in Set 2
(especially Model 2 – S2M2) are succeeding in Turkish corpora in this experimental set
up. Though the size of the corpus changes the evaluation scores, the best set of models
do not differ according to the corpus size.

To the best of our knowledge, since this is the first study that employs vector space
models in detection of non-compositional word combinations in Turkish, there exist no
other evaluation results for alternative vector space models. Nevertheless it may be
stated that the range of highest average F1 scores ([0.537 0.571]) is promising com-
pared to the performance scores reported in previous frequency-based studies
employing different Turkish data sets. For example, in [26] where Google search
engine is used as an additional resource, it is reported that considering web-based
frequency metrics, highest F scores are observed to be in range [0.570 0.585] and the
highest F score when corpus-based frequency is utilized, is given as 0.57.

5 Conclusion

In this study, we analyzed the semantic compositionality/non-compositionality in
Turkish by vector space models. We introduced three sets of 5 different VSMs that
assess the non-compositionality in Turkish. VSMs of Set 2; the models where the
vector of composing words are built by ignoring the sentences that hold the word
combination; are observed to provide better performance results compared to other
models. It is also examined that as the size of the corpus increases, the difference in
performances of successful and unsuccessful methods becomes more significant.

Due to the high time and space complexity of the algorithms that are used to
implement models, we were unable to work on larger corpus. As a future work, we are
planning to repeat our experiments in larger corpora and with different settings (e.g.
windows size. stemmed/surface formed corpus. binary/weighted vectors. unigrams/
bigrams/trigrams). Moreover, we plan to evaluate the performance of word-embedding
models (e.g. word2vec, skip-gram models) in Turkish data sets [27].
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Abstract. Given the increasing amounts of textual data published
online and our inability to reliably identify a person by their writing
style, impersonation in the context of social media applications becomes
a real-world problem. This work explores how deep learning and metric
learning techniques can be applied to the challenge of authorship verifica-
tion—given a collection of text samples by one author and another doc-
ument of unknown origin, determine if the new document is written by
the same author or not. Using fastText word embeddings, deep LSTMs,
and triplet loss, we propose a system that is able to learn stylometric
embeddings of different documents and measure their stylistic distance.
Unlike most approaches that work on entire documents, our system is
able to work on very short text samples of 1–3 sentences, which resem-
bles the length of typical social media posts. We successfully evaluated
our approach on the PAN 2014 challenge on authorship verification for
English text. The presented system outperforms competing approaches
in the PAN 2014 challenge when using 10 short text samples or more.

Keywords: Authorship identification · Natural language processing
Metric learning · Embedding · Deep learning

1 Introduction

With the advent of social media platforms such as Facebook or Twitter, users
share increasing amounts of textual content online. Also communication turns
from telephony to text-based messaging using WhatsApp or other instant mes-
saging services. While most users use these platforms only casually, some users
build up a reputation and gain large attention from their followers. What such
influencers publish online is closely observed by their followers and has imme-
diate real-world implications. At the same time, however, most people struggle
with reliably judging the authenticity of textual posts. Most people’s intuition
for linguistics and writing style is far inferior to their ability to distinguish faces
or hand written texts, for instance. Given the growing impact of online media,
impersonation on social media platforms becomes a real-world problem. Imper-
sonation, in this context, can manifest in the creation of profiles in another
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person’s name. When security measures fail, existing accounts could be compro-
mised and controlled by a third party. The immediate result of a third party
writing posts in another person’s name would be a change in writing style. For
social media platforms the need for an automated style breach detection system,
as depicted in Fig. 1, arises. Given a social media account with a certain number
of existing posts, the goal is to verify if new content is authored by the same user.
This is a form of the authorship verification problem—given a collection of text
samples by one author and another sample of unknown origin, determine if they
were written by the same author [10]. This challenge is closely related to author-
ship attribution, where the task is to assign a document of unknown origin to an
author from a given finite set. While verification is only a binary classification,
it is considered more difficult due to its inherent open world assumption [10].

Fig. 1. Using stylometric embedding, documents can be clustered by writing style, thus
detecting single samples that do not stem from the suggested author.

This work introduces a system that employs deep and metric learning tech-
niques on the problem of authorship verification using very short text samples
as they occur in social media applications. It discusses the challenges that arise
with the use of short text samples and presents techniques to mitigate that prob-
lem. Finally this work introduces triplet loss as a spatial clustering algorithm
to the problem. Using this technique, the system is able to learn stylometric
embeddings of text samples that not only capture the author’s writing style,
but also discriminate it against other authors. The proposed approach is evalu-
ated using the benchmarks provided by the PAN 2014 challenge on authorship
verification [24].

2 Related Work

Authorship attribution and verification are problems usually solved with
machine learning. Traditionally, large feature vectors are extracted from pairs
of documents in order to assess their stylometric similarity. Adequate features
are designed manually and have been subject to major change over the past
decades [22]. Khonji and Iraqi [11] performed best on the original PAN 2014 chal-
lenge by extracting n-grams of characters, words, function words, word shapes,
POS tags, and POS-words for varying n resulting in a feature vector of 43,931
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dimensions for English novels. They use a variant of the impostor method [12,13],
in which the unknown document has to be more similar to the original docu-
ment than a set of imposter documents–documents that are known to stem from
different authors. This assessment is performed with multiple randomly selected
feature sets. Other approaches use similar feature sets that are well established in
natural language processing such as tf -idf or vocabulary richness functions [24].
Rocha et al. [19] contributed a series of text pre-processing techniques for social
media applications. They especially highlight that details such as dates, times,
URLs, or hash tags should be placed by generic placeholders, in order to empha-
size the writing style over the specific meaning of a post.

While such approaches proved effective, deep learning techniques have
become the de facto standard in pattern recognition tasks, in recent years. Rather
than manually designing and combining features, deep neural networks learn the
features they require for solving the posed challenge. Using deep learning tech-
niques, Ding et al. [6] were able to learn feature vectors of much lower dimension-
ality (few hundred). They improved upon the original PAN 2014 performance by
learning a stylometric feature vector for different modalities respectively. Simi-
lar to the original doc2vec approach [14], feature vectors were learned as part
of an unsupervised prediction task. The distances of the resulting stylometric
vectors were used to infer authorship. For the PAN 2015 challenge, which uses
shorter text samples than its predecessor [23], Bagnall [1] used a shallow recur-
rent neural network in order to read character sequences and train a language
model for each candidate author. Each language model is trained to predict the
local character flow for a particular author. Authorship was inferred by assess-
ing how well the respective language model predicted the unknown document.
Shrestha et al. [20] also focused on shorter text samples and learned embeddings
for character-n-grams (n ∈ {1, 2} performed best). They used a convolutional
neural network with varying filter sizes and max-over-time pooling to extract the
most discriminative features. In contrast to the aforementioned works, however,
Shrestha et al. performed authorship attribution rather than verification.

The main obstacle to apply the traditional authorship verification challenge
on social media applications is the length of text samples [13,20]. The PAN
challenges [23,24] on this problem provide evaluation corpora with documents
spanning several hundred to several thousand words. Social media posts, in con-
trast, are only few sentences short. This work focuses on performing authorship
verification with samples spanning 1–3 sentences in order to simulate a social
media application while remaining comparable to PAN benchmarks.

Another aspect in that our approach differs from the aforementioned works
is the use of spatial clustering. Most approaches create a feature vector that cap-
tures the writing style of an author. They do not, however, present the system
with negative samples in order to find discriminative features. The system pre-
sented in this work applies triplet loss in order to spatially disseminate feature
vectors, thus comparing authors amongst each other and differentiating them.
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3 Deep Stylometric Embeddings

We propose a system that reads text samples of variable length on a word level
and creates a stylometric embedding in the form of a low dimensional vector.
This embedding captures the stylometric properties of the given text sample.
Text samples of the same author should therefore have a similar embedding. The
overall goal is to verify authorship of an unknown document by its distance to
a known document. As shown in Fig. 2, the proposed system uses fastText word
embeddings [2] to map discrete tokens to continuous vectors, while preserving
their semantic and syntactic properties. We use a model that was pre-trained1 on
English Wikipedia articles in an unsupervised manner. While similar in design
to the traditional skip-gram approach [16], fastText uses sub-word (character-
n-gram) embeddings in order to create an inherent association between words
that share the same stem.

Fig. 2. The proposed system reads short text samples and learns stylometric embed-
dings. It maps words to vectors and feeds them into an LSTM. The hidden state at the
final time step is interpreted as stylometric embedding. Triplet loss is used to cluster
the embeddings by author such that samples by the same author (green) are embed-
ded close to each other, and samples of other authors (orange) are moved further away.
(Color figure online)

Besides the aforementioned doc2vec [14], one way to embed higher order
structures, such as sentences, is the use of recurrent neural networks. Their hid-
den state can be utilized to transfer information over time and capture relevant
aspects of sequential input. Embedding word sequences into a low dimensional
vector representation that captures its semantic and syntactic properties proved
especially useful in machine translation using RNN-autoencoders [3–5,15,17,25].
Using a stacked LSTM [18], as depicted in Fig. 3, the word embedding at each
time step is read as input, thus enriching the LSTM’s hidden state over time.
The LSTM’s hidden state at the last time step S captures information about
the entire input sequence and is interpreted as stylometric sequence embedding.

1 https://fasttext.cc/docs/en/pretrained-vectors.html.

https://fasttext.cc/docs/en/pretrained-vectors.html
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Fig. 3. The sequence embedding model uses L = 3 layers of LSTM cells (blocks) to
iteratively read word sequences of size S. Each input xi is the word embedding of the
word at time step i. Dropout (diamonds) is applied on the inputs of all upper layers.
The initial hidden vectors and cell states are initialized randomly.

The stylometric embeddings are optimized by applying triplet loss [9,26],
thus spatially clustering text samples by authorship. As shown in Fig. 2, the
model receives a triplet of inputs: a reference sample x written by one author A, a
different positive sample x+ by the same author, and a third negative sample x−

of another author A. The triplet loss function L computes the distance between
the embeddings of reference and positive sample, and the distance between the
embeddings of reference and negative sample.

L(x, x+, x−) =
1
N

(
N∑
i

max{d (
xi, x

+
i

) − d
(
xi, x

−
i

)
+ m, 0}

)
(1)

where d is the squared euclidean distance

d(x, y) = ||xi − yi||22 (2)

and where m is a minimum margin. Using triplet loss minimizes the distance
between samples of one class and maximizes their relative distance to samples of
other classes. When applied on large corpora of text samples, they form clusters,
as depicted in Fig. 4. Note, that the text samples in Fig. 4 stem from an author-
ship verification challenge generated from data that stems from the PAN 2012
dataset on authorship attribution.

Implementation Details. The pre-trained fastText model embeds each token into
a vector of length 300. The embedding model, consisting of 3 stacked LSTMs,
therefore has an input layer size of 300. Input and output of the remaining LSTM
layers have a size of 300, as well. As suggested by Pascanu et al. [18] and depicted
in Fig. 3, the output of one LSTM cell is used as input to the next LSTM cell, i.e.
the cells are stacked vertically, while the state vector C is transferred horizontally
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to the same cell in the next iteration. Dropout [8,21] with a ration of 0.25 is
applied on the input of all but the first layer in order to make the model more
robust. The LSTMs’ hidden state and cell state are initialized randomly.

Data Representation and Augmentation. The corpora provided for the PAN
challenges on authorship verification [23,24] consist of multiple cases. Each case
provides one or more known documents that are guaranteed to be written by one
author, and one document of unknown origin. The documents each span far more
than the 1–3 sentences that we aim for in this work. Multiple shorter samples are
therefore extracted from each document. Sentences are treated as atomic units
in this work and sentence boundaries are preserved. While approaches such as
Bagnall [1] work on fixed size character sequences, thus breaking words at arbi-
trary positions, operating on word level encourages us to preserve higher order
syntactic structures. Since deep learning techniques require more training data
than traditional machine learning approaches, we augment our dataset by per-
muting the sentences within one document. For the sentences in one document
we generate all combinations that (a) preserve the original order, (b) do not
contain gaps, and (c) do not exceed a maximum length of k ∈ N. A document
consisting of the four sentences (1, 2, 3, 4) and k = 3, for example, yields the
combinations (1), (2), (3), (4), (1, 2), (2, 3), (3, 4), (1, 2, 3), and (2, 3, 4). It omits
(1, 3), however, since it contains a gap, (2, 1) since it does not correspond to the
original sentence order, and (1, 2, 3, 4) since it exceeds the length limit k = 3.
This way, samples of different length containing varying amounts of context can
be created from less original content. We preserve sentence order and sentence
connections, thus avoiding samples that are semantically or syntactically incor-
rect. For each case in the PAN corpus, we create two lists of known and unknown
samples from the respective documents.

Sample Grouping. As Sect. 4 will discuss in greater detail, single short samples
often do not contain sufficient stylometric information to predict authorship reli-
ably. This is a direct result of the self-imposed restriction on sample length. In
this case embeddings of text samples could move into clusters representing a
different author. The proposed system therefore uses groups of size j ∈ N com-
posed of randomly selected samples by one author. All samples within one group
are embedded individually and summarized into one spatial centroid. This way,
the impact of outliers can be reduced and the overall confidence in a predic-
tion can be raised. Figure 4 shows that the system forms more disjoint clusters
once sample grouping is introduced. Using single short samples, the presented
system is able to form clusters by authorship, many outliers merge with other
clusters, however. Combining multiple text samples, as shown in Fig. 4b, leads
to clearer separation. In a social media use case, this means that the system’s
ability to reliably verify or reject the authenticity of new posts grows, the more
new content is available.

We would like to emphasize that using groups of short samples merely mit-
igates the underlying problem that short text samples carry little stylometric
information. Section 4 demonstrates how longer samples lead to much more reli-
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(a) Embeddings of single short text
samples

(b) Embeddings of short text sam-
ples in groups of 5

Fig. 4. 2-dimensional t-SNEs of stylometric embeddings, colored by authorship. Com-
pare the clusters of single text samples and the centroids of multiple embeddings. The
exemplary text samples stem from a PAN 2012 dataset on authorship attribution.

able verification results. Nonetheless, taking multiple posts into account for ver-
ification is a realistic scenario for an automated style breach detection system.

Distance-Based Authorship Verification. During training, a triplet of samples is
generated from the known documents exclusively. The negative sample is picked
from the known sample of another author in the dataset. Other resources such
as Wikipedia articles could also be used.

At application time, only the documents within one case of the PAN challenge
are considered. Pairs of known and unknown samples are created. For each pair,
both text samples are embedded and their respective distance is computed. If
a group of text samples is used as described above, the distance between their
respective centroids is computed. Since documents with the same writing style
should be embedded close to each other, the distance between two embeddings
can be regarded as metric similarity of two text samples. Their similarity is
used to infer if the two samples are authored by the same person or not. In
order to evaluate the performance of the presented system, we compute the
area under the receiver operation curve (AUROC) as an application-independent
performance measure. In a real-world application, a threshold would need to be
found depending on the requirements at hand.

4 Results

The presented system was evaluated on the English novel section of the PAN 2014
challenge on authorship verification [24]. Its evaluation corpus provides 200 cases,
each with one known and one unknown document. Each document contains 6,104
words on average and thus far exceeds the limit on sample size that we imposed
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(a) Histogram of distances single
samples

(b) AUROC on single samples

(c) Histogram of distances in
groups of 5

(d) AUROC in groups of 5

Fig. 5. Histograms and ROC curves for pairwise distances of embeddings. In the his-
tograms, blue indicates the distance between samples by the same author, whereas
orange indicates different authors. The data for these exemplary figures stems from
the PAN 2012 authorship attribution challenge. (Color figure online)

on our system. As described before, short samples of 1–3 sentences are extracted
from each document and embedded using the proposed embedding model. The
pairwise distances between embeddings of known and unknown samples form
two distributions, as presented in Fig. 5a. The histogram shows that distances
between samples that were authored by the same person tend to be smaller than
between samples of different authors. The overlap between the two distributions
is rather large, however, leading to high false-positive and false-negative rates
for any given threshold, which is reflected in the AUROC, shown in Fig. 5b.
Introducing sample grouping, as shown in Fig. 5c and d with j = 5 in this exam-
ple, reduces the overlap of the two distributions and increases the discriminative
power of the embedding system. Table 1 presents the performance of our system
on the English novel section of the PAN 2014 authorship verification challenge,
compared to the work of Khonji and Iraqi [11] and Ding et al. [6], as discussed in
Sect. 2. When comparing single short text samples of 1–3 sentences, i.e. using a
group size of 1, our system is not able to verify authorship with competitive per-
formance. If more than one text sample of unknown origin is available, however,
the performance of our classifier increases. It exceeds the performance of Khonji
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Table 1. Comparison of AUROC scores on the English novel part of the PAN 2014
authorship verification challenge. The system’s performance increases with a rising
number of available short text samples. The right column compares performances on
authorship verification using entire documents.

System Sample group size

1 5 10 Entire document

(This work) 0.65 0.74 0.78 0.92

[6] - - - 0.78

[11] - - - 0.75

and Iraqi [11] and Ding et al. [6] starting at 10 short text samples. If all text
samples of a document in the evaluation corpus are embedded and summarized
in one centroid, the system effectively performs authorship verification on the
entire document. The presented system outperforms the competing approaches
significantly in this scenario.

5 Discussion and Future Work

This work shows how to create embeddings that capture an author’s writing
style and spatially cluster them by authorship. The proposed system is able to
reliably verify authorship on short text samples with little stylometric value if
multiple (10 or more for competitive results) samples are available for compar-
ison. For social media platforms such as Facebook or Twitter this means that,
given a number of previous posts by a user, new posts on this user’s account
can be reliably verified once a larger number of new posts is added to his or her
timeline. If the presented approach was combined with other features, such as
access time, used IP addresses or hardware identifiers, for instance, the number
of posts required for reliable authorship verification could be reduced. Further-
more, a social media provider could verify the identity of an author with minimal
user interaction by asking for password confirmation or other means of authen-
tication.

While the presented system performs well on a subset of the PAN 2014
challenge, it struggled on the PAN 2015 dataset, which provides far fewer known
text samples for each author. Bagnall [1] as well as Shrestha et al. [20] argue that
a focus on character-level features and word morphology is more promising when
restricted to short text samples. A future implementation should therefore adapt
the concept of character-bi-gram embeddings as presented by Shrestha et al. [20]
and combine it with triplet loss in order to perform authorship verification.

Finally, our work performed little preprocessing. As introduced in Sect. 2, it
would be valuable to replace specific semantic content such as hashtags, dates, or
URLs with placeholders that focus on sentence composition rather than content.
Especially regarding social media, special character sequences such as acronyms
and emoji should be preserved in any feature extraction process. Eisner et al.
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[7] introduced the tool emoji2vec to embed emoji into high dimensional space,
an approach that could be incorporated into future implementations.

6 Conclusion

This work described the problem of compromised social media accounts and the
inability of people to detect the resulting style breaches. In order to solve this
problem computationally, this work explored how deep and metric learning tech-
niques can be employed for the authorship verification challenge. It presents a
system that learns stylometric embeddings which spatially disseminate authors,
thus distinguishing them by writing style. The resulting distance between two
text samples was successfully used to infer if they were authored by the same
person or not. We described how text samples can be augmented in order to
create more training samples from limited data sets. Furthermore, we presented
techniques that can mitigate the challenge of very short text samples in social
media applications and improve performance to competitive levels. A key con-
tribution of this work is that the presented system uses text samples that range
between one and three sentences in length, as opposed to other approaches that
used entire essay-length documents. This restrictions was imposed on our sys-
tem in order to simulate the requirements of an authorship identification system
applied on a social media platform. The proposed approach significantly outper-
formed competitors on the PAN 2014 authorship verification challenge while at
the same time using far shorter text samples. We reach competitive performance
using 10 or more short text samples and reach AUROC scores of up to 0.91 on
entire documents.
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Abstract. The paper investigates several techniques for hypernymy
extraction from a large collection of dictionary definitions in Russian.
First, definitions from different dictionaries are clustered, then sin-
gle words and multiwords are extracted as hypernym candidates. A
classification-based approach on pre-trained word embeddings is imple-
mented as a complementary technique. In total, we extracted about 40K
unique hypernym candidates for 22K word entries. Evaluation showed
that the proposed methods applied to a large collection of dictionary
data are a viable option for automatic extraction of hyponym/hypernym
pairs. The obtained data is available for research purposes.

Keywords: Hypernymy · Semantic relations · Thesaurus · Word2vec

1 Introduction

Hypernymy relations such as dog ≺ mammal and roadster ≺ car are essential
for organization of electronic thesauri, ontologies and taxonomies for natural
language processing. Building such resources manually is a labor-intensive task.
Manually built resources have an inherently narrow scope and need to be con-
stantly maintained and kept up-to-date. Therefore, automatic methods for con-
structing linguistic resources have been demanded and actively explored over
the last two decades. Pioneering experiments on the extraction of hypernymy
relations between words from text corpora in early 1990s employed hand-crafted
templates. Later, attempts were made to automatically expand the initial set
of templates, as well as to combine them with distributional semantics repre-
sentations. Nowadays neural networks have been actively using to detect hyper-
nym/hyponym word pairs.

In this paper, we address the task of noun hypernym extraction from dictio-
nary definitions in Russian. Earlier work on template-based extraction of hierar-
chical relations showed that encyclopedic data is best suited for this approach.
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Template-based methods require that both words (hyponym and hypernym)
occur in the same sentence, which is not very common in arbitrary texts. Dic-
tionaries often define a word through a more generic concept, for example:

– Car : a wheeled vehicle that moves independently, powered mechanically,
steered by a driver.

– Convertible: a car whose roof can be removed or folded.1

The main advantage of this approach is its simplicity, but it has also addi-
tional benefits. When employing dictionary definitions, we naturally solve the
problem of distinguishing hypernyms corresponding to different word senses
expressed in turn in separate definitions. For example, both pairs bass ≺ fish
and bass ≺ musical instrument are expected to be presented in a thesaurus.
Dictionaries make it possible to find hypernyms even for infrequent words, which
is rather hard in case of purely statistical methods. In addition, we use multiple
dictionaries simultaneously, which potentially improves both precision and recall
of the resulting pairs. As a supplemental method, we reproduce experiments on
hypernym/hyponym pairs detection based on pre-trained word embeddings and
supervised classification.

The study resulted in 47,831 (40,298 unique) hypernym candidates extracted
for the 21,957-word initial list by three methods. Evaluation showed that the pre-
cision of the simple template-based methods lies in the range of 0.57–0.64 (see
Sect. 5 for details). Classification-based methods using word embeddings demon-
strate lower quality, but still can be considered as a complementary solution.

2 Related Work

There are two main approaches to extraction of hyponymy/hyperonymy rela-
tions: (1) lexico-syntactic templates and (2) semantic vector representations.
In addition, there are methods for building linguistic resources based on semi-
structured data from Wiktionary and Wikipedia, as well as combinations of
different approaches.

Researchers have been engaged with the task of automatic detection of hier-
archical relations between words since early 1990s. In her pioneering work,
Hearst [5] proposed a set of manually crafted templates aimed at extraction
of hypernyms and co-hyponyms from a large text corpus, for example: x1, x2, x3

and other y, where xi and y are noun phrases representing co-hyponyms and
a hypernym, respectively. Sabirova and Lukanin [17] applied a similar method
to a corpus of texts in Russian. The studies showed that this kind of approach
works best with encyclopedic data as a source. Kiselev et al. [8] followed this
line of research and elaborated extraction of hyponymy/hypernymy relations
from dictionary definitions in Russian using lexico-syntactic patterns. In the

1 A different, though less common approach is to define a word trough its synonyms:
car – a motorcar or automobile, or through cognate words: running – the action of
the verb to run.
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current work, we improve on the approach by using several dictionaries in par-
allel, extracting multiwords in addition to single-word candidates, as well as
compliment the method with a simple approach based on pre-trained semantic
vector representations.

In the works [2,3] initial template-based methods were improved by taking
into account semantic similarity of words based on conjunctive structures and
LSA representations. Snow et al. [20] elaborated a method for automatic extrac-
tion of such patterns, followed by classification-based hyponymy/hyperonymy
detection.

Word embeddings [12] proved to be a good semantic representation of words
in many natural language processing tasks. Thus, attempts have been made
to use pre-trained models for the task of hypernymy detection. Several stud-
ies [1,16,21] investigated supervised classification and vector representations of
words for hypernymy detection task: word pairs are presented either as concate-
nation or difference of their vector representations, and classifiers are trained on
positive and negative word pairs. We reproduce these approaches in the current
work. Fu et al. [4] elaborated this approach: first, vector differences are clustered
(clusters are expected to reflect different types of hierarchical relations), then a
separate projection is learned for each cluster using a training sample from an
existing thesaurus. After space partitioning and projections learning, each word
pair is assigned to a positive or a negative class. Shwartz et al. [19] combined
syntactic and semantic information to address the task of hyponym/hypernym
pair extraction: each candidate word pair is represented as concatenation of
individual words’ vectors and averaged vector representation of the paths in the
dependency tree between words.

Many studies explore the possibility of building structured semantic resources
from Wikipedia data, see for example [6,13,15].

3 Data

3.1 Dictionaries

We use six dictionaries of Russian as the main source of data in the current
study:

(EFR) T. F. Efremova, New dictionary of Russian, 2000.
(BAS) S. A. Kuznetsov, Comprehensive Dictionary of the Russian Language, 1998.
(MAS) A. P. Evgenyeva, Small Academic Dictionary, 1957.
(BAB) L. Babenko, Dictionary of synonyms of the Russian Language, 2011.
(USH) D. N. Ushakov, Explanatory Dictionary of the Russian Language, 1935.
(OZH)S. I.Ozhegov,ExplanatoryDictionaryof theRussianLanguage,1949(1992).
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These dictionaries span 75 years and reflect well the diversity of Russian
lexicography, in particular – different approaches to definitions. Five of them are
explanatory dictionaries, BAB is a relatively small vocabulary of synonyms, with
definitions given for the whole synsets. EFR differs through its more ‘analytical’
definitions. As shown in [7], MAS and BAS contain many similar definitions.

We collected all noun entries along with all definitions from the dictionaries
and retained only items presented in the list of 60,000 most frequent words in the
Russian National Corpus (RNC)2. This resulted in 21,957 unique nouns. Main
statistics of the dictionary dataset can be found in Table 1.

Table 1. Main statistics of the data used in the study: entries – noun entries from six
dictionaries; defs – their definitions; entries@60K and defs@60K – entries and their
definitions after filtering out infrequent word entries; WIKT – words in entries@60K,
for those hypernyms are presented in Wiktionary; WIKT pairs – words in WIKT,
whose definitions contain hypernyms from Wiktionary; unique definitions – unique
strings after lowercasing and punctuation removal.

entries defs entries@60K defs@60K WIKT WIKT pairs

EFR 55,499 84,072 18,812 37,918 5,085 3,031

BAS 29,877 42,229 14,888 24,812 4,579 2,604

MAS 33,664 51,182 17,922 32,627 4,794 2,899

BAB 1,810 2,011 1,510 1,689 569 217

USH 33,005 50,615 16,465 30,410 4,602 2,536

OZH 18,709 26,961 13,428 20,914 4,278 2,484

Unique 66,784 233,718 20,312 134,460 5,230 4,253

3.2 Reference Hyponym/Hypernym Pairs

Wiktionary3 is a large online dictionary, whose content is curated by com-
munity members. At the time of writing, Russian Wiktionary contains more
than 173,000 entries. A subset of dictionary entries contains semantic rela-
tions – synonymy, antonymy, hypernymy, and hyponymy. We collected 59,582
hyponym/hypernym noun pairs from Wiktionary. Then, we used the same
60K frequency list from RNC to filter out pairs containing rare words. Proper
nouns, names, and narrow domain terms were removed, e.g.
(Alza ≺ river), (Muzzal ≺ name),
(aluminumhydride ≺ compound). This resulted in 10,826 pairs for 7,124 unique
hyponyms.

We also matched these reference pairs with dictionary data (hyponym as
a dictionary entry, one of whose definitions contains hypernym), see the last
column in Table 1. It can be seen that about 39% of entries have hypernyms in
one of their definitions.
2 http://ruscorpora.ru.
3 https://ru.wiktionary.org/.

http://ruscorpora.ru
https://ru.wiktionary.org/
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3.3 Clustering of Definitions

In contrast to previous studies dealing with relation extraction from text, we
deal with semi-structured data from several dictionaries. The multitude of data
sources increases coverage and provides additional evidence in case of frequent
items. At the same time, many definitions from different dictionaries are very
similar [7]. To mitigate the redundancy problem we first cluster definitions from
different sources corresponding to the same word entry. In our initial dataset,
93% of word entries have more than one definition.

We apply graph-based clustering that proved to be efficient for many NLP
tasks [9,14,22]. All definitions corresponding to a word entry are vertices; there
is an edge between them if cosine similarity is greater than 0.15. Table 2 shows
clustering of definitions for a word (leech) as an example.

As a result, 134,460 definitions are clustered into 48,739 clusters, 21,199 of
them contain a single definition.

Table 2. Example of clustered definitions for a word (leech).

4 Methods

4.1 Single Words as Hypernyms

As mentioned above, we use the method for hypernym extraction described in
the paper [8] as a starting point for this study. The approach is very simple:
the first noun occurring in definition is extracted, with a short list of exception
words, for example kind, species, section, etc. The method uses data from a single
dictionary. In our case, we use definitions from several dictionaries, previously
combined into clusters that presumably correspond to different word senses. The
modification of our method is that we extract a single most frequent candidate
from a cluster. If there is a tie and we cannot make a choice based on the
frequency, then the candidate with the highest RNC frequency is selected. The
example below demonstrates how this strategy works in case of four definition
clusters and extracted candidates in case of the word entry (art):
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1. (system) ×2, (domain) ×3 – most frequent entry;
2. (skill) ×3, (knowledge) ×1 – most frequent entry;
3. (reflection) freqRNC = 5, 789, (reproduction)

freqRNC = 1, 323, (activity)freqRNC = 46, 298 – RNC
frequency;

4. (occupation) – single candidate.

Using this approach, we extracted 58,834 hypernym candidates from 48,739
definition clusters. In some cases identical hypernym candidates were extracted
from different definition clusters. After eliminating duplicate pairs we ended up
with 39,252 pairs in total. In case of 17% entries the method did not extract
any candidate. 28% out of 39,252 extracted pairs are present in the list of
hyponym/hypernym pairs extracted from the Wiktionary (see Sect. 3.2).

4.2 Multiwords as Hypernyms

If we look at single-word hypernym candidates extracted on the previous stage,
we can notice that many of them are very abstract and though connected to
their intended hyponyms, should probably reside not immediately above, but on
a higher taxonomy level. For example: ≺ (admiral ≺ rank), ≺

(silt ≺ mass), ≺ (ailment ≺ condition). When
inspecting source definitions, we noticed that it is possible to extract more imme-
diate hypernyms, when considering multiwords, for example
(navy rank), (viscous mass), and (painful
condition).

Multiword expressions (MWE) have been underrepresented in traditional
dictionaries [7], but became an essential part of modern electronic linguistic
resources. For example, about 41% of Princeton WordNet entries are multi-
word [18]; MWE constitute about 47% of total 115,000 RuWordNet entries [11].

To extract verbose hypernym candidates from definitions, we used several
morphosyntactic patterns, see Table 3.

These patterns have been used in many previous MWE extraction studies.
Table 4 illustrates the productivity of patterns by dictionary. According to these
figures, EFR seems to have a somewhat different definition structure.

All the patterns correspond to nominal phrases, thus the extracted expres-
sions potentially refine the single-word candidates obtained by the previous
method. Note that patterns are nested: we can extract several multiwords from
the same definition. A possible downside of these more complicated structures
is that they can lead to extraction of non-lexicalized expressions or extrac-
tion of almost entire definitions. This is especially obvious in case of 4-grams,
for example:
(formulation – a method of manufacturing pharmaceutical subst-
ances);
(encyclopaedist – a representative of a group of advanced thinkers);

(settlement site – a set-
tlement of the primitives). Nevertheless, even extracted items of this kind can



82 M. Karyaeva et al.

be useful as glosses – many thesauri allow “empty” synsets containing a defini-
tion only that serve as a means for a more balanced hierarchy.4

Table 3. Multiword extraction patterns and their productivity (A – adjective; N –
noun; NG – noun, genitive case; Pr – preposition; in AN patterns adjective and noun
must be coordinated).

Table 4. Percentage of definitions by dictionary, where the pattern has fired.

Pattern BAS(%) EFR(%) OZH(%) BAB(%) MAS(%) USH(%)

N 92 77 95 88 80 84

AN 37 28 35 31 31 30

NNG 19 20 17 23 15 14

AAN 3 2 3 3 2 2

NANG 6 4 4 5 4 4

ANNG 2 2 2 2 1 1

NNGA 1 1 0 1 0 0

NNGANG 1 1 1 1 1 0

NPrN 5 4 5 3 4 5

As with the single-word hypernyms, our goal was to extract one expression
from each cluster of definitions. In order to filter out less reliable bigrams, we
used two additional criteria. We required that the candidate is (1) selected from
at least two clusters of our dataset and (2) present in the RNC frequency list of

4 See for example GermaNet, http://www.sfs.uni-tuebingen.de/GermaNet/.

http://www.sfs.uni-tuebingen.de/GermaNet/
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bigrams.5 The former criterion can be seen as a simple sanity check: a hypernym
is expected to have several ‘children’; while the latter one is a light lexicalization
test. Extracted candidates that meet both criteria are championed. Candidates
that fail to meet both conditions, are discarded. Since the number of extracted
3– and 4–gram is much lower, we kept all of them for subsequent evaluation.

For example, for the entry (athene) 11 multiword hypernym candidates
are extracted, including (twilight bird) and
(a predatory bird). The latter one is championed, since it is potentially very
productive as a hypernym. It is extracted from definitions of 17 entries, including
cun (sip), (vulture), (gyrfalcon), etc.

In total, 61,134 bigrams and 17,628 3- and 4-grams were extracted. After
applying our two criteria we ended up with 19,880 (18,360 bigrams and 1,520
3- + 4-grams) multiword hypernym candidates for 11,623 word entries.

4.3 Hypernym Extraction Based on Word Embeddings

An interesting property of word embeddings is that they capture not only seman-
tic similarity of words, but also other relations between them. A famous exam-
ple cited by Mikolov et al. [12] is that the closest vector to vector(king) −
vector(man)+vector(woman) is vector(queen). There were several attempts to
use pre-trained word embeddings for hypernymy detection, as well as learning
dedicated embeddings for the task (see Sect. 2).

In this study we use pre-trained word2vec models from the Rus Vectōrēs
project [10]. In particular, we employ 300-dimensional word vectors for Russian
trained on Wikipedia and RNC (600 million tokens in total) using continuous
skip-gram model.6 We use gensim library7 to find closest vectors. First, we
trained a classifier using reference hyponym/hypernym pairs (see Sect. 3.2) as
positive examples and pairs from a dataset originating from a semantic similarity
shared task as negative examples. Then, using the classifier we extracted best
candidate from the words closest to each item in our initial list of 21,957 words.
The main difference of our approach from the similar experiments reported in
the literature is that we aim at searching hypernyms not within a closed set of
annotated word pairs, but ‘in the wild’.

As positive examples we took 10,826 reference pairs, for 8,496 out of which
pre-trained vectors are available. Out of these 8.5K reference pairs only in case
of fewer than 3K a hypernym can be found as a similar entry in 1K words of
word2vec outputs close to a given hyponym; 1.9K (23%) of them can be found
in top-200 words. We sampled the same amount of negative pairs from ‘unrelated
examples’ of the RuThes dataset8. We experimented with vector concatenations
5 The list http://ruscorpora.ru/corpora-freq.html contains 6.8 million bigrams with

frequency above 3. We also matched the extracted multiwords with Wikipedia titles,
but there were fewer than 9% matches, and we did not use this as a selection criterion.

6 The embeddings can be downloaded from http://rusvectores.org/models/, model
ruwikiruscorpora upos skipgram 300 2 2018.

7 https://radimrehurek.com/gensim/models/word2vec.html.
8 http://russe.nlpub.org/downloads/.

http://ruscorpora.ru/corpora-freq.html
http://rusvectores.org/models/
https://radimrehurek.com/gensim/models/word2vec.html
http://russe.nlpub.org/downloads/
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(ConVec) and vector differences (DiffVec). We trained a classifier using SVM
with RBF kernel implemented in scikit-learn9. Three-fold cross-validation
resulted in 0.83 and 0.85 accuracy for ConVec and DiffVec, respectively, which
is comparable with scores for similar experiment on closed-set hypernymy clas-
sification reported in the literature. To obtain hypernym candidates for initial
word list not participating in training, we retain nouns from the top-200 words
for each list item and feed them to the classifier. In addition, we require that the
candidate words are present in RNC60K frequency list. The positively classified
pair farthest from the separating hyperplane is considered the best match.

5 Evaluation

For evaluation we randomly sampled 300 words from the 14,833 entries from the
initial list of 21,957 words excepting 7,124 unique entries from the Wiktionary
hyponym/hypernym pairs. For these 300 words, we collected all hypernym candi-
dates generated by all approaches. These pairs were evaluated by three assessors.
The assessors judged each pair as correct (1) or incorrect (0). Cohen’s kappa is
0.51, which indicates a moderate agreement. In addition, assessors could provide
more fine-grained annotations:

– senses are too distant (dist sen);
– the words is semantically similar, but reflect a different relation – synonymy,

antonymy, co-hyponyms, association (diff rel);
– expression is grammatically incorrect, expression is incomplete, cognate words,

inverse relation, definition instead of hypernym (collapsed to others below).

Individual judgments were converted to common scores by applying an agree-
ment rule – at least two assessors marked the pair as correct. Table 5 summarizes
the evaluation results.

Table 5. Evaluation results.

Method # candidates precision diff rel dist sen Others

1-word 485 0.57 0.04 0.04 0.28

2-word 236 0.64 0.03 0.00 0.23

3-word 14 0.57 0.00 0.00 0.43

ConVec 219 0.30 0.12 0.02 0.46

DiffVec 284 0.46 0.29 0.01 0.27

1w+DiffVec 399 0.62

3|2w+(1w+DiffVec) 323 0.61

It can be seen from the Table that candidate bigrams outperform unigrams in
terms of precision, but have a lower coverage. Trigrams are represented scarcely
9 http://scikit-learn.org/stable/modules/svm.html.

http://scikit-learn.org/stable/modules/svm.html
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in the evaluated sample, though these few candidates demonstrate decent preci-
sion. DiffVec outperforms ConVec in terms of coverage and precision. Expectedly,
embeddings-based methods often return semantically similar words that mani-
fest a relation different from hypernymy. We can slightly improve the methods
by their combination. For example, intersection of single-word extraction (1w)
and DiffVec (i.e. the extracted noun is assigned to the positive class by DiffVec)
increases precision, though decreases coverage. A simple heuristics ‘take a longer
candidate if present, a DiffVec-filtered single-word candidate otherwise’ delivers
about the same precision. The combined approach allows to extract candidates
of different word length without losing accuracy.

Figure 1 illustrates relation between the positions of the extracted single-
word candidates in definitions and their scores. By design, the majority of the
extracted candidates are located towards the beginning of the definitions. It
can be seen that the precision of the extracted hypernyms drops after the fifth
position, though there are still correct hypernyms quite distant from the word
being defined. Table 6 shows that two two-word patterns have approximately
equal productivity; the examples of three-word candidates are too few to make
reliable conclusions.

Fig. 1. Positions of extracted single-words candidates in original definitions (bars, right
axis) and precision of each position (line, left axis). If the candidate is present in several
definitions for the same entry, all positions are accounted for.

Table 6. Productivity of patterns.

AN NNG AAN NANG NPrN

#pairs 156 80 2 5 3

Precision 0.62 0.69 1.0 0.60 0.67
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6 Conclusion and Future Work

In this paper, we presented several methods of extraction of hyponym/hypernym
relations based on morphosyntactic templates, simple heuristics, and word
embeddings. Manual evaluation demonstrated feasibility of the methods and
their combinations. Table 7 demonstrate that our methods are able to produce
at least a single candidate for 97% of the RNC frequently list.

Our methods are efficient for practical use and we believe that our find-
ings will be applied to different natural language processing tasks and obtained
data will extend existing lexicographic resources. The obtained candidate
hyponym/hypernym pairs are freely available for research purposes10.

Table 7. Coverage of methods: percentage of the most frequent nouns, for which at
least one candidate hypernym is extracted.

1-word 2-word 3-word ConVec DiffVec Total

# entries 18,111 12,304 1,496 19,307 20,428 21,330

RNC60K, % 82 56 7 88 93 97

In the future work we plan to address the following issues:

– In the current study we restricted the initial list of word entries by the RNC
frequency list to be able to use dictionary- and embeddings-based meth-
ods in parallel. We will investigate the opportunity to extract less frequent
hyponym/hypernym pairs from dictionaries thus increasing the coverage of
the method.

– We did not evaluate the quality of clustering, used ad-hoc parameters for
clustering and selected only one candidate from each cluster. We will inves-
tigate the impact of clustering on the overall extraction quality, as well as
take a closer look at the ranking/selection of candidates from a cluster. Mul-
tiple candidates can be useful for matching the extracted pair with existing
synsets, enriching existing synsets, and increasing the overall quality of the
method.

– To train the classifier we applied pairs of unrelated words as negative
examples. The study [19] suggests that using other relations (synonymy,
part/whole, etc.) as negative examples can increase the specificity of the clas-
sifier. We plan to investigate this hypothesis in our future work.

– We restricted evaluation to top-1 candidate of each classifier. For a better
understanding of the methods and their potential we plan to evaluate top-5
candidates.

Acknowledgments. MK was supported by RFBR grant #15-37-50912, PB and YK
were supported by RFH grant #16-04-12019.

10 https://github.com/YARN-semantic-relations/hyponymic-relationship.
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Abstract. Sentiment analysis of conversations is a widely studied topic,
but the proposed solutions are mostly based only on text analysis, which
in the real conditions of telephone conversations is not ideal and contains
a lot of mistakes and inaccuracies arising at the stage of speech recog-
nition. Today, there are almost no papers about the sentiment analysis
of conversations using multimodal datasets for the Russian language. In
this paper, we suggest the use of multimodal sentiment analysis of con-
versations, with both the recognized text and the audio signal used as
the training data. To do this, we assemble our own dataset consisting
of records of telephone conversations, labelled by sentiment intensity.
The texts are obtained with the help of ready-made tools for automatic
speech recognition. We carry out a number of experiments to find the
best way to extract features from audio and texts and we also build mod-
els for determining the sentiment intensity for individual modalities and
a combination of them. Different classification algorithms are compared:
linear, neural networks and ensembles of decision trees, where XGBoost
works best for audio, Logistic Regression - for text and LightGBM - for
multimodal data. The results show that combining several modalities
allows to achieve the best quality of classification.

Keywords: Sentiment analysis · Natural language processing
Audio processing · Multimodal data

1 Introduction

The information, which a person perceives is multimodal by nature, and our
brain, through the course of evolution, has learned to work with such data. Most
business processes are still based on phone calls, and the callers’ mood can tell a
lot about the success of the negotiations. Unfortunately, in telephone conversa-
tions we are limited to only two modalities - acoustic and language, but even this
information is enough for people to sense someone else’s mood. In this paper,
we explore the possibilities of artificial intelligence in the task of multimodal
sentiment detection in telephone conversations of a single telecommunications
company.
c© Springer Nature Switzerland AG 2018
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Phone conversations have their own specifics, which are imposed by the GSM
signal encoding, as well as the conditions of recording. The frequency range of
the speech signal is limited to 300–3.400 Hz, while the power of the speech signal
varies between 35 to 40 dB. At the time of the call the person might be anywhere,
which adds a large amount of noise to the recording signal, which is difficult to
get rid of without losing the information necessary for analysis.

2 Related Work

Sentiment analysis (SA) as a separate discipline has formed in the field of NLP
(Natural Language Processing), and can be defined as the interpretation of feel-
ings, opinions and subjectivity in texts. SA caught the eye of the scientists in
2002, after the publication of [23], where this task was also presented as an unsu-
pervised learning problem, which used only statistical methods for calculating
PMI (Pointwise Mutual Information) between phrases and words “excellent”
and “poor”. The first use of machine learning for text tonality determination
was noted in [16], with the main idea of revealing the possibility to determine
the tonality of a text with the same accuracy as its topic.

Almost all subsequent works include the advantages of both unsupervised and
supervised learning [12]. [11] presents the combination of vector representation
of documents and sentiment lexicons, with the SVM (Support Vector Machine)
model reaching the best performance. Artificial neural networks in recent years
have also become very popular and started to surpass the classic machine learn-
ing models, which can be seen in the [1], where a neural network based on GRU
and trained on Word2Vec has shown the best classification performance metrics
in the task of sentiment analysis for Russian language. [27] describes modern
approaches to sentiment analysis based on deep learning.

Multimodal machine learning began in the 1970s [2], with the discovery of the
McGurk effect, showing the interaction between hearing and sight in the speech
perception: when a person hears the syllables “ba-ba” from a person who says
“ga-ga”, they identify it as “da-da”. The study of this effect pushed researchers
to develop new approaches, such as audio-visual speech recognition (AVSR) [24].
In that paper, audio was presented in the form of a spectrogram, an acoustic
representation was extracted from the video using a neural network, and when
combined, the recognition accuracy has increased significantly with noisy audio
if compared to using only audio data.

The multimodal sentiment labelling is closely related to the recognition of
emotions, which began to spread from the preprocessed for further analysis AMI
Meeting Corpus dataset [3] published in 2005.

In [22] it was shown that even people, who tag the sentiment of the data,
find it much easier to navigate when they simultaneously hear and see the con-
versation, rather than when using text alone. The agreement between experts
when utilizing multimodal sentiment tagging grows significantly.

Sentiment intensity detection also did not stand still, and in 2016 a
multimodal sentiment intensity corpus (MOSI) was introduced [25]. Several
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multimodal models were compared, the key idea of which is the alignment of
information from each modality at the level of words and phonems. A tool called
P2FA1 was used for this, the main disadvantage of which for our study is the
lack of support for the Russian language. The most recent works on multimodal
sentiment analysis [18,26] also suggest using utterance-level fusion of modalities.

The main idea of all these works is that combining several modalities improves
performance. Despite the fact that the multimodal sentiment detection has been
studied extensively for English language, there is practically no research for the
Russian language. Also, the phone conversations, which are the subject of our
research, have their own specificity, making the quality of text recognition one
of our biggest issues, therefore it is desirable to use the information from both
modalities (acoustic and language) together. We use the best, in our opinion,
tool for Russian speech recognition, but it is quite difficult to recognize speech in
telephone conversations. This tool substitutes words or simply skips them, which
makes it useless to use tools for force alignment of modalities at the utterance
level such as aeneas2 which supports Russian language.

3 Methods

This section describes ways to represent each modality (audio and text), as well
as a description of the models built on the features extracted from audio, text
features and their combination. Hyperparameters of models were selected by 3-
fold cross-validation (to speed up the calculations), then the model was trained
on the entire training set and checked on the hold-out. In this paper we used
scikit-learn [17], keras [5] with Tensorflow backend and gensim [20] implementa-
tions of machine learning algorithms. When choosing machine learning models,
we were guided by the following considerations: for dense data we place great
hopes on classifiers such as XGBoost, LightGBM, SVC, and in the case of sparse
data we rely more on Logistic Regression and Neural Networks, as the most suit-
able algorithms for such data. Source code, hyperparameters and instructions are
available at https://github.com/aminought/multimodal-telephone-sa.

3.1 Audio Representations

Audio for our task is stored in WAV format with a sampling frequency of 8 kHz
and 16 bits per sample. To use audio in machine learning models, it could be
presented in the following ways:

– Time sequence of signal amplitudes;
– Spectrogram;
– Acoustic features and VGG16

1 https://github.com/srubin/p2fa-vislab.
2 https://www.readbeyond.it/aeneas/.

https://github.com/aminought/multimodal-telephone-sa
https://github.com/srubin/p2fa-vislab
https://www.readbeyond.it/aeneas/
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Sequence of Samples. First of all, audio is a time sequence of signal amplitude
values, taken with a certain sampling rate, so it can be used to train LSTM [8],
which is the state-of-the-art for time sequences at the present [6]. The length of
such sequence can reach 700000 samples, which can negatively affect the memory
consumption and learning time of the model.

Spectrogram is a 2D-representation of audio signal presenting the signal power
as a function of time and frequency. In this paper, a mel-spectrogram is used.
On a mel-spectrogram, a linear frequency axis is replaced by a logarithmic one,
thereby increasing the resolving power of the spectrogram at low frequencies
and reflecting the perception of sound information by human hearing organs.
The mel-spectrogram can be used as an input of the LSTM as a time sequence,
or for CNN [10] as an image. In both cases, because of the distribution of the
number of time windows for all audio fragments, we took an input sequence
with the length of 100 time windows. Another way is to extract features from
an image of a mel-spectrogram using the pre-trained VGG16 [21] and feed it to
different classification algorithms.

Acoustic features extracted manually using specialized audio analysis tools for
further use in the models for sentiment analysis, are described below. Librosa4
[13] and VGGish [7] was used for this purpose.

Acoustic features are represented as a matrix with a size m× n, where m is
a number of windows and n is a number of features. Next, different models such
as Logistic Regression, LightGBM, XGBoost and Random Forest were built,
based on the aggregation of acoustic features, concatenated in one vector: mean,
standard deviation, median, minimum, maximum, excess, skewness.

VGGish is a Tensorflow definition of 128-dimensional embeddings of audio
segments produced from a VGG-like audio classification model that was trained
on a large YouTube dataset. Then, embeddings was fed to Logistic Regression,
XGBoost and Recurrent Neural Network.

3.2 Text Representations

In general, text information can be represented in two forms: Bag-of-words and
a vector representation (TF-IDF, word2vec and so on). Before converting the
text into different representations, the following operations were performed:

– Tokenization. Words were extracted from texts with the help of a tokenizer
based on regular expressions, each document was presented as a list of
extracted words.

– Normalization. For each word, a lemmatization was carried out using pymor-
phy2 [9] library.

– Removal of stop words. From each document, Russian and English stop words
from the nltk3 set were deleted, except words expressing the person’s attitude

3 https://www.nltk.org/.

https://www.nltk.org/
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to the subject of conversation: (“good”), (“yes”), (“no”),
(“sure”).

After that, models for detection of sentiment intensity of the text were con-
structed for each of the representations.

– Bag-of-Words, using CountVectorizer from scikit-learn;
– TF-IDF [19] or term frequency - inverse document frequency;
– word2vec [14] is a group of two-layer neural network models, of which we

used:
• trained skip-gram word2vec model with averaging of the vectors of all the

words in the document;
• word2vec models pretrained on, first, russian Wikipedia and, second, Rus-

sian Distributional Thesaurus [15].

For those representations the best model and hyperparameters were chosen
using cross-validation. The model was chosen from the following space of models:
Logistic Regression, Random Forest, SVC.

3.3 Multimodal Representations

We can combine modalities in at least two ways:

– Train the models for each modality and combine them with stacking. We used
a simple scheme for averaging the results on a test dataset;

– Concatenate features of several modalities into one vector and build models
that take information from two modalities as inputs: both audio and text
features.

For the second case, we trained and compared the following models:
XGBoost, Logistic Regression, Random Forest.

4 Dataset

In this section, we describe the process of building our own set of training data
for the creation of a model for sentiment analysis of telephone conversations
using multimodal data.

4.1 Data Acquisition

Work in a telecommunications company involves access to some confidential
information, such as records of telephone conversations with customers. We
extracted 1084 random telephone conversations from the database of such com-
pany and separated them by periods of silence into 10000 fragments with the
help of pydub4 library. Pauses were considered to be intervals of 2 s or more
and a signal power of less than −16 dB. In each segment, speech was recognized
with the help of Yandex SpeechKit - an automatic tool for recognizing Russian
speech. Dataset statistics are shown in the Table 1.
4 https://github.com/jiaaro/pydub.

https://github.com/jiaaro/pydub
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Table 1. Characteristics of the dataset before preprocessing

Parameter Value

Initial number of conversations 1084

Initial number of audio segments 10000

Number of segments with std of experts’ labels > 1 1640

Number of “noisy” segments 559

Number of “clean” segments 8144

Number of recognized segments 7433

4.2 Dataset Labelling

As a measure of sentiment intensity, we took a linear scale from −3 to 3, which
denotes labels of sentiment classes: from highly negative to highly positive. The
experts who labeled dataset were 5 employees of the company where the research
was conducted. Each expert was given access to a database of audio fragments
that had been divided into eight classes of sentiment from highly negative to
highly positive and “noise” class. The measure of agreement between experts,
expressed by the Krippendorff’s alpha, was 0.55. To increase this metric, we per-
formed filtering of the segments, removing those for which the standard deviation
was more than 1. After this procedure, the Krippendorff’s alpha became equal
to 0.72. It might seem that this operation made the corpus less realistic, but, in
fact, this way we just got rid of segments that were noisy or too short and should
be removed at the stage of preparation of the dataset. To assign segments to one
of the classes, the values of the labels for each segment were averaged over all
experts and rounded to integers. However, looking at the resulting distribution
of classes, we found a strong class imbalance, since most audio segments were
closer to a neutral mood with only a small deviation in one of the polarities, so
it was decided to redistribute the labels to 3 classes (Table 2).

Table 2. Characteristics of the dataset before preprocessing

Label Count

Negative 1099

Neutral 2490

Positive 2926

To compare models, the number of segments was aligned in both audio and
text data (Table 3).
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Table 3. Characteristics of the dataset after preprocessing

Parameter Value

Number of conversations after alignment 1022

Number of segments after alignment 6515

Total duration (in hours) 8.99

Mean duration (in seconds) 4.97

Median duration (in seconds) 3.105

Total count of words in recognized segments 41867

Mean count of words in recognized segments 6.43

Median count of words in recognized segments 3.0

5 Evaluation

For an objective evaluation of the classifiers and the proof that trained mod-
els have a high generalizing ability, we divided our dataset into train and test
speaker-independent subsets in a ratio 80:20.

To evaluate the classifiers, we used the usual classification metrics: accuracy
and macro-averaged F1-measure (to account for class imbalance), as well as MAE
(mean absolute error) as the most common criterion for evaluating the quality
of sentiment analysis [4].

Accuracy =
tp + tn

tp + tn + fp + fn
(1)

F1 = 2 · precision · recall
precision + recall

(2)

MAE =
∑n

i=1 | yi − xi |
n

=
∑n

i=1 | ei |
n

(3)

We took 2 dummy classifiers from the sklearn5 library as the baselines: Strat-
ified Random and Most Frequent. The tables below show classification results
on a test dataset for individual modalities, as well as the combination of audio
and text modalities in comparison with the baselines.

From Table 4 we can see that for audio the ensembles of decision trees, trained
on acoustic characteristics, aggregated along the time axis, worked best. These
features are quite complete and at the same time laconically reflect the frequency
spectrum of the signal and have a representation that is convenient for learning
models based on the gradient boosting of decision trees. XGBoost has proved
itself well in solving problems for competitions, and, as we see, it shows itself per-
fectly in real problems. The best hyperparameters of XGBoost for this problem
are: n estimators = 50, max depth = 5.

5 https://github.com/scikit-learn/scikit-learn.

https://github.com/scikit-learn/scikit-learn
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Table 4. Evaluation of sentiment analysis models using only audio features

Representation Model Acc F1 macro MAE

Baseline Dummy Classifier (stratified random) 0.3852 0.3459 0.7574

Dummy Classifier (most frequent) 0.4489 0.2065 0.7198

Sequence of samples LSTM 0.3774 0.2147 0.7919

Spectrogram CNN 0.4931 0.3907 0.5894

LSTM 0.5170 0.4206 0.5753

Spectrogram, VGG16 Logistic Regression 0.5257 0.4342 0.6108

DNN 0.5471 0.4555 0.5878

Acoustic features LSTM 0.5573 0.4593 0.5400

Acoustic features (aggregated) Logistic Regression 0.5825 0.5145 0.5341

LightGBM 0.6001 0.5296 0.5057

XGBoost 0.6039 0.5378 0.5065

VGGish Logistic Regression 0.5801 0.4813 0.5410

XGBoost 0.5533 0.473 0.5648

LSTM 0.5786 0.5201 0.5395

TF-IDF is a fairly old technology (mid-20th century), but it has been widely
used in practice to this day, since for many tasks it is competitive with other,
more modern vector representations of words. As we can see from Table 5, Logistic
Regression trained on TF-IDF showed the best metrics for the language modality
with the following hyperparameters: C = 0.01, solver = “sag”, tol = 1e−4.

Table 5. Evaluation of sentiment analysis models using only text features

Representation Model Acc F1 macro MAE

Baseline Dummy Classifier (stratified random) 0.3852 0.3459 0.7574

Dummy Classifier (most frequent) 0.4489 0.2065 0.7198

Count Vectorizer Logistic Regression 0.5587 0.4926 0.5587

Random Forest 0.5717 0.4640 0.5564

SVC 0.5341 0.4814 0.5855

TF-IDF Logistic Regression 0.5671 0.5157 0.5395

Random Forest 0.5656 0.5111 0.5471

SVC 0.5134 0.4182 0.5993

Word2Vec Logistic Regression 0.5525 0.4245 0.5871

Random Forest 0.5548 0.4134 0.5871

SVC 0.5295 0.5117 0.6438

Word2Vec (Wiki) LSTM 0.5556 0.5110 0.5402

Word2Vec (RDT) LSTM 0.5640 0.5030 0.5425

The simple averaging of the probabilities of the two best models for each
modality might seem like a good solution, however, as shown in Table 6, Light-
GBM trained on concatenated acoustic audio features and text features based
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on TF-IDF, achieves the best results in comparison with other tested models
because of its ability to work well with both dense and sparse data. Following
hyperparameters performed best: n estimators = 500, max depth = −1.

Table 6. Evaluation of sentiment analysis models using multimodal features

Representation Model Acc F1 macro MAE

Baseline Dummy Classifier (stratified random) 0.3852 0.3459 0.7574

Dummy Classifier (most frequent) 0.4489 0.2065 0.7198

Mean XGBoost (Audio) + Random Forest (Text) 0.6014 0.5218 0.5014

Concatenation Logistic Regression 0.5694 0.5174 0.5372

LightGBM 0.6331 0.5941 0.4589

6 Error Analysis

In the Fig. 1, we present the final confusion matrix, which lets us see when the
classifier is most often mistaken. The most confusion arises between a negative
and a positive class. Listening to records, on which the classifier has made a
mistake, has led us to the following conclusions:

Fig. 1. Confusion matrix of the best multimodal model

– In most cases, the sentiment is transmitted through intonation, but not
through the speech.
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– Apparently, the classifier can not distinguish the negative sentiment from the
positive because of a similar excitation of the voice, which is easy to separate
from the neutral class, but is difficult to determine which direction the tone
is shifted towards.

However, in some cases, it is sufficient to separate the positive or negative
sentiment from neutral, since the emotional response is important to the compa-
nies, and no matter what it was, the main thing is that the client did not remain
indifferent.

7 Conclusion

We assembled our own dataset, tested various ways of extracting features from
audio and text, and also provided the results of experiments to build a model to
recognize a sentiment intensity of a telephone conversation both on information
about individual modalities and using multimodal data (audio and text). In
future research, we are considering increasing the dataset for training, using
audio preprocessing algorithms (noise reduction and voice activity detection)
and using ready-made neural networks to extract features from audio and text,
including pretrained of large datasets Word2Vec.
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Abstract. In this paper, we compare several approaches for determining
the most frequent senses of ambiguous words for Russian. We compare
several approaches (frequency-based, topic models, information-retrieval
and embedding-based) and consider two representation forms of infor-
mation about multiword expressions described in RuThes. We found
that the information-retrieval approach is better than the method based
on probabilistic topic models. The best results are obtained with the
application of distributional vector representations with thesaurus path
weighing.

Keywords: Lexical ambiguity · Most frequent sense · Thesaurus

1 Introduction

Word sense disambiguation is an important step within semantic analysis of nat-
ural language texts. This procedure includes automatic selection of an appropri-
ate sense for ambiguous word usage from the pre-defined set of senses described
in a dictionary or thesaurus [23]. Several evaluations devoted to lexical disam-
biguation have been organized [1,24]. The evaluations showed that there is a
baseline that is difficult to overcome for many disambiguation systems [23]. This
is so-called most frequent sense of the word (MFS). This also means that the
most frequent sense is a useful heuristic in lexical sense disambiguation when
the training or context data are insufficient.

MFS can be determined on the basis of a large sense-tagged corpus such
as SemCor, which is labeled with WordNet senses [5,8]. However, the semantic
annotation of a large corpus is a very labor and time-consuming task. In addition,
the most frequent sense of a given word may vary according to the domain,
therefore the automatic processing of documents in a specific domain can require
re-estimation of MFS on the domain-specific text collection. The distributions of
lexical senses can also depend on time [22]. Therefore, approaches to automatic
calculation of the most frequent sense on a text collection without any semantic
annotation should be studied [20].
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In this paper, we compare several approaches for determining the most fre-
quent sense for Russian on the basis of the Thesaurus of the Russian lan-
guage RuThes [17]. The approaches include frequency estimation of sense-related
words and expressions, probabilistic topic modeling, information-retrieval, and
embedding-based methods. We also compare single-word and phrase-based rep-
resentations of documents. The methods are evaluated on a manually created
gold standard.

The structure of the paper is as follows. In the second section we consider
related work. The third section briefly describes the RuThes thesaurus. The
fourth section presents the gold standard data used for the evaluation. In the
fifth section we describe methods used for estimating MFS. The six section
presents the experiments and the achieved results.

2 Related Work

It was found in various studies that the most frequent sense is a strong baseline
for word sense disambiguation systems [23]. Because of difficulty to create sense-
labeled corpora to determine MFS, techniques for automatic MFS revealing have
been proposed.

McCarthy et al. [19,20] describe an automatic technique for ranking word
senses on the basis of comparison of a given word with distributionally simi-
lar words. The distributional similarity is calculated using syntactic (or linear)
contexts and the automatic thesaurus construction method described in [11].
WordNet similarity measures are used to compare the word senses and distribu-
tional neighbors. McCarthy et al. [20] report that 56.3% of noun SemCor MFS
(random baseline – 32%), 45.6% verb MFS (random baseline – 27.1%) were
correctly identified with the proposed technique.

In [7] the problem of domain specific sense distributions is studied. The
authors form samples of ambiguous words having a sense in one of two domains:
SPORTS and FINANCE. To obtain the distribution of senses for chosen words,
the random sentences mentioning the target words in domain-specific text col-
lections are extracted and annotated.

Lau et al. [10] proposed to use topic models for identification of the pre-
dominant sense. They train a single topic model per target lemma. To compute
the similarity between a sense and a topic, glosses are converted into a multino-
mial distribution over words, and then the Jensen–Shannon divergence between
the multinomial distribution of the gloss and the topic is calculated. In [2] the
authors use embeddings obtained with word2vec for determining most frequent
senses of nouns. They compare the word embedding of a word with all its sense
embeddings and obtain the predominant sense with the highest similarity.

For Russian, Loukachevitch and Chetviorkin [15] studied the approach of
determining the most frequent sense of ambiguous words using unambiguous
related words and phrases described in the RuThes thesaurus. Lopukhina et al.
[13] estimated sense frequency distributions for Russian nouns taken from the
Active Dictionary of Russian.
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Other works related to Russian word-sense disambiguation tasks include the
following studies. In the all-word disambiguation task, Loukachevitch and Chuiko
[16] studied parameters of word sense selection (types of the thesaurus paths,
window size, etc.) on the basis of the RuThes thesaurus. Kobritsov et al. [6]
developed disambiguation filters to provide semantic annotation for the Russian
National Corpus. The semantic annotation was based on the taxonomy of lexical
and semantic facets. In [9], statistical word sense disambiguation methods for
several Russian nouns were described.

In the word sense induction task for Russian, Lopukhin et al. [12] evaluated
four methods: Adaptive Skip-gram, Latent Dirichlet Allocation, clustering of
contexts, and clustering of synonyms [14]. Ustalov et al. [26] performed unsuper-
vised word sense disambiguation for Russian creating a word sense network from
semi-structured resources such as synonym dictionaries. In 2018, the shared task
on word sense induction in Russian has been organized [25].

3 RuThes Thesaurus of the Russian Language

RuThes Thesaurus of Russian language is a linguistic ontology for natural lan-
guage processing, i.e. an ontology, where the majority of concepts are introduced
on the basis of actual language expressions [17]. Each concept has a unique,
unambiguous name. The concepts are linked with words and expressions con-
veying the corresponding concepts in texts (so-called text entries). As a resource
for natural language processing, RuThes is similar to WordNet thesaurus [5],
but has some distinctions. For the current study, the following differences are
significant.

First, each concept in RuThes can have text entries of different parts of
speech, multiword expressions (idiomatic or compositional expressions). For
example, concept (Movie) has the following text entries:

(cinema film,
cinematographic production, motion picture, moving picture, movie, etc.).

Second, in RuThes the introduction of concepts based on multiword expres-
sions is not restricted and even encouraged if this concept adds some new
information to knowledge described in RuThes. This provides more monose-
mous (=unambiguous) entries than in WordNet-like resources. For example, such
a phrase as (road traffic) has hyponyms:

(left-hand traffic) and (right-hand traffic):
the existence of such hyponyms cannot be inferred from its component words.
Thus, it is useful to introduce the corresponding concept into the thesaurus.

Third, the thesaurus relations are concept-based. The main class-subclass
relation roughly corresponds to the relation of hyponym-hypernym in WordNet.
The scope of part-whole relations is different. Besides, one of the main RuThes
relation types describes the dependence of the existence of one concept from
another concept. For example, concept Forest cannot appear without the exis-
tence of concept Tree. This means that if, in our world, trees are absent then
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forests also cannot exist. The dependence relation is often used for describing
relations between a phrase-based concept and the concept of its component word,
which facilitates the introduction of phrase-based concepts [17].

Currently, publicly-available version of RuThes (RuThes-lite) contains 115,00
unique words and expressions1.

4 Gold Standard Data

For evaluation of the MFS identification methods, we use the data set of the
most frequent senses described in [15] and denoted further as MFS-RuThes. For
each ambiguous word, MFS-RuThes contains name of the RuThes concept that
denotes the most frequent sense of this word. The most frequent senses were
labeled by experts after analysis of a sample of random word usages in the cur-
rent news articles and reports provided the Yandex.news service2. Yandex.news
service processes more than 100,000 news articles during a day. The news flow
from different sources is automatically clustered into sets of similar news. When
searching in the service, retrieval results are also clustered.

For a given ambiguous word, experts analyzed snippets on Yandex news
service search engine pages. Considering several dozens of different usages of
the word in news, the experts calculated the distribution of senses of the word,
which allowed defining its most frequent sense. In news snippets, repetitions of
the same sentences can be frequently met – such duplicates were dismissed from
the analysis.

Because of insufficient amount of data under consideration, the experts could
designate several senses as the most frequent ones if they saw that the difference
in the frequencies does not allow them to decide what a sense is more frequent.
For example, for word , two main senses (from six ones described in the
thesaurus) were revealed: (Moving picture) and
(Piece of painting). Currently, the MFS-RuThes dataset contains 331 words for
that two experts agreed in their most frequent senses.

5 Methods for MFS Estimation

We compare four methods for MFS estimation: a method based on frequencies
of sense-related thesaurus entries, probabilistic topic model LDA, information-
retrieval methods based on tf-idf, and embedding-based methods (word2vec,
fastText). For all the methods, the following thesaurus conceptual contexts of
an ambiguous word w in its specific sense Ci can be used:

– one-step context of word w with sense C (ThesConw1) that comprises other
words and expressions attached to the same concept C and concepts directly
related to C as described in the thesaurus;

1 http://www.labinform.ru/ruthes/index.htm.
2 http://news.yandex.ru/.

http://www.labinform.ru/ruthes/index.htm
http://news.yandex.ru/
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– two (three, four)-step contexts of word w with sense C (ThesConw2−4) com-
prising words and expressions from the concepts located at the distance of
maximum 2–4 relations to the initial concept C (including C); the path
between concepts can consist of relations of any types,

– one-step thesaurus context including only unambiguous words and expres-
sions: UniThesConw1.

Let us consider fragments of the sense-related lists of text-entries for three
senses of word (two-step context):

It can be seen that the differences between senses are very clearly conveyed
by the related words.

For statistical methods, it can be quite difficult to use multiword expres-
sions in calculations. Therefore sets of sense-related text entries are divided to
single words. The thesaurus context is represented as a vector of single words
V ectorSing with frequencies of the word appearance in the thesaurus context. In
such a way, it is possible to reveal repeated patterns in sense-related multiword
expressions. The fragments of the word vector for are as follows:
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5.1 Frequencies of Related Text Entries

One of directions in WSD studies is the use of so-called monosemous relatives
for ambiguous words, that are related words or expressions having only a unique
sense. From these text and thesaurus contexts, the following features for ambigu-
ous word w and its senses Cw were generated:

– the overall collection frequency of expressions from UniThesConw1 – here we
estimate how often unambiguous relatives of w were met in the collection –
Freqdoc1 and logarithm of this value logFreqdoc. Table 1 depicts frequencies
of monosemous relatives of word in the source collection,

– the frequency of expressions from UniThesConw1 in texts where w was men-
tioned – FreqdocW1,

– the overall frequency and the maximum frequency of words and expres-
sions from ThesConwi co-occurred with w in the same sentences –
FreqSentWmaxi and FreqSentWsumi (i = 1, 2, 3),

– the overall frequency and the maximum frequency of words and expres-
sions from ThesConwi occurred in the neighbor sentences with w –
FreqNearWmaxi and FreqNearWsumi (i = 1, 2, 3).

Table 1. Document frequencies of monosemous relatives of word picture in the source
news collection of 2 mln. documents

5.2 Use of Probabilistic Topic Models

Topic modeling approaches are statistical approaches for recognition of main top-
ics in document collections, among which LDA (Latent Dirichlet Allocation) is
most commonly used [3]. LDA is an unsupervised statistical algorithm that usu-
ally considers each document as a “bag of words”. The LDA approach assumes
that each document is a mixture of hidden topics and the LDA inference should
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discover topics’ distribution over words and document distribution over topics.
The algorithm generates a set of topics according to given parameters. Each
topic looks as a set of words ordered by decreasing probability of the word in
the topic (Table 2).

Table 2. Topics for Russian ambiguous word kartina (picture)

For each word from the MFS-RuThes set, we extract documents mentioning
this word, then we generate topic distributions for the extracted subcollection
of documents. Using topic models, we suppose that words related to the most
frequent sense of a word would be better represented in the created topic model,
which means that the MFS-related words will have larger values of probabilities
in created topics. For comparison of sense si and topic tj , the following similarity
measure is used:

sim(si, tj) = 1 − JS(S||T )

where tj – j-topic, si – i-sense of an ambiguous word, JS(S||T ) is the Jensen-
Shannon divergence, where S is the probability distribution of words related to
a specific sense and T is the probability distribution of words in the topic.

Jensen-Shannon divergence is a popular method of measuring similarities
between two probability distributions:

JS(P ||Q) = 1/2 · D(P ||M) + 1/2 · D(Q||M) (1)

where M = 1/2(P +Q), the averaged sum of distributions P and Q, D(P||M) is
Kullback-Leibler divergence, an asymmetric measure of differences between two
distributions.

To learn the most frequent sense, the prevalence measure is calculated [10]:

Prevalence(si) =
T∑

j

sim(si, tj) · f(tj)
T∑
k

f(tk)
(2)

where T is a set of topics, f(t) is the topic’s frequency, that is the sum of proba-
bilities of words in the topic multiplied by the word frequencies. The prevalence
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score for sense si is higher when words related to this sense have relatively high
similarity with high-probability topics.

5.3 Use of Information-Retrieval Features

Information-retrieval method for MFS of word w consists in the following steps:

– extracting of a subcollection of documents containing word w (w-
subcollection),

– representation of the subcollection as a vector of words,
– calculation of similarity between the vector of the subcollection and vector

of relatives for each sense of the word w, using cosine similarity (the more is
the better),

– selection a sense obtaining maximal cosine similarity as the MFS sense of the
word w.

A subcollection can be represented as a vector of word frequencies (tf), or
tf.idf vector, where idf(w,D) = log( |D|

|w∈d| ). Factor idf gives more weight to rare
words; tf is calculated on the w-subcollection, idf is calculated on the whole
collection.

5.4 Use of Embedding Representations

Current approaches allow representing words using vectors of relatively low
dimension (300–1000), so-called embeddings. In this paper we use gensim imple-
mentation of word2vec word embeddings [21]3 and fastText [4]4. The embedding
representation of words allows finding the most similar words to the given word
in the vector space. It is supposed that the most frequent senses of ambiguous
words are better represented in the created lists of similar words.

Table 3 shows the most similar words according to word2vec and fastText.
It can be seen that both lists more support the movie-sense of word .
But the lists are quite different. FastText reveals more word-derivations, some of
them have low frequencies in the text collection, and are not represented in the
thesaurus. Using embedddings, for each ambiguous word we calculate the list of
the most similar words and compare the top of the list with sense-related words
for each sense according to the thesaurus.

MFS(w0) = arg max(score(Ci)) = arg max
∑

j

(ej · tij))

where ej is similarity of word wj to initial ambiguous word w0 according to an
embedding model,

−→
t is a vector of words from the thesaurus context Ci.

3 https://radimrehurek.com/gensim/.
4 https://fasttext.cc/.

https://radimrehurek.com/gensim/
https://fasttext.cc/
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Table 3. The top of the most similar words to word kartina

6 Experiments

For calculation, we used a collection of 2 mln. news articles in Russian. Table 4
presents the most prominent results for all the above-mentioned methods accord-
ing to accuracy. We underline the best accuracy for each group of the methods.

The first block of the Table 4 shows the results of several features based
on frequencies of words and phrases related to each sense of ambiguous words.
For example, feature FreqDocW1, which calculates the number of documents
where directly-related text entries and the initial word co-occur. The best result
of single features is based on the number co-occurrences of a word and sense-
related text-entries in the same sentences.

To combine the features, regression-oriented methods implemented in WEKA
machine learning package5 were utilized. The best quality of classification using
labeled data was shown by the ensemble of three classifiers: Logistic Regression,
LogitBoost and Random Forest. Each classifier ranged word senses according to
the probability of this sense to be the most frequent one. The probabilities of
MFS generated by these methods were averaged. The achieved result was 50.6%
accuracy of MFS prediction (Table 4). The estimation is based on ten-fold cross
validation.

The second block of the Table 4 shows the results obtained with the use
of the LDA-based method. Two representation of multiword expressions were
compared: divided into single words (probability-normalized vector V ectorSing)
and whole phrases. The thesaurus phrases found in the documents were added
with their frequencies to the document single word representations and further
the phrases were considered as single units. The best result is achieved with 1-
step (synonyms and direct thesaurus relations) thesaurus context with division
to single words.

The third block is based on comparison of vector representations for w-
subcollection and vector of thesaurus context for specific word senses. Several

5 https://www.cs.waikato.ac.nz/ml/weka/.

https://www.cs.waikato.ac.nz/ml/weka/
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Table 4. Evaluation of methods for MFS prediction in Russian

Method Accuracy

Sense-related word co-occurrences

FreqDoc1 42.4

FreqDocW1 46.4

FreqSentWsum1 41.2

FreqSentWsum2 48.2

Supervised result 50.6

LDA-based feature

1-step 52.6

2-step 48.3

LDA+phrases, 1-step 51.1

LDA+phrases, 2-step 52.2

Information-retrieval feature

tf , 1-step 50.1

tf , 2-step 52.2

tf.idf , 1-step 50.1

tf.idf , 2-step 52.9

tf , 2-step,+phrases 49.8

tf.idf , 2-step,+phrases 55.6

Embedding-based features

word2vec (dim = 400, win= 5, 200 words, 4-step, Lch) 65.3

word2vec (dim = 400, win= 5, 200 words, 4-step, no-Lch) 63.1

fastText (dim = 400, win = 5, 200 words, 3-step, Lch) 63.0

Random 23.5

variants are considered: different vectorizations and with/without phrases. The
best result is better than for topic models; inclusion of the thesaurus phrases
improved the results in this approach.

The fourth block of the Table 4 considers the best results achieved with
embedding-based methods. We tested the following parameters of skip-gram
method of word2vec and fastText: number of dimensions {100, 200, 300, 400,
500}, frequency threshold {5, 10}, the size of word window {5, 10}, the number
of the most similar words for comparison with the thesaurus {100, 200, 300,
500}, the size of the thesarus context 1–4 steps (relations) from each sense of
the word.

Besides initial representation of thesaurus contextV ectorSing, also the
Leacock-Chodorow (Lch) measure of similarity between thesaurus nodes is used.
The Lch measure estimates the similarity of two nodes by finding the path length
between them in the hierarchy of thesaurus relations. It is computed as:
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simlch = −log
Np

2D

where Np is the distance between nodes and D is the maximum depth in the
taxonomy. The distance is calculated in nodes, that is the distance between
synonyms is equal 1, and the distance between a node and its hypernym is equal
2. The logarithm base is equal to 2D. In RuThes-lite, the maximum depth of the
ontology accounting both types of relations is equal 14 [18].

The best result of MFS identification is obtained with word2vec skipgram
using the Lch similarity measure.

7 Conclusion

Knowledge about the most frequent sense of an ambiguous word is very use-
ful for semantic text analysis. In this paper, we compared four approaches for
determining the most frequent sense for Russian and different approaches to
phrase-representation. We found that a simple method based on frequencies of
so-called monosemous relatives have quite high results, the information-retrieval
approach is better than the method based on probabilistic topic models. The
best results were obtained with the application of word embeddings (word2vec)
with the Leacock-Chodorow weighing of the thesaurus paths.
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Abstract. We present RusNLP, a web service implementing seman-
tic search engine and recommendation system over proceedings of three
major Russian NLP conferences (Dialogue, AIST and AINL). The col-
lected corpus spans across 12 years and contains about 400 academic
papers in English. The presented web service allows searching for pub-
lications semantically similar to arbitrary user queries or to any given
paper. Search results can be filtered by authors and their affiliations,
conferences or years. They are also interlinked with the NLPub.ru ser-
vice, making it easier to quickly capture the general focus of each paper.
The search engine source code and the publications metadata are freely
available for all interested researchers.

In the course of preparing the web service, we evaluated several well-
known techniques for representing and comparing documents: TF-IDF,
LDA, and Paragraph Vector. On our comparatively small corpus, TF-
IDF yielded the best results and thus was chosen as the primary algo-
rithm working under the hood of RusNLP.

Keywords: Information retrieval · Semantic similarity
Scientific literature search · Document representations
Academic communities

1 Introduction

Russian natural language processing community is thriving and has a strong and
interesting scholarly legacy: three leading venues indexed in the Scopus database,
20 years of active publishing, more than 1800 conference papers and dozens of
smaller workshops, schools and conferences. Unfortunately, it is sometimes dif-
ficult to find NLP papers relevant for processing of Russian (for example, Rus-
sian named entity recognition) with mainstream scholarly search engines (like
Google Scholar, Semantic Scholar or Sci-Hub). Russian NLP community lacks a
unified database that could incorporate all knowledge accumulated by previous
researchers and present it in a structured and interlinked way. Such a database
(with the corresponding front-end user interface and a recommendation system)
c© Springer Nature Switzerland AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2018, LNCS 11179, pp. 111–120, 2018.
https://doi.org/10.1007/978-3-030-11027-7_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11027-7_11&domain=pdf
http://orcid.org/0000-0003-4910-8568
http://orcid.org/0000-0003-4268-5979
http://orcid.org/0000-0003-2540-5912
https://doi.org/10.1007/978-3-030-11027-7_11


112 I. Nikishina et al.

can be of great help to those dealing with NLP problems related to Russian or
those who study the structure of NLP academic and industrial communities.

In this paper, we describe the preparation and implementation of such a
resource available online for everyone. The database and the corresponding
semantic search engine are a part of the larger RusNLP project aimed at pre-
serving and analyzing the structure and tendencies in the Russian computational
linguistics community.

Note that it was not clear from scratch which document analysis technique is
most efficient for recommending semantically similar texts on a relatively small
collection of domain-restricted documents (in our case, papers from the Russian
NLP conferences). Thus, we had to conduct a bunch of experiments with the
well-known document representation algorithms and human annotators before
choosing the best one for our task. These experiments are described below.

The rest of the paper is organized as follows. In Sect. 2, we briefly present
the collected dataset. Section 3 delves into the evaluation experiments comparing
different approaches to document representation regarding our task. Section 4
describes the features of the RusNLP web service and typical use cases. In Sect. 5,
we put our work in the context of the previous research, while in Sect. 6 we
conclude and outline future plans for the RusNLP project.

2 Dataset

The structure of our dataset (and thus, our publications corpus) is thoroughly
described in [1]. That is why here we outline it very briefly.

In general, the RusNLP dataset contains texts and metadata for 1,794 aca-
demic papers (and 900 authors) related to computational linguistics and natural
language processing, similar to the ACL Corpus [3]. Globally, NLP as a scien-
tific field tends to value conferences at least as high as journals; the same is true
for the Russian NLP scene. Thus, the papers in our collection come from the
main program proceedings of 3 Russian conferences related to computational
linguistics: Dialogue1, AIST2 and AINL3. We do not claim that this covers
the whole Russian NLP landscape, but at least the most important venues are
included, with the hope that in the future more will come.

The papers themselves were crawled from the Dialogue website and from the
Springer digital library (for AIST and AINL). Each paper was parsed to extract
metadata (title, abstract, authors’ names, affiliations and emails). The author
names and affiliations were normalized manually (for example, we merged ‘Bau-
man Moscow State Technical University ’ and
into one entity, etc.).

The database contains all the papers, but the RusNLP web service (see
below) for the time being deals only with those written in English: 392 in total.
This decision was made to streamline text processing workflow, and considering
1 http://www.dialog-21.ru/en/.
2 https://aistconf.org/.
3 http://ainlconf.ru/.

http://www.dialog-21.ru/en/
https://aistconf.org/
http://ainlconf.ru/


RusNLP: Semantic Search Engine for Russian NLP Conference Papers 113

the current tendency to publish most important research in English (AINL and
AIST proceedings contain only papers in English, so this distinction is relevant
only for Dialogue). In the future, we plan to integrate papers written in Russian
into the search engine as well.

3 Experimental Setup

The purpose of our system is to find and recommend NLP papers (from the
dataset described above) most similar by their content to a given paper or a
given user query. Thus, some way to represent and compare texts had to be
chosen. In this section, we describe the experiments we conducted to this end.
Note that first all the 392 texts were pre-processed: that is, cleared from non-
alphanumeric characters, and then lemmatized and PoS-tagged with UDPipe
[15].

We tested three statistical approaches to document representation:

1. TF-IDF (term frequency - inverted document frequency), a term weighting
scheme ubiquitous in information retrieval [14];

2. LDA (Latent Dirichlet Allocation), a widespread distributional topic model-
ing technique [4]; we tried variants with 10 and 20 topics;

3. Paragraph Vector (also known as doc2vec), a newer distributional parametric
algorithm based on shallow feed-forward neural networks [9]; we tried variants
with vector size 40 and 100.

These techniques are conceptually very different, with TF-IDF being the
simplest and taking into account only word frequencies in the documents, LDA
trying to model the hidden distribution of topics in the text collections, and
Paragraph Vector extending the well-known SGNS and CBOW word embedding
algorithms [11] to learn embeddings for sentences, paragraphs, or documents. We
aimed to find out which of them would be the best in ranking documents by their
similarity in our corpus4.

Our evaluation workflow was quite simple and measured only the precision
of the algorithms. First, 20 papers were randomly sampled from the collection
(8 from Dialogue, 6 from AINL, and 6 from AIST). A set of 10 most similar
documents (nearest neighbors) was produced for each of these papers, using each
of the 5 models described above (TF-IDF, two variants of LDA and two variants
of Paragraph Vector). Then, three human assessors independently annotated the
sets with the number of non-relevant neighbors t, reflecting the amount of noise
in the output of the model. The precision of each set is thus 1 − t

10 , and the

precision of the model is the averaged precision for all 20 sets:
∑20

t=1 ti
20 . Note

that there is no recall measurement in this setup, as this would require assessors
to read through all the 400 papers to find relevant publications not selected by
the models. This was not feasible with our time and human resources, and thus

4 The models were trained on our English sub-corpus, using the algorithm implemen-
tations in the Gensim library [13].
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these experiments are limited to measuring only the models’ precision (their
ability to avoid absolutely non-relevant papers in the 10 nearest neighbors). We
leave finding the recall scores for future work. Additionally, we calculated the
inter-rater agreement using Krippendorff’s alpha [8].

We also considered using author-provided keywords as a ‘gold standard’ for
evaluation (for example, with Jaccard similarity for keyword lists as the ground
truth semantic distance between documents), but we found that in most of the
documents the keywords were not actually representative since keyword choice
for a paper is a highly subjective process.

Table 1. Precision scores and inter-rater agreement for the tested models.

Model Assessor 1 Assessor 2 Assessor 3 Average Agreement

TF-IDF 0.6 0.65 0.68 0.64 0.73

Paragraph Vector - 40 0.28 0.33 0.4 0.33 0.66

Paragraph Vector - 100 0.36 0.36 0.45 0.39 0.5

LDA - 10 0.17 0.2 0.21 0.2 0.66

LDA - 20 0.23 0.19 0.39 0.27 0.52

Table 1 reports the results of the comparison. First, for all models, the inter-
rater agreement is at quite decent level, meaning the results are trustworthy5.
The second outcome is somewhat unexpected: the simplistic TF-IDF model
produced way better results than the sophisticated LDA and Paragraph Vector
distributional algorithms.

We hypothesize that the reason for this is the size of our corpus, which is
comparatively small. It seems that 400 documents with total word count of
1,340,957 are not enough to train a distributional model able to outperform
the frequency-based approach. Note though that TF-IDF is in fact often used
in production systems instead of modern algorithms, providing a good trade-
off between performance, speed and model size: for example, [5] employ it as
the main ranking model for their life science publications search engine. So,
following these experiments, we used TF-IDF to implement the search engine
and recommendation system described in the next section.

5 Initially, the agreement levels for the TF-IDF and LDA-10 models were below 0.5.
We performed a reconciliation round with the assessors discussing their choices for
these models, which resulted in changing some of the scores for particular documents.
This increased the inter-rater agreement, but did not influence the final ranking.
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4 RusNLP Web Service: Key Features

The RusNLP search engine provides web access to the collection of Russian NLP
papers described above. Under the hood, it employs an SQLite database to store
documents metadata and a TF-IDF model to find similar papers. For simplicity,
and because of comparatively small absolute size of the corpus, at this moment
we do not use the existing production-level text search libraries like Sphinx, Solr
or ElasticSearch. However, in the future we plan to test whether using these
libraries will improve user experience in our case.

Right now, the service already allows its users to:

– Find and rank papers most similar to an arbitrary user query (list of key-
words); see Fig. 1 in Appendix A for an example.

– Find and rank papers most similar to any given paper; see Fig. 2 in
Appendix A for an example.

– Filter search results by any combination of user-defined criteria:
• publication venue,
• publication year,
• author names,
• author affiliations,
• paper title.

We envisage that RusNLP can be used either for the search of relevant pre-
vious work (‘I know this paper, what other similar papers are there in Russian
NLP? ’) or for studies in the history and structure of academic communities
(‘What was published in 2008 by NLP scholars from Moscow State University? ’
or ‘Were there any papers about paraphrases detection at the AINL conference
in 2015? ’). Figure 3 in Appendix A shows an example of a query for all papers
presented at Dialogue or AIST by any author whose name starts with ‘Chernj’.

For many papers, we also provide the so called ‘task tags’. They link to the
corresponding resource sections of the NLPub web service6 [16]. For example, a
hypothetical paper using a thesaurus for emotion detection would be interlinked
with the NLPub pages listing existing tools for tasks related to thesauri and
sentiment analysis. To this end, we manually selected sets of English keywords
for each NLPub resource section. At query time, our service calculates the TF-
IDF similarity of all papers found to each of these sets. If the similarity exceeds
a predefined threshold (after some experimenting, we set it to 0.03), the paper
is assigned the corresponding ‘task tag’. This feature allows the users to find
out at a glance what the paper is about and to quickly get an idea about the
existing tools or resources relevant to this task.

The RusNLP web service we describe in this paper is publicly
available at http://nlp.rusvectores.org.

6 https://nlpub.ru.

http://nlp.rusvectores.org
https://nlpub.ru
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5 Related Work

The importance of compiling reference in-domain datasets of texts related to
NLP was expressed more than 10 years ago in [3]. This paper was the first
towards describing and releasing a corpus of computational linguistics academic
papers and their metadata: this dataset is now known as the Association for
Computational Linguistics Anthology7.

However, the ACL Anthology is not enriched with semantic search or a rec-
ommendation system. There exist more functional search engines and databases
that are less related to NLP and computational linguistics: see, for instance, Pulp
that includes semantic search engine, visualization of search topics (with topic
modeling), and document-ranking algorithm [10]. Another system, Bib2Vec [17],
embeds bibliographic information in a vector space and then uses these vectors
to show relationships among entities in the ACL Reference Corpus. There are
more and more similar service appearing each year, like Semedico, a life science
semantic search engine [5], or Citeomatic which ‘recommends papers you might
want to cite’ [2]. As for the Russian academic community, we are unaware of any
domain-specific Russian scholarly search engines: there exist only global bibli-
ographic services for all fields of Russian science like CyberLeninka or Russian
Science Citation Index (RSCI).

Note that our research is highly related to studies in information retrieval
(IR) on scientific publications. For instance, proceedings of International Work-
shop on Mining Scientific Publications (WOSP) provide a substantial amount
of papers devoted to ‘Automatic categorization and clustering of scholarly data’
and ‘Academic recommendation systems’. One can mention [6] and [12], that
implement rather sophisticated approaches for metadata extraction which we
plan to test and possibly use in the RusNLP project.

Considering previous research in the field of Russian NLP, the analysis of Rus-
sian NLP landscape was arguably started by Khoroshevsky [7]. Their research is
similar to our project: they described academic communities, conference activity
and links between scholar clusters for Russian computational linguistics commu-
nity. We improve on this work in 3 aspects:

1. [7] is published in 2012, and uses data from 2009; our project mines conference
proceedings up to 2917, and includes novel publishing venues (AIST and
AINL). We believe that since 2009, the Russian NLP community significantly
changed with regards to its primary trends and topics of interest; this is
supported by our analysis of diachronic topical drift in Russian NLP academic
papers [1].

7 http://aclanthology.info/.

http://aclanthology.info/
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2. We implement the semantic search engine available online as a web service.
3. In [7], no datasets were released; we publish all our source code8 and data9.

Note that our contribution is not only crawling papers from the venues web
sites, but also in consistent manual extraction and normalization of papers’
metadata).

Thus, we argue that our project is novel, and is a step towards unification
and structuring the research within the Russian NLP community.

6 Conclusion

In this paper, we described RusNLP, a web service for scholarly search in the col-
lection of natural language processing papers. This is the first publicly available
and manually curated database of publications in the most important Russian
computational linguistics venues. Of course, contemporary science is global and
as a rule one shouldn’t limit herself to only papers published in this or that
country. However, sometimes (especially in research dealing with particular lan-
guage) it can be useful to focus more on the local academic landscape. This can
be also interesting for those studying academic communities and the trends in
NLP publishing activities.

Additionally, we described a set of experiments conducted to find out the
most efficient algorithm for finding similar papers in our dataset. The outcome
was that the simple TF-IDF model outperformed the sophisticated distribu-
tional algorithms of LDA and Paragraph Vector by a large margin, most prob-
ably because of comparatively small training corpus size. This model powers
the nearest neighbors search under the hood of our web service (http://nlp.
rusvectores.org).

The efforts described in this paper are part of a larger project aiming to
analyze Russian NLP landscape (thus, the dataset is not complete and will be
updated yearly). In the future, we plan to make it possible to use RusNLP
to search for papers written in Russian, not only in English, thus making the
resource multilingual. Another important direction in our nearest plans is the
construction of the citation graph from all the papers in our database, which
will allow to explore connections between scientific communities. Finally, we are
considering the possibility of improving our keywords search by expanding user
queries with the help of pre-trained word embedding models.

Acknowledgments. We thank numerous VPNs and Tor Project. At the time of final-
izing this paper, they were the only ways for Russian-based scholars to collaborate with
the colleagues abroad, because of Internet censorship carried by the Russian govern-
mental agency called Roskomnadzor. It accidentally managed to temporarily block a
whole bunch of academic resources, including Softconf, Overleaf, etc.

8 https://github.com/bakarov/rusnlp/tree/master/code/web.
9 http://nlp.rusvectores.org/about/.
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Appendix A

Fig. 1. Searching scholarly papers in the database by user-provided query words (in
this case, ‘syntax neural classification’).

Fig. 2. RusNLP recommending papers similar to the query paper.
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Fig. 3. RusNLP searching for all papers by a certain author in the Dialogue and
AIST conferences.
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Abstract. This paper deals with automatic classification of questions in the
Russian language. In contrast to previously used methods, we introduce a
convolutional neural network for question classification. We took advantage of
an existing corpus of 2008 questions, manually annotated in accordance with a
pragmatic 14-class typology. We modified the data by reducing the typology to
13 classes, expanding the dataset and improving the representativeness of some
of the question types. The training data in a combined representation of word
embeddings and binary regular expression-based features was used for super-
vised learning to approach the task of question tagging. We tested a convolu-
tional neural network against a state-of-the-art Russian language question
classification algorithm, an SVM classifier with a linear kernel and questions
represented as word trigram counts, as the baseline model (60.22% accuracy on
the new dataset). We also tested several widely-used machine learning methods
(logistic regression, Bernoulli Naïve Bayes) trained on the new question rep-
resentation. The best result of 72.38% accuracy (micro) was achieved with the
CNN model. We also ran experiments on pertinent feature selection with a
simple Multinomial Naïve Bayes classifier, using word features only, Add-1
smoothing and no strategy for out-of-vocabulary words. Surprisingly, the setting
with top-1200 informative word features (by PPMI) and equal priors achieved
only slightly lower accuracy, 70.72%, which also beats the baseline by a large
margin.

Keywords: Natural language processing question answering
Machine learning � Deep learning � Convolutional neural networks
Relevant feature selection

1 Introduction

The coverage of the question answering domain for Russian language in recent years
has been severely limited. Although a monograph by Sosnin [15] and a few research
papers, such as [16] and [17], have been published, they generally contribute to the
theory on the problem, rather than propose or evaluate efficient practical solutions.

Our recent work [14] differed from previously published papers as a semi-
successful attempt to tackle the task of question tagging. The linear SVM algorithm we
used had previously yielded state-of-the-art results for the English question
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classification, as shown in a survey by Loni [12], reaching 95% accuracy on a coarse-
grained dataset.

Our model showed 68.7% accuracy, which is significantly lower, but the results are
not directly comparable, because the language is different, the dataset is much smaller
and fewer NLP tools are available for Russian. In this paper, we attempt to surpass
these results set as the baseline. We use an improved version of the dataset presented in
[14], based on the original question typology (Table 1), which is the only publicly
available one for the Russian-language question tagging task at the moment.

In order to improve the results previously attained, we followed a different, deep
learning approach. In the domain of text classification, recurrent convolutional neural
networks (RCNNs) have recently been used [11]. The authors contrasted traditional
learning methods based on human-designed features with an unsupervised text clas-
sifier. We decided to adopt a somewhat similar approach, but with a labeled set of
questions and convolutional neural networks (CNNs) instead of RCNNs. More details
on this follow in the next section.

2 Methodology

Questions can be treated as structured data. Problems where structure is important can
be attempted via CNNs, which has proved useful in such tasks as image recognition
[10] and video [18] representation. However, existing studies on CNNs tend to use
simple convolutional kernels such as a fixed window [5]. The problem is that it is

Table 1. Question typology.

Tag Numerical
tag

Examples

General 1 Чтo пpoиcxoдит в..? What is happening in..?
Verification 2 Пpaвдa ли, чтo? Is it true, that..?
Definition 3 Чтo oзнaчaeт/тaкoe?.. What is..?
Example 4 Пpивeди пpимep..? Give an example of..?
Comparison 5 Чeм пoxoжи/oтличaютcя..? What are the

similarities/differences between..?
Choice 6 X или Y? X or Y?
Concept
completion

7 Ктo? Чтo? Гдe? Кoгдa? Кyдa? Oткyдa? Bo cкoлькo? Who?
What? Where? When? What time?

Quality 8 Кaкoй? What kind of?
Quantity 9 Cкoлькo? Кaк мнoгo? How many/much?
Action 10 Чтo дeлaть, чтoбы..? What do I do for..?
Instrument 11 C пoмoщью чeгo/кaким мeтoдoм..? With what? How?
Goal 12 К чeмy? Зaчeм? For what?
Reason 13 Пoчeмy? Why?
Consequence 14 Кaкoвы пocлeдcтвия? What are the consequences..?
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difficult to determine the window size: small window sizes result in information loss,
whereas large sizes result in a large parameter space that is difficult to train. Recurrent
neural networks (RNNs), in their turn, store the semantics of previously seen texts in a
fixed-sized hidden layer [7], but are thus biased, with later inputs dominating over
previous ones. RNNs adopted to text classification allow storing features, whereas the
CNN-embedding of a max-pooling layer makes it possible to evaluate the features and
their roles in question classification.

We experimented with RCNNs, somewhat of a hybrid of CNNs and RNNs, but it
became clear that we do not have enough data to achieve satisfactory results. Thus, it
was decided to use CNNs instead of RCNNs, due to the small dataset size. This
decision proved fruitful; but before we discuss the results attained, it is necessary to
give additional information about the data representation and neural network archi-
tecture used.

2.1 Dataset Modification and Question Representation

Drawing upon conclusions made in our previous work [14] and the specifics of the
chosen methods, we decided to modify the dataset. The existing dataset of 2008
(training) and 150 (test) questions, manually annotated in accordance with a pragmatic
14-class typology, was modified. Classes 10 and 11 (Action and Instrument) are
semantically very close, and there is little practical use in keeping the distinction, so we
merged these two types, narrowing the typology to 13 classes. Additionally, we
boosted the underrepresented classes (primarily 4 and 5, Example and Comparison) in
both training and test sets, increasing the number of samples to 2086 and 181,
respectively. Using the new dataset, we replicated the experiments carried out in [14]
and reached the top accuracy of 60.22% (micro accuracy is reported here and further in
the paper). This was significantly lower than the result of 68.7% reported in [14] due to
a now larger representation of some question types that are very difficult to classify
automatically. Thus, we made the task even more challenging. This result, 60.22%
macro accuracy, was set as the baseline for further work.

It is widely known that a key problem in text classification and machine learning is
text representation. In text classification, bag-of-word models are very common. For
selecting more discriminative features, other feature selection methods, such as MI [6]
and PLSA [3], can be applied. The word embedding approach that has become very
popular recently is based on distributed semantic representations of words in any
language. As is well known in the field, embeddings are a very efficient way of solving
the data sparsity problem [2]. A number of tools have been developed for effectively
working with, acquiring and processing word embeddings. One of the seminal ones is
Word2Vec [8].

There is a pre-trained Word2Vec model available for Russian based on the Russian
National Corpus of 250 million words, with 300-dimensional vectors [9]. However, the
questions in the dataset are comprised of a limited vocabulary, of which many so-called
“stop-words” or “noise-words” are quite meaningful and important. Yet there are no
vectors for these words in the pre-trained model, as they were removed as stop-words.
Thus, we had to use zero vectors for such words.
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To obtain a matrix for each question, we took the vectors of first 8 words in the
sentence (the mean number of words in all sentences in the training corpus is 7). If the
sentence is shorter, it is filled with stop-words that have zero vectors. Longer sentences
were simply truncated.

In order to compensate for the stop-words that are important for question tagging,
we also introduced 40 binary word features. That is, each word in the sentence is
matched against a number of hand-picked words that are often indicators of a particular
question type. For example, the function word или (or) does not have a Word2Vec
representation, yet it is an important word for detecting question type 6, Choice.

These binary feature values were appended to the semantic vectors for each word.
After that the 8 vectors of 340 values for each question were converted into 340 � 8
matrices. The resulting matrices are input in the 2D convolutional layer. The labels are
similarly transformed into a one-hot categorical matrix of size 2086 � 13, where each
row is the one-hot encoding of the question type [4].

2.2 Architecture

We used three “blocks”: a convolutional layer, a max pooling layer and a fully con-
nected, or “dense” layer. The “input” layer accepts a structure of size 340 � 8 � 1,
receiving the following hyperparameters, tuned with 3-fold cross-validation on the
training set:
Number of filters: 26. We attempted building multiple layers, 2 (26–52) and 3 (26–52–
104), also using a different number of filters (13 or 52 for the first layer), the best result
was shown by a single layer of 26 filters. This is probably due to the fact that our data is
small and because 26 is divisible by the number of classes (13);
The spatial parameter (kernel size): 20 � 3;
Function “padding = same” provides for automatic calculation of the stride and the
amount of zero padding, with the only condition being that the output shape should be
identical to the input.

As an algorithm of learning from non-linear decision boundaries, we also relied on
a Leaky version of the Rectified Linear Unit [13], which allows for a small gradient
when the unit is not active. In order to avoid overfitting, we added a dropout (0.2)
function after the maxpooling layer. Dropout randomly turns off a fraction of neurons
during the training process, reducing the dependency on the training set by some
amount.

3 CNN Evaluation and Feature Selection Experiments

Our CNN model [19] achieved 72.38% overall test accuracy (0.67 F-score), which is
significantly higher than the baseline accuracy of 60.2%. Of other models trained on
the same data representation (SVM 1 vs All, Logistic Regression, Bernoulli Naïve
Bayes, Linear SVC), the highest result was shown by the LR model, with F-score and
accuracy of 0.59 and 57%, respectively, which is lower than the SVM trigram baseline.
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Given the small training set, we felt it was possible to achieve comparable clas-
sification accuracy by relying on a simple multinomial Naïve Bayes Classifier and
automatically selecting pertinent word features in the training set. We used our own
implementation [20] of the multinomial Naïve Bayes Classifier with Add-1 smoothing,
written in Python. Only word features were used.

For feature selection, we used a simple procedure in which all words seen in the
training set were ranked in accordance to top PPMI value in row, descending. Con-
sequently, it became possible to select top n informative word features. During testing,
only the known words were extracted from the test questions, i.e. no strategy for
dealing with previously unseen words was used; these were simply ignored. The results
of using different n values are shown in Table 2. The best result was achieved with top-
1200 informative words: 70.72% accuracy. As can be seen, this does not merely beat
the baseline, but is also very close to our CNN model result (72.38% accuracy).

4 Conclusion and Future Work

The main contribution of our paper is the first implementation of Convolutional Neural
Networks for the Russian-language question classification task. We have tested the
algorithm on a hybrid question representation (word2vec + binary word features),
transformed into the tensor form. The classifier achieved classification accuracy of
72.38%, in contrast to the Linear SVM 60.22% baseline result. To the best of our
knowledge, this result can be considered state-of-the-art for Russian-language question
tagging. Given the relatively small training set size, this may be close to the upper
bound of accuracy attainable on this data. The most problematic question types (F1-
score < 0.5), according to the typology shown in Sect. 1, are 1 (General) and 10&11
(Action/Instrument). Interestingly, comparable performance was shown by a classic
method, multinomial Naïve Bayes Classifier with Add-1 smoothing using top 1200
informative word features on the lemmatized dataset.

We believe that it might be possible to improve question tagging results by further
expanding the training and test data sets, using more complex (3-dimensional) question
representations, and, possibly, calibrating the deep learning model parameters and
using more advanced deep learning algorithms, namely RCNN (recurrent convolu-
tional neural networks), which, as well as 3D-representations, require more significant
volumes of data.

Table 2. Pertinent word feature selection.

Words All 2000 1500 1200 800 400 200
Acc. 59.7% 62.4% 65.7% 70.7% 69.1% 68% 61.9%
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Abstract. In this paper we address the problem of automatic extraction of facts
from Russian texts. The facts under examination are the intentions of social
network users to purchase certain goods or use certain services. The utilized
approach is machine learning with annotation. A training set for expert anno-
tation consists of messages from the “VKontakte” social network, selected
through the LeadScanner API. The invented system of semantic tags allows
distinguishing between various intentional blocks: objects, their different
properties and emphatic constructions. Pre-processing of the training set
includes lemmatization and grammatical tagging with PyMorphy2. Then, on the
material of the training set, a directed graph is constructed. Each node in this
graph corresponds to an intentional block, including information about its
expertly-assigned intentional tag, grammatical and/or lexical properties of its
main word. The edges of the graph connect the intentional blocks that can be
found in adjacent positions across all the messages of the training set. Extraction
of intention objects and their properties is achieved by test set analysis in
accordance to the constructed graph. Test set includes both messages containing
non-consumer intentions or no intentions at all. The precision and recall of
intention extraction with macro average is 82% and 74% respectively.

Keywords: Intention � Intention marker � Machine learning with annotation
Directed graph � Fact extraction

1 Introduction

Of all the platforms of interest to digital marketing, social networks hold special
importance as of now. Among the digital marketing objectives is that of lead gener-
ation, or detection of potential clients who post messages in social networks that
indicate their interest in purchasing a certain product or service. The problem of
identifying these intentions in a message belongs to a field of intellectual (factual)
analysis.

The structure of any fact includes named entities which might be characterized by
certain properties and might form relations between themselves. The following types of
facts are considered to be prevalent: (1) object and its property, for example, a product
and its price; (2) object and action (such as appointing someone to a particular position)
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[1]. A fact is often preceded by special words that mark its presence in the text. The
structure of a fact and its markers are determined by the nature of entities under
analysis, which is the reason why almost every new fact demands creation of a new
model that adjusts to diverse ways of its expression in the natural language.

Following formal models are used for the purposes of facts description: (1) regular
expressions, such as those of Jape language [2], (2) context-free grammars [3],
(3) templates and frames [4], etc.

Methods of building models of fact can be separated into three groups: knowledge-
based (done by a human expert) [4], machine learning-based and hybrid. Methods of
machine learning can be further divided into supervised learning [5] and unsupervised
learning [6]. An example of a hybrid method is the iterative one, where expertly-
created patterns are expanded with names of entities and relations between those by
means of an iterative search [7]. In the present work, the method used is that of
machine learning with annotation [8], which, while similar to supervised learning,
relies not on the machine finding hidden correlations between the positive examples,
but creating a generalized structure of the ways of fact expression that is accessible to
an observer and allows identification of different semantic components of the fact.

Some of the already existing services for lead generation, such as Qualia or
Leadsift, do not perform textual analysis at all, while some of the others (Socedo)
operate only with English texts and only through keywords detection. There do exist
services that work with texts in Russian (LeadScanner, Leaderator, It’s great), yet these
only identify a thematic group of a located intention-expressing message without
actually extracting an exact intention object nor its properties.

Goals of the research are defined as follows: (1) to automatically construct rules for
the extraction of intention object and its relevant properties through the use of expertly-
annotated (in accordance to the intentional structure of its messages) training set; (2) to
evaluate the constructed rules in terms of precision and recall on the test set.

2 The Problem of Intention Recognition

This paper addresses the problem of identifying and extracting intentions that are
expressed in a text explicitly – in the meaning that a special marker indicates their
presence within. Intentions of this type can be represented as sequences of intentional
blocks, where each block corresponds to a single word or a group of words in the
original message. For the purposes of the research we distinguish between four dif-
ferent types of intentional blocks, with the basis being what we call their intentional
semantic. These types are as follows: intention marker (Mr), which indicates that a
psychological category of intentionality is expressed in the message; intention object
(Ob), or the object in the direct focus of an intention; properties of the intention object
(Pp) and emphatic elements (Em), such as irrelevant properties of the object or
expressions of politeness. The former two types are obligatory for any intention
expression, while the latter two are optional.

The following steps are required for constructing rules of detecting intention and
extracting its content: (1) creation of the training set of texts that contain consumer
intention; (2) creation of the markers dictionary; (3) determination of the degree of
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intentional blocks variability on grammatical and lexical levels; (4) introduction of
adjustments to Gk structure on account of possible transposition of the intentional
blocks; (5) aggregation of Gk on the basis of their structural similarity.

3 Methods

3.1 Training Stage

Annotation of the training set is conducted by an expert, who transforms each of the
messages into a sequence of intentional blocks and assigns to each of the blocks an
intentional semantic tag. These tags are determined through an analysis of the intention
structure of the message, with each of the intentional block types specified further in
accordance to its actual role. For instance, markers might consist both of a single word
and multiple words. Among the latter there exists a distinction between markers cor-
responding to a part of the intention object (mrob) and markers completely detached
from it (mrpl). These markers are characterized by different variability on the lexical
level, which is reflected in their corresponding intentional blocks in Gk. All of the
intentional semantic tags are listed in Table 1, the last column of which offers examples
from the training set messages with corresponding words in italics.

The further processing of texts is conducted automatically and includes:

(1) lemmatization of each word and determination of its grammatical tags (through
the use of PyMorphy2 module, version 3.5.2 [9]);

(2) construction of convolution rules for intentional blocks that consist of two or more
words; these rules replace grammatical tags of all words with grammatical tags of
the main one among them (determined by an expert during the annotation stage);

Table 1. Semantics tags for intentional blocks annotation.

Mr: mrsg standalone marker hochu, podskazhite, nuzhen
mrpl marker with abstract meaning kto znaet, gde kupit’
mrob marker that is a part of the object gde sdelat’ UZI

Ob: obmn main object posovetujte dietu
obnd additional elements of the object podskazhite repetitora po himii
obin object indicator dajte koordinaty massazhista

Pr: pppl location ishchu ortopeda v Rostove
ppad addressee of the desired service nuzhen logoped dlya shkol’nika
pptm time or date ishchu fotografa na 8 marta
pppr price hochu vzyat’ kredit okolo 30000
ppgl goal ishchu repetitora dlya sdachi EGEH
ppqn quantity nado 1000 druzej dobavit’

Em: emph expression of politeness podskazhite pozhalujsta vracha
emmd extension of marker kuda luchshe\mozhno skhodit’
emql irrelevant object property podskazhite horoshego vracha
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(3) deletion of grammatical properties that are highly variable while also irrelevant to
differentiation of intentional blocks with different intentional meaning;

(4) creation of a dictionary of markers that appear in the initial intentional blocks;

(5) formation of Gj ¼ [ Kj

k¼1Gk as a directed graph (j = 1,…, M, with M being
number of markers in the dictionary and Kj – the number of messages marked j-th
marker in the training set). Nodes from Gj correspond to intentional blocks and
contain information about intentional, grammatical and/or lexical tags, while
edges connect them in accordance to their sequence in the original message.

Intention graphs always have an intention marker as their initial node, while ter-
minal nodes might correspond both to intention objects and their properties. In Fig. 1
we provide an example of an intentional graph, one for initial marker = “gde”, sim-
plified for the purpose of an image clarity: only intentional tags are taken into con-
sideration, without including any information about grammatical tags and lemmas of
their corresponding intentional blocks. Nodes that can potentially be terminal are drawn
in a rectangular shape, while all others are elliptic. The absence of “obin” and “emph”
blocks serves as an example to indicate that graphs for different markers might differ in
compositions of their blocks.

3.2 Identifying and Extracting Intentions

The procedure of intention identification includes the following steps:

(1) text preprocessing: lemmatization, morphological analysis of its words and their
separation into sequential blocks in accordance to the convolution rules, assig-
nation to each of the blocks its lexical and grammatical tags;

Fig. 1. Intention graph for initial marker = “gde”.
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(2) detection of potential markers: for each of the markers in the corresponding
dictionary, its lexical and grammatical tags are compared to those of each of the
blocks in the transformed message. If a perfect match occurs, the procedure
described in (3) is started for the corresponding graph. If (3) has not been com-
pleted successfully for any of the markers, a decision about the absence of
intentions in the message is made.

(3) comparison of a message block sequence to the paths in the chosen graph: for the
current block in the sequence, it is compared on both lexical and grammatical
level to each of the nodes directly reachable from the node corresponding to the
previous block. If a perfect match occurs or no more than two blocks have been
skipped yet, the procedure is repeated for the next block in the sequence. For the
longest completed path from the initial node to any of the potentially terminal,
blocks corresponding to nodes of intentional object and its properties are
displayed.

4 Results

The training set contained 1000 annotated messages from the “VKontakte” social
network, selected by an expert through the use of the “Leadscanner” API [10], where
each expressed exactly one consumer intention. Annotation of these messages,
belonging to 9 different commercial categories, was conducted by another expert.
483 convolution rules were formulated on the material of the training set, and the
created dictionary of initial markers contains 35 elements, of which 15 appeared just
once.

Two test sets were created for evaluating constructed rules of intention recognition:

1. Set S_500, containing 500 messages from the “Vkontakte” social network.
2. Set S_386, containing 387 texts from the Russian National Corpus [11], where half

of the messages, expressing intention, expressed one of a non-consumer type.

Table 2 demonstrates the percentage scores of precision, recall and F-measure,
calculated upon the test sets, along with their macro average. Errors of recognition
encountered can be attributed to two types, false positives and false negatives. Prac-
tically the only cause for type I errors is that messages meant for advertising are
sometimes deliberately written to resemble consumer messages. Proper distinguishing
between messages of these two kinds requires analysis of the context.

Type II errors are more varied, their possible causes being incompleteness of the
constructed graphs (48%), mistakes made by the morphological analyzer (32%),
improper application of the convolution rules (12%) and mistakes made by the message
author (8%). Among these, errors of the first and third kind can be solved through the
use of a larger training set. Successful recognition of non-consumer intentions is also to
be noted, as it indicates the possibility of extending this method area of application
without significantly changing the recognition rules.

Extraction of Explicit Consumer Intentions from Social Network Messages 131



5 Conclusion

In this paper we address the problem of automatic extraction of a new fact – consumer
intention in its expression in a social network message. Unlike other facts of the “object
– property” type, intention is characterized by a more complex structure, able to
express a wide variety of properties.

The distinctive features of the approach tested are: (1) intention analysis in
accordance to its semantic structure; (2) representation of the recognition rules through
a directed graph model with nodes accumulating multi-level information about inten-
tional blocks.

The results of the testing stage show that the approach used allows ascertaining if a
particular message expresses intention, and, if it does, extracting the intention object
along with its relevant properties – while reaching reasonable scores in both precision
and recall for consumer and non-consumer intentions alike. Afterwards, the data
extracted can be used for further refinement of message classification.
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Abstract. Topic modeling is usually used to model words in documents
by probabilistic mixtures of topics. We generalize this setup and con-
sider arbitrary features of the positions in a corpus, e.g. “contains a
word”, “belongs to a sentence”, “has a word in the local context”, “is
labeled with a POS-tag”, etc. We build sparse probabilistic embeddings
for positions and derive embeddings for the features by averaging of
those. Importantly, we interpret the EM-algorithm as an iterative process
of intersection and averaging steps that reestimate position and feature
embeddings respectively. With this approach, we get several insights.
First, we argue that a sentence should not be represented as an average
of its words. While each word is a mixture of multiple senses, each word
occurrence refers typically to just one specific sense. So in our approach,
we obtain sentence embeddings by averaging position embeddings from
the E-step. Second, we show that Biterm Topic Model (Yan et al. [11])
and Word Network Topic Model (Zuo et al. [12]) are equivalent with the
only difference of tying word and context embeddings. We further extend
these models by adjusting representation of each sliding window with a
few iterations of EM-algorithm. Finally, we aim at consistent embeddings
for hierarchical entities, e.g. for word-sentence-document structure. We
discuss two alternative schemes of training and generalize to the case
where the middle level of the hierarchy is unknown. It provides a unified
formulation for topic segmentation and word sense disambiguation tasks.

Keywords: Topic models · Word embeddings · EM-algorithm

1 Introduction

Recently there have been proposed a lot of frameworks for embedding short
pieces of text: [2,6,8] to name a few. Many of them suggest that a sentence
embedding is represented as an average of its word embeddings. It can be done on
top of pre-trained word embeddings [2] or enforced during training [8]. However,
averaging implies bringing all uncertainty of individual word senses into a fairly
smooth combination. For instance, consider the clear concept conveyed by the
phrase “support vector machine”. Ideally, this embedding should be much more
specific (e.g. sparse) then the embeddings of its constituent words.

c© Springer Nature Switzerland AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2018, LNCS 11179, pp. 134–140, 2018.
https://doi.org/10.1007/978-3-030-11027-7_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11027-7_14&domain=pdf
https://doi.org/10.1007/978-3-030-11027-7_14


Probabilistic Approach for Embedding Arbitrary Features of Text 135

To resolve this inconsistency, let us start with a question: “What are the
smallest units of language, such that all other units could be expressed using
them?”. Arora [1] argues that those units are so called atoms of discourse, that
represent what is talked about in the current moment. They show that each word
can be expressed as a linear combination of several (e.g. k = 5) atoms, and that
every atom can be interpreted as a sense of a word, thus providing promising
results for polysemy. They have 2000 atoms in their experiments, which makes
the atoms rather generic, thus leaving it unclear whether the model has enough
granularity.

We are interested in investigating those smallest units for several reasons: (1)
it would shed some light on the structure of the embedding space, (2) it could
be used for inducing more sparsity and interpretability of the embeddings, (3)
it would give the right building blocks to embed more complicated unites, such
as sentences.

Our claim is that these units should be individual word occurrences in the
corpus. Then the embeddings for other entities will naturally come out as some
aggregates. E.g. word embedding is an average of all occurrences of this word,
while sentence embedding is an average of all word-occurrences within this sen-
tence. With this approach, both words and sentences are made of the word-
occurrence embeddings, and thus neither of them is a “sub-embedding” of the
other.

In this work we develop a framework for consistent embedding of arbitrary
text features. The framework is based on topic modeling and provides proba-
bilistic embeddings with interpretable components.

2 EM-algorithm as Intersection-Averaging in
Embeddings Space

Probabilistic Latent Semantic Analysis (PLSA, [4]) explains observed words in
documents with a mixture of latent topics. Training is performed with EM-
algorithm, where E-step computes posterior probabilities of topics for each word
in each document, and M-step performs maximum likelihood updates for the
parameters, namely for probabilities of words in topics and for probabilities of
topics in documents. In this section we provide a new interpretation of this algo-
rithm as an iterative intersection-averaging procedure in the embedding space
of arbitrary text features.

Let us denote word embeddings with φw, document embeddings with θd, and
embeddings for positions in the corpus with ψi (i runs from 1 to the length of the
corpus N). We define the embedding space as a probability simplex {x ∈ R

k :
∑k

j=1 xj = 1; ∀j xj ≥ 0}. Thus we can interpret each dimension as a topic, and
elements of the vectors as topic probabilities. The following two lemmas represent
formulas for the EM-algorithm in our notation, providing a new intuition behind
the updates.
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Lemma 1. E-step performs a soft intersection of topics in word and document
embeddings related to position i:

ψi =
1
Zi

τ ◦ φwi
◦ θdi

, (1)

where τ =
(

1
p(t1)

, . . . , 1
p(tk)

)
is a vector of inverted topic probabilities in the

corpus, ◦ denotes an element-wise product, and Zi is a partition function.

As a corollary, it’s seen that position embeddings ψi are more sparse (specific)
then the corresponding feature embeddings φwi

and θdi
. This also follows an

intuition, since positions are more specific objects then words or documents. In
future, we will denote the weighted element-wise product (1) as a mult operation.

Lemma 2. M-step performs averaging of position embeddings:

φw =
1

∑
i[wi = w]

∑

i:wi=w

ψi; θd =
1

∑
i[di = d]

∑

i:di=d

ψi, (2)

where squared brackets denote the indicator function.

As a corollary, it’s seen that feature embeddings φwi
and θdi

are more smooth
(generic) then the corresponding position embeddings. Let us denote element-
wise averaging (2) as a mean operation.

Note About Equivalence Relations. Let us consider two equivalence relations
for the set S = {1, 2, . . . , N} of all positions in the corpus. The first relation
W considers two positions equivalent if they hold the same words. The second
relation D considers two positions equivalent if they are contained in the same
document:

i ∼W j if wi = wj ; i ∼D j if di = dj .

Then S/ ∼W is the vocabulary and S/ ∼D is the set of all documents. The M-step
of the algorithm computes embeddings for every equivalence class. The E-step
computes embeddings for every equivalence class with respect to the intersection
of the defined relations ∼W ∩ ∼D. It means that the choice of the equivalence
relations W and D defines what are the smallest unites distinguished by the
algorithm.

Arbitrary Text Features. Word-in-document unit might be not fine-grained
enough, so one can consider arbitrary features of position i and straightforwardly
incorporate them to the M-step instead of the document feature di = d. Here
are some examples:

1. Local context: ci = c, where ci = {wi−h, . . . , wi+h} or some other local neigh-
bourhood of the position i.

2. Sliding window: j − h ≤ i ≤ j + h, where h is the window size.
3. Arbitrary annotation: tagi = tag by some system of tagging, e.g. POS-tags,

grammar roles, types of named entities, WordNet nodes, etc.
4. Additional modality: ai = a, e.g. authors of each token in call center dialogues.

Some of these features are commonly used in NLP tasks, e.g. as an input to
CRFs. In this work we claim that they can also be freely used in topic modeling.
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3 Incorporating Local Contexts and Hierarchies

A straightforward way of using local context features (1) in the EM-algorithm,
would require to learn parameters for all unique 2h-words contexts, which is
not feasible. Thus one might suggest to reparametrize context embeddings as an
average of individual contexts. This will amount to Word Network Topic Model
(WNTM), proposed in [12]. It was initially considered as a modification of PLSA
for modeling word co-occurrences in short text analysis.

One could go further and notice that in this case Φ and Θ matrices have
the same dimension and represent word and context embeddings respectively.
According to modern literature [5,10], it might be beneficial to tie input and
output embeddings, thus reducing the parameter space.

Fig. 1. Consistent embeddings for hierarchical structures.

Lemma 3. Condition Θ = Φ set in the initialization of Word Network Topic
Model is preserved with EM iterations.

We omit the proof due to space limitations and provide the final update rules:

E-step: ψi = mult(φwi
,mean

v∈ci
φv); M-step: φu = mean

i:wi=u
ψi. (3)

Remarkably, these update rules represent EM-algorithm for Biterm Topic
Model (BTM) [11], which was initially learned with Gibbs Sampling. BTM was
proposed before WNTM and studied independently. Here we highlight the close
relatedness of two models and confirm this by their equal performance in the
experiments section.

Fitting Window Embeddings. Incorporating sliding window feature (2) from
the list above, would amount to the following EM-updates:

E-step: ψi = mult(φwi
, θi); M-step: θi = mean

i−h≤j≤i+h
ψj , φu = mean

i:wi=u
ψi.

(4)
With a naive approach, one would need to learn θ vectors for every posi-

tion in the corpus. With a modification of online EM-algorithm [9], this can be
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done on the fly. For this, we propose to compute θ vectors as a moving average
and never store them. Updates (4) suggest to embed local context by averaging
specific word position embeddings ψi. BTM updates (3) are remarkably similar,
but average ambiguous word embeddings φu instead. We argue that this is an
important difference and prove this empirically for a more simple case. Namely,
we compare sentence embeddings obtained by averaging of word embeddings vs
fitted position embeddings.

Embedding Hierarchical Structures. To build consistent representations of
hierarchical text features, let us consider a word embedding as an average of
the word sense embeddings, which are the averages of the corresponding word-
occurrence embeddings (see Fig. 1). Similarly, a document embedding is an aver-
age of its paragraph embeddings, which are the averages of the word-occurrence
embeddings. With this approach, both word sense induction and topic segmen-
tation can be viewed as a task of determining the middle level of the hierarchy.
To provide hierarchical consistency, we sketch two alternative models. Likelihood
maximization for a corpus of word-sentence-document triplets under conditional
independence assumptions p(w, s, d|t) = p(w|t)p(s|t)p(d|t) leads to a generalized
E-step that computes an element-wise product of word, sentence, and document
embeddings:

ψi =
1
Zi

τ2 ◦ φwi
◦ ζsi ◦ θdi

(5)

An alternative is to view data as two independent corpora of word-sentence and
sentence-document pairs. This leads to two separate EM-procedures that share
sentence embeddings. One can show that the update for position embeddings
amounts exactly to (5), but the iteration scheme differs.

4 Experiments

On Equivalence of BTM and WNTM. Table 1 shows an equal performance
of BTM and WNTM on a range of word similarity tasks. Both models were
trained on Wikipedia 2016-01-13 dump with open-source topic modeling library
BigARTM1. Word similarity was obtained as the dot product of φ vectors. Refer
to [9] for any details, since we fully follow their setup. Fitting window embeddings
with (4) is left for future work.

Sentence Embeddings Though Positions. We closely follow the setup
from [3] to evaluate sentence embeddings for semantic textual similarity tasks,
namely SICK-2014 and STS-2014. For SICK dataset we train a linear model
on top of the embedding features with SentEval tool2. With the topic modeling
framework [7], we prepare averaging of word embeddings (BOW) and averaging
of position embeddings (fitted). Position embeddings are obtained with 10 passes
of EM-algorithm for the target sentences given fixed φ vectors. In both cases,

1 bigartm.org
2 github.com/facebookresearch/SentEval

http://bigartm.org
http://github.com/facebookresearch/SentEval


Probabilistic Approach for Embedding Arbitrary Features of Text 139

we use word vectors pre-trained on Wikipedia. The important take-away from
Table 2 is that position fitting improves performance on all datasets, thus justify-
ing our argument on consistent sentence representations. Our approach produces
sentence embeddings that perform on par with word2vec baseline, being at the
same time more interpretable and sparse as shown in [9].

Table 1. Spearman correlation of BTM and WNTM embeddings on word similarity
tasks.

Model WS-353 Sim WS-353 Rel WS-353 All SimLex
Hill et al.

MEN Bruni
et al.

RareWords
Luong et al.

Radinsky
M. Turk

BTM 0.68 0.59 0.61 0.24 0.65 0.32 0.54

WNTM 0.67 0.58 0.60 0.24 0.66 0.33 0.55

Table 2. Sentence embeddings performance for unsupervised tasks. We report Per-
son/Spearman correlations for SICK relatedness and STS-2014 datasets and accuracy
for SICK entailment.

Model STS-2014 SICK

Forum News Headlines Images Tweets Average Rel Ent

BOW (ours) 0.41/0.42 0.70/0.62 0.60/0.53 0.76/0.71 0.68/0.63 0.64/0.60 0.77/0.70 76.27

Fitted (ours) 0.45/0.46 0.70/0.62 0.61/0.55 0.76/0.71 0.68/0.62 0.65/0.62 0.78/0.71 76.96

BOW (w2v) 0.39/0.46 0.67/0.66 0.64/0.60 0.76/0.72 0.70/0.69 0.65/0.65 0.79/0.69 75.62

5 Conclusions

In this work we interpreted EM-algorithm for learning a topic model as a process
of intersection-averaging steps in the embedding space. This gave us a number
of new insights: (1) how to use topic modeling for embedding arbitrary text
features; (2) how to obtain consistency between representation of word occur-
rences, word senses, words, sentences, and documents; (3) how to generalize
and improve local context topic models. In the experiments, we confirmed that
sentence embeddings should be built from word-in-document embeddings rather
than from more ambiguous word embeddings, and also showed the equivalent per-
formance of WNTM and BTM. However, many other interesting outcomes of our
theory, such as building hierarchies of embeddings or representing syntactic role
features, were left for future work.

Acknowledgements. The research was supported by Russian Foundation for Basic
Research (17-07-01536).
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Abstract. Employers actively look for talents having not only specific
hard skills but also various soft skills. To analyze the soft skill demands
on the job market, it is important to be able to detect soft skill phrases
from job advertisements automatically. However, a naive matching of soft
skill phrases can lead to false positive matches when a soft skill phrase,
such as friendly, is used to describe a company, a team, or another
entity, rather than a desired candidate.

In this paper, we propose a phrase-matching-based approach which
differentiates between soft skill phrases referring to a candidate vs. some-
thing else. The disambiguation is formulated as a binary text classifica-
tion problem where the prediction is made for the potential soft skill
based on the context where it occurs. To inform the model about the
soft skill for which the prediction is made, we develop several approaches,
including soft skill masking and soft skill tagging.

We compare several neural network based approaches, including CNN,
LSTM and Hierarchical Attention Model. The proposed tagging-based
input representation using LSTM achieved the highest recall of 83.92%
on the job dataset when fixing a precision to 95%.

1 Introduction

Since 1980, the number of jobs with high social skills requirements has increased
by around 10% from the total US labor force [1]. When an industry becomes
more competitive, job applicants need to possess additional skills that help them
to start smoothly at work and to be distinguished from candidates with similar
qualifications [18].

According to Collins dictionary, soft skills are desirable qualities for certain
forms of employment that do not depend on acquired knowledge: they include
common sense, the ability to deal with people, and a positive flexible attitude.

Detecting soft skills in the unstructured text corpora is not straightforward,
since some matches can turn out to be false positives. For example, the word
tolerant might be matched as a part of fault tolerant systems phrase. So,
the task is to increase the precision of soft skill detection with an additional
requirement: to match only those soft skills that would describe a candidate.
For example, friendly team would be a false positive, despite friendly is a
soft skill.
c© Springer Nature Switzerland AG 2018
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The task of detecting candidate soft skills is related to word sense disam-
biguation (WSD), where the sense of a word being used in a particular context
has to be determined [6]. However, our task is different since we are not aiming
at mapping a skill to a particular sense such as a one from WordNet [12]. Instead,
the goal is to differentiate between the two cases of interest without requiring
exact sense. Besides, we work both on the word and phrase levels.

Dependency parsing [13] could be helpful for disambiguation of the skill by
detecting the entity to which the skill refers. However, the amount of possible
entities referring to the candidate is quite high, since among such obvious entities
as candidate, individual, a candidate might be referred by a profession name
or a university degree level. Thus, entities referring to candidate and others can
be hard to differentiate. Working with skill phrases, also makes it harder to use
dependency parsing, that usually outputs a relation between a pair of words.

Massive skill extraction was done and actively employed by LinkedIn [2],
although with a focus on hard skills. They observed that people provide a list
of comma separated skills in the specialties section of their profile that can be
used for mining potential skills. The authors disambiguated skills by using clus-
tering based on the co-occurring phrases. Some skills were tagged with many
senses belonging to different clusters with an industry label. Kivimäki et al. [9]
suggested a system for automatic detection of new skills in free written text
using spreading activation algorithm on the Wikipedia graph and skill lists from
LinkedIn. However, these skill extraction approaches aim at mining and extract-
ing new skills, rather than using a ready list of skills and detecting them.

We formulate the problem of soft skill matching as a binary classification,
where the positive class refers to the skill describing the candidate and the
negative class refers to all other cases. We do classification on the text snippets
or the context sentences where the soft skill occurs.

One baseline approach for tackling the classification task is to use any exist-
ing text classifier to classify the context sentence as such. A limitation of this
approach is that the classifier is not explicitly informed about the skill it is trying
to disambiguate. To address this limitation, we investigate various alternative
input representations where the context sentence is modified in order to indicate
the soft skill to be classified.

The contributions of this work can be summarized as follows:

1. We are the first one to formalize the problem of soft skill matching and release
a benchmark dataset collected via crowdsourcing for this problem.

2. We introduce various input representations for the classifier, including mod-
ifying the context with soft skill masking, soft skill tagging and augmenting
it with soft skill embeddings.

3. We evaluate the performance of several strong text classification baselines,
including LSTM, CNN and the Hierarchical Attention Model, using the pro-
posed input representations. Our experiments show that the best perfor-
mance is achieved using soft skill tagging as well as unmodified sentence
representations.
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The paper is organized as follows. First, we provide a motivation for our work
by analysis of entities that soft skills relate to in Sect. 2. In Sect. 3, we briefly
describe both CV (Curriculum Vitae) dataset and the job ads dataset. In Sect. 4,
the process of obtaining the data with the help of crowdsourcing is explained.
Then, in Sect. 5, we give a brief overview of applied neural network–based classi-
fiers and describe the proposed approach for input representations. Experimental
setup and the analysis of the obtained results with different approaches is pre-
sented is Sect. 6.

2 Motivation

When it comes to detection, some skills can refer to various entities and not
only to a candidate. Consider the following two sentences found from job ads:
“Produce accurate, legible documentation packs...” and “Fault tolerant sys-
tems...”. In these cases, words accurate and tolerant—two potential soft
skills—do not explicitly refer to the qualities of the desired candidate. In gen-
eral, shorter soft skill phrases, especially one-word skills, are more probable to
result in false positive matches. Some skills like responsible can be treated
alone as soft skill, but with additional phrase, like responsible for finding
new clients, these become job duties.

In order to understand the problem better, we use Stanford Depen-
dency Parser [3] to find entities with adjectival modifier (amod), particularly
adjective + noun phrases. Since we are interested in cases where certain adjec-
tives or skills are used to describe other entities, this method allows us to mine
easily some of such cases. Thus, we selected only amod relations with adjectives
that are part of soft skill list from the first 10,0000 sentences from the job ad
dataset (to be described in the next section) for the preliminary study.

The top nouns used with one-word soft skills are shown in Fig. 2. The major-
ity of these nouns, like personality, individual, person indeed refer to the

Fig. 1. The histogram of soft skill
phrase lengths. Due to presence of stop
words, the length reaches 12 words.
The majority of the skills are shorter
than 6 words.

Fig. 2. Frequencies of the most com-
mon nouns used with one-word adjec-
tive soft skills. The statistics was
obtained using 10,000 sampled sen-
tences from the job ads dataset.
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candidate, but frequent non-candidate nouns like team, environment, salary
can be found as well.

Despite the fact that dependency parsing helps to find some of the enti-
ties that soft skills describe, this method occasionally fails to find the objects
to which a soft skill refers. This can happen when objects are simply absent
in the sentence, e.g. communication skills are required at work. Secondly,
dependency parsing usually finds the relations for a pair of words, that makes it
hard to apply for soft skill phrases.

3 Datasets

In this work we use three datasets for the analysis: the first is a corpus of job
advertisements (ads), the second is a corpus of CVs or resumes of people and
the third is a resource with soft skills list. Both job ads and CVs contain soft
skills and candidate descriptions. However, job ads provide more examples with
cases where soft skills are used in different contexts and describe company, team,
environment, etc. The purpose of using a CV dataset is to have additional data
from a different domain to test our approach. Both datasets are used for soft
skill annotation that provides data for using supervised approaches. Finally, the
third dataset is the set of soft skills that we learn to disambiguate.

We got access to a comprehensive list of soft skills available online1. There are
1072 skills and 234 skill clusters respectively. Clusters group skills with a similar
meaning but phrased differently. For example, the polite cluster consists of
polite manners, polite and ability to speak politely. 155 skills out of
1072 are one-word, while the longest one consist of 12 words. The histogram of
soft skill phrase lengths is shown on Fig. 1. We see that most of the soft skill
phrases consist of less than 6 words.

3.1 Kaggle Job Ads and CV Corpora

In order to obtain job postings, we have used a publicly available dataset from
Kaggle with UK job ads.2 It contains around 245,000 job entries for training,
each of them having a job description paragraph. Each job description consists of
several sentences, providing such information as the desired candidate qualities,
work duties, requirements and background information about the company or
team to work with.

In Kaggle this dataset is used for salary prediction task and therefore contains
salary information as well as job title, location, contract type, company name
and job category. We use only “Train rev1” file since it contains a sufficient
amount of data for our analyses.

We collected manually 525 CV samples from indeed.com. Each CV entry was
segmented either into a set of sentences or long phrases using a various set of

1 https://github.com/AnonymousWWW18/soft skills.
2 The dataset is available at: https://www.kaggle.com/c/job-salary-prediction.

https://github.com/AnonymousWWW18/soft_skills
https://www.kaggle.com/c/job-salary-prediction
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delimiters and special symbols used for list creation. In [17], you can find an
example of CV from the same dataset. After segmenting each CV, we got 2517
text snippets in total.

We provided training and test data sizes in Table 1.

Table 1. Class distribution in training and test datasets. Positive class refers to candi-
date soft skills. CV corpus was used only for testing. Both test datasets have naturally
imbalanced class distribution. At the same time training data was intentionally made
to be nearly balanced.

Positive class Negative class

Job ads train 16,656 15,205

Job ads test 1984 222

Cv test 536 77

4 Crowdsourcing Skill Annotations

In order to make a supervised dataset for training, we have established a crowd-
sourcing experiment both for the job ads and for the CV corpora. We extracted
all text snippets containing one soft skill from the list of 1 072 soft skills. Each
text snippet consists of the matched soft skill and a maximum of 10 words
around a soft skill from both sides. Each snippet was shown with the soft skill
highlighted in bold and a worker had to answer whether the highlighted skill is
a soft skill referring to the candidate or not.

A crowdsourcing experiment was done using CrowdFlower3, a crowdsourcing
platform where workers can contribute to data annotation process. Each sentence
was assessed by at least 3 workers. During the test run, the platform has selected
only workers who got an accuracy of more than 85% for the CV corpus (80%
for job ad corpus) on a limited labeled set of 40 sentences. The test run is made
to select trusted workers for the main task. The rest 597 sentences were used
for the main crowdsourcing experiment. The annotated sentences contained 149
unique skill phrases in total. All of the tagged CV data was used for the test
experiment only. Obviously, some of the soft skills in the CV dataset were not
seen during the training.

4863 sentences from the job ad corpus were labeled in a similar way as the CV
corpus. Crowdsourcing experiment resulted in 427 skills labeled as non-candidate
ones and 3984 as candidate ones. So we had to create more training data due to
class imbalance. For that we picked all 9 soft skills that described non-candidate
in more than 70% of our annotations. Then we extracted 15,000 text snippets
with those skills from the job ad corpus and marked them as non-candidate
skills after discarding those containing “candidate”, “individual” and “looking
for” words near the soft skill. We also selected 123 skills that described only the
3 https://www.crowdflower.com.

https://www.crowdflower.com
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candidates and mined 15,000 text snippets from the job ad corpus containing
them and labeled these skills as candidate ones. The job ads test data contains
only hand-annotated samples with 1984 positive (about a candidate) and 222
negatives labels.

5 Overview of the Methods

In this section we give an overview of three neural network classifiers used for
our predictions and describe in detail various ways to represent a soft skill and
its context for these classifiers.

5.1 LSTM and CNN

We have selected CNN [8] and LSTM [5,16] models since they are both frequently
used as text classification benchmark algorithms. In both models, words in the
sentences are embedded with word2vec [11] vectors. LSTM employs sequential
nature of the text, handles long-term dependencies and allows making predic-
tions on a variable length input. To make a prediction on variable length input,
one can take the output of the hidden layer from the last word to make a final
prediction.

CNN model for text classification developed by Kim [8] takes as input only
a fixed-size 2D tensor, where rows correspond to words and columns correspond
to word embedding dimensions. By applying convolutions with a window of N
words covering full embedding dimension, CNN allows to take into account the
word order, limited by the size of the window. We refer the reader to [8] for more
details about the model.

5.2 Hierarchical Attention Model

Hierarchical Attention Model (HAN) [21] was shown to outperform CNN [8],
LSTM, Conv-GRNN, LSTM-GRNN [20] on six large classification benchmarks,
including Yelp, IMDB, Amazon, Yahoo reviews.

The motivation of the model is the following: the output of classification
depends more on certain words in certain sentences to which the most attention
should be payed. Attention in the model is context-dependent, which means
that similar words might be of different importance in different context. The
model is called hierarchical since it models documents using sentences which in
their turn are modeled sequentially using words. Gated Recurrent Units [4] with
bidirectional structure are used to sequentially encode each sentence, as well as
document as the sequence of sentences.

5.3 Proposed Approaches for Input Representation

In order to match candidate soft skills, it is important to consider the context
in which the skill is detected. One baseline way to do this is to take the sentence
where the skill is detected and train any text classification method to classify
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such sentences into those that refer to the candidate and those that refer to
something else. However, a significant limitation of this approach is that the
classifier is not informed about the location of the skill in the sentence.

We propose three alternative ways of input representation for soft skill
disambiguation:

1. Mask the soft skill phrase with xxx tokens for each word, in other words,
apply soft skill masking. E.g. the sentence “bar and kitchen business seek
a dedicated person who want to be” will be transformed into “bar and
kitchen business seek a xxx xxx who want to be”.

2. Combine soft skill masking with a soft skill embedding.
3. Surround a soft skill phrase with <begin> and <end> tokens. We call this

approach soft skill tagging.

While masking the soft skill phrase, we use the context around the skill, the
position of the soft skill itself and the number of words in soft skill phrase.
However, this approach does not employ for the prediction useful information
about the skill itself, compared to two other approaches. In fact, each soft skill
has a prior probability of describing a candidate and with soft skill masking this
prior is not taken into account.

For the second alternative, we use both soft skill masking as well as soft
skill embedding. Since the soft skill is hidden and not used while making the
prediction, we came up with the idea of augmenting the classifier’s input with a
soft skill embedding. This way the prior information about the skill to make a
prediction for is not lost, although the soft skill is still separated from its context.
We suggest to augment the input to the last hidden layer of a neural network
classifier with a soft skill embedding. Particularly, a neural network takes as
a main input masked context, which goes through a forward pass. Then, an
input to the last hidden layer is concatenated with a soft skill embedding and
is used for a final prediction.The benefit of the this approach is that one can
easily integrate it with any chosen neural network used in text classification.
One approach to build a soft skill embedding is to use word2vec [11] model and
present text as the mean of its word-embeddings.

The third input representation would be a sentence with added <begin> and
<end> tags around the soft skill in question. This approach is simple to imple-
ment, since it does not require any model changes as with soft skill embedding.
Besides, the soft skill phrase is used for the classification, unlike with soft skill
masking, and tagged as being “important” compared to raw sentence input from
baseline approach.

6 Experimental Evaluation

6.1 Experimental Settings

All models except Hierarchical Attention were implemented from scratch using
Python and PyTorch [14]. The code and the datasets will be publicly released
here4.
4 https://github.com/muzaluisa/soft-skill-matching.

https://github.com/muzaluisa/soft-skill-matching
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Text preprocessing included case-folding, lemmatization with NLTK [10]
WordNet lemmatizer as well as removing all syntax tokens, except commas.

We have set the width of CNN filters to be {2, 3, 4}. Since the network tends
to overfit, we have used only 50 filters of each size. Maximum document length
was set to 30 since we had a window of maximum 10 words around the soft skill
from both sides. The dropout [19] rate was set to 0.5 and we found it to be useful
for model regularization.

LSTM network was implemented using variable-length inputs. The hidden
layer size is 100, the dropout rate of 0.2 is applied to the input to the last
fully connected layer to prevent over-fitting. We tested different dropout rates
between 0.2 and 0.5 and found 0.2 to be the most optimal one.

We have experimented with two types of word embeddings: Glove 6B pre-
trained word vectors on Wikipedia 2014 and Gigaword 5 datasets5 and our own
embeddings on full job ads data prepared using gensim library [15]. Finally, we
chose own embeddings of size 100 for both CNN and LSTM. Furthermore, both
networks used Adam optimizer with a learning rate of 0.001 due to its fast con-
vergence and good performance. We used a batch size of 16 since often smaller
batch sizes lead to better generalization [7]. Cross-entropy loss is used for learn-
ing by backpropagation. Half of the training data was used for validation of the
model.

Hierarchical Attention Model6 has a GRU encoder with 50 hidden units,
resulting in 100 units in both directions for sentence embedding. We left the
majority of parameters of the implementation intact, including a batch size of
64, but used own pre-trained word vectors of size 100.

The training data consists of only job ads corpus, while for testing we used
both job ads and CV corpora. The purpose of the CV experiment is to check
how different approaches generalize on the new domain, where the distribu-
tion of the data is different. Since test data is imbalanced towards the positive
class, we used F1-weighted measure. F1-weighted measure is a modification of
F1-macro measure, but weighted with a class support. F1-macro measure com-
putes precision and recall for each class separately and then takes the average
with equal weight for each class.

The performance of compared approaches is evaluated based on the precision-
recall balance. While using naive approach by selecting all soft skill phrases we
get 89.50% precision on the job corpus and 87.5% precision on the CV corpus
with 100% recall. Since the aim is to increase the precision while soft skill match-
ing with still reasonable recall, we fixed a precision to be 95% and 90% for the
job and CV corpora respectively by adjusting a decision boundary between two
classes. A lower precision for the CV corpus was chosen, since it is not used
during the training and therefore it is more difficult to achieve 95% of precision
with a reasonable recall.

5 https://nlp.stanford.edu/projects/glove/.
6 The implementation of the model was adopted from: https://github.com/

EdGENetworks/anuvada.

https://nlp.stanford.edu/projects/glove/
https://github.com/EdGENetworks/anuvada
https://github.com/EdGENetworks/anuvada
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Table 2. F1-weighted score, precision and recall, (%) for compared classifiers across
four different input representations. For comparison, we fixed the precision for job
corpus to be 95% and 90% for CV corpus by adjusting the decision boundary between
two classes. Naive approach means labeling all matched skills as candidate soft skills
and F1-weighted score is not applicable. Soft skill tagging showed the highest recall on
the test samples from the job corpus used for the main evaluation.

Job test CV test

Method F1 Pr Re F1 Pr Re

Naive approach N/A 89.50 100 N/A 87.4 100

Unmodified sentence

CNN 80.07 95.5 76.69 82.23 90.26 88.80

LSTM 82.81 95.03 81.69 82.20 90.24 88.80

HAN 77.85 95.35 73.29 78.14 90.68 80.00

Soft skill masking

CNN 79.44 95.19 76.02 79.92 90.36 84.00

LSTM 78.95 95.06 75.34 78.79 90.79 81.12

HAN 82.8 95.07 81.7 47.04 90.34 34.95

Soft skill masking and embedding

CNN 78.17 95.30 73.80 75.08 90.14 75.18

LSTM 82.08 95.06 80.40 76.632 90.52 77.46

HAN 79.87 95.01 76.81 44.75 91.05 32.34

Soft skill tagging

CNN 80.36 95.13 77.54 80.9 90.23 86.19

LSTM 84.18 95.05 83.92 81.33 90.11 87.31

HAN 81.28 95.21 78.94 90.07 89.91 82.56

6.2 Baseline Approach

For the baseline approach we used unmodified sentences without replacing a
soft skill. This way, it is not clear from the representation for which soft skill
the prediction is made. At the same time, many sentences contain only one skill
that can be given higher weight for the prediction without additional tagging of
the skill. Thus, the classifier could learn soft skills from the training data as well
as features, indicating whether the sentence will contain candidate soft skills.

We combined the results of all our experiments in Table 2. Surprisingly, but
from Table 2 we can see that unmodified sentence representation gives the best
result on the CV corpus. CNN and LSTM using this representation result in
almost the same performance on the CV corpus and we highlight both methods
as the strongest ones.
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6.3 Soft Skill Masking

Masking a skill (with and without soft skill embedding) from the sentence turned
out to be overall the weakest from the proposed representations. At the same
time the sentence a with hidden or masked skill have a reasonable performance,
meaning that the context itself can be used for the prediction. For CNN and
LSTM soft skill masking did not bring any improvement compared to the raw
sentence representation.

The third input representation used additionally the mean of word2vec [11]
embedding computed from the soft-skill phrase. Since the number of added
dimensions for both CNN and RNN is almost (90 for CNN, 100 for LSTM)
the size of the last hidden layer, the prior coming from the soft skill is strong.
Surprisingly, but the embedding resulted in worse performance than with the
soft skill masking. There can be several reasons for that including the lack of
various soft skill samples for learning from their embeddings as well as overfitting
due to a strong soft skill prior.

6.4 Soft Skill Tagging

Soft skill tagging similarly to an unmodified sentence representation keeps the
soft skill inside its context. These two approaches turned out to show overall
the highest performance. From Table 2 we can see that a soft skill tagging using
LSTM gives the highest recall of 83.92% on the job corpus across all methods
and representations. Besides, the performance of CNN on the test samples from
the job corpus is also the highest with soft skill tagging representation.

In addition, HAN model did not outperform other models in our task across
various representations. This could happen because our inputs consisted of only
one sentence, while a HAN model assumes input samples to consist of several
sentences. Besides, the recall on the CV corpus was pretty low while using soft
skill masking.

6.5 Skill Disambiguation Use Case

We decided to show how drastically soft skill frequencies might change after we
filter out words not related to the candidate. For that we took randomly 100,000
job ads with soft skills of maximum length equal to two since most ambiguous
phrases tend to be short. Then we ran disambiguation classifier based on the
LSTM and soft skill tagging and filtered out the skills with a high confidence
score of not referring to the candidate. Skills with top difference are given in
Fig. 3. Moreover, there are 58 skills that had more than 50 words filtered out.
These results show the amount of possible false positive results for certain skills
while using a naive matching giving raw counts.
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Fig. 3. Raw counts in pink correspond to raw frequencies, while the bars in gray
correspond to counts after filtering out skills not referring to the candidate. We showed
the skills for which the difference between these counts was the largest to show the
amount of possible false positive matches for some skill phrases with a naive approach.
(Color figure online)

7 Conclusion

Soft skill analysis and automatic detection of soft skills in unstructured text
has not been systematically approached previously. A naive detection of soft
skills in unstructured text leads to false positive matches, when a skill does not
refer to the candidate. To tackle this problem, our work proposes a method for
differentiating between soft skills referring to a candidate and other skills using
binary classification. The prediction is made using the context where the soft
skill occurs. We propose several approaches for making an input representation
to the classifier, including raw context sentences, context sentences with soft skill
masking, soft skill tagging and augmentation with soft skill embedding.

We compare several strong neural network baselines for text classification
and show that LSTM yields the best disambiguation performance on sentences
with tagged soft skills on the job corpus and with a raw sentence representation
on the CV corpus. The developed soft skill disambiguation methods open up
new possibilities for refined analyses of soft skill demands and supply on the job
market.
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Abstract. This research is motivated by sustainability problems of oil
palm expansion. Fast-growing industrial Oil Palm Plantations (OPPs)
in the tropical belt of Africa, Southeast Asia and parts of Brazil lead
to significant loss of rainforest and contribute to the global warming
by the corresponding decrease of carbon dioxide absorption. We pro-
pose a novel approach to monitoring of the expansion of OPPs based on
an application of state-of-the-art Fully Convolutional Neural Networks
(FCNs) to solve Semantic Segmentation Problem for Landsat imagery.
The proposed approach significantly outperforms per-pixel classification
methods based on Random Forest using texture features, NDVI, and
all Landsat bands. Moreover, the trained FCN is robust to spatial and
temporal shifts of input data. The paper provides a proof of concept
that FCNs as semi-automated methods enable OPPs mapping of entire
countries and may serve for yearly detection of oil palm expansion.

Keywords: Mapping tree plantations · Remote sensing
Semi-automated methods · FCN-8s

1 Introduction

Oil palm is a dominant source of vegetable oil, which causes degradation to the
environment [2,4,6,18] and exceedingly threatens forest conservation in the trop-
ics. To support the sustainability of Oil Palm Plantations (OPPs), one should be
able to monitor their development. Remote sensing is the most promising way
to allow for independent monitoring in all oil producing regions. As suggested
in [6], there are the following applications of remote sensing in OPP monitoring:
land-cover classification; change detection; tree counting; estimation of yield,
age, biomass, carbon production; pest and disease detection. To study complex
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issues, e.g., how patterns of oil palm driven deforestation change due to zero-
deforestation commitments, a fusion of the above applications is required [2].

Two approaches are suggested to map OPPs: visual interpretation (‘manu-
ally’ performed by experts) and semi-automated methods based on supervised
learning procedures. Visual interpretation of Landsat imagery was successfully
used in [2,4,11,22] and relies on a rather easily detectable pattern: OPPs are
mostly ‘organized in rectilinear patterns and co-occur with context indicators
such as road networks’ [2].

The conventional semi-automated methods rely on classification algorithms
to assign every pixel in an image to a specific class; these are so-called per-pixel
classifiers [19, Table 1]. For these methods, human expertise is needed to gener-
ate training examples (reference data) for automated models to learn; see [6,22]
for a review of the most recent related results for OPPs mapping. The limita-
tion of existing semi-automated methods for OPPs mapping becomes obvious if
we consider to which extent they are used. Namely, for high-resolution imagery,
these methods are applied only to small regions, e.g., 637.2 km2 [21], 1020 km2

[18]. We are not aware of any high-resolution OPPs map covering a country
that was obtained by semi-automated methods. Basically, the only sources for
high-resolution OPPs maps for entire countries are infrequent publications with
maps obtained by visual interpretation. In contrast, the situation with deforesta-
tion mapping is absolutely different: Hansen’s deforestation map [14] is available
for the entire world and updated yearly thanks to a semi-automated imple-
mentation. The prominent study by Gaveau et al. [11] published in 2016 sheds
light on the issue. They suggest that OPP patterns ‘are easily detected by the
human eye, but are difficult to capture with computer codes. Object-Oriented
codes cannot separate between the great mixtures of land parcels arrangements.
Spectral-Color algorithms cannot distinguish closed-canopy oil-palm plantations
from other closed-canopy vegetation types, or open-canopy plantations from bare
lands.’1 Therefore, they delineated OPPs by visual interpretation.

We propose the novel semi-automated technique for OPPs monitoring based
on the reduction of the initial problem to the well-known Semantic Segmentation
Problem and subsequent solution of the latter with Fully Convolutional Neural
Networks (FCNs). In particular, we use the state-of-the-art FCN-8s network,
showed excellent performance on the prominent PASCAL-VOC competition [23].
Our results provide a proof of concept that deep learning is at the stage that
enables us to monitor OPPs without laborious visual interpretation; thus, a map
product for OPPs similar to Hansen’s deforestation map is indeed feasible.

To show the potential for replacement of experts by FCNs for OPPs mapping,
we ensure that the following crucial criteria are fulfilled

– an FCN uses all sources of information (dataset) available for experts;
– the dataset is available globally in the same format and updated frequently;
1 Object-oriented classifiers first perform image segmentation to merge pixels into

objects and then apply classification based on the objects [19] (but not on an indi-
vidual pixel as per-pixel classifiers do). Spectral-Color algorithms are trained using
multi-spectral features of each pixel.
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– the dataset is available for scientific community and well documented;
– the trained FCN is indeed spatially and temporally scalable.

The paper is structured as follows. In Sect. 2, we introduce the problem and
describe our task. In Sect. 3, we present our assumptions and approach, pro-
vide details on data and performance metrics, introduce baseline classification
methods and training procedure for the FCN. In Sect. 4, we report performance
results and illustrate spatial and temporal scalability of the proposed approach.
Section 5 concludes.

2 Problem Statement

Recall that expansion of OPPs is a major cause of deforestation and degradation
of environment leading ‘to deterioration of biodiversity, disruption of the carbon
cycle and social issues’ [6]. To enable OPPs monitoring, change detection-related
studies focus on detection of oil palm expansion. A straightforward way to imple-
ment change detection is to perform multi-temporal classification. Commonly, it
involves two images, ‘before’ and ‘after’, for which the OPPs’ areas are compared.
The accuracy of this approach is determined by the accuracy of the method by
which the land cover maps (for different time instants) were obtained through
classification. A thorough analysis of this type was performed by Carlson et al.
(see [4, p. 6 of SI]) by visual interpretation of areas cleared for or planted with
oil palm in 1990-, 2000-, and 2010s in Kalimantan.

Since the land-cover analysis that is done once every 10 years can hardly
serve as OPPs monitoring tool, a challenging and urgent problem in the context
of oil palms remains. Namely, there are no publicly available and scientifically
tested tools for monthly or yearly monitoring of OPPs expansion based on actual
remote sensing data. This paper is the first step to deal with this challenging
problem since we accomplished the related task. Given publicly available Landsat
imagery, provide a spatially robust method that enables yearly monitoring of
industrial OPPs with characteristic road patterns. All presented experiments
can be reproduced since our code and Landsat imagery are publicly available.
This ensures that presented results can further serve as a benchmark.

3 Proposed Approach

The main idea of our approach is quite simple and is based on the following
assumption. OPPs have the characteristic texture on Landsat imagery; the tex-
ture only weakly depends on geolocation and slowly varies in time. Namely, the
major part of industrial OPPs in Indonesia can be easily recognized by a human
in band ‘B8’ of Landsat 8 due to their characteristic road networks (Fig. 1).

Consequently, to monitor expansion of industrial OPPs, we propose

(i) using a historical Landsat image, to train on a classifier to perform high-
quality segmentation of areas with specific textural, geometric, color fea-
tures, i.e. to reduce the initial problem to the known semantic segmentation
image analysis problem (see, e.g. [5])
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(a) (b)

Fig. 1. Industrial oil palm plantations in Kalimantan (a) and Sumatra (b), Landsat 8
images, band ‘B8’ at native 15 m/pixel resolution

(ii) to perform the training among FCN architectures since they have excellent
applicability for solving similar problems (see, e.g. [5,9,10])

(iii) to use the best FCN for OPPs mapping at other locations or in the future.

3.1 Semantic Segmentation and FCNs

In semantic segmentation, we have gray-scale or multi-spectral images (pho-
tos, scenes) containing visual representations of objects belonging to given
classes C1, . . . , Ck. For instance, in the famous PASCAL Visual Object Classes
(VOC2012) Challenge, there were 20 classes divided into 4 groups: people, ani-
mals, vehicles, and indoor things. Every image contains a single or multiple
objects from these classes presented over some natural background, which is
regarded as an additional void class C0. The goal is to train an algorithm to
perform segmentation (pixel-wise classification) of the given images by assigning
every pixel to a certain class (Fig. 2).

(a) (b)

Fig. 2. Example of semantic segmentation: (a) an initial scene; (b) a segmentation of
three classes (including the background). Source: [1]

Generally speaking, we may assign a separate visual class to any type of
industrial plantations. In this paper, we focus only on a single foreground class
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C1, OPP featuring an authentic visual pattern, and train an FCN to discriminate
it against the background class C0, non-OPP (Fig. 3).

(a) (b)

Fig. 3. The initial scene (a) and the corresponding true segmentation of the OPP (b)

Convolutional Neural Networks (CNN) is a widely known tool for solving
problems of image analysis, in particular, the segmentation problem (see, e.g.
[10]). The conventional approach is based on classification networks mapping a
query image to the set of class labels. Although CNNs remain quite applicable
for detection and tracking problem, their employment to segmentation (pixel-
wise classification) problems appears to be substantially limited due to weak
quality and high overall time-complexity [16,23]. On the other hand, FCNs show
promising results [9,23] by assigning to an image a heat map of the same size
and, therefore, classify every pixel separately.

To evaluate our approach, we introduce available data and performance met-
rics for OPPs mapping. Then we describe baseline classifiers and two FCNs.

3.2 Data

We used Google Earth Engine (GEE, http://earthengine.google.org) as the pub-
lic source of remote sensing data. GEE is not only a storage that keeps almost
all Landsat imagery and updating this collection near real time but it is also
a large-scale computational cloud available for all sorts of geospatial analysis,
e.g., Lee et al. [18] showed the potential of GEE as ‘a low-cost, accessible and
user-friendly oil palm detection tool’.

The Region Of Interest (ROI) is the rectangle2 at the map of South cost
of Kalimantan with the total area equal to 61170 km2. As a picture, the rect-
angle’s dimensions are 24492 × 11143 pixels. We performed a manual segmen-
tation (mapping of OPPs) of the satellite image of the ROI made in 2014 by
visual interpretation. We consider this map as the ground truth for training
and benchmarking segmentation algorithms. A part of the ROI was manually
segmented for 2015, 2016, and 2017, to estimate accuracy of OPPs expansion

2 In GEE, rectangles are represented by the minimum and maximum corners as lists
(xMin, yMin, xMax, yMax). The ROI is defined by (110.3,−3, 113.6,−1.5).

http://earthengine.google.org
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detection. Additionally, we performed the manual segmentation of a smaller ROI
in Sumatra for 2014 to explore generalization ability with respect to geolocation.

To choose the semantic segmentation algorithm with the best generalization
performance, we carry out a number of comparative training-validation experi-
ments for several well-known algorithms.

3.3 Performance Metrics

Performance of the algorithms was evaluated using the ground truth map.

Table 1. Confusion matrix for a two-class classifi-
cation problem

Ground truth Total
Class C1 Class C0

Prediction Class C1 p1,1 p1,0 p1,·
Class C0 p0,1 p0,0 p0,·

Total p·,1 p·,0 p·,·

For a two-class classification
problem, Table 1 shows the
confusion matrix helping to
define the following perfor-
mance metrics related to a
particular class i: precision
(Pi), recall (Ri), producer’s
accuracy (PAi), and user’s
accuracy (UAi); overall accu-
racy (OA) is an aggregate met-
ric. Note that the notions of producer’s and user’s accuracy correspond to com-
mon definitions in machine learning:

Pi = UAi =
pi,i
pi,·

, Ri = PAi =
pi,i
p·,i

, OA =
p1,1 + p0,0

p·,·
, i = 0, 1.

3.4 Baseline Algorithms

Our two classes are rather unbalanced: about 79.6% of all ROI pixels belong
to non-OPP class. Thus, the first (naive) baseline classifier always predicting
non-OPP has accuracy around 0.796.

We argue that Random Forest with different sets of features (predictors) is a
suitable baseline classifier. Firstly, Random forest had numerous applications in
remote sensing [3]. Secondly, in the recent study [18], a per-pixel classification
via supervised learning in GEE environment was performed. Random Forest
consistently outperformed other well-known classifiers available in GEE.

Since OPPs have spatial patterns, we ensure that neighborhood pixels are
taken into account when performing per-pixel classification. As reported, tex-
ture metrics based on Gray Level Co-occurrence Matrix were helpful to increase
accuracy of many tasks (see Table 3 and references in [19]) and, in particular, of
OPPs mapping (see [8,17]). This motivates us to employ three sets of baselines:

(i) Random Forest trained on the 8th band (‘B8’) of Landsat 8 with native
15 m resolution and texture metrics from the GLCM around each pixel of
this band. Note that GEE outputs 18 GLCM metrics (see [15, Appendix I]
and [7, Sect. 2.3]). Thus, in total we have 19 numeric features. We consider
three possible sizes of the neighborhood for computing each GLCM: 1, 5,
and 10 pixels. We call these models ‘G(1)’, ‘G(5)’, and ‘G(10)’, respectively.
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(ii) Random Forest trained on all available bands of Landsat 8 with 15 m reso-
lution (after downscaling) and additional computed NDVI band3; in total,
we have 12 numeric features. This model is called ‘ALL’.

(iii) Random Forest trained on different combination of feature sets from the
above baselines; the models are ‘ALL+G(1)’, ‘ALL+G(5)’, ‘ALL+G(10)’.

We highlight that feature set ‘ALL’ contains important spectral information
that was not provided for training of FCNs. Thus, some baseline algorithms
utilise a richer set of information.

3.5 Proposed Algorithm

As a counterpart to classic machine learning algorithms, we use the slightly
modified version4 of FCN-8s fully convolution network proposed in [23]. The
original FCN-8s was developed for semantic segmentation of PASCAL-VOC2012
images, which are RGB-color scenes containing objects from 21 visual classes.
Therefore, to adapt this model to our problem, we reduce the number of input
channels to 1 and the number of classes to 2 corresponding to OPPs and non-
OPPs areas, respectively.

Actually, we consider two modifications of this FCN. The first one, we call it
FCN-8s-TL, is obtained by conventional transfer learning approach. Following
this approach, we exclude from the training machinery all unmodified layers
taking all corresponding parameters from the trained FCN-8s network directly.
Another network, FCN-8s-EL is trained end-to-end from the scratch. For the
weights initialization, we use Caffe5 implementation ‘xavier’ of the algorithm
from [12] while all biases were filled with zeros. Both networks are trained by
the classic SGD algorithm with momentum 0.99 and learning rates 10−11 and
10−10, respectively.

Results of exploratory training for 2 × 105 epochs show the superiority of
FCN-8s-EL over FCN-8s-TL. Although the latter network lead to a high initial
accuracy (about 0.88 vs. 0.77 for FCN-8s-EL), its training progress was poor and
unreliable (Fig. 4). Therefore, we exclude this network from subsequent experi-
ments. Furthermore, we limit the experiments to 3×104 epochs since FCN-8s-EL
starts to overfit around this stage.

3 An image from Landsat 8 has 11 bands, ‘B1’ – ‘B11’. NDVI stands for Normalized
Difference Vegetation Index that varies between −1 and 1 and utilizes the relation-
ship between vegetation brightness in the red and infrared bands. Namely, absorption
of red light (‘B4’) and reflection of infrared radiation (‘B5’) by plants allows to sepa-
rate non-vegetation (e.g., water, bare soil, man-made objects) from living vegetation.
Basically, NDVI serves as an index of photosynthesis in a pixel.

4 Implemented on the basis of https://github.com/shelhamer/fcn.berkeleyvision.org.
5 Caffe deep learning framework http://caffe.berkeleyvision.organized.

https://github.com/shelhamer/fcn.berkeleyvision.org
http://caffe.berkeleyvision.organized
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(a) (b)

Fig. 4. Overall accuracy s.t. epoch number in exploratory learning for (a) FCN-8s-TL
and (b) FCN-8s-EL

4 Experiments

This section presents numerical results and demonstrates that the best perform-
ing algorithm, FCN-8s-EL, has high generalization ability with respect to loca-
tion and time by examining the predicted segmentation of two ROIs in Indonesia
(in Kalimantan and Sumatra) for 2014–2017.

4.1 Baselines

We sampled 50000 pixels from the ROI that were split into a dataset for train-
ing with 5-fold cross-validation (80%) and a dataset for validation (20%).6 The
training was based on grid search of two parameters: m (number of variables ran-
domly sampled as candidates at each split) and ns (minimum size of terminal
nodes). We explored m = 2, 5, 7, 10 and ns = 10, 30, 100.7

Recall that the naive classifier’s accuracy is 0.796. Table 2 shows results for
5-fold cross-validation for the best pairs (m,ns). For the best model
‘ALL+G(10)’, OA = 0.864 on the validation dataset. The contribution of tex-
ture features is hardly noticeable; the multi-band data does somewhat increase
accuracy. Clearly, the traditional pixel-based methods can not significantly
outperform naive baseline even if the texture and multi-spectral features are
available.

6 For models with features ‘G(10)’ included, we sampled 20000 random pixels due to
computational constraints of GEE.

7 The training was performed in R using library ‘randomForest’ with all other default
parameters except number of trees to grow was set to 300.
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Table 2. OA for the baseline algorithms and the best values for m and ns

G(1) G(5) G(10) ALL ALL+G(1) ALL+G(5) ALL+G(10)

OA for 5-CV 0.8 0.815 0.824 0.853 0.852 0.857 0.861

Best (m,ns) 5, 100 7, 30 5, 30 10, 30 10, 30 10, 10 10, 10

4.2 Fully Convolutional Neural Network

Since the satellite image is prohibitively large for FCN-8s, we partition the image
into disjoint tiles of 500 × 500 pixels. Using the set of all tiles, we employ the
standard 5-fold cross-validation procedure by randomly partitioning this dataset
into 5 disjoint subsets of equal size. Then, we perform 5 stages of training/testing
taking; every stage 4 parts of the initial dataset were used for training and the
remaining part was left for testing.

Table 3 combines the performance metrics for two baseline algorithms and
the best FCN. We see that the FCN significantly outperforms the baseline algo-
rithms, which were considered as state of the art just recently. Though both
baselines access multi-spectral data, the FCN delivers better results using only
the panchromatic band ‘B8’.

Table 3. Results obtained by 5-fold cross-validation

ALL ALL+G(10) FCN-8s-EL

Overall accuracy (OA) 0.82 0.86 0.95

OPP precision (UA1) 0.71 0.73 0.95

OPP recall (PA1) 0.48 0.5 0.96

non-OPP precision (UA0) 0.87 0.89 0.99

non-OPP recall (PA0) 0.95 0.95 0.98

4.3 Spatial and Temporal Scalability

Recall that the above training and testing was performed using exclusively the
cloud-free composite obtained in 2014 for the ROI in Kalimantan. To illustrate
generalization ability of FCN-8s-EL trained on Kalimantan data from 2014, we
use this FCN for mapping of an ROI in Sumatra8 (Fig. 5) in 2014 and for a
part of Kalimantan ROI9 (Fig. 6) in 2015–2017. As before, we used band ‘B8’ of

8 The image size is 2048 × 1688 pixels; Lat.: 1.14868; Long.: 99.18078. The distance
to the boundary of Kalimantan ROI is around 1300 km.

9 The image size is 1336 × 1069 pixels; Lat.: −1.93356; Long.: 111.21357.
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(a) (b)

(c)

Fig. 5. Segmentation of Sumatra ROI in 2014: (a) Initial ROI image; (b) FCN-8s-EL
segmentation; (c) Zoomed top-left part of the segmented area. We use the following
color scheme: green - p1,1, gray - p0,0, red - p0,1, and blue - p1,0. For this ROI we have
OA = 0.99, UA1 = 0.95, UA0 = 0.99, PA1 = 0.97, PA0 = 0.99. (Color figure online)

Landsat 8 cloud-free composite produced in GEE. We highlight that the data in
these experiments is either from a completely different location or is taken after
2014; thus, the trained FCN has never seen this data.

Figures 5 and 6 show that the FCN-8s-EL is robust to spatial and tempo-
ral shifts of input data. This demonstrates that today deep learning indeed
enables us to monitor OPPs within countries without laborious visual interpre-
tation, i.e., it is possible to develop a semi-automated method for OPPs mapping
of entire countries, but also a tool for yearly (monthly) detection of oil palm
expansion.
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(a) (b)

(c) (d)

Fig. 6. Expansion of an OPP in Kalimantan. Highlighted regions correspond to OPPs
detected by FCN-8s-EL in 2014 (a), 2015 (b), 2016 (c), and 2017 (d) with overall
accuracy equal to 0.988, 0.982, 0.969, and 0.97 respectively.

5 Conclusion and Future Work

We proposed the novel semi-automated method for OPPs monitoring based on
the state-of-the-art network FCN-8s. The achieved performance is on a par with
producer’s and user’s accuracies reported in [2,22] for the visual interpretation
method. We plan to push the performance even higher by using all spectral
bands available for Landsat imagery.

Further, we are interested to apply our methods to other regions. For exam-
ple, in Peru, large-scale OPPs have the similar structure (see [13, Fig. 2]) to the
one we observed in Kalimantan. Thus, one may expect that the trained FCN
should perform well even without additional learning. In some other region, the
complete retraining of the net or transfer learning may be needed. Based on the
obtained results, we conjecture that the recent advances in FCNs are promising
for successful detection of diverse types of industrial plantations (e.g., coffee,
rubber, and eucalyptus) and call for new applications in a wider context of data
mining in agriculture [20].
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Abstract. Developing computational analysis of time-lapse imaging of
calcium events in astrocytes is a challenging task in neuroscience. Here
we report the implementation of an algorithm that solves this task. After
noise reduction with the block-matching and 3D filtering (BM3D) algo-
rithm, calcium activity is identified as fluorescence elevation above the
baseline level. Individual events are detected by sliding window approach
applied to the variation of pixel intensity relative to the baseline level.
The maximal projection and duration of astrocytic calcium events are
then assessed. The novelty of the proposed method is an adaptive con-
struction of the baseline level. The statistical results generated by our
program are consistent with the previous algorithm reported and used
by us for the reference. The software is publicly available.

Keywords: Bioinformatics · Calcium signaling in astrocytes
Computer vision · Image analysis · Statistical analysis

1 Introduction

Astrocytes are electrically inactive brain cells, which are connected through
gap-junctions and form a syncytium-like functional network [1,2]. Although the
mechanisms of astrocytic Ca2+ dynamics have been studied for more than quar-
ter of a century, assessment of spatial-temporal properties of individual Ca2+

events in the entire astrocyte remains a challenging task.
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Imaging of calcium activity is a basic method for calcium activity analy-
sis. The simplest approach to this problem is an analysis of Ca2+ dynamics in
adjustment regions of interest (ROI) [3–5] in two-dimensional plane. For exam-
ple, if an event starts on one ROI and propagates to the neighboring ROIs,
one can estimate its spread by counting the number of involved ROIs. However,
this method is laborious and provides less accurate information about size and
duration of Ca2+ events than measuring their actual contours in each imaging
frame. Recently, several approaches to measure automatically the parameters of
individual Ca2+ events in time-lapse imaging data have been suggested [6–8],
however, none of these methods has become a standard. Nowadays, advanced
methods of three-dimensional Ca2+ imaging are developed [9], but application
of these methods requires the appropriate hardware for the experiments that is
not widespread.

The state-of-the-art approaches for image preprocessing and solving com-
puter vision problems are based on deep learning, especially, on convolutional
neural networks [10–15]. Application of deep learning supposes the existence of a
large train dataset. During astrocyte activity analysis, to get new data means to
carry out new biological experiment which requires corresponding materials and
hardware. The labeling data is performed by experts, but there are astrocyte
activities which may be invisible for some of them that is why the labeling is a
subjective process. Therefore, the application of deep learning to the astrocyte
activity analysis is complicated by the high-level complexity of data preparation.

We improved the previously developed method [16] to analyse time lapse
imaging records for the calcium activity of an astrocyte. To do this, we made
two main modifications in the event detection flow. First, we implemented a new
precise and adaptive algorithm for a baseline level approximation to detect the
inactive state of the astrocyte. Second, we proposed using the sliding window
approach to detect calcium events. We show that the algorithm detects Ca2+

events in imaging data and extracts their duration and maximal projection. The
new implementation improves performance by 16–40%. The results are in good
agreement with the previous report [16].

2 Calcium Event Detection

2.1 Problem Statement

The proposed method analyses time lapse imaging records for the calcium activ-
ity of an astrocyte. Each frame displays a spatial distribution of fluorescence
intensity in several planes parallel to the substrate, yielding a set of planar
images that reflect calcium activity. Further on, we introduce and consider an
instantaneous maximal projection, defined as the maximal intensity at each point
over this set (Fig. 1):

V = {Vs, 0 ≤ s ≤ k − 1}, Vs = (V (s)
ij : 0 ≤ i ≤ h − 1, 0 ≤ j ≤ w − 1), (1)

where k is a number of frames, and Vs is a frame with a resolution w × h.
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Fig. 1. The instantaneous maximal projection of the fluorescence intensity over a set
of planar sections for an astrocyte. Shifting from the blue to red end of the color map
codes increasing brightness, units are arbitrary (Color figure online).

Moreover, we have a movie

N = {Nr, 0 ≤ r ≤ n − 1}, Nr = (N (r)
ij : 0 ≤ i ≤ h − 1, 0 ≤ j ≤ w − 1), (2)

that corresponds to the camera noise (Fig. 2) and represents a video without
astrocyte. Here, n is a number of noise video frames, and Nr is a noise frame. The
principle of noise generation on videos is unknown; the noise model is Gaussian
noise.
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Fig. 2. The noise frame sample. Shifting from the blue to red end of the color map
codes increasing brightness, units are arbitrary (Color figure online).

The proposed method processes time lapse imaging records and noise records,
and extracts a set of calcium events in the astrocyte. A single event is assigned
with start and end times (frame identifiers), and described by a set of points
(frame pixels) that belong to it over the whole time span (a set of frames).
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For the extracted events the statistical analysis is carried out. We analyse the
statistical properties of event time spans and maximal projections.

2.2 Method

General Pipeline. The developed method includes the following steps (Fig. 3):

1. Video preprocessing:
– Aligning an image (eliminating jitter).
– Calculating noise parameters and subtracting the camera noise.
– Filtering video frames.
– Evaluating a noise level on the filtered video.

2. Calculating a baseline of the fluorescence intensity and its relative variation.
3. Detecting calcium events based on the relative intensity variation.

Preprocessing of frames Calculating variation
of intensity

Calcium event
detection

Fig. 3. Pipeline of the proposed method (Color figure online).

Video Preprocessing. This step consists of 4 operations. Let us consider each
operation in detail.

1. Aligning an image. To align each video frame Vs we compute normalized
cross-correlation C(i, j) of the first frame and the current frame shifted by a
vector (i, j), where i = −w,w, j = −h, h. The optimal shift should be computed
as a decision of the following optimization problem:

(iopt, jopt) = arg max
(i,j)

C(i, j). (3)

Next, we denote aligned video as V .
2. Calculating noise parameters and subtracting the camera noise. To identify

noise parameters noise video N should be considered. We calculate mean noise
frame by time

EN = 〈N〉r = (ENij : 0 ≤ i ≤ h − 1, 0 ≤ j ≤ w − 1), (4)
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ENij =
1
n

n−1∑

r=0

N
(r)
ij (5)

and standard deviation of the noise

SN = σr(N − EN) = (SNij : 0 ≤ i ≤ h − 1, 0 ≤ j ≤ w − 1), (6)

SNij =

√∑n−1
r=0 (N (r)

ij − ENij)2

n − 1
. (7)

Similarly we compute mean frame and standard deviation of the input video:

EV = 〈V 〉s = (EVij : 0 ≤ i ≤ h − 1, 0 ≤ j ≤ w − 1), (8)

EVij =
1
k

k−1∑

s=0

V
(s)
ij , (9)

SV = σs(V − EV ) = (SVij : 0 ≤ i ≤ h − 1, 0 ≤ j ≤ w − 1). (10)

SVij =

√∑k−1
s=0 (V (s)

ij − EVij)2

k − 1
. (11)

Pixel (i, j) for which SVij < α · SNij is considered as a point of undefined
activity (α is a parameter, default value is 3). Undefined activity means that
the point constains camera measurement error or minor changes of the intensity.

Thereafter we need to eliminate camera measurement error by subtracting
the mean noise frame of the video frames

OV = {OVs, s = 0...k − 1}, OVs = (OV
(s)
ij : 0 ≤ i ≤ h − 1, 0 ≤ j ≤ w − 1), (12)

OV
(s)
ij = V

(s)
ij − ENij . (13)

3. Filtering video frames. Filtering video OV using block-matching and 3D
filtering (BM3D) [17] and Gaussian filters allows to smooth video and to prepare
it for post-processing. BM3D is based on the idea that real-world images contain
similar patches. The similarity of these patches is calculated by L2-norm. Patches
are grouped, and 3D-transform is applied to the group. The transform output
is spectral representation of the block group. Filtering spectral coefficients by
internal filter and applying inverse transform allow to restore filtered image. Let
us denote the filtered video as FV :

FV = {FVs, 0 ≤ s ≤ k−1}, FVs = (FV
(s)
ij : 0 ≤ i ≤ h−1, 0 ≤ j ≤ w−1), (14)

where FVs is a filtered video frame. The application of BM3D is explained by
the successful experience of its using in [16]. One of the directions for the future
research related with the investigation of applying more advanced denoising
methods [18–21].

4. Evaluating a noise level on the filtered video. Further we consider pixels
with defined activity to evaluate a noise level on the filtered video FV . The
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task is to estimate standard deviation σs(FV − RV ) the intensity of the filtered
video FV relative to the unknown real signal RV , where

RV = {RVs, 0 ≤ s ≤ k−1}, RVs = (RV
(s)
ij : 0 ≤ i ≤ h−1, 0 ≤ j ≤ w−1). (15)

We assume that if SN = σr(N −EN) is a standard deviation of the noise video
then SFN = σr(FN − EN) is a standard deviation of the filtered noise video
FN that described as follows:

FN = {FNr, 0 ≤ r ≤ n − 1}, (16)

FNr = (FN
(r)
ij : 0 ≤ i ≤ h − 1, 0 ≤ j ≤ w − 1). (17)

Therefore, a coefficient of variation of the standard deviation after filtering the
noise video can be computed as follows:

R =
〈

SN

SFN

〉

ij

=
1

w · h

h−1∑

i=0

w−1∑

j=0

SNij

SFNij
. (18)

Hence, σr(N − EN) ≈ R · σr(FN − EN), and we can suppose that

σs(V − RV ) ≈ R · σs(FV − RV ). (19)

Since real signal RV is unknown and applied filter is good enough (i.e. FV ≈
RV ), it can be assumed σs(V − RV ) ≈ σs(V − FV ). Consequently, we can
estimate standard deviation σs(FV − RV ) of the intensity of the filtered video
FV relative to the unknown real signal RV as follows:

σ = SR = σs(FV − RV ) ≈ σs(V − FV )
R

. (20)

Using this, we classify pixels as noise if intensity variation relative to the
baseline level is less than 3 · σ (Fig. 4).

Calculating a Baseline of the Fluorescence Intensity and Its Relative
Variation. A baseline of the fluorescence intensity corresponds to the inactive
state of the astrocyte. Let us introduce some auxiliary notation: F = {F t, 0 ≤
t ≤ k − 1} is a pixel intensity realization in time, F0 = {F t

0 , 0 ≤ t ≤ k − 1}
is a baseline pixel intensity that corresponds to the inactive astrocyte state
in the pixel. Calculating the baseline intensity F0 for each pixel assumes an
iterative approximation by applying moving average for the current estimate of
a baseline (Fig. 5). At the first iteration we suppose that the baseline is equal
to the pixel intensity F0 = F . The fixed-size moving average is applied to the
intensity realization, and we compute first approximation of the baseline F0.
The window size is a parameter and its value is choosen based on the video
capture parameters. Further, we compute the difference between pixel intensity
realization F and current baseline approximation F0. If the difference is less
than zero then we set it to zero since it is an impossible situation from the point
of view of astrocyte activity. Then the standard deviation of such difference is
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Fig. 4. Baseline pixel intensity and three standard deviations from it (Color figure
online).

computed. The iterative process stops when this standard deviation is less than
the noise level represented earlier. It should be noted that the novelty of the
method consists in the iterative procedure of the fluorescence intensity baseline.

The relative intensity variation for each pixel is calculated as follows:

dF

F0
=

F − F0

F0
. (21)

This equation is used to compute calcium fluorescence [22].
We classify the pixel as active at the frame number t if F t−F t

0
F t

0
> 0 otherwise

the pixel is considered to be inactive.
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Fig. 5. Iterative approximation of a baseline of the fluorescence intensity (Color figure
online).
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Detecting Calcium Events Based on the Relative Intensity Variation.
First of all we need to identify time gaps where each pixel is active. This step is
implemented by clustering the activity moments using DBSCAN [23] method.
Next, these time gaps are combined over space and time using sliding window
approach. The constructed time gaps for the set of all pixels are represented
then as a set of graph vertices. Two vertices are connected by an edge if the
corresponding pixels belong to the same window location and the corresponding
time gaps intersect. We construct connectivity components for this graph, where
each connectivity component represents an astrocyte event. Consequently all
event points may be reconstructed based on the data stored in the graph vertices.

3 Implementation

The proposed method is implemented in C++ programming language, tools
for statistical events analysis are implemented in MATLAB. The code is dis-
tributed free and open source. The source code can be downloaded from GitHub:
https://github.com/UNN-VMK-Software/astro-analysis. We also submit a short
test movie and step-by-step tutorial for building and executing developed pro-
gram, and for fine-turning method parameters.

4 Experiments

We tested the developed method on the available experimental data and verified
its validity. We used 10 records with a duration from 100 to 3000 frames, with
frame resolution is not exceeding 512 × 512 pixels (Table 1).

Table 1. Test movie parameters.

# Resolution Duration Number of detected events

1 512 × 512 1500 465

2 451 × 441 3000 1204

3 421 × 512 3000 2048

4 512 × 512 100 65

5 512 × 512 1000 458

6 512 × 512 1000 591

7 500 × 390 1000 260

8 512 × 512 200 61

9 512 × 512 500 97

10 512 × 512 600 364

The correctness of event identification in a given subject area is determined
today by the method of expert assessments. Unfortunately, we do not know the
accurate metrics.

https://github.com/UNN-VMK-Software/astro-analysis
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Firstly, identification of calcium events was confirmed by visual inspection.
Figure 6 exemplifies the snapshots after filtering, the intensity variation patterns,
and the set of detected events. A detailed verification can be done, for exam-
ple, with the prepared movie: https://cloud.mail.ru/public/4Zhh/BCjo7KN86.
Clearly, the method adequately yields the regions of calcium activity.

Secondly, we implemented a statistical analysis of calcium events. The
complementary cumulative distribution functions for durations and maximal
projections of events are approximated well by power laws, as confirmed by
Kolmogorov-Smirnov test. The typical values of the exponents are consistent
with the previously reported data (Figs. 7 and 8). A comparison with the results
of the approach described in [16] demonstrates that the novel method allows
more accurate baseline approximation, crucial in certain cases. While in [16] it
is taken that fluorescence at a pixel belongs to background if its intensity is
below a certain threshold, our method employs the adaptive threshold both in
time and space. Moreover, parameters of the baseline level are different for dif-
ferent pixels. It tackles the typical pitfalls of global thresholding, such as picking
noise for its overly low value and missing actual events when it is set overly high,
with inevitable mistakes if the amplitude ranges of noise and events overlap.
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C
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CalciumCV
Wu Y.W., et al. [16]

Fig. 7. The complementary cumulative distribution functions (CCDF) for event dura-
tions and the power law fits in logarithmic scale: α is a value of the exponent, R2 is an
approximation accuracy (Color figure online).

Performance of the software has been also tested as following. The total exe-
cution time for the sample movie that contains 600 frames with 512 × 512 res-
olution approximately equals 10.39 min, that compares to the method from [16]
(about 12.38 min), given the test computational environment with Intel R©
CoreTM i7 870, 2.93 GHz, 4 cores, 8 GB RAM, OS Windows (64-bit). The new
implementation improves performance by 16%. This measurement value grows
to 40% when processing more complicated movies which contain large number of
events. At the same time the implementation of the proposed method was serial,

https://cloud.mail.ru/public/4Zhh/BCjo7KN86
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Fig. 8. The complementary cumulative distribution functions (CCDF) for event maxi-
mal projections and the power law fits in logarithmic scale: α is a value of the exponent,
R2 is an approximation accuracy (Color figure online).

and multi-threaded in case of [16]. Finally, we notice the potential for accelerat-
ing the developed software by optimizing and parallelizing some method steps.
Performance analysis is not the main subject of this research, here we demon-
strate that the developed implementation works in a reasonable time.

5 Conclusion

In summary, we have demonstrated a method for detecting calcium signalling
events in astrocytes. The novelty of the proposed method consists in constructing
the baseline level corresponding to the inactive state of astrocyte. Moreover, the
analysis of software performance shows that the time of astrocyte event detection
for the developed implementation is less than for the existing one. The software
is available at GitHub1 for testing on raw experimental data. Our program can
be used by researchers analyzing spatiotemporal properties of calcium events in
astrocytes and other cell types such as calcium sparks in cardiomyocytes. The
method is open for future development.
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Abstract. An obvious way of digital image forgery is a copy-move attack. It is
quite simple to carry out to hide important information in an image. Copy-move
process contains three main steps: copy the fragment from one place of an
image, transform it by some means and paste to another place of the same
image. Nowadays researchers develop a lot of copy-move detection solutions
though the achieved results are far from perfect. In this paper, it is proposed a
comparison of different local binary patterns (LBP) forms in the task of copy-
move detection: geometric local binary patterns (GLBP), binary gradient con-
tours (BGC), local derivative patterns (LDP) and simple LBP forms. All these
LBP-based solutions are used to create local features that are robust to contrast
enhancement, additive Gaussian noise, JPEG compression, affine transform. All
these solutions are different in the number of transforms and transform
parameters range that can be detected by the algorithm. Another advantage of
these features is low computational complexity. Conducted experiments show
that GLBP-based features can be used to detect all 4 transforms with a wide
range of transforms parameters. The proposed solution showed high precision
and recall values during experimental research for wide ranges of transform
parameters. Thus, it showed a meaningful improvement in detection accuracy.

Keywords: Forgery � Copy-move � Local binary pattern
Binary gradient contour � Geometric local binary pattern
Local derivative pattern

1 Introduction

Providing information to expand on a topic or to prove some facts is impossible
without digital images. For this purpose, people exchange digital photos using social
networks (i.e., Facebook) and image services (Instagram, Tumblr, etc.). The number of
shared digital images per day for the most popular web applications is incredible:
nearly 350 million images on Facebook [1] and 80 million photos in Instagram [2].
These data are not secure at all, nobody checks its originality.

Protection from digital image forgery is a challenging problem nowadays. Everyone
can make changes in a digital image using modern software tools on PC or any mobile
device in several minutes. But no one can predict the consequences of these changes:
whether they will be harmful or not. Conventionally such changes are called attacks.

One of the most frequently used digital image attack is copy-move (Fig. 1). An
image with copy-move forgery contains two or more fragments with similar content
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where one or more distinct fragments are copied and pasted to one or more places in the
same image to modify important information. The copied regions are called duplicates.
The forgery is usually harder to detect when the copied content is transformed using a
pre-processing procedure such as contrast enhancement, noise addition, JPEG com-
pression or affine transform (rotation and scaling) to make it fit the surrounding image
area. The purpose of these modifications is to make the tampering not visible.

Two main approaches to copy-move detection are usually used. The first one
concerns analysis of all host image pixels (dense-field approach), whereas the second
one (keypoint-based approach) is based on keypoints analysis. A small set of pixels is
selected from the host image while using the keypoint-based approach [3–5]. This
approach is faster in comparison with entire image analysis. A survey provided by
Christlein et al. [6] showed performance results for keypoint-based approaches. It was
stated that the main problem of this approach is considerably low detection accuracy
for duplicates containing smooth regions.

However, the benchmarking paper [6] also showed high performance for dense-
field approach. One of the main problems of this approach is high computational
complexity due to sliding window analysis scheme. Block-based analysis scheme is
usually used to improve analysis speed [6–10]. The second problem, which is a
background of many papers, is robustness to transformations. Consequently, the
experimental study showed that dense-field approach is more reliable than the
keypoint-based approach.

The above comparison compels to focus on development an algorithm corre-
sponding to the dense-field approach. In this paper, we propose a novel copy-move
detection algorithm based on different complex forms of Local Binary Pattern (LBP).
They are used for texture classification and show robustness to different transforma-
tions. For copy-move detection purposes features based on some forms of LBP (GLBP,
LDP, BGC) show extremely high detection accuracy for a wide range of transforma-
tions parameters. We use LBP-based features in the following three-step copy-move
detection scheme: feature extraction, feature matching and post-processing.

In Sect. 2 we briefly describe the three-step copy-move detection scheme. Binary
gradient contours (BGC) are presented in Sect. 3. In Sect. 4 Geometric local binary
patterns are described. Section 5 provides information about local derivative patterns.

Fig. 1. Copy-move attack example and its detection result
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In Sect. 6 we carry out a detailed investigation of the LBP-based algorithm robustness
to contrast enhancement, JPEG compression, additive noise and affine transform.
Conclusions are drawn in Sect. 7.

2 Copy-Move Detection Scheme

2.1 Feature Extraction

Let f be a host image with size N1 � N2, Wk;l be a processing block with size M1 �M2.
Let t 2 N be the block Wk;l shift. The number of blocks where features are extracted is
calculated as follows:

L ¼ N1 �M1

s

� �
þ 1

� �
� N2 �M2

s

� �
þ 1

� �
:

One Q-dimensional feature vector h 2 RQ corresponds to one block Wk;l. Features
are extracted using one of the algorithms [7–10] and are stored column-wise in the
following matrix FML�Q ¼ h0; . . .; hL�1½ �T . In this paper we will use different forms of
LBP to create feature vectors of local blocks.

2.2 Feature Matching

The second step of the algorithm concerns nearest features matching. The obvious way
to find the nearest neighbors is a pairwise comparison of all features, which is com-
putationally inefficient O N2ð Þð Þ. To improve the speed of nearest features matching we
use one of the binary search tree structures – k-d tree.

We use FML�Q to generate the tree withMatlab k-d tree implementation – createns.
There is used Euclidean distance as distance measure. The number of the nearest
neighborsKwas set to 8. Matched features indexes are stored in the matrixDL�K , created
at the end of tree constructing procedure. Its elements dij ¼ arg hdij

� �
; dij 2 Nþ

0;L�1½ �= if g
correspond to the indexes of matched features that are the nearest neighbors to hi.

2.3 Post Processing

The last step of the copy-move detection scheme is made to filter the results of features
matching from false positives. During this step, we select such only features pairs
hi; hj
� �

, which meet the following conditions:

1. 8i 2 0; L� 1½ �; j 2 0;Q� 1½ �; hi � hdij
�� ��� 1, where �k k is a Euclid norm;

2. 8i 2 0; L� 1½ �; j 2 0;Q� 1½ �; d hi; hdij
� �� 10, where d hi; hj

� �
is a distance between

hi and hj.

For each pair meeting these constraints we calculate the difference between the
corresponding block positions and their frequency. The most frequently occurred
features are marked as copy-move in the result image.
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3 Binary Gradient Contours

BGC were proposed by Fernández et al. [11]. BGC belong to the class of descriptors
based on pairwise comparison of pixel values selected in a clockwise order from a
neighborhood using some pre-defined route. It is obvious that the number of different
methods of BGC construction depends on the number of different routes for the
neighborhood. Three ways of BGC calculation were proposed [11], which will be
denoted later as BGC_1, BGC_2 and BGC_3.

The first two methods use one route for the whole neighborhood of the central pixel
to generate the code. The first method is described by the following sequence
0; 1; 2; 3; 4; 5; 6; 7; 0f g, where ‘0’ denotes to the index of the upper left pixel in the

neighborhood. In this case the BGC code is calculated as follows:

BGC1 xc; ycð Þ ¼
X7
i¼0

I fi � f iþ 1ð Þmod 8 � 0
� � � 2i: ð1Þ

The second method is based on the route of the form 0; 3; 6; 1; 4; 7; 2; 5; 0f g. In this
case the BGC code is calculated as follows:

BGC2 xc; ycð Þ ¼
X7
i¼0

I f3imod 8 � f3 iþ 1ð Þmod 8 � 0
� � � 2i: ð2Þ

Both methods generate 28 � 1 different code values.
The third method of BGC code calculation is different from the previous ones. It is

based on two different routes – 1; 3; 7; 5; 1f g and 0; 2; 4; 6; 0f g. Every route usage
leads to 24 � 1 different codes and the whole BGC code is calculated as follows:

BGC3 xc; ycð Þ ¼ 24 � 1
� � �X3

i¼0

I f2i � f2 iþ 1ð Þmod 8 � 0
� � � 2i

þ
X3
i¼0

I f2iþ 1 � f 2iþ 3ð Þmod 8 � 0
� � � 2i � 24:

ð3Þ

4 Geometric Local Binary Pattern

The GLBP technique [12] characterizes changes of intensities for a pixel neighborhood
by evaluating neighboring points on circles with different radii around the center pixel
(Fig. 2). We take 7 � 7 neighborhood of a pixel and calculate intensities of points
lying on three circles with radii: r1 ¼ 0:7071, r2 ¼ 1:7725, and r3 ¼ 0:30536. These
points are equally spaced by an angle 2p=N, N 2 4; 12; 20f g. Consequently, we have
36 interpolated points, which values will be used further to compute GLBP codes.
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The intensity of every interpolated point is computed through bilinear interpolation.
If we consider calculating the intensity value of point P x; yð Þ, we use the following
equation:

fP ¼ 1� x xð Þ � fi;j fi;jþ 1

fiþ 1;j fiþ 1;jþ 1

� �
� 1� y

y

� �
;

where x; y 2 0; 1½ � are Cartesian coordinates within 2� 2 neighborhood of P x; yð Þ.
The coordinates x; yð Þ are calculated as follows:

x ¼ ri � cos pþ 2pnð Þ=Nð Þ; y ¼ ri � sin pþ 2pnð Þ=Nð Þ;

where n 2 0; N � 1½ �, i ¼ 1::3.
When all the locations and intensity values of the interpolated points are calculated,

we proceed to GLBP code evaluation. First, the intensity values of the points are
compared. The intensity value of every point is compared to the intensity value of the
nearest neighbor on an inner circle. The intensity value of a point of the circle with
radius r1 is compared to the intensity value of the center pixel. Some points on the
circle with radius r3 are compared to the average of the intensity values of their two
nearest neighbors. Figure 3 shows circle points comparison pattern: the arrows show
points to compare.

Fig. 2. 36 interpolated points.

Fig. 3. Intensity values comparison pattern.
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Second, we form the matrix B6�6 that contains comparison results of intensity
values. Matrix element is assigned one if the corresponding point intensity value is
bigger than the intensity value to which it is compared, otherwise it is assigned zero.

Finally, using these bit values, we calculate 8 6-bit sequences according to the
scheme on Fig. 4 and form a 8� 6 bit matrix, which is called the GLBP code.

5 Local Derivative Pattern

LBP code is a result of applying the first-order derivative of the neighborhood of the
center pixel. For a more informative description of the image the operator LDP was
proposed in [13]. This operator allows encoding the information obtained as high-order
derivatives calculation.

The first-order derivatives along 0
	
; 45

	
; 90

	
and 135

	
directions are denoted as

f 0aðx0; y0Þ, where a ¼ 0
	
; 45

	
; 90

	
; 135

	
. The first-order derivatives at ðx0; y0Þ position

can be written as follows:

f 00ðx0; y0Þ ¼ f0 � f4; f 045ðx0; y0Þ ¼ f0 � f3;

f 090ðx0; y0Þ ¼ f0 � f2; f 0135ðx0; y0Þ ¼ f0 � f1:
ð4Þ

The second-order directional LDP along the a direction at ðx0; y0Þ is defined as
follows:

LDP2
aðx0; y0Þ ¼I2 f 0aðx0; y0Þ; f 0aðx1; y1Þ

� �
;

I2 f 0aðx0; y0Þ; f 0aðx2; y2Þ
� �

;

. . .

I2 f 0aðx0; y0Þ; f 0aðx8; y8Þ
� �

;

ð5Þ

where I2 is a predicate defined as follows:

I2ðm; nÞ ¼ 0; m � n� 0
1; m � n\0

	
: ð6Þ

Finally, the second-order LDP is defined as the concatenation of the four 8-bit
directional LDPs:

Fig. 4. Bit sequence generating scheme.
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LDP2ðx; yÞ ¼ LDP2
aðx; yÞja ¼ 0

	
; 45

	
; 90

	
; 135

	
 �
: ð7Þ

As it can be seen from the equations above, LDP operator assigns a code to each
pixel of the image by comparing two derivatives along the same direction for two
adjacent pixels. Then obtained codes are concatenated into a single sequence of 32 bits.
Derivative equations along a direction are performed using 16 primitive patterns
(Fig. 5). These patterns characterize distinctive spatial relationships in the local area.

Each of the 16 primitive patterns in Fig. 5 belongs to one of the two groups: a 3-
point pattern or a 4-point pattern. A 3-point pattern is assigned to the value ‘0’, if it
increases or decreases monotonically (Fig. 5c). In other case, a pattern is assigned to
the value ‘1’ (Fig. 5a). Similarly, 4-point pattern is assigned to the value ‘1’ if there is a
change of the derivative sign (Fig. 5b), and ‘0’ if it increases or decreases monoton-
ically (Fig. 5d). Thus, the binary code of the image area is formed using the local
transitions based on the primitive patterns.

6 Experiments

To carry out research we used a standard PC (Intel Core i5-3470 3.2 GHz, 8 GB
RAM). Existing copy-move datasets do not contain all the types of cope-move blocks
transformations to do research. This is why we selected 10 grayscale images with size
512 � 512 and generated forgeries using a self-developed automatic copy-move
generation procedure. There were used five types of transforms to create copy-move
regions: linear contrast enhancement, JPEG compression, additive noise, rotation and
scale.

Four sets of test images were constructed with different copy moved region’s size,
48 � 48, 64 � 64, 96 � 96, and 128 � 128. In each set, the images were forged by

a-1) a-2) a-3) a-4) 

b-1) b-2) b-3) b-4) 

c-1) c-2) c-3) c-4) 

d-1) d-2) d-3) d-4) 

Fig. 5. Primitive patterns used in LDP.
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copying a square region at a random location and pasting it to a random non-
overlapping position in the same image. There were created 250 forgeries in a set: 25
images for each of the 10 initial images (5 images for each transform type), which were
further analyzed using the proposed detection algorithm. Examples of generated images
are presented in Fig. 6.

To evaluate the performance of the proposed copy-move forgery detection method
F1_Score (F1) measure is used. It is calculated based on Precision (p) and Recall (r)
values. They are calculated using true positive (TP), false positive (FP) and false
negative (FN) values. In the sense of copy-move detection task TP means the number
of correctly detected duplicates, FP – the number of duplicates that have been erro-
neously detected as copy-move and FN – the falsely missed duplicates. Therefore, p,
r and F1 values are defined as follows:

p ¼ TP
TPþFP

; r ¼ TP
TPþFN

;F1 ¼ 2 � p � r
pþ r

:

Further we compare the proposed solution based on LBP features with the leading
dense-field approaches, provided in [6]. It should be mentioned that the proposed LBP-
based features use lead to significantly less computational complexity than many other
features (PCA, DCT, Zernike, etc.).

Fig. 6. Copy-move forgeries examples (from left to right, row-wise): contrast enhancement
(baboon eyes), additive noise, rotation (small pepper to the left) and scale (waterfall right part)
transforms of duplicates
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Experimental results presented in Tables 1, 2, 3, 4 and 5 show F1 values for
different transforms (distortions) of duplicates embedded in an image. Conducted
research shows that LBP-based features (GLBP, LDP and BGC) can be effectively
used for copy-move detection on a wide range of distortion parameters. It can be
clearly seen that the proposed features show better results in comparison with the best

Table 1. F1 detection quality measure values for linear contrast enhancement of duplicates.

y = a * x + b LBP Uniform LBP BGC_1 GLBP LDP

a = 0.9; b = −25 0.84 0.82 0.85 0.91 0.90
a = 0.7; b = −20 0.84 0.75 0.86 0.91 0.89
a = 0.5; b = −15 0.83 0.75 0.85 0.92 0.88
a = 0.3; b = −10 0.51 0.45 0.59 0.90 0.89
a = 0.2; b = −5 0.06 0.04 0.29 0.89 0.88
a = 0.2; b = −5 0.40 0.41 0.46 0.90 0.88
a = 0.3; b = 10 0.74 0.65 0.78 0.91 0.90
a = 0.5; b = 15 0.91 0.87 0.88 0.93 0.91
a = 0.7; b = 20 0.90 0.88 0.89 0.92 0.91
a = 0.9; b = 25 0.92 0.90 0.88 0.93 0.91

Table 2. F1 detection quality measure values for JPEG compression of duplicates.

Q LBP Uniform LBP BGC_1 GLBP LDP KPCA [6] DCT [6]

95 0.85 0.84 0.84 0.93 0.83 0.95 0.88
90 0.78 0.64 0.69 0.90 0.81 0.89 0.84
85 0.56 0.00 0.36 0.91 0.76 0.83 0.78
80 0.00 0.00 0.03 0.88 0.70 0.82 0.80
75 0.00 0.04 0.03 0.85 0.60 0.71 0.73
70 0.00 0.00 0.03 0.85 0.54 0.71 0.73
65 0.00 0.00 0.03 0.82 0.46 0.66 0.66
60 0.00 0.00 0.03 0.82 0.30 0.65 0.66
55 0.00 0.00 0.03 0.79 0.21 0.63 0.65
50 0.00 0.00 0.03 0.82 0.10 0.64 0.63

Table 3. F1 detection quality measure values for duplicates with additive Gaussian noise.

Noise STD LBP Uniform LBP BGC_1 GLBP LDP DCT [6] PCA [6]

0.02 0.28 0.31 0.58 0.52 0.48 0.63 0.62
0.04 0.00 0.05 0.03 0.19 0.20 0.55 0.48
0.06 0.00 0.00 0.06 0.00 0.10 0.50 0.34
0.08 0.00 0.03 0.02 0.00 0.05 0.40 0.26
0.10 0.00 0.04 0.04 0.02 0.00 0.30 0.21
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solutions from the survey [6]. However, for extreme values of transformations
parameters LBP-based features show low quality measure values and more research
needed in this field.

7 Conclusion

In this paper, we proposed a copy-move detection algorithm based on the different
forms of LBP. The developed solution showed considerable increase in Precision and
Recall values in comparison with state-of-the-art features [6] for wide ranges of
transform parameters. We could gain better performance for duplicates transformed
with JPEG compression, rotation and scale. Further we will carry out research in
developing an algorithm using different LBP-based features fusion techniques to
increase performance results, because some experiments showed better performance for
BGC features for certain transform parameters ranges.

Acknowledgements. This work was supported by the Federal Agency of Scientific Organiza-
tion (Agreement 007-3/43363/26) in parts “Copy-move detection scheme” and “Binary Gradient
Contours” and by the Russian Foundation for Basic Research (no. 19-07-00138) in parts
“Geometric Local Binary Pattern”, “Local Derivative Pattern” and “Experiments”.

Table 4. F1 detection quality measure values for rotation transform of duplicates.

Angle LBP Uniform LBP BGC_1 GLBP LDP Zernike [6] Bravo [6]

1 0.97 0.90 0.99 0.94 0.48 0.89 0.83
2 0.95 0.87 0.97 0.91 0.20 0.72 0.45
5 0.81 0.65 0.88 0.75 0.72 0.42
7 0.71 0.62 0.74 0.58 0.10 0.68 0.38
10 0.49 0.45 0.54 0.45 0.65 0.36
12 0.43 0.31 0.36 0.42 0.05 0.60 0.36
15 0.32 0.31 0.29 0.42 0.00 0.45 0.35

Table 5. F1 detection quality measure values for scaling transform of duplicates.

Scaling factor LBP Uniform LBP BGC_1 GLBP LDP Zernike [6] KPCA [6]

0.75 0.00 0.00 0.03 0.60 0.54 0.29 0.30
0.8 0.00 0.00 0.20 0.66 0.60 0.42 0.36
0.85 0.29 0.03 0.22 0.63 0.67 0.60 0.58
0.9 0.57 0.07 0.38 0.84 0.82 0.74 0.70
0.95 0.61 0.39 0.51 0.86 0.88 0.77 0.74
1.05 0.52 0.25 0.47 0.67 0.82 0.75 0.77
1.1 0.55 0.27 0.48 0.78 0.79 0.70 0.75
1.15 0.37 0.01 0.28 0.61 0.71 0.55 0.56
1.2 0.23 0.03 0.23 0.45 0.53 0.30 0.35
1.25 0.04 0.02 0.03 0.38 0.46 0.20 0.24

Copy-Move Detection Based on Different Forms of Local Binary Patterns 189



References

1. https://www.brandwatch.com/blog/47-facebook-statistics-2016/
2. https://www.brandwatch.com/blog/37-instagram-stats-2016/
3. Bayram, S., Sencar, H.T., Memon, N.: An efficient and robust method for detecting copy-

move forgery. In: Proceedings of the IEEE International Conference on Acoustics, Speech
and Signal Processing, pp. 1053–1056 (2009)

4. Bravo-Solorio, S., Nandi, A.K.: Exposing postprocessed copy–paste forgeries through
transform-invariant features. IEEE Trans. Inf. Forensics Secur. 7, 1018–1028 (2012)

5. Cao, Y., Gao, T., Fan, L., Yang, Q.: A robust detection algorithm for copy-move forgery in
digital images. Forensic Sci. Int. 214, 33–43 (2012)

6. Christlein, V., Riess, C., Jordan, J., Angelopoulou, E.: An evaluation of popular copy-move
forgery detection approaches. IEEE Trans. Inf. Forensics Secur. 7, 1841–1854 (2012)

7. Huang, Y., Lu, W., Sun, W., Long, D.: Improved DCT-based detection of copy-move
forgery in images. Forensic Sci. Int. 206, 178–184 (2011)

8. Mahdian, B., Saic, S.: Detection of copy–move forgery using a method based on blur
moment invariants. Forensic Sci. Int. 171, 180–189 (2007)

9. Muhammad, G., Hussain, M., Bebis, G.: Passive copy move image forgery detection using
undecimated dyadic wavelet transform. Digit. Invest. 9, 49–57 (2012)

10. Kang, X., Wei, S.: Identifying tampered regions using singular value decomposition in
digital image forensics. In: Proceedings of the 2008 IEEE International Conference on
Computer Science and Software Engineering, pp. 926–930 (2008)

11. Fernández, A., Álvarez, M.X., Bianconi, F.: Image classification with binary gradient
contours. Opt. Lasers Eng. 49(9–10), 1177–1184 (2011)

12. Orjuela Vargas, S.A., Yañez Puentes, J.P., Philips, W.: The geometric local textural patterns
(GLTP). In: Brahnam, S., Jain, L.C., Nanni, L., Lumini, A. (eds.) Local Binary Patterns:
New Variants and Applications. Studies in Computational Intelligence, vol. 506, pp. 85–112.
Springer, Heidelberg (2014). https://doi.org/10.1007/978-3-642-39289-4_4

13. Zhang, B., Gao, Y., Zhao, S., Liu, J.: Local derivative pattern versus local binary pattern:
face recognition with high-order local pattern descriptor. IEEE Trans. Image Process. 19(2),
533–544 (2010)

190 A. Kuznetsov

https://www.brandwatch.com/blog/47-facebook-statistics-2016/
https://www.brandwatch.com/blog/37-instagram-stats-2016/
http://dx.doi.org/10.1007/978-3-642-39289-4_4


Emotion Recognition of a Group
of People in Video Analytics Using Deep

Off-the-Shelf Image Embeddings

Alexander V. Tarasov(B) and Andrey V. Savchenko

National Research University Higher School of Economics, Nizhny Novgorod, Russia
alxndrtarasov@gmail.com, avsavchenko@hse.ru

Abstract. In this paper we address the group-level emotion classifica-
tion problem in video analytic systems. We propose to apply the MTCNN
face detector to obtain facial regions on each video frame. Next, off-the-
shelf image features are extracted from each located face using prelim-
inary trained convolutional neural networks. The features of the whole
frame are computed as a mean average of image embeddings of individ-
ual faces. The resulted frame features are recognized with an ensemble
of state-of-the-art classifiers computed as a weighted sum of their out-
puts. Experimental results with EmotiW 2017 dataset demonstrate that
the proposed approach is 2–20% more accurate when compared to the
conventional group-level emotion classifiers.

Keywords: Group emotion recognition · Video-analytic system
Convolutional neural network · Face detection

1 Introduction

Emotion recognition can potentially become a foundation for a lot of busi-
ness applications in such video-analytic fields as smart advertising, education,
surveillance, human computer interaction, etc. [1]. As video analytic systems
constantly observe multiple persons, group-level analysis [2] raises another issue
of decision-making. There exist several known solutions, such as temporal mul-
timodal fusion [3], combining recurrent neural network and 3D convolutional
neural networks (CNNs) [4], Bayesian classifiers [5], transfer learning [6,7], were
used. The challenges of contemporary video emotion classification methods usu-
ally include requirements of real-time processing and low quality of video content
provided by typical cameras. Therefore, the goal of our research is to provide
an algorithm which is able to process group-level emotion recognition in videos
recorded in low resolution, containing several faces. To address the issue of low
video quality we locate the facial regions on the frames using Multi-task Cas-
caded Convolutional Networks (MTCNN) face detector [8]. We examine two
simple CNN architectures pre-trained for emotion recognition in low resolution
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facial photos in order to extract feature vectors of detected faces. The facial
feature vectors are aggregated and recognized using a weighted sum of outputs
of several classifiers.

The rest of the paper is organized as follows. In Sect. 2 we introduce the
proposed algorithm. Experimental results are presented in Sect. 3 group-level
emotion recognition sub-challenge of EmotiW 2017 (Emotion Recognition in the
Wild) [2]. Concluding comments are given in Sect. 4.

2 Materials and Methods

In this paper we focus on prediction of the average mood of a group of people
given an input sequence of video frames {X(t)}, t = 1, 2, ..., T [9]. Here t is a
number of frame and T is the total number of frames in an observed video.
For simplicity, it is assumed the video clip can be characterized with only one
emotion. We consider the classification task, in which the video is associated
with one of C > 1 emotional categories. The classes are defined with the aid of
N ≥ C reference group-level photos, and the class label cn ∈ {1, ..., C} of each
n-th reference image is known.

Let us assume that there is no video data in a training set. Hence, instead
of considering a temporal coherence of sequential frames, we predict emotions
of each frame independently. If the size N of the training set is not very large,
a deep CNN cannot be trained from scratch. As the most valuable information
about emotion is contained in facial expressions of observed persons, we detect
all the faces on each frame. The resolution of videos is rather low, and each face in
a group photo can be very small. Hence, we implement the CNN-based method,
e.g., the MTCNN [8] or the Tiny face detector [10] instead of traditional Viola-
Jones cascade classifier of the Histogram of Oriented Gradients (HOG) detector.

Next, the features of each detected face should be computed. Nowadays it
is typical to use domain adaptation techniques with a deep CNN, which was
pre-trained for a similar task. Many existing emotion recognition methods [6,7]
transfer the knowledge from face identification task and use such pre-trained
facial descriptors as VGG-Face, VGGFace2, ResFace, CenterFace, etc. However,
such descriptors require large resolution of an input facial image (usually, 224 ×
224) and are not so accurate for tiny facial regions. Moreover, the inference
time of large CNN is also too large to implement the video frame processing in
real-time. Thus, we decided to use an existing small CNN trained to recognize
emotion of low resolution facial photos. In particular, we used FER-2013 dataset
with 48×48 images. The facial features are computed as the L2-normed outputs
of the last but one (“embedding”) layer. The whole frame is associated with the
mean of individual facial embeddings. The same feature extraction procedure is
repeated for all N reference images from the training set. Next, we use the set
of the feature vectors to train K ≥ 1 traditional classifiers, e.g., SVM, Random
Forest, Gradient boosting, etc. A final decision for the resulted feature vector of
the input frame is made as a weighted sum of the outputs (scores or posterior
probabilities) of these classifiers, in which the weights wk of the k-th classifier
are chosen proportionally to its validation accuracy.
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The complete proposed procedure is presented in Algorithm 1. It was imple-
mented in a stand-alone Python application using OpenCV, scikit-learn libraries
with Keras and TensorFlow frameworks. This application allows dynamical
changing the ensemble composition and method of final labeling of single frames.
Also, it is quite easy to add new pre-trained classifiers into set by providing the
application with serialized objects of classifiers. Our software predicts one of
C = 3 emotion labels (Positive, Neutral or Negative) learned on the EmotiW
2017 training set [2].

Algorithm 1. Proposed procedure of video-based group emotion recognition
Require: N training images of group-level emotions, observed video frames

{X(t)}, t = 1, 2, ..., T
Ensure: Emotion label of the input video
1: Train a CNN to classify emotions using an external dataset, i.e., FER-2013
2: for each training instance n ∈ {1, ..., N} do
3: Detect facial regions, extract embeddings using pre-trained CNN and obtain an

average feature vector xn

4: end for
5: Learn K classifiers using set of feature vectors {xn}, estimate their validation

accuracy and normalize all K values in order to obtain weights wk

6: Initialize the vector of final scores sc := 0, c = 1, 2, ..., C
7: for each frame t ∈ {1, ..., T} do
8: Obtain R ≥ 0 facial regions using, e.g., MTCNN face detector
9: for each class facial region r ∈ {1, ..., R} do

10: Extract embeddings xr(t) using pre-trained CNN
11: end for
12: Compute the frame feature vector x(t) as an average of embeddings xr(t) and

normalize it
13: Initialize the vector of scores sc(t) := 0, c = 1, 2, . . . , C
14: for each classifier in an ensemble k ∈ {1, ...,K} do
15: Predict emotion label c∗ for an input vector x(t) using classifier k
16: Assign sc∗(t) := sc∗(t) + wk

17: end for
18: if R > 0 then
19: Assign sc := sc + sc(t)/R for each c = 1, 2, ..., C
20: end if
21: end for
22: return class label with the maximal score sc

In Fig. 1 we present a brief example of group-level emotion recognition. Here
the most accurate (70.9% validation accuracy) Random Forest classifier returns
a wrong Neutral emotion for video clip labeled as positive. According to our
Algorithm 1, the neutral label gets a score of 0.709. However, when Linear SVM
(70.3% validation accuracy) and RBF (Radial Basis Function) SVM (69.3% accu-
racy) are included into an ensemble, we are able to obtain the correct category,
since the positive label gets score 1.396 (0.703 + 0.693) because it is chosen by
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both SVMs. Hence, our weighted ensemble makes it possible to correct a wrong
decision of the most accurate classifiers.

Fig. 1. An example of group-level emotion recognition in the developed application.

3 Experimental Results

As there is no publicly available dataset of videos of a group of people, we pro-
vided here an experimental study for a group-level emotion recognition in single
images. To validate the accuracy of group emotion recognition during the experi-
mental study we used EmotiW 2017 dataset [2], in which the training/validation
sets have been taken from the Group Affect Database 2.0. The training set con-
sists of 3630 photos for C = 3 emotion classes and the validation set includes
2065 photos.

We were able to locate 19291 faces on the images from both sets using
HOG descriptor from DLIB library. As there were many small unrecognized
faces we used MTCNN Face Detector [8]. Though the false positive rate of both
detectors was identical, MTCNN Face detector located 2.8-times more (54053)
faces. We examined two known CNNs for feature extraction trained to clas-
sify 7 emotions (Angry, Disgust, Fear, Happy, Sad, Surprise, Neutral) from the
FER-2013 dataset. The first one (hereinafter “CNN-5”) includes 5 convolution
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layers, Global Average Pooling, PReLU activation layer and 3 sequential fully
connected layers [11]. The second one is a fully-convolutional CNN architecture
(hereinafter “FCN”) composed of 10 convolution layers, ReLUs, BatchNorm and
Global Average Pooling1. The accuracies on the FER-2013 validation subset are
equal to 68% and 66% for CNN-5 and FCN, respectively. Selected architectures
show comparatively high accuracy among CNN with low computational diffi-
culty [11].

In order to compute final feature vectors, we aggregated either posterior
probabilities of 7 basic emotion classes at the softmax layer or the embeddings
computed at the last but one layer of both CNNs. We trained a set of con-
ventional classifiers implemented in the scikit-learn library, namely, AdaBoost,
RBF SVM, Linear SVM, Bagging with decision trees base classifier, Random
Forest, Gradient Boosting and Extra Trees. We used the grid search to tune
their parameters and PCA (Principal Component Analysis) to transform group
feature vectors into a set of principal components. For example, the usage of
80 out of 112 embeddings from FCN made it possible to increase accuracy by
approximately 2%.

Different combinations of classifiers were combined into ensembles. We tested
three following ways to aggregate individual classifiers decisions, namely, mean,
median and our weighted voting. The weighted voting achieves 1–4% higher
accuracy when compared to ensembles based on mean/median decisions. It was
experimentally noticed that ensemble of Random Forest, RBF SVM and Linear
SVM shows the highest accuracy in comparison with other combinations.

Validation accuracies of individual classifiers and the proposed approach
(Algorithm 1) with weighted outputs of Random Forest, RBF SVM and Lin-
ear SVM are presented in Table 1. The usage of CNN-5 [11] leads to 10–13%
lower accuracy when compared to FCN. The features from the softmax layer
also performs 1–2% worse than embedding one. Confusion matrix of our app-
roach with the FCN’s embeddings (Fig. 2) shows that our algorithm performs
better on Positive images, due to the large number of positive images in a train-
ing set.

As we mentioned in introduction, another important issue is the recognition
time. The average inference time running on Intel Core i5-5200U CPU, 64-bit
machine with NVIDIA GeForce 940M is equal to 32 ms and 25 ms for CNN-5 and
FCN, respectively. Our ensemble performs classification in approximately 11 ms,
which is 8 ms higher when compared to the fastest individual classifier (Random
Forest). The most time-consuming part of our algorithm is face detection. The
MTCNN [8] runs at 8–12 FPS on the high-resolution images from the EmotiW
dataset, while the Tiny face detector [10] requires several seconds to process one
group photo. Also, we do not use any techniques for obtaining global context
features [12], since it is time-consuming operation and video-analytic cameras
set in one place shoot a video with stable global context almost all the time.

1 https://github.com/LamUong/FacialExpressionRecognition

https://github.com/LamUong/FacialExpressionRecognition
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Table 1. Accuracy (%) on EmotiW 2017 validation set.

Classifiers CNN-5 FCN

Softmax Embeddings Softmax Embeddings

RBF SVM 57.0 60.5 68.5 69.3

Gradient Boosting 61.3 61.9 67.2 70.1

Extra Trees 59.1 61.9 69.6 70.2

Linear SVM 59.6 61.5 69.8 70.3

Bagging 59.0 61.5 68.8 70.7

Random Forest 58.0 59.9 69.0 70.9

AdaBoost 57.4 58.1 69.5 70.9

Proposed approach (all classifiers) 61.5 62.2 70.7 72.3

Proposed approach (Random Forest,
RBF SVM and Linear SVM)

61.9 64.2 73.2 75.5

Fig. 2. Confusion matrix of the proposed approach, EmotiW 2017 validation set.

4 Conclusion

In this paper we propose the novel algorithm for the group-level emotion recogni-
tion in videos (Algorithm 1). We implemented a special software application that
can be useful for emotion recognition in video-analytic and advertising systems.
Source code of our solution is made publicly available2.

2 https://github.com/alxndrtarasov/GrEmRec

https://github.com/alxndrtarasov/GrEmRec
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Our algorithm outperforms the known methods, namely, the baseline with
SVM for CENTRIST descriptors [2], fine-tuning of VGG-16 for the whole photos
without face detection and the deep CNNs with Bayesian classifiers [5] by 23%,
11% and 8%, respectively. Our top accuracy (75.5%) is approximately 9% higher
when compared to our previous implementation of the algorithm [7] that includes
the Tiny Face Detector, but extracts features with the VGGFace CNN. More-
over, we increase the validation accuracy by 0.2% over another known method [7]
with a fusion of 4 Random Forests classifiers for various transformations of the
VGGFace embeddings, VGG-16 descriptor and specially designed landmark fea-
tures. What is more important this heavy approach is approximately 20-times
slower than the proposed Algorithm1.

The EmotiW 2017 winner [12] obtained 80.05% validation accuracy, which
is 4.5% higher than our best result (Table 1). Their final solution contains an
ensemble of 7 models [12] trained on the scene, faces and skeletons separately.
Very deep ResNet-152, VGG-FACE and VGG-16 CNNs are used to extract fea-
tures from skeletons, faces and scene, respectively. As a result, in contrast to the
proposed Algorithm 1, such architecture is unsuitable for real-time video analytic
systems because of its extremely high run-time complexity.

In future research, we are planning to test our proposed approach for the
EmotiW 2018 dataset, which is 3-times larger when compared to the EmotiW
2017 training set. In addition, it would be important to extend the developed
algorithm for use in a case where people experience different emotions simulta-
neously and when emotions change over time. Finally, it is important to analyze
the whole image if the faces were not detected, when appropriate global descrip-
tor of the whole scene should be used [7]. In this case it will be important to
compress the large CNNs [13] in order to make it suitable for embedded systems.

Acknowledgements. The article was prepared within the framework of the Academic
Fund Program at the National Research University Higher School of Economics (HSE)
in 2017 (grant №17-05-0007) and by the Russian Academic Excellence Project “5-100”.

References

1. Krakovsky, M.: Artificial (emotional) intelligence. Commun. ACM 61(4), 18–19
(2018)

2. Dhall, A., Goecke, R., Ghosh, S., Joshi, J., Hoey, J., Gedeon, T.: From individ-
ual to group-level emotion recognition: EmotiW 5.0. In: 19th ACM International
Conference on Multimodal Interaction (ICMI), pp. 524–528. ACM (2017)

3. Vielzeuf, V., Pateux, S., Jurie, F.: Temporal multimodal fusion for video emotion
classification in the wild. In: 19th ACM International Conference on Multimodal
Interaction (ICMI), pp. 569–576. ACM (2017)

4. Fan, Y., Lu, X., Li, D., Liu Y.: Video-based emotion recognition using CNN-RNN
and C3D hybrid networks. In: 18th ACM International Conference on Multimodal
Interaction (ICMI), pp. 445–450. ACM (2016)



198 A. V. Tarasov and A. V. Savchenko

5. Surace, L., Patacchiola, M., Sönmez, E.B., Spataro, W., Cangelosi, A.: Emotion
recognition in the wild using deep neural networks and Bayesian classifiers. In:
19th ACM International Conference on Multimodal Interaction (ICMI), pp. 593–
597. ACM (2017)

6. Kaya, H., Gürpınar, F., Salah, A.A.: Video-based emotion recognition in the wild
using deep transfer learning and score fusion. Image Vis. Comput. 65, 66–75 (2017)

7. Rassadin, A., Gruzdev, A., Savchenko, A.: Group-level emotion recognition using
transfer learning from face identification. In: 19th ACM International Conference
on Multimodal Interaction (ICMI), pp. 544–548. ACM (2017)

8. Zhang, K., Zhang, Z., Li, Z., Qiao, Y.: Joint face detection and alignment using
multitask cascaded convolutional networks. IEEE Signal Process. Lett. 23(10),
1499–1503 (2016)

9. Savchenko, A.V., Belova, N.S., Savchenko, L.V.: Fuzzy analysis and deep convo-
lution neural networks in still-to-video recognition. Opt. Mem. Neural Netw. (Inf.
Opt.) 27(1), 23–31 (2018)

10. Hu, P., Ramanan, D.: Finding tiny faces. In: IEEE Conference on Computer Vision
and Pattern Recognition (CVPR), pp. 1522–1530. IEEE (2017)
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Abstract. In this paper (The first author is the 1st place winner of
the Open HSE Student Research Paper Competition (NIRS) in 2017,
Computer Science nomination, with the topic “Extraction of Visual Fea-
tures for Recommendation of Products”, as alumni of 2017 “Data Sci-
ence” master program at Computer Science Faculty, HSE, Moscow), we
describe a special recommender approach based on features extracted
from the clothes’ images. The method of feature extraction relies on pre-
trained deep neural network that follows transfer learning on the dataset.
Recommendations are generated by the neural network as well. All the
experiments are based on the items of category Clothing, Shoes and Jew-
elry from Amazon product dataset. It is demonstrated that the proposed
approach outperforms the baseline collaborative filtering method.

Keywords: Visual feature · Recommender system · Fine tuning
Collaborative filtering

1 Introduction

Conventional content-based recommender systems use only a textual information
about the product, while in terms of clothes it is not enough. Text categories and
annotations cannot fully describe the appearance of the clothes, and these cate-
gories and annotations are difficult to get as well. That is why visual features can
be helpful. Usually, a user browses through several visually similar items before
choosing the one to buy. By visually similar we mean clothes with same colors or
forms or pattern for example. As we said before, text-based systems cannot fully
estimate those parameters (how many different patterns can one manually define
in a store?), while collaborative filtering methods does not pay any attention to
product’s appearance at all, as they rely only on click or view activity.

The trend of using neural networks as part of the recommender system is
gaining in popularity [2,5,6].
c© Springer Nature Switzerland AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2018, LNCS 11179, pp. 201–210, 2018.
https://doi.org/10.1007/978-3-030-11027-7_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11027-7_20&domain=pdf
https://doi.org/10.1007/978-3-030-11027-7_20


202 E. Andreeva et al.

In this paper, we address two problems. The first one deals with extrac-
tion of visual features to find clothes that are visually similar for a product
(non-personalized recommender). The second problem is to make a personalized
recommender system based on visual features as well.

The paper is organized as follows. Section 2 briefly overviews several related
papers. Section 3 describes the introduced solutions based on pre-trained neu-
ral networks and fine-tuning schemes for product recommendation taking into
account the dataset peculiarities. Section 4 contains short dataset description
and the obtained results for seven compared models. Section 5 specially pays
attention to visual similarities and the perceived quality of the models’ outputs.
Section 6 concludes the paper.

2 Related Work

A considerable number of papers about extracting and usage of visual features
appeared in last few years [7,11]. Not all of these papers refer to a clothes images
and products, but they propose similar methods based on a transfer learning. The
main differences are in the architecture of a pre-trained net, learning method,
and training data. In Pinterest [12], different pre-trained architectures were used,
such as VGG16 [10], ResNet101, ResNet152 [4], etc. As a fine-tuning method
classification-based scheme was chosen; text search queries that match images’
annotations were used as targets to classify images. In [9], the architecture named
VisNet was proposed, which consists of parallel Shallow Nets and deep VGG16
net. The net was fine-tuned like a siamese net, taking triplets 〈q, p, n〉 as an input,
where q is a query image, p is a similar image and n is a negative example.

In [1], the dataset contained users’ marks of images similarity (links from
scene photo to products’ stand-alone images). Thus, collecting products images
from scenes required crowdsourcing.

3 Methods

3.1 Extraction of Visual Features

In our work, we use an architecture inspired by VisNet. In fact, we take a pre-
trained ResNet101 and add a parallel shallow net, which consists of only two
layers: convolution and maxpooling, as shown in Fig. 1. As a method for fine-
tuning a classification-based scheme is used. The Amazon product data is chosen
as a dataset for experiments1. One of the main reasons for choosing this dataset
is a presence of users’ behavior data (information about users purchases). In the
Amazon product dataset [8], there are no any “similar” marks as in [1], or user
annotations and text queries as in [12]. But still we do have some metadata on
products, such as title, brand, and categories. We have decided to use the words
as targets, supposing that visually similar items can be described by similar
(or the same) words. So, we have collected the words from categories, brands,

1 http://jmcauley.ucsd.edu/data/amazon/.

http://jmcauley.ucsd.edu/data/amazon/
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Fig. 1. The architecture of the deep convolutional net

and titles of products and counted them. All the words are normalized, stop-
words are removed. Some words are considered as synonyms, so their counts are
summed. We keep top-1815 words as targets for classification (it is guaranteed,
that every word is related to at least 100 products in the dataset). Thus, the task
becomes a multi-label classification problem, but slightly modified. In order to
make the Net to pay attention to all the existing classes, despite their frequency,
normally the re-balancing is used. However, it is not easy in case of multi-label
classification. So the trick with re-weighting of the impact of each class in the
loss function is used. The final loss between the target, ti, and output, oi is
defined as

loss(o, t) = − 1
n

∑

i

wi(ti · log(oi) + (1 − ti) · log(1 − oi)), where

wi is the weight of i-th class (word) and defined as

wi = (max
j∈C

(fj) + 0.01) − fi, where

fi is a frequency of a i-th word and C is the set of all classes.
A simple dense neural net (see Fig. 2) is used to generate recommendations.

As an input to the net we use a so-called “users embedding”, which is simply
the mean vector of all extracted visual features from the products that a user
purchased. The last activation is softmax, so as output we get for each product
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its probability of being purchased by this user. So, we can recommend to a person
those items that got the highest probability (except the products he has already
bought).

3.2 Forming Recommendations

We train this net by providing purchase pairs 〈user, item〉 in a row, which means
if the user has bought n products, there will be n training pairs for him. One
of advantages of this method is an absence of necessity of negative samples, for
training we use only positive ones, i.e. the facts of a purchase.

Fig. 2. The architecture of the recommender net (the layers sizes and drop-out rate
are given along the left side of the network diagram)

4 Experiments

4.1 Data

All the experiments are carried out on Amazon product data since it is open and
large dataset with the information about user’s behaviour suitable for making
personalized recommendations [8].

The dataset contains reviews on bought products from 24 non-intersected
categories, meta-information about products along with their features extracted
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by VGG16. In addition to the full set of reviews for each category the authors
provide their subsets, the so-called “5-cores”: it is guaranteed that in such subset
each user left no less than five reviews and each product has no less than five
reviews as well.

In this paper, we use mainly “5-core” of the category“Clothing, Shoes and
Jewelry”. For certain experiments extra products have been added from the same
category independently of the number of respective reviews.

After removal of duplicate reviews, the final dataset contains 278,677 reviews,
39,387 users, and 23033 products.

Each review is interpreted as a bought item independently of the obtained
rating since each user-item interaction is an important signal: the user was inter-
ested in the item, saw and bought it.

4.2 Evaluation

In this section, we describe the evaluation of the proposed models against several
baselines. The fine-tuned convolutional net indeed extracts good visual features:
as shown in Fig. 3, the nearest neighbours (in terms of L1 distance) for products
are really visually similar. But the main task is generation of personalized recom-
mendations. We have compared the methods in terms of recall@k proposed in [3].
The first model (baseline one) is collaborative filtering, trained via Alternating
Least Squares (rank = 200) (CF in Fig. 4). The second and the third models
are our simple dense neural nets, where features extracted by not fine-tuned
ResNet101 from purchased products are used (Net (ResNet) and Net (VGG)
respectively in Fig. 4). The fourth and the fifth ones are again simple dense nets,
but their user embeddings are based on vectors produced by fine-tuned ResNet
(ResNet+FT in Fig. 4); the latter of them is paired with a shallow net in paral-
lel (ResNet+FT+conv in Fig. 4). For benchmarking purposes we have included

Fig. 3. Examples of visually similar products
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two models based on logistic regression over visual features of products that a
target user bought (positive examples) or ignored (negative examples): models
LogRegr (VGG) and LogRegr (ResNet) in Fig. 4.

Fig. 4. Recall@k for seven models

As wee see in Fig. 4, fine-tuning improves the result of ResNet. Our final
model outperforms a baseline model starting from k = 15.

We use 5-fold cross-validation during the experiments taking the 5-core part
of the dataset.

Among the two models that use logistic regression, ResNet-based model has a
slightly better performance. However, this experiment rather shows that logistic
does not perform well in case of absence explicit negative examples (two times
worse than collaborative filtering via ALS).

As follows from the results in Table 1, neural network as a classifier is rea-
sonably good to capture the “peculiarities” of each user and the distributions

Table 1. The results of comparison in terms of Recall@30 and AUC

Model Recall@30 AUC

CF (ALS) 0.251± 0.005 5.470± 0.042

LogRegr (VGG) 0.1272± 0.001 2.210± 0.010

LogRegr (ResNet) 0.1273± 0.0005 2.344± 0.006

Net (VGG) 0.234± 0.002 4.524± 0.016

Net (ResNet) 0.239± 0.001 4.667± 0.007

ResNet+FT 0.2642± 0.005 5.097± 0.034

ResNet+FT+Conv 0.277± 0.007 5.508± 0.033
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of purchase probability: the figures are close to collaborative filtering and two
times higher than for logistic regression as a top-layer model (see Net (VGG)
and Net (ResNet) in the table). Since ResNet demonstrates better results, it
has been selected as a single model for further fine tuning. As one can see, final
improvement in recall and AUC is reached by fine-tuned ResNet model with
convolutional shallow net in parallel.

5 Results Analysis by Visual Inspection

In this section we delve into short visual inspection of particular recommenda-
tions provided by four studied recommenders: the collaborative filtering model,
trained via Alternating Least Squares (rank = 200); the second and the third
ones are based on features extracted with VGG16 and ResNet101 dense neu-
ral nets, with a final recommender scheme relying on logistic regression over
purchased products in terms of those features (LogRegr (VGG) and LogRegr
(ResNet) in Fig. 4); the fourth one is a dense net over user embeddings based on
vectors produced by fine-tuned ResNet (FT ResNet+conv in Fig. 4).

Fig. 5. Collaborative filtering results: queries vs top-4 similar products

As expected, collaborative filtering could only capture visually similar by
chance since it is heavily based on users’ shopping behaviour (Fig. 5).

In Figs. 6 and 7 one can see examples of products that are similar to each
other in the space of visual features learned by each model respectively. It is clear
that VGG16 takes into account color and shape while ResNet101 concentrates
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Fig. 6. VGG16: queries vs top-4 similar products. (Color figure online)

Fig. 7. ResNet101: queries vs top-4 similar products. Perfect matches w.r.t. to labelling
scheme are shown in green frames. (Color figure online)

on more abstract features (similarity by colors have been overlooked due to the
excessive net’s depth).

Subjectively, ResNet performed better since it does not demonstrates rather
rude mismatches like closeness of sport bags and ladies’ bags or high similarity
of a one color t-shirt to a tunic with a pattern.
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Fig. 8. Trained Resnet101 with a shallow convolutional net in parallel: queries vs top-4
similar products (Color figure online)

Let us have a look at the results of the fourth model in Fig. 8. It is clear that
the net shows the best results in terms of visual similarity. All the running shoes
have the same pattern though of different color. In the second row, the closest
bag is almost a copy of the original bag w.r.t. color, shape and pockets. There
are no black bags in the top-4 of the most similar bags to the original red one.

6 Conclusion and Future Work

In this paper, we have proposed a method for extracting visual features of prod-
ucts and an algorithm for making recommendations based on these extracted
features. The proposed algorithm outperforms collaborative filtering by recall@k
metric with k ≥ 15. Extracted visual features may also be used for generating a
non-personalized recommendations of similar items. In future we plan to collect
alternative datasets possibly with assessors’ marks and experiment with other
methods of fine-tuning such as siamese nets.
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Abstract. In this paper, we consider semi-supervised regression prob-
lem. The proposed method can be divided into two steps. In the first step,
a number of variants of clustering partition are obtained with some clus-
tering algorithm working on both labeled and unlabeled data. Weighted
co-association matrix is calculated using the results of partitioning. It
is known that this matrix satisfies Mercer’s condition, so it can be used
as a kernel for a kernel-based regression algorithm. In the second step,
we use the obtained matrix as kernel to construct the decision function
based on labelled data. With the use of probabilistic model, we prove
that the probability that the error is significant converges to its mini-
mum possible value as the number of elements in the cluster ensemble
tends to infinity. Output of the method applied to a real set of data
is compared with the results of popular regression methods that use a
standard kernel and have all the data labelled. In noisy conditions the
proposed method showed higher quality, compared with support vector
regression algorithm with standard kernel.

Keywords: Regression analysis · Cluster analysis
Ensemble clustering · Kernel methods

1 Introduction

Regression task consists in detecting a hidden regularity in a set of data objects
expressed in some value which is commonly referred to as a response variable.

Consider a general population X of objects where each object has a number
of features and a set of responses of objects Y . There is unknown target function
f∗ : X → Y that needs to be approximated. Let all objects be described by
real-valued features and responses also be real-valued.

In the problem of semi-supervised regression [4], we have an input data set
XN = {x1, . . . , xN} of objects—a random sample from X. Objects from XN can
be divided into two parts:

– Xc = {x1, . . . , xk} are objects with known values of Y in the corresponding
set Yc = {y1, . . . , yk}, yi = y(xi) is a response variable;

c© Springer Nature Switzerland AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2018, LNCS 11179, pp. 211–220, 2018.
https://doi.org/10.1007/978-3-030-11027-7_21
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– Xu = {xk+1, . . . , xN} are objects with unknown values of Y .

In this paper we consider that it is required to perform so-called transductive
learning, i.e., build a decision function f : Xu → Y optimizing a certain quality
criterion.

There are many approaches to solving regression problems. Both parametric
and nonparametric approach can be used. Parametric methods such as General-
ized Least Squares are based on the assumption that the function has a known
form with unknown parameters. Parameters need to be chosen to minimize the
standard deviation that is an example of quality criterion [1]. Nonparametric
approaches do not impose such restrictions on the target function [2]. Tradi-
tional parametric and nonparametric methods usually work well if their under-
lying assumptions are true, but can give misleading results otherwise. Robust
regression methods are designed to be used in case of violations of assumptions
by the underlying data-generating process [3].

However, the development of methods that give effective and robust solutions
in cases characterized by complex data structures, nonlinearity of dependencies
and noisiness, remains an urgent task.

Since we identify an object with a point of a finite-dimensional feature space,
some characteristics of real structure of the object set can become rather difficult
to distinguish in such a projection of potentially infinite-dimensional space of
data properties onto the feature space. Thus the linkage between an object and
the corresponding value of a response variable can also be blurred.

Sometimes in that case it is useful to consider the objects from a different
point of view and to characterise the object set with another set of features
and points in a new, possibly very high dimensional, feature space. Kernel-based
methods are able to limit the consideration of this new feature space to com-
puting the dot product of feature vectors in it without even knowing what this
space is. By identifying the appropriate kernel, we can restore the regularities of
data structure.

Previous kernels are usually able to detect certain data structures and one
needs to guess what kernel should be used in a particular case. The more dimen-
sions a feature space has, the harder it is to assess its structure. Algorithms of
cluster analysis joint into ensemble in this paper are expected to form the univer-
sal proximity metrics that helps one to choose the kernel that corresponds to the
structure of the set of data. Moreover, standard regression analysis methods are
usually very unstable to noise. Our task is to propose a method that overcomes
mentioned difficulties.

2 Methodology

Suppose that the set of objects identified with X is divided into several classes
CX

1 , . . . , CX
p , directly unobservable, and belonging to a certain class CX

i reflects
the value of Y . There can exist latent variables h1, . . . , hp such that if xi ∈ CX

k

then yi = y(xi) = hk + ε, where ε is a random value with mean E[ε] = 0
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and variance var[ε] = const. Forms of the dependence of yi on xi can also
differ depending on the class of xi. For example, the condition of the patient’s
cardiovascular system (sick or healthy) manifests itself through such observable
characteristics as upper and lower blood pressure, heart rate. If this assumption
is fulfilled, the belonging of objects to one class reflects the proximity of their
responses.

Semi-supervised regression using ensemble clustering can be divided into two
basic parts. This method first generates different partitions on all data objects
using clustering algorithms, and then calculates the averaged co-association
matrix using different partitions. In the second step, it uses the averaged co-
association matrix so obtained previously as the kernel for the existing kernel
based methods such as Support Vector Regression (SVR) and Nearest Neigh-
bor Regression (NNR) for training these algorithms on Xc. Finally, we use this
trained machine learning model for regression task on the unmarked data Xu.

2.1 Cluster Ensembles and Co-association Matrices

Ensemble clustering is one of the implementations of the collective methodology
in machine learning. There are many ways of combining algorithms into an
ensemble [5,6]. One of the approaches is evidence accumulation [7]. Following it,
the decision is found in three steps. First of all, a number of clustering variants
are obtained. For each partition, the co-association boolean N × N matrix is
calculated, where N is number of objects in X. The matrix elements indicate
if the pair belongs to the same cluster or not. In the second step, the weighted
co-association matrix is found taking into account all the obtained variants of
partition; the weights can be equal or reflect some quality and diversity estimates
of the partitions. In the final step, the matrix elements are used as new similarity
measures between data points to construct the final partition (if clustering task
is considered) or to build the regression function (in regression analysis case).

Using a cluster ensemble usually helps to construct robust and effective solu-
tion, especially in case of noisy data or uncertainty in data model. Generally,
the metrics given by a co-association matrix reflects the data structure better
than the metrices used in each individual algorithm.

Consider a set of various clustering algorithms μ1, . . . , μm, . . . , μM (such as
k-means, spectral clustering, hierarchical partitioning, etc.). Let algorithm μm

work several times with different parameter settings. In each lth run, the algo-
rithm generates a partition composed of Kl,m groups, l = 1, . . . , Lm, where Lm

is total number of runs for μm. To calculate the averaged co-association matrix
H, we consider clustering results for all available objects XN = {x1, . . . , xN}.
Elements of the matrix are:

h(i, j) =
M∑

m=1

αm
1

Lm

Lm∑

l=1

hl,m(i, j), (1)

where i, j ∈ {1, . . . , N} are the object numbers (i �= j), αm ≥ 0 are given weights,
M∑

m=1
αm = 1; hl,m(i, j) = 0 if the pair (i, j) belongs to different clusters in l-th
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variant of partition obtained by algorithm μm, otherwise it equals one. The
weights αm can be the same or, for example, reflect the correspondence between
the partition of objects formed by μm and real groups of their responses.

2.2 Combination of Cluster Ensemble and Regression Algorithms

In the field of kernel-based pattern analysis the following theorem is in the basis:

Theorem 1 (Mercer). A function K(x, x′) is a kernel function (i.e., it defines
inner product in a certain feature space), iff for any set of points {xi}Ni=1 in
Rd and real numbers {ci}Ni=1 the matrix K = (K(i, j)) = (K(xi, xj))Ni,j=1 is

nonnegativity definite:
N∑

i,j=1

cicjK(i, j) ≥ 0.

This property guaranties the validity of a “kernel trick” [8]. It is also known that
function H defined in (1) satisfies Mercer’s conditions and thus can be used as
a kernel [9].

3 Co-associated Algorithms

In this paper, we propose two novel semi-supervised regression algorithms using
averaged co-association matrix as the kernel matrix for machine learning algo-
rithms, named CASVR and CANNR. These methods are both using the idea of
kernel mentioned above but differ in the regression algorithms used in the second
step. In CASVR we use Support Vector Regression algorithm, and in CANNR
Nearest Neighbor Regression method is used. Notice, that other kernel methods
of regression analysis can also be applied.

The outline of CANNR and CASVR algorithms is summarized as follows.

Algorithm CANNR (Co-associative NNR):
Input: objects Xc with known responses Yc and objects Xu; number of clustering
algorithms M , number of partition variants Lm for each algorithm μm,m =
1...,M
Output: values of responses for objects from Xu.
1. Perform clustering of objects Xc ∪ Xu with algorithms μ1, . . . , μM , having
received Lm variants of partition from each algorithm.
2. Calculate matrix H on Xc ∪ Xu under the formula (1).
3. Use NNR method: for each unmarked object x ∈ Xu find a response of the
most similar (with respect to H) marked object x′ ∈ Xc.

Algorithm CASVR (Co-associative SVR):
Input: objects Xc with known responses Yc and objects Xu; number of clustering
algorithms M , number of partition variants Lm for each algorithm μm,m =
1...,M
Output: responses of objects from Xu.
1. Perform clustering of objects Xc ∪ Xu with algorithms μ1, . . . , μM , having
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received Lm variants of partitioning for each algorithm.
2. Calculate matrix H on Xc ∪ Xu under the formula (1).
3. Train SVR on the marked data Xc using matrix H as kernel.
4. With the help of SVR predict responses for objects in Xu.

4 CANNR Convergence

Let us consider the convergence properties of CANNR algorithm within the
following probabilistic model:

– For simplicity, let us suppose that M = 1, i.e. the cluster ensemble consists
of the variants of partitions obtained by single algorithm μ with random
parameters Ω1, . . . , ΩL considered as i.i.d. values taken from some allowable
set of algorithm’s parameters.

– For fixed xi, xj ∈ Xu we denote L1(i, j) =
L∑

l=1

hl(xi, xj), and L0(i, j) =

L − L1(i, j). Quantity L1 equals to the number of variants of clustering in
which the algorithm voted to merge the pair xi, xj , and L0 is the number of
variants voted against the union. Let Y (x) be directly unobserved value of
the response for object x ∈ Xu.

– Following nearest neighbor regression rule, for all xi ∈ Xu we assign the
decision yi, where yi is the response of the nearest to xi object x′

j , j ∈ Xc

(in the sense of the measure of similarity defined by matrix H): x′
j =

arg max
xj′′∈Xc

H(xi, xj′′).

– Suppose that X is divided into several classes CX
1 , . . . , CX

p , each class CX
i

corresponding to a certain class CY
i of responses from Y due to the properties

of data distribution.
– Consider a random value

z(Y (xi), Y (xj)) =

{
1, if Y (xi) and Y (xj) are from the same class,
0, otherwise

which corresponds to the true status of the responses of the pair (xi, xj).

Under these conditions, the following property is valid:

Theorem 2. Let ∀l ∈ {1, . . . , L} and ∀xi, xj ∈ Xu the inequalities be hold:

P [hl(xi, xj) = 1|z(Y (xi), Y (xj)) = 1] >
1
2
,

P [hl(xi, xj) = 0|z(Y (xi), Y (xj)) = 0] >
1
2

and L0(i, j) = const. Then for any object xi ∈ Xu, the probability that CANNR
algorithm assigns to xi the response which does not belong to the class that
contains true value of Y (xi), Per(xi) = P [Y (xi) ∈ CY

j , y′ /∈ CY
j ], converges to

zero as L → ∞.
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Proof. Let us fix an object x ∈ Xu. Further, let x′ be the nearest neighbor of x
and y′ = Y (x′) be its response. Denote

q1 = P [hl(x, x′) = 1|z(Y (x), Y (x′)) = 1] >
1
2

q0 = P [hl(x, x′) = 0|z(Y (x), Y (x′)) = 0] >
1
2
.

Let us calculate the probability that our algorithm assigns a response from a
wrong class to x:

Per(x) = P [Y (x) ∈ CY
j , y′ /∈ CY

j ]

= P [Y (x) ∈ C
Y
j , y

′
/∈ C

Y
j | x, x

′
, h1(x, x

′
) = h

0
1, .., hL(x, x

′
) = h

0
L]

= P [z(Y (x), Y (x
′
)) = 0 | h1(x, x

′
) = h

0
1, .., hL(x, x

′
) = h

0
L]

=
P [z(Y (x), Y (x′)) = 0, h1(x, x

′) = h0
1, .., hL(x, x′) = h0

L]

P [h1(x, x′) = h0
1, .., hL(x, x′) = h0

L
]

=
P [h1(x, x

′) = h0
1, .., hL(x, x′) = h0

L | z(Y (x), Y (x′)) = 0]P [z(Y (x), Y (x′)) = 0]
∏

l
P [hl(x, x

′) = h0
l
]

=

L0∏

l=1
P [hl(x, x

′) = 0 | z(Y (x), Y (x′)) = 0]
L1∏

l=1
P [hl(x, x

′) = 1 | z(Y (x), Y (x′)) = 0]P [z(Y (x), Y (x′)) = 0]

L0∏

l=1
P [hl(x, x

′) = 0]
L1∏

l=1
P [hl(x, x

′) = 1]

=
P [z(Y (x), Y (x′)) = 0]q0

L0q1
L1

(P [h(x, x′) = 0])L0 (P [h(x, x′) = 1])L1
.

Denote

p00 = P [z(Y (x), Y (x′)) = 0, h(x, x′) = 0],
p01 = P [z(Y (x), Y (x′)) = 0, h(x, x′) = 1],
p10 = P [z(Y (x), Y (x′)) = 1, h(x, x′) = 0],
p11 = P [z(Y (x), Y (x′)) = 1, h(x, x′) = 1].

Then the random vector (h, z) follows two-dimensional Bernoulli distribution
Ber(p00, p01, p10) and

q0 =
p00

p00 + p01
, q1 =

p11
p11 + p10

,

P [h(x, x′) = 0] = p00 + p10,

P [z(Y (x), Y (x′)) = 0] = p00 + p01.
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In this case,

Per(x) = (p00 + p01)×
pL0
00 pL1

01

[(p00 + p01)(p00 + p10)]L0 [(p00 + p01)(1 − p00 − p10)]L1

=
(p00 + p01)1−L1pL0

00 pL1
01

(p00 + p10)L0(1 − p00 − p10)L1

=
(p00 + p01)1−L0pL0

00

(p00 + p10)L0

pL1
01

(p00 + p01)L1(1 − p00 − p10)L1

= A(L0)
pL1
01

(p00 + p01)L1(1 − p00 − p10)L1

= A(L0)[
p01

(p00 + p01)(1 − p00 − p10)
]L1

= A(L0)[
p01

(p00 + p01)(p01 + p11)
]L1

= A(L0)[
P [z(Y (x), Y (x′)) = 0, h(x, x′) = 1]

P [z(Y (x), Y (x′)) = 0]P [h(x, x′) = 1]
]L1 −−−−−→

L−→∞
0,

where A(L0) = (p00+p01)
1−L0p

L0
00

(p00+p10)L0 = const.

The Theorem is proved.

5 Real Data Processing

Consider the application of a semi-supervised regression method with co-
associative kernel to a real dataset. We represent the conducted experiments
using the following case.

Concrete is the most important material in civil engineering. The concrete
compressive strength is a highly nonlinear function of age and ingredients. These
ingredients include cement, blast furnace slag, fly ash, water, superplasticizer,
coarse aggregate, and fine aggregate. Let us examine the dataset [10] having 9
real-valued features (8 dimensions in feature space and one response variable we
need to predict—compressive strength) and 1030 instances—concrete construc-
tions. The actual concrete compressive strength (MPa) for a given mixture under
a specific age (days) was determined from laboratory [11]. Basic properties of
the data are given in Table 1.

The set of objects was divided into two equal parts: 515 objects in training
sample and 515 objects in the test one. CASVR and CANNR algorithms were
applied as follows.

To construct the co-association matrix, k-means algorithm was used. K-
means was chosen because its complexity is inear with respect to the number of
objects and it works fast. Different numbers of clusters were examined, and it
turned out that the most acceptable is to run the algorithm about a hundred
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Table 1. Dataset parameters

Name Data type Measurement Description

Cement (component 1) Quantitative kg in a m3 mixture Input variable

Blast furnace slag (component 2) Quantitative kg in a m3 mixture Input variable

Fly ash (component 3) Quantitative kg in a m3 mixture Input variable

Water (component 4) Quantitative kg in a m3 mixture Input variable

Superplasticizer (component 5) Quantitative kg in a m3 mixture Input variable

Coarse aggregate (component 6) Quantitative kg in a m3 mixture Input variable

Fine aggregate (component 7) Quantitative kg in a m3 mixture Input variable

Age Quantitative Day (1–365) Input variable

Concrete compressive strength Quantitative MPa Output variable

times and separate the set into 30 + q clusters on every q-th iteration. It was
mentioned that the algorithm shows good results when we consider the cluster
partition uses not the entire space of feature variables, but its two-dimensional
random subspace (this remark was especially important during the work with
datasets of higher dimension). In addition, the initial seeds for clusters were
chosen at random for every run. Thus, co-association matrices for every iter-
ation were built and then the final matrix was calculated as weighted sum of
the matrices for distinct algorithms with equal weights (averaged co-association
matrix).

In the second step, SVR and NNR methods were trained using the first part
of the object set and then applied to the second one as to test sample.

Further, some noise was added to the data. A part of the general set was
chosen at random and the values of its features were “spoiled”. To spoil the i-th
object, for every value ai,j of its j-th feature ai,j was replaced with ai,j +ε where
ε is a value of the standard normally distributed quantity.

Finally, the result of the calculation was compared with the output of the
Support Vector Regression and Nearest Neighbor Regression algorithms that use
standard kernels and have the whole set of the responses as the input.

Determination coefficient is the fraction of the variance of the dependent vari-
able explained by the considered regression model, that is, explanatory variables.
The results of the comparison of the algorithms expressed in the determination
coefficients are shown in Tables 2 and 3.

Table 2. Determination coefficients (SVR)

Kernel type Without noise 10% of noise 30% of noise 50% of noise

Linear 0.750 0.518 0.420 0.310

RBF 0.882 0.880 0.864 0.849

Co-associative 0.882 0.882 0.880 0.869
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Table 3. Determination coefficients (NNR)

Kernel type Without noise 10% of noise 30% of noise 50% of noise

Linear 0.670 0.450 0.300 0.216

RBF 0.784 0.685 0.573 0.476

Co-associative 0.780 0.700 0.674 0.620

RBF-kernel is the kernel formed with the radial basis function. For fixed
objects x and x′ it is defined as

K(x, x′) = exp(−γ‖|(x − x′)‖|2),
where γ > 0 is a parameter that must be chosen. In this experiment we put
γ = 1.

P percent of noise means that
⌊
515·P
100

⌋
of objects were chosen at random and

their features were “spoiled” so as mentioned above.
Finally, absolute values of the errors were investigated for the considered

kernels and compared with each other. Statistical tests of the significance of the
differences were conducted. Both parametric (pairwise two-tailed t-test together
with Shapiro-Wilk normality test) and nonparametric (sign test) criteria were
applied and showed that the hypothesis which assumes no significant difference
should be rejected with significance level of 0.06.

6 Conclusion and Future Work

In this paper, the new method of solving semi-supervised regression task is pre-
sented. The convergence property is proved for one of its variants within the
certain probabilistic model. The theorem proposed proves that if the algorithms
of cluster analysis applied to construct co-association matrix partition the set of
objects according to some directly unobservable class splitting, then increasing
the number of elements in the ensemble leads to a decrease of the error proba-
bility. If the condition of the interconnection between the classes of objects and
corresponding classes of their responses is satisfied, this means that the responses
obtained by the algorithm are close to the true values.

In addition, the experiments on real data are described. The proposed method
tends to show better results in comparison with the algorithms that use stan-
dard kernels. The difference in quality becomes even more noticable in noise
conditions.

In the future, we plan to investigate the issues connected with the weights
of the summands in the co-associative matrix and to find out the weights that
are optimal in the sense of their accuracy estimates. Convergence properties
of algorithms of this type should also be studied in more detail in order to
generalize the mentioned results. In particular, it is planned to consider other
kernel methods instead of NNR and SVR and to adapt the proposed method for
processing data of any type.
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Abstract. In this paper, we develop a predictive model for the multi-
phase wellbore flows based on ensembles of decision trees like Random
Forest or XGBoost. The tree-based ensembles are trained on the time
series of different physical parameters generated using the numerical sim-
ulator of the full-scale transient wellbore flows. Once the training is com-
pleted, the ensemble is used to predict one of the key parameters of the
wellbore flow, namely, the bottomhole pressure. According to our recent
experiments with complex wellbore configurations and flows, the nor-
malized root mean squared error (NRMSE) of prediction below 5% can
be achieved and beaten by ensembles of decision trees in comparison to
artificial neural networks. Moreover, the obtained solution is more scal-
able and demonstrate good noise-tolerance properties. The error analysis
shows that the prediction becomes particularly challenging in the case of
highly transient slug flows. Some hints for overcoming these challenges
and research prospects are provided.

Keywords: Multi-phase flow · Tree-based regression · Time series
Bottomhole pressure

1 Introduction

The problem of multiphase flows is encountered in many industrial applications.
In nuclear energetics, the gas-liquid flows with phase transitions are formed in
the process of reactor cooling. In the oil and gas industry, the three-phase flows
are formed in the wells and pipelines. Such flows are often transient with all
parameters varying in time and in space. For example, in the oil and gas wells the
highly transient severe or terrain-induced slugging can be formed in the system
even at the steady-state boundary conditions [1]. Typically, in the analysis of
such problems one is interested in evaluation of parameters at certain locations
(e.g., at the well bottom). This is challenging because all the parameters evolving
c© Springer Nature Switzerland AG 2018
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in time according to the complex physical phenomena. In the classical approach,
the transient multiphase flows are studied using mathematical modeling and
numerical simulations [2].

In this work, the alternative approach based on machine learning is explored.
Use of machine learning approaches to study the processes taking place in well-
bores is a relatively new area. In [3–6] Artificial Neural Networks were used to
predict steady-state bottomhole pressure (BHP) in wells operated under condi-
tions of multiphase flow. The authors assumed that the BHP is a single-valued
characteristic of a particular well that depends on wellhead pressure (WHP)
and surface flow rates that are, in turn, also single-valued characteristics of this
particular well. However, during the essentially transient process of well startup,
which we are focused on, the BHP is affected not only by the current values of
rates and the WHP, but by the states of wellbore at the previous moments of
time. In other words, the instant value of BHP is history dependent. In contrast
to previous studies, we address specifically the transient problem of predicting
the time-dependent BHP. To predict this characteristic, we must use the history
of WHP and surface rates, which are also represented as the time series. An
interested reader may also refer to similar case-study with Neural Networks as a
machine learning tool [7] and oil recovery prediction by tree-based ensembles [8].

The paper is organized as follows. In Sect. 2, we briefly describe the problem
statement. Section 3 explains the data generation process and provides the sum-
mary of prepared datasets. In Sect. 4, we mention the tree-based models used in
our experiments along with short summary of their best performance in the con-
ducted experiments; more details on the experiments and the obtained results
are given in Sect. 5. Section 6 concludes the paper.

2 Problem Statement

The proposed approach is developed for a particular problem relevant to the oil
and gas industry. To reach for the hydrocarbon bearing underground formations
the deep wells are drilled. The depth of wells can reach several thousands of
meters. Based on economical considerations, some wells are equipped with the
measurement devices installed at the well bottom (e.g. pressure gauges) or even
provided with the distributed measurement systems. However, there is a signifi-
cant number of “cheaper” wells having only surface gauges at best. Nevertheless,
to better understand and control the behavior of these wells, especially if they
demonstrate tendencies for transient behavior, the evaluation of parameters at
the well bottom is still required. Hence, the idea of the proposed approach is
to train machine learning algorithms on the set of wells containing data and
then provide predictions for the wells where no gauges were installed. To evalu-
ate the feasibility of the approach, the transient numerical multiphase wellbore
flow simulator is used [1]. The parameter of interest is the bottomhole pressure.
This parameter is transient and affected significantly by the following physical
phenomena captured by the simulator:

– Dynamics of volume fraction distributions of phase in the wellbore,
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– Velocity difference between phases (also referred to as slip),
– Compressibility of phases,
– Release of gas in the wellbore as pressure drops below the bubblepoint value,
– Friction.

The simulator is operated such that the produced results are representative of
the field data that can be recorded by the gauges.

3 Data Generation and Datasets

As it was stated above, to generate the dataset that could be used for training
and for validation, a transient multiphase wellbore flow simulator is used [1].

The behavior of a well is defined by the following set of principal parameters:

– Well geometry. The well is represented by a set of segments. Each segment i
is described by three principal numbers: measured depth MD(i), true vertical
depth TVD(i), and diameter d(i).

– Inflow. Several volumetric source terms (also referred to as sources) are
placed along the well at different points. The source term is a simplified
representation of a perforation where the fluids from the underground forma-
tion enter the wellbore. Each source i is described by its position expressed in
terms of measured depth MDs(i) and oil flow rate time series qo(t; i), water
flow rate time series qw(t; i), and gas flow rate time series qg(t; i). The sources
are sorted by their depth, so the source with i = 1 is the closest to the surface.

– Wellbore control. The wellbore is controlled with using the wellhead pres-
sure time series WHP(t).

Other parameters are not listed here because they either are kept constant
during all the experiments or are not relevant to the considered problem formu-
lation (e.g., roughness of pipe walls). Using this list of parameters, the simulator
models the transient multiphase wellbore flow over a given duration and provides
the results in terms of the following time series:

– BHP(t)—BHP (measured at the position of the source closest to the surface),
– Qo(t)—surface oil volumetric flow rate at standard conditions,
– Qw(t)—surface water volumetric flow rate at standard conditions,
– Qg(t)—surface gas volumetric flow rate at standard conditions.

Often, in a real field situation, the available data are the parameters known
before the well is started to flow and the time series that can be measured at the
surface during the flow. Therefore, we take the following list of input parameters
for our machine learning model: the WHP(t) and rates (Qo(t), Qw(t), Qg(t)),
the well geometry (MD(i), TVD(i), d(i)), and the measured depth of the source
closest to the surface that usually coincides with the position of the topmost
perforation (MDs(1)). The output of the model is the BHP(t), important and
often unknown wellbore flow characteristic.
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Massive simulations with different samples are carried out to form data suit-
able for training machine learning algorithms. The input wellbore flow param-
eters are varied in a unique (random) way for each sample. The variation is
carried out as follows:

– Ten different geometry configurations are used. For each sample, the geometry
is picked randomly. There are five types of well trajectories (Fig. 1) with
different diameter parameters (see [7] for details).

– There are six sources with positions generated randomly for each sample. To
avoid positioning of sources too close to the surface, the sources are allowed to
be located starting from the second wellbore segment. There is no limitation
imposed on spacing between sources.

– For each source, the qw(t) and qo(t) are given as

qw(t) = Cwe
− (t−A)2

B ,

qo(t) =

{
0, when t < A;

Co

(
1 − e− (t−A)2

B

)
, when t � A.

The parameters A and B of these functions are shared between water and
oil sources; the amplitudes of water and oil sources Cw and Co are chosen
independently. All parameters are generated randomly affecting amplitude,
time of maximum water flow rate, and time of oil rate buildup (Fig. 2).

– The qg(t) is fixed to zero in the current study. However, oil contains dissolved
gas so that the resulting gas rate at the outlet Qg(t) is non-zero.

– The WHP(t) is generated as a random piecewise constant/linear/quadratic
functions with parameters ti, Ai, Bi, and Ci, i = 0, k defined as

WHP(t) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
A0t

2 + B0t + C0, when t < t1;
A1t

2 + B1t + C1, when t1 � t < t2;
. . . ,

Akt
2 + Bkt + Ck, when tk � t.

In the majority of cases, the parameters were chosen so that piecewise con-
stant and linear functions are frequently generated. Also, no specific condi-
tions are imposed on the continuity and monotonicity of these functions.

Fig. 1. Schematic representation of the five types of geometry.

An example of one sample with graphs of WHP(t) and BHP(t) functions and
surface flow rates Qo(t), Qw(t), and Qg(t) are shown in Fig. 3. Note that in this
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Fig. 2. Examples of the source functions for a selected scenario. Only two out of six
sources are shown for brevity.

figure negative values of surface flow rates can be observed. This is due to the
backflow across the outlet boundary of the computation domain of the numerical
simulation that can be caused by rapid changes of WHP or may be due to the
formation of a slug flow regime in the wellbore. Usually, the periods of backflow at
surface are small compared to the overall simulation time and have no significant
influence on the overall system behavior. In reality, backflow across the oil and

Fig. 3. Example of a sample with graphs of WHP and BHP functions and the surface
flow rates Qo(t), Qw(t), and Qg(t).
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gas well outlet may also exist. However, this backflow is not measured and not
recorded because all the flow metering devices (e.g., separators) are installed
downstream of the wellhead, at significant distance.

All time-series functions are given in points 0, 0.1, 0.2, ..., 50 h (total 501
points over 50 h simulated for each sample). The total number of 3500 samples
were generated using the simulator consisting of 2000 cases with low inflow rates
of sources (and, therefore, pronounced slugging behavior) and 1500 cases with
higher inflow rates (hence, almost without slugging behavior).

After the dataset is generated, the samples are randomly mixed to avoid
formation of biased patterns. After this, the dataset is split into a set of objects
and the correct answers on them. This subset is often referred to as the training
set. In our analysis, the training set comprised 80% of samples. The remaining
part of samples constitutes the test dataset. Similarly to the training set, the
testing dataset consists of the set of objects and the correct answers on them;
however, they are not given to our learning algorithms to train on. This set
is used to evaluate the quality of a machine learning algorithm. The machine
learning problem on the generated dataset is formulated as follows. Given the
time series data at the surface, geometry parameters, and measured depth of the
source closest to the surface, predict the BHP(t) time series for a new case that
was not a part of the training dataset. The model is assumed to have access to
all the input time series values to generate prediction for any output point.

4 Tree-Based Models

Tree-based models are ones of the most popular predictive models in machine
learning: they have a high accuracy, stability and have a high level of interpreta-
tion. Unlike linear models, tree-based models can detect non-linear relationships
between the features. These models can be easily adapted to solve both classifi-
cation and regression problems.

Below we describe the methods used to predict the bottomhole pressure of
oil and gas well flows in this work.

4.1 Random Forest

A Random Forest is a predictive model consisting of a collection of tree-
structured models where each tree casts a unit vote for the best prediction [9].
This predictive model is used both in classification and regression problems, usu-
ally outperforming the classification/regression tree algorithms. In our work we
use the Random Forest Regressor from the Scikit-learn framework1 [10] to have a
look at the complexity of the predictive problem and get a first impression of the
prediction accuracy. This is not the main algorithm in our research paper and
is used mainly as a comparison background for our primary predictive model.

Overall, the Random Forest Regressor shows a good performance. By tun-
ing some of the most important parameters of the model, we have achieved
1 http://scikit-learn.org.

http://scikit-learn.org
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the following results: mean normalized root mean squared error (NRMSE) is
equal to 5.44% and worst NRMSE = 17.33% (Fig. 4). Training on a set of 1000
multidimensional time series (along with their derived features, see Sect. 5) and
predicting 500 separate series, this method performs slightly worse than the
Neural Networks (mean NRMSE = 4.0% and worst NRMSE= 17%, cf. [7]).

Fig. 4. The mean (left) and the worst (right) predicted test samples for Random Forest

4.2 Boosting Trees

Boosting refers to a class of learning algorithms that fit models by combining
many simpler models [11]. These simpler models are typically referred to as base
models and are learnt using a base learner or weak learner. These simpler models
tend to perform slightly better than a random guess, but when selected carefully
and aggregated using a boosting algorithm, they form a relatively more accurate
model. This is sometimes referred to as an ensemble model as it can be viewed
as an ensemble of base models.

In our work we use the extension of tree boosting algorithms called
XGBoost2. To be more precise, we use the XGBRegressor algorithm that solves
the regression problem using the “boosting trees” approach. This tree boosting
system gives state-of-the-art results on a wide range of problems in the classifi-
cation, regression, and ranking tasks [12].

By tuning the parameters of the model we achieved the following results:
mean NRMSE= 3.83% and worst NRMSE= 15.24% (Fig. 5). As we can notice,
the boosting algorithm outperforms Neural Networks [7] and Random Forest.

5 Experiments and Error Analysis

5.1 Impact of Feature Generation

In machine learning, feature generation is a technique that can potentially
improve model performance and detect unseen relations between features.
2 http://xgboost.readthedocs.io.

http://xgboost.readthedocs.io
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Fig. 5. The mean (left) and the worst (right) predicted test samples for XGBoost

To characterize the parameters available at surface, the time series of
WHP(t), Qw(t), Qo(t), Qg(t) are used as the input features. In the previous
study, it was found out that passing the raw time series values in the limited
time window produces good results [7]. The used set of shifted and aggregated
values consists of the following features:

– WHP(t + i), i = −2, 2, i.e. values of WHP at time point t, when BHP is
predicted, two preceding and two subsequent to t moments of WHP recording

– Qw(t + i), i = −5, 5, similar for oil and gas
– (Qw(t + i) + Qw(t + 1 + i))/2, i = 6, 12, similar for oil and gas
– (Qw(t + i) + Qw(t− 1 + i))/2, i = −12,−6, similar for oil and gas.

All the geometry and flow rates features give, in total, a vector of 74 val-
ues. In our work we used the PolynomialFeatures function from the Scikit-learn
library [10] to artificially generate new features as polynomials of the features
we already have. Unfortunately, this method makes the model and its interpre-
tation more complex, as from 74 features we obtain more than 2000 features.
For our problem, this way of generating new features have not improved the
accuracy of the predictions. We have obtained the following performance of the
XGBoost model with the extended feature space: mean NRMSE = 4.07% and
worst NRMSE= 16.89%.

Another way to generate new features is through the help of domain experts.
Discussing with the experts the lack of features that might explain better some
of the oil and gas flow properties, we ended up generating features as a ratio of
the gas flowrate to the water flowrate. The model with new features has been
slightly improved in the worst case scenario: mean NRMSE = 3.75% and worst
NRMSE = 14.98% (Fig. 6).

5.2 Grid Search by Cross-Validation

In order to get the best possible hyperparameters of the XGBRegressor
method, a cross-validation was performed on a separate dataset with 300 × 500
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Fig. 6. The mean (left) and the worst (right) predicted test samples for XGBoost over
the enhanced dataset with the domain-driven features

(multidimensional series × measurements) using the following set of tuning
parameters: max depth, learning rate, n estimators, min child weight, subsam-
ple and colsample bytree. The number of grid search experiments was 2400 for
different combinations of the provided values of tuned parameters.

Surprisingly, the set of parameters that the cross-validation test suggested
was not better than our best manual parameter settings. Thus the result of the
cross-validation test gave the following values of the XGBRegressor parameters:
max depth= 10, learning rate= 0.07, n estimators= 950, min child weight= 23,
subsample= 0.8, and colsample bytree= 0.75. The model performance using
the above set of values is the following: mean NRMSE= 3.81% and worst
NRMSE= 16.41%. By manually adjusting the parameters of the model we
get the next values: max depth= 13, learning rate= 0.04, n estimators= 800,
min child weight= 15, subsample= 0.9, and colsample bytree= 0.8. The XGBRe-
gressor method with the above settings performs as follows: mean
NRMSE= 3.81% and worst NRMSE= 15.24%.

5.3 Noisy Data

The performance of the model was also tested on noisy version of the input data
with the same parameters as in [7].

Typically, the wellhead has a hydraulic connection with the separator
installed downstream. In the separator, the phases recovered from the wellbore
are split and sent further (e.g., to production facilities). The pressure in the sep-
arator might oscillate, and the oscillations might propagate backwards and, in
turn, affect the WHP. Hence, if the separator pressure is affected by noise, then
the WHP may become noisy, too. Assuming this, we regenerated the datasets
by running the simulator on the samples with the WHP affected by noise. The
original WHP generated as described above was modified by adding a random
noise:

WHPnoise(t) = WHP(t)[1 + 0.25 · rand(−1, 1)],
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where rand(−1, 1) is the random value distributed uniformly in the range [−1, 1].
After this, the simulator is launched to provide the resulting BHP for the new
set of input data containing WHPnoise(t). The rest of inputs (e.g., sources and
well geometry) remain the same.

Training the model on data without noise and predicting time series
with noise gives the following results: mean NRMSE= 5.89% and worst
NRMSE = 19.59% (cf. [7], for neural networks it was mean NRMSE = 6.226%
and worst NRMSE = 19.24%).

Training the model on the input data with noise significantly improves the
predictions driving the errors down so that the mean NRMSE= 3.71% and worst
NRMSE = 15.21% (Fig. 7).

Fig. 7. The mean (left) and the worst (right) predicted test samples for “noisy” training
and “noisy” test data

6 Conclusions

6.1 Current Results

The proposed tree-based solutions for multiphase wellbore flows predicts the
BHP using the problem-specific input parameters: wellhead pressure, surface
flow rates, and wellbore geometry. As the transient aspects of behavior are well
captured and allow us to make predictions of the change in variables over time
one can conclude that the model does identify physical correlations intrinsic to
the considered phenomena.

The presented approach uses the multiphase wellbore flow data generated
by physics-based simulator of [1] as the training dataset. Hence, the developed
machine learning approach has a potential to process the multiphase wellbore
flow data recorded in field operations directly to yield the BHP predictions.
The presented approach can be used as an alternative to traditional solutions of
the inverse problem of determining the BHP from surface measurements for the
transient multiphase wellbore cleanup problem.

In addition to the previous study [7], we observe the following:



Tree-Based Ensembles for Predicting the Bottomhole Pressure 231

– The model can benefit from expert-driven features like the ratio of gas to
water flowrate.

– It was earlier demonstrated that the model is capable of predicting the BHP
even in the slug flow regime. Some of the samples in this regime can result in
significant prediction errors independently of the regression model; it seems
that tree-based models, as well as neural network based ones, need more such
rare examples.

– In most considered cases, the mean NRMSE value can be further reduced less
than 4%.

– The model trained on original data without noise was applied to predict
the BHP for the test dataset containing noise. Although the average error
increased, the model was capable of capturing the basic features of the noisy
transient BHP behavior.

– On an average modern computer (CPU Intel Core i7, 4 cores 2.9 GHz, RAM
size, GPU: NVidia 5200M, and HDD disk type), even without GPU usage,
tree-based models are capable to provide comparable and slightly better
results trained over the same sets within 15–40 mins rather than within 15–
25 h in comparison with neural networks (two hidden layers with 50 and 100
neurons).

6.2 Error Analysis

In order to better understand the nature of observed errors, we performed an
analysis of the test set to determine the physical characteristics of the cases
that were the most challenging for prediction. To do this, we plotted the geom-
etry type of every experiment in the test set and the overall flow rate of every
observation vs NRMSE (Fig. 8).

As one may observe, the cases with the geometry type of “2a” or “2b” in
combination with a low total flowrate result in the highest prediction error.
We believe that there are few cases with this combination of parameters in the
training set, thus, leading to the poor predictions on the test set.

6.3 Future Work

The slug flows are a challenging problem for both data-driven predictions and
classical physics-based modeling and simulation. The slug flows are characterized
by periods of time when there is no liquid production rate observed at the surface
at all. In this study, we have sorted out the cases where the model performed well
and the challenging samples as follows. All the samples with NRMSE higher than
9.8% have been identified and manually inspected (10 samples out of 500 samples
used as the test set). Several peculiarities of those time series have been identified.
According to the proposed working hypothesis, the rare combination of certain
events resulted in low presence of such cases in the generated data. So, the
straightforward approach of further improvements is to generate enough number
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Fig. 8. Geometry type (top) and total flowrate (bottom) of the observations

(up to several hundreds) of samples similar to those rare cases for training and
test the newly trained models on the original test set.

The detailed study of the models’ noise tolerance and work with real data
is left for future experiments. Another interesting venue for further studies is to
use global dependencies found as latent factors for the whole times series for one
input sample as its digital signature in addition to local features computed for a
single time step measurement and related shifts. This can be done via regularized
matrix factorization for time series [13] even in case of missing values in the input
samples.
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Abstract. The accurate geo-localization of mobile devices based upon
received signal strength (RSS) in an urban area is hindered by obsta-
cles in the signal propagation path. Current localization methods have
their own advantages and drawbacks. Triangular lateration (TL) is
fast and scalable but employs a monotone RSS-to-distance transfor-
mation that unfortunately assumes mobile devices are on the line of
sight. Radio frequency fingerprinting (RFP) methods employ a reference
database, which ensures accurate localization but unfortunately hinders
scalability.

Here, we propose a new, simple, and robust method called lookup lat-
eration (LL), which incorporates the advantages of TL and RFP with-
out their drawbacks. Like RFP, LL employs a dataset of reference loca-
tions but stores them in separate lookup tables with respect to RSS and
antenna towers. A query observation is localized by identifying common
locations in only associating lookup tables. Due to this decentralization,
LL is two orders of magnitude faster than RFP, making it particularly
scalable for large cities. Moreover, we show that analytically and exper-
imentally, LL achieves higher localization accuracy than RFP as well.
For instance, using grid size 20 m, LL achieves 9.11 m and 55.66 m, while
RFP achieves 72.50 m and 242.19 m localization errors at 67% and 95%,
respectively, on the Urban Hannover Scenario dataset.

Keywords: Non-line-of-sight
Outdoor mobile device geo-localization · Fingerprinting

1 Introduction and Literature Review

The localization of wireless mobile devices [8,20] has become a key issue in emer-
gency cases [1,6], surveillance, security, family tracking, radio network planning
and optimization, et cetera. GPS-based localization, while very accurate, is not
c© Springer Nature Switzerland AG 2018
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preferred because of its high energy consumption; thus, a wide range of tech-
nologies has emerged for localization based on received signal strength (RSS),
time of arrival (ToA), and angle of arrival (AoA). The two latter methods, ToA
and AoA, require additional equipments, such as an antenna array to time syn-
chronization between the transmitter and the receiver, while AoA requires some
array to identify the signal’s angle. However, RSS measurements are ubiquitous
and readily available in almost all wireless communication systems; hence, it
seems plausible to gain information about mobile devices’ position.

The main problem is characterized as follows: We assume that we are given
a set of antennas A = {ai = (aix , aiy ) ∈ R2} and several RSS measurements
for a single mobile phone: MRSS = [ra1 , ra2 , ...., ra|A| ], where rai

denotes RSS
from antenna ai, measured in dBm if it is observed; NaN otherwise. Antenna
ai and its location will be used interchangeably in this article. The main task
is to determine the mobile phone’s location, where its RSS measurements were
observed. A straightforward method to carry out a simple localization is the
triangular lateration (TL) that calculates the mobile phone’s location by solving
the following optimization problem:

min
(x,y)

∑

i:rai
∈MRSS

(
(aix − x)2 + (aiy − y)2 − (d(rai

))2
)2

, (1)

where d(.) denotes a distance function. For monotone functions d(.) and for at
least three measurements, the optimization problem becomes convex and avoids
the local minima phenomenon. However, there are two main issues with app-
roach. First, it requires a well-calibrated signal-to-distance conversion function
d(.). For urban areas, the COST-HATA models were developed by the COST
European Union Forum based on various field experiments and research [13].
Second, it assumes mobile devices on line of sight (LoS), which is hardly met in
practice in urban areas because signal propagation is hindered by obstacles, con-
crete constructions, churches, tunnels, underpasses, etc. In this case, the observed
distance can be decomposed as d(rai

) = Li + ei + NLOSi, where Li is the true
distance and ei is the receiver noise assumed to be a zero mean Gaussian random
variable. Note that, NLOSi � ei according to field test results.

The quantity NLOSi denotes the error caused by obstacles on the signal
propagation path. These obstacles interfere with the signal by either weakening
it or changing its path a.k.a multipath propagation. In either case, the antenna
receives weaker signals indicating mobile phones farther away than they are as
illustrated in Fig. 1A. The NLOS error can be modeled by a probabilistic dis-
tributions [5] or can be considered a deterministic error [10,12]. These methods
show promising results when few obstacles can be found on the landscape, though
how these methods will work in a dense urban area remains to be seen.

To characterize the NLoS error, we analyzed the Urban Hannover Scenario
dataset [15], which contains approximately 22 Gb of localized RSS measurements
from Hannover. For further details, see results section or [15]. In our analysis we
first selected tower ID = 183 randomly and identified mobile phones located at
the fourth degree from the tower’s azimuth. The data are shown in Fig. 1C, where
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Fig. 1. (A) Triangular lateration hindered by obstacles. D(RSS) denotes the distance
determined by RSS. The dashed circle denotes the true distance of a mobile phone
from tower B, which appears farther because of the obstacle (represented by a box)
between them. (B) Lateration in Hannover dataset using the six strongest RSSs. The
red dot denotes the mobile device’s true location, the black dots denote antennas, and
the circles denote the circle of positions. Data (User ID= 10048 and Time = 0.1) is
from [15]. (C) Location of mobiles phones (marked blue dots) from antenna ID= 183
(marked blue triangle at the bottom) at 4th degree to its azimuth (clockwise). (D)
Distance vs. RSS for phones from panel (C). (Color figure online)

the blue triangle denotes the tower’s location and where the blue dots indicate
the mobile phones’ locations. The scatter plot of the measured RSSs versus the
true distance is shown in Fig. 1D. The relationship indicates an exponential-
like correlation. However, the weaker the signal is, the noisier the correlation
becomes. As signal strength decreases, the conversion becomes more ambiguous.
For instance, an observed −90 dBm signal could indicate a mobile phone located
somewhere between 2.4 km and 4.5 km. It is also worth noticing that the phones
are not distributed evenly in this range; rather, they are concentrated at certain
distances. For instance, no phone is located between 2.5 km and 3.0 km in this
direction. This gap can be seen at the railways shown in Fig. 1C.

The radio frequency fingerprinting (RFP) [2,7] approach is designed to
overcome the NLoS problem. This is a two-phase algorithm. The first step,
called offline training phase or surveying, is to construct a reference dataset
that consists of a collection of localized RSS measurement vectors MXY =
[ra1 , ra2 , . . . , ra|A| ] all over the area, where x, y denotes its true position. In the
second phase, localization phase, the query device’s position producing MRSS is
estimated based on the nearest dataset member via a k-Nearest Neighbor (kNN)
approach. In other words, the location x, y is determined by solving the following
search problem:

x̃, ỹ = argmin
x,y

d(MRSS ,MXY ), (2)

where the distance function d(., .) can be, say, an Euclidean distance or cosine
distance [9], etc., which simply omit NaN values. One drawbacks of RFP is the
lack of scalability, which means that it can be considerably slow over large areas.

Grid systems are often utilized to mitigate data redundancy, making local-
ization faster with less memory consumption in which measurements replaced by
their grid centers. Therefore, RFP can be formulated as follows: localize query
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MRSS in the center of grid x̃y calculated by x̃y = argminxy∈G d(MRSS , μxy),
where μxy is the sample mean observed in grid xy, G denotes the set of grids
and d(., .) is a suitable distance function. This reduces search time and the size
of the reference datasets by a couple of magnitudes at the expense of localiza-
tion accuracy, and the trade-off can be controlled with the grid’s size. To make
localization even faster, Campos et al. [3] have developed filtering procedures to
reduce the search space.

Besides RFP, which is based on a k-NN, several classic machine learning
methods have been evaluated and tested on localization problems. For instance,
Wu et al. [18] have tried support vector machines, Nuño-Barrau et al. [14] have
used linear discriminant analysis, and Campus et al. and Magro et al. [4,11] have
used genetic algorithms for positioning measurements. Artificial neural networks
are also popular; they can learn a regression function to map a MRSS to its
corresponding location x̃, ỹ [16,17,19]. No matter which methods are used, they
all need to learn highly nonlinear mapping like in Fig. 1D to provide a bona fide
approximation. In our opinion, this seems quite challenging in practice.

In this paper, we present a new method called lookup lateration (LL) for the
rapid and accurate geo-localization of mobile phones based on RSS. The under-
lying idea is based on the decentralization of the reference dataset. For every
antenna tower ai ∈ A, LL builds a lookup table to store associating reference
locations, that is, τai

(rai
) = {(XY ) | rai

∈ MXY }. Therefore, the localization of
a given query MRSS can be carried out by simply determining the common loca-
tions in the associating lookup tables as follows: x̃, ỹ =

⋂
rai

∈MRSS
τai

(rai
). The

main advantages of LL compared to RFP is that LL does not need to search the
whole reference dataset, only two-six tables associated to query measurements.
This results in a great acceleration; LL is around 100 times faster than RFP on
the Urban Hannover Scenario dataset, and we believe LL can be even faster in
very big cities.

LL resembles TL to some extent. Every lookup table can be considered an
RSS-to-distance nonlinear mapping d(., .) (more precisely, a relation) w.r.t. a
given antenna tower. However, instead of solving a nonconvex optimization prob-
lem, LL carries out the localization by determining common elements in the
lookup tables. Therefore, LL does not involve local minima problems, but it
may result in multiple locations, which need to be addressed.

2 Lateration Using RSS-to-Location Lookup Tables

In the previous section, we concluded that the relationship between received RSS
and true distance is nonmonotone in dense urban areas. Using any nonmono-
tone, continuous function d(.) in Eq. 1 would result in a nonconvex optimization
problem. Here, we introduce a new procedure that we termed lookup lateration
(LL).

The procedure is provided a collection of MXY measurements annotated
with their true locations as training data. Then lookup tables τa(r) contain
mobile locations with respect to RSS r measured by antenna a. This procedure is
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shown by Algorithm 1. To avoid redundant locations in lookup tables and reduce
their size, nearby locations can be grouped using clustering algorithms, and the
center of clusters can be stored in lookup tables. Because RSS measurements
r are real valued and hindered by some measurement noise, we simply applied
binning techniques to group measurements together. The corresponding bin b
of a measurement r using bin size s is calculated b = �r/s�. In most of our
experiments, we simply used bin s = 1; thus, all r were rounded down to the
closest integer. For instance, −64.7 dBm is rounded down to −65. In the rest of
the paper, s = 1, unless it is specified otherwise.

Figure 2A shows an example, where data were taken from the Urban Han-
nover Scenario and green dots mark the locations stored in τ88(−50), while blue
triangle (bottom) indicates the tower location (ID = 88).

Algorithm 1 . Construction of lookup
tables. The input is a list of localized RSS
measurement M = {(xi, yi, rai

)}N
i=1. Triplet

(xi, yi, rai
) denotes location xi, yi, where RSS

rai
is measured from tower ai. D is the maximal

allowed diameter of a cluster.

1: procedure ConstructLookupTables(M,D)
2: for all antenna tower a do
3: for all RSS r do
4: S ← {(xi, yi) | rai

= r, ai = a}
5: τa(r) ← Clustering(S, D) �

Group mobiles nearby.
6: end for
7: end for
8: return τ
9: end procedure

Algorithm 2 . Lookup lateration. The
input MRSS = {ra1 , ra2 , ...., ran} is a list of
RSS measurements in decreasing order. Returns
a location estimation for MRSS .

1: procedure LookupLateration(MRSS)
2: Remove rai

∈ MRSS from MRSS if
τai

(rai
) is empty

3: return some default location if M = ∅
4: k ← 1
5: Ck ← τak

(rak
)

6: for k = 1 . . . |MRSS | do

7: break if Ck is ambiguous
8: k ← k + 1
9: Ck ← {ci|ci ∈ Ck−1, cj ∈

τak
(rak

), d(ci, cj)≤T}
10: end for
11: Ck ← Ck−1 if Ck is empty
12: return mean of locations in Ck for query

MRSS

13: end procedure

Now the next step is to determine the location of a given measurement
MRSS = [ra1 , ra2 , ...., ra|A| ]. Here, the principle is that it can be carried out by
determining the common locations in the corresponding tables τai

(rai
), that is,

MRSS is annotated by the location
⋂

i τai
(rai

) for rai
�= NaN and τai

(rai
) �= ∅.

In practice, this could lead easily to an empty set or unambiguous locations. Our
method, shown in Algorithm 2, is slightly different as, in a greedy manner, it
takes into account that stronger signals provide more reliable information. Let
M = {rai1

, rai2
, ..., rain

} be a list of the observed RSS from MRSS in decreasing
order. Our algorithm starts with the set of candidate locations C1 = τa1(ra1)
provided by the strongest signal. In subsequent iterations, in the while loop at
line 6, candidate location ci ∈ C1 is eliminated from C1 if it does not appear as
a candidate location from another antenna ak (k = i2, . . . , in) within a tolerance
T . This iteration terminates if either all measurements are processed or the can-
didate locations in Ck have a smaller variance than a predefined threshold. The
iteration also terminates when Ck is emptied. Figure 2 shows an example of how
this algorithm works.
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)C()B()A(

Fig. 2. Illustration of lookup lateration for query MRSS = {88:−50; 27:−55; 135:−55}.
Candidate locations are marked by green dots, and three antennas (ID= 88 [bottom],
ID= 27 [top], ID = 135 [right hand side]) are marked by blue triangles. (A) Initial
locations in C1 = τ88(−50) at the beginning of Algorithm 2. (B) Next, locations not
present in τ27(−55) are removed, and the resulting locations in C2 are shown. (C) Points
not present in τ135(−55) are also removed, yielding an ambiguous location estimation
in C3 for MRSS . In this example, the lookup lateration stops after three iterations.
(Color figure online)

3 Error Estimation in Grid Systems

The LL method can also be used with grid systems, which can also lead to further
simplifications of the algorithm. In our experiments, Algorithm 1 simply stored
unique grid references in τa(r). Thus, clustering algorithms were not needed.
Moreover, filtering condition (d(ci, cj) < T ) in line 9 of Algorithm 2 was replaced

with a Kronecker delta (δci,cj
?= 1)1, which is more quickly evaluated.

Now we can compare the error obtained by fingerprinting and lookup later-
ation methods under two assumptions: (1) completeness and (2) unambiguous-
ness. By completeness, we assume that there are enough data observed in each
grid. This ensures that error is not induced by data sparsity, poor design, or
the localization is not carried out in, say, Paris if site survey was taken in New
York, etc. By unambiguousness we assume that identical observations cannot be
found in different grids. This assumption ensures that any observation can be
determined unambiguously. Now we can claim the following:

Theorem 1. Let E[ELL] and E[ERFP ] be the expected error obtained with LL
and RF, respectively. Under the conditions mentioned above, E[ELL] ≤ E[ERFP ].

Proof. First, let us consider the fingerprinting method. Let B ⊂ R|A| be the
measurement space, G be the grid system, Pxy be the density distribution of
measurements belonging to grid xy ∈ G, and μxy be the mean vector of Pxy. The
distance function d in RFP localization implicitly specifies a Voronoi partition
of B: {Rxy}xy∈G , where

Rxy = {r ∈ B | d(r, μxy) ≤ d(r, μuv) ∀uv �= xy ∈ G}. (3)

1 Defined by Kronecker delta (δa,b = 1 ⇐⇒ a = b, otherwise 0).



240 A. Shestakov et al.

Second, let MRSS ∈ B denote a query measurement observed at position Mxy,
which is in grid xy ∈ G.

If MRSS ∈ Rxy and MRSS /∈ Ruv for any other uv �= xy ∈ G, then RFP
localizes MRSS in the center of grid xy. The localization error is ε1 = d(Mxy, cxy),
that is, the distance between Mxy and the center of the grid cxy. Let E1 be this
type of error and let Exy[ε1] be the expected value of this error type in grid xy.

If MRSS /∈ Rxy, then ∃uv ∈ G in which RFP localizes MRSS . The error is
ε2 = d(Mxy, cuv). Let Exy[ε2] denote the expected error of this type with respect
to grid xy. Let E2 denote this type of error. Note that error ε2 is always greater
than error ε1, which implies that

Exy[ε1] < Exy[ε2]. (4)

If MRSS ∈ Rxy and MRSS ∈ Ruv for uv �= xy ∈ G, then that means either
MRSS is on the border of two regions Rxy and Ruv or μxy = μuv. In the first
case, RFP has to choose between the two grids. Let us give some advantage to
RFP and assume for the sake of simplicity, it always chooses the correct grid
somehow. In the second case, we have Rxy = Ruv. In our opinion this case
happens rarely in practice, so we omit this type of error, and we assume that
μab �= μcd for any ab, cd ∈ G in the rest of this proof.

The probability that RFP localizes MRSS in its correct grid is

pxy(E1) =
∫

Rxy

Pxy(ra1 , ra2 , . . . , ra|A|) dra1 . . . dra|A| , (5)

and it is indicated by the white area under Pxy in Fig. 3. The probability that
RFP localizes MRSS in a grid incorrectly is

pxy(E2) =
∫

B\Rxy

Pxy(ra1 , . . . , ra|A|) dra1 . . . dra|A| = 1 − pxy(E1). (6)

and it is indicated by the gray area under Pxy in Fig. 3.
Last, the total expected error for the fingerprinting method can be summa-

rized as follows:

E[ERFP ] =
∑

xy∈G
p(xy) [pxy(E1)Exy[ε1] + pxy(E2)Exy[ε2]] , (7)

where p(xy) denotes a priori probability of receiving an RSS from grid xy.
Now we examine LL, and let us consider MRSS = [ra1 , ra2 , ..., ra|A| ] measured

in grid xy. Because of the first and second assumptions, we have xy ∈ τai
(rai

)
and

⋂
i τai

(rai
) = {xy}, respectively. This means when Algorithm 2 terminates,

the set Ck unambiguously contains only one candidate grid, where the measure-
ment was observed. Hence, the total expected error for lookup lateration can be
summarized as follows:

E[ELL] =
∑

xy∈G
p(xy)E[E1], (8)

Following from Eq. 4 we obtain E[ELL] ≤ E[ERFP ], which proves our claim. �
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To illustrate the proof of Theorem 1, let us consider a scenario in which
there is one antenna tower A and two nearby grids Gxy, Guv. Furthermore, let
us assume that A receives −53,−55,−57,−59, and −61 dBm from Gxy and
−58,−60,−62,−64, and −66 dBm from Guv. The mean values are μxy = −57
and μuv = −62 and Rxy = {x | x ≥ −59.5} and Ruv = {x | x ≤ −59.5}. RFP
locates measurement M = −61 dBm in grid Guv incorrectly because M ∈ Ruv,
that is, M closer to μuv than to μxy. However, LL constructs a table τA in
which τA(−66) = τA(−64) = τA(−62) = τA(−60) = τA(−58) = {Guv} and
τA(−61) = τA(−59) = τA(−57) = τA(−55) = τA(−53) = {Gxy}. Therefore, LL
will find Gxy ∈ τA(−61) and localize M in it correctly.

Fig. 3. (A) Distribution of measurements for three grids rs, xy, and uv in fingerprinting
scenario. Decision boundaries between Rrs, Rxy, and Ruv are halfway between distri-
bution means. (B) Decision boundaries in case of multi-modal density distributions.
The decision boundary defined with RFP is located between μxy, μuv and the corre-
sponding regions Rxy, Rxy denoted on horizontal bar A. Decision boundaries defined
by the NPL non-continuous and are shown on bar B.

One may argue that Theorem 1 is based on two conditions that are hard
to ensure in practice. We may agree, but in our opinion, Theorem 1 shows the
conceptual limitation of the fingerprinting method. However, if we easy up on
the conditions and if the unambiguousness is not required, then we claim

Theorem 2. Fingerprinting method is suboptimal in the sense of the Neyman-
Pearson criterion.

Proof. Localization using grid systems can be considered a classification prob-
lem in which grids are considered classes, and a localization method has to
decide whether to classify a query MRSS in a given class xy. Let P+(MRSS) =
Pxy(MRSS) and P−(MRSS) = 1

Z

∑
uv �=xy Puv(MRSS) be likelihood functions,

where Z is an appropriate normalization factor. According to the Neyman-
Pearson Lemma (NPL), the highest sensitivity can be achieved with the following
likelihood-ratio rule:
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Localize MRSS in grid xy if
P+(MRSS)
P−(MRSS)

≥ η, (9)

where η is a trade-off parameter among false positive, false negative error, and
statistical power. Let η = 1 for sake of simplicity. The region R+ = {MRSS |
P+(MRSS) ≥ P−(MRSS)} in which a query MRSS ∈ R+ is localized in grid xy
and defined by the likelihood ratio can be noncontinuous region. However, Fig. 3B
illustrates that the region Rxy defined by RFP in Eq. 3 is always continuous and
different from R+. Therefore, RFP yields less or equal sensitivity than it could
be achieved with NPL, where equality holds iff all distribution belonging to grids
are symmetric and unimodal. �

In other words, the weakness of RFP arises from the fact that RFP does
not take into account the full distribution of measurements, it uses only the
mean vectors of the distributions, which can be disadvantageous for multimodal
distributions. Contrary, NPL utilizes the whole distribution.

On the other hand, LL will identify all candidate grids in which the query
can be found. Therefore, the set of candidate grids C(k) will contain the correct
grid as well. If LL was programmed to localize a query by the center of the grid
x̃y for which x̃y = argmaxxy∈C(k){Pxy(MRSS)}, then LL would be optimal in
the sense of NPL. However, we decided to report the mean of the candidate
grids. In this case, E2 happens, but we hope averaging the candidate locations
would mitigate the amount of error ε2. This also does not require us to store or
model full measurement distributions.

4 Results and Discussion

We have carried out our experiments on the Urban Hannover Scenario dataset
[15]. This dataset contains approximately 22 Gb of RSS measurements simu-
lated in Downtown Hannover, along with a reference x-y location. The reference
point (0-0) for the coordinate system is the lower left corner of the scenario. The
data is the result of a prediction with a calibrated ray tracer using 2.5D build-
ing information. For each mobile phone, the 20 strongest RSS measurements
are provided. For further details, we refer to [15]. Data was split into training
and test sets randomly, and experiments were repeated ten times. Results were
averaged. The variance in results was very small because of the dataset’s huge
size; therefore, standard deviation is not shown for the sake of simplicity. Algo-
rithms were implemented in Python programming language and executed on a
PC equipped with a 3.4 GHz CPU and a 16 GB RAM.

First, we investigated the localization accuracy of RFP and LL methods using
grid sizes 5, 10, 20, and 50 m. The full dataset was split to 10% training and
90% test data. The results shown in Fig. 4 clearly tell us LL and RFP perform
nearly the same when the grid size is small (Figs. 4A–B). The performance of LL
remains roughly the same as the size of the grid grows (Figs. 4C–E), while the
performance of RFP decreases quickly. In our opinion the dramatic drop in the
performance of RFP is in accordance with Theorems 1 and 2. Large grids cover
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Fig. 4. Performance of RFP and LL using various grid sizes. Dashed lines corresponds
to errors at 67% and 95%.

a large area containing various obstacles on the ray propagation path, which
result in wide, multimodal measurement distributions w.r.t. grids. This is not
taken into account by RFP. Next, we analyzed the speed of these methods, and
the results are summarized in Fig. 4F. LL seems to be extremely fast, around
two magnitudes faster compared to the RFP method. This improvement stems
from the fact that LL processes only a few lookup tables related to a query.
On the other hand, RFP iteratively processes all grids while seeking the most
similar RSS vector pattern. It is also surprising, the execution time of LL does
not depend on the grid size, while RFP quadratically becomes slower as the grid
size decreases.

Next, we investigated how RFP and LL methods perform with improper site
surveying. We calculated a site coverage defined as the ratio of grids that contain
training data. For instance, 35% of coverage means that the training data belong
to 35% of the total grids, and all queries would be localized in one of these grids.
The coverage is driven by two factors: (i) grid size and (ii) the size of the training
data. First, we took 5% of the training data and calculated the coverage and the
localization error at 67% and 95% using various grid sizes. The results shown
in Table 1 tell us a larger grid size results in larger coverage, and both methods
yield a larger localization error at 67%. However, if we take a closer look and
calculate a relative error (RE) as the ratio of the error and the grid size, we
can observe opposite tendencies. The RE obtained with LL decreases as the grid
size grows, and we think this is the result of increased coverage. However, the
RE obtained with RFP increases in spite of increased coverage, and we explain
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this by the arguments in Theorems 1 and 2. On the other hand, the RE and the
overall error show opposite tendencies at 95%. LL decreases while RFP increases
the overall error and RE as the sizes of grids and coverage grow.

Table 1. Localization Error (m) and Coverage with various grid sizes

Grid size (m) 1 5 10 20 50

Cov. (%) 26.38 54.42 66.74 71.78 87.20

Error REa Error RE Error RE Error RE Error RE

67% LL 0.77 0.77 2.44 0.49 4.74 0.47 9.11 0.46 22.24 0.44

RFP 1.09 1.09 5.76 1.15 16.36 1.64 72.50 3.63 157.17 3.14

95% LL 125.98 125.98 89.51 17.9 69.37 6.94 55.66 2.78 49.88 0.998

RFP 6.32 6.32 45.05 9.01 138.62 13.68 242.19 12.11 343.94 6.88

The training set size was 5%. a Relative error (RE) is defined as the ratio of error and grid
size.

5 Conclusions

In this article, we have presented a new method called lookup lateration for
localization problems in densely populated urban areas using received signal
strength (RSS) data. Our method combines the advantages from both triangular
lateration and fingerprinting.

Lookup lateration outperforms triangular lateration and fingerprinting-based
methods in localization accuracy as well. Triangular lateration does not take into
account NLOS objects; hence, its performance in urban areas is always limited.
We also showed conceptual limitations of the fingerprinting method in Theorems
1 and 2. Briefly, the problem is that RSS observations are aggregated in the same
grid position, and their variances are not taken into account. As a consequence,
fingerprinting is prone to annotate observations with incorrect grid positions.
This situation cannot happen with lookup lateration because it stores all grid
positions for any observed RSS values separately. This fact makes LL very robust
to larger grid sizes.

Finally, it is very easy to migrate from RFP to LL. Since LL does not need any
additional data compared to RFP, lookup tables can be constructed from the site
surveying data of RFP. Lookup tables can also be an intelligent reorganization
of fingerprinting data, which preserves measurement variance implicitly. Our
method is very simple, easy to implement in distributed systems, and inexpensive
to maintain, which, we hope, can make it appealing for large-scale industrial
applications.
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Abstract. Active learning is relevant and challenging for high-
dimensional regression models when the annotation of the samples is
expensive. Yet most of the existing sampling methods cannot be applied
to large-scale problems, consuming too much time for data processing.
In this paper, we propose a fast active learning algorithm for regression,
tailored for neural network models. It is based on uncertainty estimation
from stochastic dropout output of the network. Experiments on both syn-
thetic and real-world datasets show comparable or better performance
(depending on the accuracy metric) as compared to the baselines. This
approach can be generalized to other deep learning architectures. It can
be used to systematically improve a machine-learning model as it offers
a computationally efficient way of sampling additional data.

Keywords: Regression · Active learning · Uncertainty quantification
Neural networks · Dropout

1 Introduction

Active learning is crucial for the applications in which annotation of new data
is expensive. Selection of samples is usually based on uncertainty estimation, by
adding the samples on which the prediction is most uncertain to the training
set. The standard techniques include the models that estimate their uncertainty
directly, such as Bayesian methods [1], or algorithms that estimate uncertainty
indirectly, through the deviation of the outputs of an ensemble of models. Models
of the first type become computationally expensive when it comes to a large
number of samples (>104) and input dimensions (>10). Ensemble-like models
require full or partial independent training of several models, which is also time-
consuming, even though it can be done in parallel.

At the same time, neural networks can easily handle large amounts of data
and thus are widely used in different areas of applied machine learning such as
computer vision [2], speech recognition [3], as well as physics [4], manufactur-
ing [5], or chemistry [6]. The popularity of deep learning has increased after the
regularization techniques like dropout [7] and optimization procedures [8,9] have
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been developed. However, there is still a lack of theoretical understanding about
capabilities of neural networks, in particular, estimating model uncertainty.

In our work, we propose a fast active learning algorithm for neural networks
for regression problems. Our approach is based on a stochastic output of the
neural network model, which is performed using different dropout masks at the
prediction stage and used to rank unlabeled samples and to choose among them
the ones with the highest uncertainty. We demonstrate that our approach has
a comparable or better performance with respect to the baselines in a series of
numerical experiments.

The rest of the paper is organized as follows. We discuss the related work in
Sect. 2. In Sect. 3 our MCDUE (Monte-Carlo Dropout Uncertainty Estimation)-
based active learning method is described in detail. Section 4 contains numerical
experiments on both real-world and synthetic data. Section 5 draws the conclu-
sions to the paper.

2 Related Work

2.1 Active Learning

Active learning [10] is a framework in which a machine-learning algorithm may
choose the most informative unlabeled data samples, and ask an external oracle
to annotate them. In statistics and engineering applications, such a setup is
usually referred to as an adaptive design of experiments [11,12]. In this setup,
one has a set (finite or infinite) unlabeled examples, the so-called pool. The
function ranking the data points is referred to as an acquisition function or a
querying function. Ideally, it should be designed in such a way that adding a
relatively small number of data samples helps to improve the performance of the
model.

There are numerous approaches to constructing an acquisition function. In
the case of Bayesian models, such as the Gaussian Processes [1], model uncer-
tainty may be defined explicitly: various estimates can be adopted to rank data
points or even to choose them optimally over the defined region [13,14]. However,
the major drawback of such models is that calculations are usually intractable
for a large number of input dimensions. To cope with this problem various tech-
niques and analogues were proposed, such as Bayesian Neural Networks [15], but
all of the methods still remain expensive to train when it comes to a considerably
large train set or a complex model.

Another approach is a committee-based active learning [16], also known as
query-by-committee, where an ensemble of models is trained on the same or dif-
ferent parts of the data. In this approach the measured inconsistency of the
predictions obtained from different models for a given data sample may be con-
sidered as an overall ensemble uncertainty. Various investigations in this field
include diversification of models [17] and boosting/bagging exploitation [18].
Unfortunately, in the case of neural network ensembles (see [19] for a detailed
review) this approach often leads to an independent training of several models,
which may be computationally expensive for the large-scale applications.
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2.2 Dropout

Dropout [7,20] is one of the most popular techniques used for a neural net-
work regularization. To put it in plain words, it randomly mutes some of the
neurons in hidden layers during the training stage, forcing them to output zero
regardless of an input. This feature of the technique is taken into account dur-
ing the backpropagation stage of training. Stochastic by nature and simple in
implementation, it allows to efficiently reduce overfitting and thus has paved the
way for new state-of-the-art results in almost every deep learning application.
First proposed as an engineering, empirical approach to reducing the correla-
tion between weights, later it has obtained its theoretical interpretation as an
averaged ensembling technique [20], a Bernoulli realization of the correspond-
ing Bayesian neural network [21] and a latent variable model [22]. It was shown
in [23] that using dropout at the prediction stage (i.e., stochastic forward passes
of the test samples through the network, also referred to as MC dropout) leads
to unbiased Monte-Carlo estimates of the mean and the variance for the cor-
responding Bayesian neural network trained using variational inference. In [23],
Gal also proposes and analyses direct estimates for a model uncertainty. We use
a lightweight version of this approach, estimating the model uncertainty based
on a sample standard deviation (which is, up to a factor, an unbiased model
variance estimate) of the stochastic output of the network.

Although there are some applications of the abovementioned approach to
active learning setting for classification problems [24,25], to the best of our
knowledge, there has been no study of applicability of this approach to the
regression task. In this work, we evaluate our MC dropout-based approach and
compare it with high-throughput baselines. Our experiments have shown com-
parable or better accuracy and supremacy in a speed-accuracy trade-off of the
proposed approach.

3 Methodology

3.1 Problem Statement

Let
y = f(x), x ∈ X ⊂ R

n, y ∈ R

be some unknown function which is to be approximated using the values from
the training set

Dtrain = {xtrain
j , f(xtrain

j ), j = 1, . . . , Ntrain}.

Suppose we have a model (more specifically, a neural network) f̂ : X → R trained
on Dtrain with a mean squared error

L(f̂ , Dtrain) =
Ntrain∑

j=1

(
f(xtrain

j ) − f̂(xtrain
j )

)2

as a fitting criterion.
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Let us now focus on the setting in which we want to decrease the value of
loss function on some set of test points Dtest by extending the training set Dtrain

with some set of additional samples and performing an additional training of the
model f̂ . More precisely, we are given another set of points called the “pool”

P = {xj , j = 1, . . . , Npool, P ⊂ X},
which represents unlabeled data. Each point x∗ ∈ P may be annotated by com-
puting f(x∗) so that the pair {x∗, f(x∗)} is added to the training set. We sup-
pose that in a practical application the process of annotation is expensive (i.e.,
it requires additional resources such as computational time or money), hence we
need to choose as few additional points from the set P as possible to achieve the
desired quality of the model. To achieve this goal, we use an acquisition function

A(f̂ ,P,Dtrain) : P → R+,

which ranks the points from P in such a way that the points with the larger
values of A become more appealing for the model to learn on. In the experimental
setting of this work, we use a fixed number m of the points to add at each stage
of the active learning process.

In most practical applications an acquisition function is related to a model
uncertainty, which may be defined in various ways depending on the model and
the field. There are also approaches, such as random sampling, that do not
use the information from the model f̂ (see Sect. 3.3 for further details). As for
computationally heavy models with hundreds of thousands of parameters, such
as neural networks, these approaches may be considered as more preferable. In
the next section, we introduce a Monte-Carlo Dropout Uncertainty Estimation
(MCDUE) approach, which enables us to collect uncertainty information from
the neural network.

3.2 Monte-Carlo Dropout Uncertainty Estimation

Using dropout at the prediction stage allows us to generate stochastic predictions
and, consequently, to estimate the variance of these predictions. Our approach
rests on the hypothesis that data samples with higher standard deviations have
larger errors of true function predictions. Although this is not always the case (see
Fig. 1), concerning a neural network of a reasonable size trained on a reasonable
number of samples we have observed a clear correlation between dropout-based
variance estimates and prediction errors (see Fig. 2). It should be noted that
the result does vary (like any other result of neural network training) depending
on several factors: architecture and size of the neural network, samples used for
initial training and training hyperparameters, such as regularization, learning
rate, and dropout probability. The MCDUE-based active learning algorithm we
propose is summarized below.

1. Initialization. Choose a trained neural network f̂(x) = f̂(x, ω), where ω is a
vector of weights. Set the dropout probability π. Set the number of stochastic
runs T .
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2. Variance estimation. For each sample xj from the pool P:
(a) Make T stochastic runs using dropout of the model f̂ and collect out-

puts yk = f̂k(xj) = f̂(xj , ωk), k = 1, . . . , T , where ωk are sampled from
Bernoulli distribution with parameter π.

(b) Calculate the standard deviation (as an acquisition function):

sj = AMCDUE(xj) =

√√√√ 1
T − 1

T∑

k=1

(yk − ȳ)2, ȳ =
1
T

T∑

k=1

yk.

3. Sampling. Pick m samples with the largest standard deviations sj .

Fig. 1. Scatter plot shows the relation between the MC standard deviation and the
absolute error for test samples. The black dashed lines correspond to the medians of
distributions, the vertical blue line corresponds to the 0.99 percentile of the MC stan-
dard deviation distribution, while the horizontal blue line shows the median percentile
of the absolute error distribution of corresponding samples, which is equal to 0.783 in
this case. Five-layer neural network with a 256-128-64 structure was used on the Online
News Popularity dataset [26]. The Pearson correlation coefficient equals to 0.056, thus
showing no linear relation between the absolute error and the MC standard deviation.
(Color figure online)

In our experiments we used the dropout probability π = 0.5, and number
of stochastic runs for each sample T = 25. We found out that, generally, the
decrease in π results in an approximately linear scaling of standard deviations
sj for not too small π. The computational cost per one sample is O(TNpool).
However, on modern GPU-based implementations the sampling can be done
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Fig. 2. Scatter plot shows the relation between the MC standard deviation and the
absolute error for test samples. The black dashed lines correspond to the medians of
distributions, the vertical blue line corresponds to the 0.99 percentile of the MC stan-
dard deviation distribution, while the horizontal blue line shows the median percentile
of the absolute error distribution of corresponding samples, which is equal to 0.975 in
this case. Five-layer neural network with a 256-128-64 structure was used on the CT
slices dataset [27]. The Pearson correlation coefficient equals to 0.93, thus showing an
almost linear relation between the absolute error and the MC standard deviation, so
if we choose a sample with a relatively high MC standard deviation, it will probably
have large absolute error. (Color figure online)

in parallel. One could also decrease T to speed up the procedure. It should
be emphasized that we can start with a pre-trained neural network from the
previous iteration if we train the model on the extended training set; such a
method may significantly speed-up retraining.

3.3 Baselines

We use the following baselines to compare the performance.

Random Sampling. This algorithm samples random points x from the pool.
Computational cost is O(1) in this case, which makes this algorithm the fastest
compared to all the others.

Greedy Max-Min Sampling. To sample a point, this algorithm takes the
point from the pool most distant from the training set (in the l2 sense) and adds
it to the training set. This process continues until the required number of points
is added to the training set. The acquisition function for max-min sampling is
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AMM(x) = min
k

‖x − xtrain
k ‖2.

In this case, computational cost can be estimated as O(NtrainNpool).

Batch Max-Min Sampling. Although straightforward and intuitive, the max-
min sampling is also computationally expensive in the case of a large number of
dimensions and pool/training set size, since it requires that a full distance matrix
is calculated on every stage of active learning. We propose the batch version that
has the same acquisition function AMM but samples K points which are the most
distant from the training set. Although it does seem less optimal, this solution
speeds up sampling up to K times assuming K is the number of samples to be
sampled on each iteration. In our experiments, we set K equal to 4.

4 Results

4.1 Experimental Setup

We focus on the non-Bayesian methods as comparable in terms of the compu-
tational time for large datasets and models and compare the active learning
algorithms in the following experimental setup:

1. Initialization of the initial dataset I, training pool P, number of samples
added on each step m, the final size of the dataset f , network architecture,
and learning parameters.

2. The network is trained on the initial dataset I. Its weights are copied to the
networks corresponding to each active learning algorithm.

3. For each active learning algorithm:
(a) While |I| < f :

i. Obtain the rank rj for every xj ∈ P using an acquisition function A.
ii. Sample point set S ⊂ P, |S| = m with maximal ranks rj .
iii. Add S to I: I := I

⋃
S.

iv. Exclude S from the corresponding P: P := P/S.
v. Train the neural network on I.

(b) Calculate the metrics.

For each experiment, the number of training epochs was set to 10000. We used
the l2-regularization of the weights with the regularization parameter α = 10−5,
a five-layer fully-connected network with the 256−128−64 architecture and leaky
linear rectifier [28] with leakiness β = 0.01 as an activation function. We used
the Theano library [29] and Lasagne framework [30]. Data points were shuffled
and split in the following ratio: 20% on a training set, 60% on a pool, 20% on
the test set.
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4.2 Metrics

During the neural network training, we optimize the mean squared error (MSE,
l2) metric. However, we also report the mean absolute error (MAE, l1) and
maximum absolute error (MaxAE, l∞).

We believe that the actual task of regression is more general than optimiza-
tion of one given metric (e.g., MSE); thus, the choice of a particular metric
is merely an operationalization of the real problem behind the regression task.
Moreover, several applications exist, in which the maximal error is a much more
appropriate accuracy metric (like chemistry or physical simulations) than the
mean error. Unfortunately, it is hard to use the l∞ loss function for training neu-
ral network since it is non-differentiable. In case one deals with two algorithms
that have a similar MSE and significantly different MaxAE, the algorithm with
a smaller maximal error should be preferred.

4.3 Datasets

We took the data from UCI ML repository [31], see the Table 1 for more details.
All the datasets represent real-world problems with 15+ dimensions and 30000+
samples. The exception is the synthetic Rosenbrock 2000D dataset, which has
10000 samples and 2000 dimensions.

Table 1. Summary of the datasets used in our experiments.

Dataset name # of samples # of attributes Feature to predict

BlogFeedback [32] 60021 281 Number of comments

SGEMM GPU [33] 241600 18 Median calculation time

YearPredictionMSD [34] 515345 90 Year

Relative location of CT slices [27] 53500 386 Relative location

Online News Popularity [26] 39797 61 Number of shares

KEGG Network [35] 53414 24 Clustering coefficient

Rosenbrock 2000D [36] 10000 2000 Function value

Since the neural network training procedure is stochastic by its nature, we
conducted 20 experiments shuffling the dataset and re-initializing the weights
each time.

4.4 Ratio Plots

First, we compare our MCDUE-based approach with the baseline approaches
using the ratio of errors in various metrics. Figures 3 and 4 show that our active
learning approach has a better performance than random sampling in RMSE
and MaxAE metrics, and a small accuracy increase as compared to a max-min
algorithm. It should be noted that as the number of active learning iterations
(new data gathering and learning on the top of it) increases (thus leaving the
data pool empty), ratio turns to 1.
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Fig. 3. Comparison of MCDUE-based algorithm and random sampling algorithm: the
ratio of errors (training curves) for various metrics on the KEGG Network dataset
[35]. Ratio bigger than 1 (dashed line) shows the superiority of the MCDUE-based
algorithm. The blue line shows the mean over 25 experiments, the standard deviation is
also shown. One can see that the proposed algorithm outperforms the random sampling
significantly on RMSE and MaxAE metrics. (Color figure online)

Fig. 4. Comparison of MCDUE-based algorithm and max-min sampling algorithm:
the ratio of errors (training curves) for various metrics on KEGG Network dataset
[35]. Ratio bigger than 1 (dashed line) shows the superiority of the MCDUE-based
algorithm. The blue line shows the mean over 25 experiments, the standard deviation
is also shown. One can see that the proposed algorithm slightly outperforms the max-
min sampling across all the metrics by up to 20%. (Color figure online)

4.5 Dolan-More Plots

To compare the performance of the algorithms across the different datasets (see
Table 1), the initial number of training samples and training samples themselves,
we will use Dolan-More curves, which, following [37], may be defined as follows.
Let qpa be an error measure of the a-th algorithm on the P-th problem. Then,
defining the performance ratio rpa = qpa

minx(qpx)
, we can define the Dolan-More

curve as a function of the performance ratio factor τ :

ρa(τ) =
#(p : rpa ≤ τ)

np
, (1)
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where np is a total number of evaluations for the problem p. Thus, ρa(τ) defines
the fraction of problems in which the a-th algorithm has the error not more than
τ times bigger than the best competitor in the chosen performance metric.

We conducted a number of experiments with one iteration of active learning
performed on the datasets from Table 1, see Fig. 5 for Dolan-More curves. Note
that ρa(1) is the ratio of problems on which the a-th algorithm performance was
the best, and it is always the case of the MCDUE-based algorithm. Judging by
the area under curve (AUC) metric, the MCDUE-based approach outperforms
the random sampling and is slightly better than a batch max-min sampling.

Fig. 5. Log-scaled Dolan-More curves for various metrics and acquisition functions.
Figures on the legend indicate the area under the curve (AUC) metric for each algo-
rithm. The number of training samples was chosen randomly from 1000 to the 20%
of the training set, the number m of points to sample from the pool P was chosen
randomly from 100 to 1100, with a 140 experiments conducted in total. The MCDUE-
based approach outperforms the random sampling and is slightly better than batch
max-min sampling.

5 Summary and Discussion

We have proposed an MCDUE-based (Monte-Carlo Dropout Uncertainty
Estimation-based) approach to active learning for the regression problems. This
approach allows neural network models to estimate self-uncertainty of unlabeled
data samples. Numerical experiments on real-life datasets have shown that our
algorithm outperforms both random sampling and the max-min baseline. Com-
pared to the latter, our algorithm is faster and relies on the information provided
by the model.

Theoretical connections with Bayesian neural networks require further inves-
tigations. In this empirical study we propose an ad hoc, lightweight approach
that may be adopted to strengthen the existing models. In future work, sev-
eral factors that may affect the results, among which are network architecture,
regularization, and dropout probability, require further in-depth study. Another
significant improvement would be in a model could estimate the number of sam-
ples to acquire on each step.

Acknowledgements. The work was supported by the Skoltech NGP Program No.
2016-7/NGP (a Skoltech-MIT joint project).
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Abstract. Process mining deals with various types of formal models.
Some of them are used at intermediate stages of synthesis and analysis,
whereas others are the desired goals themselves. Transition systems (TS)
are widely used in both scenarios. Process discovery, which is a special
case of the synthesis problem, tries to find patterns in event logs. In this
paper, we propose a new approach to the discovery problem based on
recurrent neural networks (RNN). Here, an event log serves as a training
sample for a neural network; the algorithm extracts RNN’s internal state
as the desired TS that describes the behavior present in the log. Models
derived by the approach contain all behaviors from the event log (i.e. are
perfectly fit) and vary in simplicity and precision, the key model quality
metrics. One of the main advantages of the neural method is the natural
ability to detect and merge common behavioral parts that are scattered
across the log. The paper studies the proposed method, its properties
and possible cases where the application of this approach is sensible as
compared to other methods of TS synthesis.

Keywords: Process mining · Transition systems · Quality metrics
Recurrent neural networks · Process models synthesis · FSA/FSM

1 Introduction

Neural networks are statistical computing models that are applied today to many
practical tasks, e.g. image processing, machine translation and pattern recogni-
tion. In supervised learning, a neural network trains on a sample of already known
objects, i.e. for each input we have a predefined correct answer. The main idea
behind training a neural network is to tune such a configuration, so that the
model’s answers are as close to the correct ones as possible. As for recurrent
neural networks (RNN), they not only learn on input objects, but also provide
the context for each following prediction. This helps a neural network preserve
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the state in which the decision was made. In this paper, we discuss applying
RNN methods to process mining problem of process discovery.

The task of process discovery consists in deriving a model so that it captures
the behavior present in the input data. As it is similar to the task of pattern
recognition [1], in this paper we focus on solving the process discovery task using
a recurrent neural network approach. Regarding an event log as an input training
sample, for each event in the log we can train our neural network to predict the
next event. Moreover, each state of the neural network can be interpreted as a
state in a finite state machine (FSM), or, more generally, a transition system
(TS), that is implicitly present behind the configuration of the neural network.
Our ultimate goal is to extract this transition system that represents a model
of a process present in the input log. We assume that one of the advantages
of the neural method is its ability to detect common behavioral parts that are
scattered across the log.

While transition systems themselves are appropriate process models, such
models are commonly known as low-level. Thus, a derived TS that includes all
behaviors present in the log, e.g. a prefix tree, is comparable in size to the log
itself, which could lead to a model that is too complex to analyze. An adequate
model should provide a certain level of abstraction allowing to study both simple
and complicated processes. Another issue is that the nature of these models does
not allow them to explicitly represent concurrency. This problem can be elimi-
nated by using appropriate models allowing concurrency such as BPMN or UML
activity diagrams, which are generally modeled based on Petri nets. There exists
an approach to synthesize a Petri net from a TS, based on the theory of regions
[2–4]. However, direct application of the region-based algorithm to intermediate
models is exponentially dependent on the size of a TS, and, correspondingly, on
the size of the input log [5]. In this paper we focus on synthesizing transition
systems themselves and do not regard the following step of deriving models with
concurrency.

Previously, a few works that cover methods of inferring transition systems
using neural networks were published [6,7]. At that time, technologies based
on neural networks were just starting to appear. Moreover, the computational
powers of computers were significantly lower compared to the power of modern
ones. Since the field of practical machine learning has experienced a rise in
the recent decade, which resulted in rationality and great ease of implementing
complex algorithms in practice, we believe that it is now that neural networks
could solve practical tasks of process mining and be used to their full potential.

One of the main goals of our study is to analyze the efficiency of the proposed
approach, i.e. see how different quality metrics depend on input data and user-
specified parameters. There exists several approaches to evaluate the quality
of models inferred by different process discovery techniques. In process mining,
a number of quality metrics [8–11] are used to quantify an extent to which a
model describes an input log. We follow the same way, prove that our approach
produces perfectly-fit models, and compute metrics for the inferred models to
assess their quality.
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The main contributions are as follows: (1) describing and implementing a
method of building transition systems using recurrent neural networks; (2) com-
paring the quality metrics of models constructed by the described method to
quality metrics of models inferred using the frequency-based reduction algorithm
(FQR) [10] and prefix trees [3]; (3) concluding properties of event logs where
RNN method shows better results as compared to the FQR method.

The rest of the paper is organized as follows. Section 2 gives a brief overview of
related works in the context of process mining and neural networks. In Sect. 3 we
describe some relevant concepts needed for the explanation of the RNN approach
which is itself described in Sect. 4. Experiments, metrics calculations and results
are discussed in Sect. 5. Finally, Sect. 6 concludes the paper and gives some
directions for future work.

2 Related Work

The idea of using neural networks to infer FSMs is not completely new. Das and
Mozer in [6] described a clustering architecture for finite state machine induction.
Their idea was to teach neural network on both positive and negative examples
of strings, composed from a two-symbol alphabet, so the network could predict
if the input string is a valid example or not. They clustered the inner states of
a neural network to extract states for an FSM. This approach was evolved by
Cook and Wolf in 1998 [7] in the context of process discovery. They were aiming
at inferring grammars for the samples of valid strings. Their extension allowed
more complex languages which were not limited by two symbols.

Buijs et al. in [8] formulate key quality metrics for assessing Petri net models
in process mining, namely replay fitness, simplicity, precision and generalization.
While their variant of calculating metrics is widely used by the community, it is
not the only possible one. Other calculations of simplicity are rather similar to
the one proposed in [8], whereas for precision there is no common baseline. In
an attempt to bring such a baseline, recently Tax et al. [11] have proposed five
axioms a good precision measure should satisfy in order to describe any log or
any model consistently.

In [10], authors propose a new approach that allows to infer perfectly fit
TSs whose simplicity and precision could be adjusted by configuring the algo-
rithm parameters. The paper describes a method for inferring TS based on the
frequency-based reduction algorithm. A new approach for measuring precision
of perfectly fit TSs, based on models simulation, is also present there. In this
paper, we use that approach to calculate simplicity and precision for comparing
models.

3 Preliminaries

3.1 Process Mining Related Concepts

Let A be a set of activities generated by a process. An event e is an occurence
of an activity in a log. A token is an element of a log that is passed to a neural
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network. We assume an event and a token to be synonyms which are used in
different contexts. A set Λ of all unique events of the log is called an input
alphabet. By |Λ| we denote the cardinality of the input alphabet.

Definition 1 (Trace, Event log). A trace σ is a finite sequence of events
σ = 〈e1, ..., en〉 ∈ A+, where A+ is the set of all non-empty finite sequences over
A. An event log L is a multiset of traces.

L = [〈a, b, c〉 , 〈a, b, d〉] is an example of an event log of two traces.

Definition 2 (Transition System). A transition system TS is a tuple TS =
(S,E, T, s0, AS), where S is finite space of states, E is a finite set of labels,
T ⊆ S × E × S is a set of transitions, s0 ∈ S is an initial state, and AS ⊆S is
a set of final (accepting) states. By si ∈ S we denote a ith state in a TS.

3.2 Neural Networks Related Concepts

A neural network [12] is a computing model that usually consists of three main
parts: an input layer, a hidden layer and an output layer. Each layer is a set of
neurons, and each neuron is a computational unit that applies certain activation
functions to data flowing through it. The layers are linked by weighed connec-
tions that transmit signals from a neuron in one layer to one or more neurons
in the next layer. The resulting transformation of data passed to the input layer
should meet the conditions implied by a problem solved by the network. Such
conditions in a neural network are represented by a loss function. In order to
get this transformation, the weights of the tying connections are configured. The
process of configuring weights is called a learning, or training process. It consists
in optimizing the loss function, or error, using back propagation [12]. On each
training iteration, the current error is propagated to the previous layer, where
it is used to modify the weights in such a way that the error is minimized. In
[1], Bishop provides a more complete insight on the meaning and purpose of
computations present in a neural network.

The computations could also be influenced by some parameters of a neural
network that could not be optimized during the learning process. Such param-
eters are called hyperparameters and they should be defined before the learning
process begins. The number of neurons in the hidden layer is an example of such
a parameter.

The approach described in this paper is based on recurrent neural networks
(RNN). Such networks have one or more recurrent connections linking together
output and input layers, which allows a network to use its previous computations
for the following predictions. The training of an RNN is usually similar to the
training of an ordinary neural network and often involves stochastic gradient
descent (SGD) [12].

4 Description of the Neural Approach

For clarification of the approach we consider the event log L = [〈a, b, c, d, e〉,
〈a, b, d〉] as a running example.
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The inner computations in a neural network require preprocessing our traces
as follows:

1. Adding two new reserved tokens “$” and “#” to each trace indicating the
beginning and the end of the trace respectively.

2. Padding all traces with “#” symbol so all traces have the same length.

This way, L transforms into L̃ = [〈$, a, b, c, d, e,#〉 , 〈$, a, b, d,#,#,#〉], where
all traces have the same length of 7. We also encode present tokens with integers
from 0 to |Λ| + 1.

In order to build the desired TS we create a neural network that is capa-
ble of generating traces from the input log. On each step the network predicts
the probabilities of next possible tokens and chooses the next token from the
most probable ones. Interpreting the problem of predicting tokens as a task of
classification allows us to use specific methods and architectures [13] that have
proven their efficiency [14]. For each token (event) αi we want to determine a
class of tokens of the following token αi+1, i.e. an activity represented by it.
Moreover, we should take into consideration the history of the trace; otherwise
the prediction would only depend on the previous token, which would lead to
learning a graph of relations between individual events. That is why a recurrent
connection is present, composing a more complex input vector. If the network
is capable of generating plausible traces, then the inner state, from which the
prediction is made, is credible and represents both the history of the trace and
the current token, thus could be used as a state in the TS. To solve this task,
we developed a neural network architecture presented in Fig. 1.

Fig. 1. Neural network architecture with example values

In the embedding layer, an integer, that encodes the next token from the trace
is transformed into a token vector. The input vector for the neural network is a
concatenation of two vectors: a binary vector, which represents a previous state
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Table 1. Token probabilities for
the first trace of L̃

$ 0.215

a 0.39

... ...

# 0.12

Table 2. Cross entropy matrix for L̃

$ a b c d e #

2.57 1.45 2.65 1.77 3.72 4.62 0 16.78

$ a b d # # #

2.57 1.45 2.65 2.51 0 0 0 9.18

Average 12.98

of the neural network, and a token vector. Then the input vector is sent to the
dense (hidden) layer, which applies a linear transformation to the vector. After
that, different activation functions are applied to the computed vector in order
to extract two different entities from the output layer. The first one is a new
discrete binary vector, interpreted as the new state of the RNN, and returned
as the new parameter for the next iteration. To compute it we use the Gumbel
Sigmoid as it has proven its efficiency in approximating discrete values [15]. The
other is a vector of token probabilities p (see Table 1). Here, we apply regular
sigmoid function as its output appertains to the segment of [0; 1]. We use the
vector of token probabilities to calculate our loss function as follows.

We build a m×r loss (cross entropy) matrix, where m is the number of traces
in the input log and r is the maximum length of a preprocessed trace from the
input log. Each row of the matrix relates to a trace in the log, each element
relates to a token (event) in a trace. On every step, an element is calculated as
cross entropy H(ŷi, yi), where ŷi is the predicted probability of a token and yi
is the real one.

Since after preprocessing we have some excess padding symbols which we
do not want to teach our model on, we need to discard some of the cells by
multiplying the calculated loss matrix by a mask matrix. A mask matrix is a
matrix that has ones in cells of real and “$” tokens, and zeros in cells of “#”
tokens. Thus, the multiplication leaves only the necessary cross entropy values.
The loss function is then computed as the mean of the sums of every row (see
Table 2).

Training takes form of presenting our event log to the neural network trace
by trace and minimizing the loss function described above via stochastic gradient
descent, thus updating the weights of connections between layers.

As for our goal of inferring FSM from this neural network approach, first,
we illustrate how states of the neural network correspond to the states of the
synthesized transition system (Fig. 2).

Let Ω be a set of states of a neural network represented by the states of
neurons in the output layers. By ωi ∈ Ω we denote a state of a recurrent neural
network on step i of our algorithm. Then, we define three bijective functions
ξ : Ω → N, ψ : N → S and φ : Ω → S as follows. As ωi is a binary vector,
ξ interprets it as a binary number and converts it to the equivalent decimal
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s0 s1 s2 s3
a db

Resulting TS

Inner layer activation on
(S0, a)

Inner layer activation on
(S1, b)

Inner layer activation
on (S2, d)

s1 s2 

active neurons

inactive neurons

s3 TS state

Fig. 2. Inner layer activation patterns on different inputs

number; ψ converts a number j from N into a state sj ; φ is a composition of ψ
and ξ; Ω is isomorphic to S through N.

The construction of the TS = (S,E, T, s0, AS) proceeds according to the
following steps. We start by adding state s0 to the originally empty TS. The
initial state ω0 of the neural network is a vector of zeros. On i-th step the current
state of the RNN is ωi and a new input token is αi obtained from the original
input trace. Both compose the input vector of the RNN, and output vectors
are ωi+1 and pi+1. The current state of TS is si = φ(ωi); the following state
si+1 = φ(ωi+1) is added in the TS if it is not present or reused otherwise. These
states are connected by the transition ti = (si, αi, si+1). The described step is
repeated for all non-“#” tokens of each trace.
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Fig. 3. TS inferred for Log1

An extracted TS has a unique transition t0 = (s0, $, s1) due to the fact that
we marked the beginning of all traces with “$”. Both the transition and the
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token have a purely technical nature and do not bear any meaningful informa-
tion relevant to the input log behavior. Therefore, we can simply remove the
transition t0 and consider the state s1 as the initial starting point of the TS.
The state s0 is still present in the TS if other valid transitions connect it to other
states. Examples of extracted TSs for Log1 1 with two different hyperparameter
values are present in Fig. 3.

This method synthesizes FSMs that are perfectly fit (i.e. they can always
replay the whole log) by construction. It can be easily proved by induction fol-
lowing the same steps as in Theorem 1 in [10]. The described algorithm also
gives an opportunity to control the states and transitions created. This allows
us to make not perfectly fit models, though give them other features, e.g. being
robust to noise. This gives a solid ground for further research, as there are plenty
of ways of analysing predictions of token probabilities mentioned above.

The neural network presented above has one hyperparameter : the number of
neurons in the dense layer. Each additional neuron not only has direct influence
on the learning quality, but also doubles the output state space. Technically,
the model has more hyperparameters. The number of neurons in the output
vector and the embedding method mentioned earlier could also be regarded
as such. We believe that they hold less importance and thus excluded them
from consideration during our experiments. However, in further experiments
they might be considered.

5 Experiments and Discussion

Experiments were done using mixed software and languages. We used Python
libraries, namely lasagne, theano and agentnet, for building neural networks.
We also used LDOPA2 library to infer TSs with FQR algorithm and calculate
metrics.

5.1 Plan of Experiments

All the experiments were conducted according to the following steps:

1. Logs were extracted from the .sq3 database format and processed as described
in Sect. 4.

2. Hyperparameters were configured (number of neurons in the dense layer was
chosen), the neural network was trained on a log, and the TS was extracted
and serialized in the .json format.

3. LDOPA was used to convert .json files into internal LDOPA object model to
calculate the metrics of inferred TSs.

In our experiments we use Log1, Log2, Log3. Their key features are presented in
Table 3. In conducting the experiments, the “HP Pavillion dv6” PC with Intel
Core i7-4510U CPU was used.
1 See Table 3 for the log’s details.
2 The software is avaliable at the website https://pais.hse.ru/research/projects.

https://pais.hse.ru/research/projects
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Table 3. Log information

Log Number
of traces

Number
of unique
tokens

Total
number
of tokens

Log1 8 7 41

Log2 243 143 2444

Log3 774 46 6604

Table 4. Untrained NNs and prefix trees

Log Model type Simplicity Precision

Log2 Untrained net 0.067 0.943

Prefix tree 0.053 1

Log3 Untrained net 1 0.022 0.731

Untrained net 2 0.012 0.809

Prefix tree 0.007 1

5.2 Experiments

Tuning and configuring model parameters influences metrics of inferred TSs. In
our experiments we try to determine the nature of the influence. To evaluate the
quality of the synthesized TSs, we focus on simplicity and precision metrics and
how the model balances between them. In these experiments we do not evaluate
the generalization results and consider parameters’ influence on it a future work.

In the conducted experiments we compare the described approach to two
different algorithms of constructing TSs. The first one is the k-tail algorithm
of constructing prefix trees [16]. This approach allows to generate models with
the maximum precision value of 1. However, such models tend to be very com-
plex and, therefore, have low simplicity. The second one is the frequency-based
reduction algorithm, which is thoroughly described in [10]. This method allows
balancing between simplicity and precision by varying algorithm parameters.
We compared the RNN inferred TSs with those inferred by FQR with various
parameters in order to have a group of models for comparison.

Our general assumption is that as a neural network trains, it learns to recog-
nize similar behavior fragments in the log even if they are sparsely distributed.
An untrained neural network possesses a random configuration after initializing,
so its reaction to input data is undetermined. As initial weights are assigned ran-
dom values, random neurons are activated. This results in generating sequences
of random states which are still connected by the correctly labeled transitions.
Such TSs would be less precise than the prefix tree ones, while being similar
in complexity. Table 4 confirms this fact. During the learining period we expect
specific neurons to start activating when specific token patterns appear. This
leads to the increase of the simplicity metric as same output states are obtained
from φ.

We still expect very high precision from TSs inferred by this approach, as
for each state the chosen loss function forces the model to minimize the chances
of predicting wrong (unprobable) tokens. This results in the increase in the
number of possible states and reduction of the number of outgoing transitions,
which consequently makes the inferred TS more precise.

Comparing RNN Models Depending on Their Parameters. We start
by comparing inferred models with varying training times. Figure 4 describes



270 T. Shunin et al.

the change in simplicity and precision values over the training period. Models
in both figures consist of 64 neurons in the dense layer. In the first few training
iterations we observe the expected increase in simplicity, because the network is
able to detect the general features of the log. However, as the number of training
iterations grows, the model starts to distinguish even the slightest differences in
logs, thus creating different states for each pattern and increasing precision of
the TS. Due to the fact that the described architecture is fairly simple, we regard
overfitting as the most probable explanation. This means that the trained model
finds a combination of weights that allows it to be more optimal on the training
sample. Such a combination of weights is not always what we are looking for, as it
harms the ability of a neural network to generalize behaviors. There exist several
methods to overcome this problem, e.g. using drop-out techniques or k-fold cross
validation. The impact of these methods on the results of the RNN approach
needs further research. Figure 4 illustrates three stages of a model depending on
the training time: underfit, fit3 and overfit. Both underfit and overfit models are
similar in structure to prefix tree models, that is why metric values return to
the initial figures over time.

(a) Log2 (b) Log3

Fig. 4. Simplicity and precision change over time

Next parameter to experiment on is the number of neurons in the dense layer
in neural networks after the training period. The rise of computational power and
classification capability, combined with the exponential growth of the number of
output states and possible overfitting, results in behaviour illustrated on Fig. 5.
As we can see in Fig. 3b, neural networks are capable of learning the prefix tree
models, which also illustrates our assumption about overfitting.

Comparing the RNN Approach to the Frequency-Based Reduction
Algorithm. It is necessary to compare models inferred by the neural network
approach with those inferred by the FQR algorithm on close precision and sim-
plicity values. By close values, figures whose residual is less than 0.02 have been
accounted for.

3 Here fit is not used in the context of quality metrics.
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(a) Log1 (b) Log2 (c) Log3

Fig. 5. Simplicity and precision change over the number of neurons

Figures 6 and 7 show the figures for Log2 comparing RNN approach (red)
and FQR with different parameters [10] (blue). For this particular log, RNN
proves to be better in both precision and simplicity.

Fig. 6. Simplicity values for close pre-
cision, Log2 (Color figure online)

Fig. 7. Precision values for close sim-
plicity, Log2 (Color figure online)

However, for Log3, the RNN figures are less than those of FQR (Figs. 8 and
9). That is why we need to analyse the structure of both logs to interpret our
results and conduct further research.

Fig. 8. Simplicity values for close pre-
cision, Log3

Fig. 9. Precision values for close sim-
plicity, Log3

In regard to the most popular sequences of events that occur in the logs,
Log3 has a small amount of very popular sequences of actions. This log also has
a relatively small number of unique events. Combined with the a big number
of traces and events overall, it is assumed that the neural network is forced to
distinguish even relatively similar sets of actions and thus generate new states
for these sets as it is the only way of maximizing predictions of tokens appearing.
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Behavior present in Log2 contrasts with the one we have just described. For fewer
traces and events, traces are more diverse as more unique events are present. Also
strictly subsequent events are present: they appear only as a part of a certain
subsequence and do not appear alone in other parts of the log. We assume that
such event groups tend to increase simplicity of the model as the model tends to
reuse already inferred states for them as only those states give best results from
the standpoint of the loss function.

6 Conclusion

In this work a modern neural approach of synthesizing TSs from event logs
is developed and implemented. Experiments showed that for some log types,
namely for those where similar behaviors appear across the log, this approach
gives better results than FQR algorithm. This determines the area of applica-
bility of this method. If one is faced with a log of a structure similar to the
structure of Log2, it is sensible to use the described approach.

Neural networks are known for their ability to tackle data with noise. As
in this work we only built perfectly-fit TSs for the logs, we might have not
discovered the full potential of this method yet. Further research in the field of
tasks not requiring perfectly fit models is needed in order to find a task where
such a model could be of use.

If we regard this approach, different architectures of the inner layers of the net
might be considered, as now only a simple neural network with a single hidden
dense layer is being experimented on. Moreover, it is concluded that dealing
with overfitting using techniques mentioned in 5.2 can potentially provide better
results.
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Abstract. Process mining is a new discipline aimed at constructing pro-
cess models from event logs. Recently several methods for the discovery
of transition systems from event logs were introduced. Considering these
transition systems as finite state machines classical algorithms for deriv-
ing regular expressions can be applied. Regular expressions allow repre-
senting sequential process models in a hierarchical way, using sequence,
choice, and iterative patterns. The aim of this work is to apply and tune
an algorithm deriving regular expressions from transition systems within
the process mining domain.

1 Introduction

Process mining is a research field [1] providing methods for the discovery of
process models from event logs. Representational bias, i.e., a set of restrictions
imposed on target process models, plays an important role in process mining.
Compact and structured process models clearly represent the underlying pro-
cesses. One of the aims of the process discovery algorithms is to construct such
models from real-life event data. Powerful and widely-used methods for the dis-
covery of process trees (structured models based on sequential, choice, parallel,
and iterative patterns) were proposed in [2,3]. Usually, these methods are used
under an assumption that not all the traces (sequences of events) of the event
log will fit the target process model. In the opposite case, the resulting process
model may be too general allowing all the possible behavior. In this work, we
assume that the analyst may want to discover fitting and precise structured pro-
cess models that exactly represent the process behavior. Additionally, we assume
that the underlying processes represent sequential behavior.

Regular expressions, which are used to model sequential processes with choice,
sequence, and iterative patterns, were selected as a representation bias within
this work. The technique proposed in this paper consists of two steps: (1) a
transition system is constructed from an event log, using an existing transition
system discovery technique [4]; from now on we will call these transitions systems
finite state machines; (2) a regular expression is synthesized from the given finite
state machine. There are several algorithms for constructing regular expressions
from finite state machines [5–7]. All these algorithms preserve the language, i.e.,
finite state machines and resulting regular expressions accept the same set of
c© Springer Nature Switzerland AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2018, LNCS 11179, pp. 274–280, 2018.
https://doi.org/10.1007/978-3-030-11027-7_26
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activity sequences. In this paper we use an algorithm based on the reduction of
states [7]. In contrast to the approaches [5,6], this algorithm is iterative and we
can iteratively apply heuristics based on the particular properties of the finite
state machines constructed from event logs. This algorithm was implemented and
tested on real-life event logs showing its capability to construct compact regular
expressions in comparison to the regular expressions constructed without the
proposed heuristics.

2 Preliminaries

In this section we present basic notions used throughout the paper. Let A be a
set of activities. Let A∗ be a set of all possible sequences of activities. Language
L is a set of sequences of activities, i.e., L ⊆ A∗.

The regular language is a language over the set activities A iff it can be
constructed inductively based on the following rules: (1) ∅ is a regular language;
(2) {〈〉} is a regular language, denoted as ε; (3) {〈ai〉}, where ai ∈ A, is a
regular language, denoted as ai; (4) let P,Q ⊆ A∗ be regular languages, then
(4.1) P.Q = {〈p1, ..., pn, q1, ..., qm〉|〈p1, ..., pn〉 ∈ P, 〈q1, ..., qm〉 ∈ Q} is a regular
language, (4.2) P |Q = {σ|σ ∈ P ∪ Q} is a regular language, and (4.3) P ∗ =
∪∞
i=0P

n, where P 0 = {〈〉}, P 1 = P , and Pn = Pn−1.P , if n > 1, is a regular
language.

A finite state machine is a tuple FSM = (S,E, T, si, Sf ), where S is a finite
set of states, E is a finite set of events (activities), T ⊆ (S×E×S) is a set of tran-
sitions, si ∈ S is an initial state, and Sf ⊆ S is a set of accepting states. Sequence
t = 〈a1, ..., an〉 ∈ A∗ is accepted by a finite state machine FSM = (S,A, T, si, Sf )
iff there exists a sequence of transitions (si, a1, s1),(s1, a2, s2),...,(sn−1, an, sn),
leading from the initial state si to an accepting state sn ∈ Sf . Language of FSM,
denoted by L(FSM), is a set of all accepted sequences of FSM.

3 Algorithm Description

This section presents an algorithm for constructing regular expressions from
event logs.

b

c

a
<>

<a>

<b>

<c>

d
<d>

Fig. 1. A finite state
machine constructed
from the event log E.

The approach presented in this paper consists of two
steps: (1) a finite state machine is constructed from an
event log, (2) a regular expression is synthesized from the
given finite state machine (Fig. 2).

In this work we used a method for constructing finite
state machines (transition systems) from event logs [4]
based on the prefixes of length 1 together with their sub-
sequent minimization. Let us demonstrate this approach
by an example. Since each event log is a set of traces or,
in other words, sequences of activities, it represents a lan-
guage. Consider an event log E = {〈a, b〉, 〈a, b, c〉, 〈a, d, b〉}.
An example of a finite state machine constructed from this
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aa
b

a
c

b...

c
a

(a.b |…)*… a.c

Event log
Finite state
machine

Regular
expression

Fig. 2. Discovery approach.

event log is presented in Fig. 1. Accepting states are shown in white and each
state corresponds to a sequence of last traversed activities of the length less or
equal 1. Although in this concrete example the event log and the language of the
corresponding finite state machine coincide, in the general case it is guaranteed
that the event log is a subset of the language of the corresponding finite state
machine.

In the second step, we apply the approach based on the removal of states
to construct regular expressions from finite state machines [7]. The main idea
of the state removal approach is to assume that transitions can be labeled not
by activities, but by regular expressions. This algorithm starts with the initial
finite state machine and then inductively removes the states in order to obtain
resulting regular expressions (Fig. 3). At the final steps of the algorithm these
resulting expressions label the transitions which lead from the initial state to an
accepting state. The order of the processed states significantly affects the size
(the length) of the resulting regular expression. We used the strategy proposed
in [8]. According to this strategy, the next state which should be removed is
a state that produces minimal regular expressions. Thus, the state s with the
minimal value W (s) = (l − 1)

∑m
i=1 |rsis| + (m − 1)

∑l
i=1 |rssi | + (ml − 1)|rss|,

where m (l) is the number of incoming (outgoing) transitions for s, and rsisj is
a regular expression marking transition from si to sj , will be removed first.

r1

r2

r3

r4

r5

s1

s2

s3

s4

s5

s1

s2

s4r1.(r5)*.r3

s5

r1.(r5)*.r4

r2.(r5)*.r3

r2.(r5)*.r4

Fig. 3. State removal technique.

Basing on special characteristics of the finite state machines constructed from
event logs we propose heuristics aimed to reduce and structure the resulting
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regular expressions. Let us consider a fragment of a finite state machine presented
in Fig. 4.

a a a

b
c d

s

a.b*.c a.b*.c a.b*.c

a.b*.d
a.b*.d

a.b*.d

A A A

B
B

B

A=a.b*.c
B=a.b*.d

without heuristics

with heuristics

Fig. 4. A fragment of a finite state
machine.

Since this finite state machine was
constructed using prefixes of length 1,
each state corresponds to a concrete
activity and all incoming transitions are
marked with this activity. After the
removal of state s there will be three
regular expressions a.b∗.c and three reg-
ular expressions a.b∗.d. A repeated regu-
lar expression can be replaced by a sin-
gle symbol denoting a subprocess. This
replacement can be applied not only in
the first step of the state removal algo-
rithm, but also in the next steps, because
(it is confirmed experimentally in the next
section) incoming transitions of a state
can be labeled by identical regular expres-
sions. Additionally, if incoming transi-
tions are not labeled by identical regu-
lar expressions, postfixes, such as b∗.c, can
also form subprocesses.

4 Experimental Results

The state reduction algorithm including the ordering (presented in [8]) and the
prefix-based (proposed in this paper) heuristics was implemented 1 and tested
on real-life event logs.

Three real-life event logs of a bug tracking system (TS), banking financial
system (FS) and flight booking system (BS) were analyzed. First, all these event
logs were loaded to ProM (Process Mining Framework) [9] and corresponding
finite state machines were constructed. Then these finite state machines were
loaded to the tool specially developed by the authors in order to synthesize
regular expressions.

Table 1 shows the length of regular expressions constructed without the
prefix-based heuristics proposed in this paper, as well as the size (length, length
of the root process, average length of subprocesses, depth) of regular expressions
constructed with the prefix-based heuristics.

As it follows from the experiment results, the prefix-based heuristics can
significantly help to reduce and structure the resulting regular expression.
The length of the root regular expression is usually significantly lower than
the length of the corresponding regular expression constructed without apply-
ing the prefix-based heuristics. Additionally, the proposed approach allows us

1 https://bitbucket.org/akalenkova/mineexpression.

https://bitbucket.org/akalenkova/mineexpression
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Table 1. The size of the synthesized regular expressions.

Event
log

Number
of states

Length of
RE

Length of RE
with
replacement

Length of
the root
process

Average length
of subprocesses

Maximal
depth

TS 5 48 39 16 2.75 2

FS 7 22 21 14 2.33 1

FS 9 66 54 32 2.2 2

FS 12 397 175 99 3.8 3

FS 13 747 207 97 3.93 5

FS 19 2480 490 214 6.27 6

BS 5 19 16 11 2.5 2

BS 7 569 106 16 5.625 4

BS 9 11000 337 114 5.87 7

BS 11 41953 643 135 9.24 8

to extract repeating regular expressions (subprocesses), providing information
about repeating patterns within the event log.

Now let us consider the event log of a bug tracking system (TS) in details.
This log is defined over five activities of a bug tracking process: a (“In Progress”),
b (“Resolved”), c (“Closed”), d (“Reopened”), and e (“Open”). The regular
expression constructed without the prefix-based heuristics is the following:
c|a.(a)∗|c|b|a.(a)∗.b|c|(e|c.d|a.(a)∗.e|c.d|b|a.(a)∗.b.(d|c.d)).(c.d|a.(a)∗.e|c.d|b|a.
(a)∗.b.(d|c.d))∗.(ε|c|a.(a)∗|c|b|a.(a)∗.b|c).

The root regular expression constructed using the proposed heuristics is:
c|F |H|(B| E|D.(d|C)).(C|E|D.(d|C))∗.(A|F |H). The subprocesses are defined
in Table 2.

Table 2. Subprocesses of the bug tracking process.

Subprocess Definition

A ε|c
B e|c.d
C c.d

D b|a.(a)∗.b

E a.(a)∗.B

F a.(a)∗.A

G D.(d|C)

H D.A

This example shows that the regular expression constructed using the pro-
posed heuristics is more structured and can be easy analyzed. For example, one
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may note there are four main patterns of behavior: c (only “Closed” activity),
F (repeating “In Progress” and then may be “Closed”), H (zero or more times
“In Progress”, then “Resolved” and then may be “Closed”), and (B|E|D.(d|C)).
(C|E|D.(d|C))∗.(A|F |H). The last pattern can also be easy analyzed, it contains
three explicit parts corresponding to the begging, main execution and termina-
tion of the process. All this analysis is not possible with the first regular expres-
sion, constructed without the prefix-based heuristics.

5 Conclusion

In this paper we consider an approach for constructing regular expressions from
event logs. The main goal of this research is to assess the possibility of applying
the regular expression synthesis techniques within process mining field. The pro-
posed approach consists of two steps: first, we construct a finite state machine
for an event log using existing techniques, then a regular expression is derived
from this finite state machine. For constructing regular expressions the state
removal method was selected. Additionally, heuristics aimed at reducing the size
of the resulting regular expressions were applied. Besides that, special heuristics
applicable for certain type of finite state machines constructed from event logs
were proposed. The presented approach was implemented and tested on real-life
event logs. It was shown that the proposed heuristics allow us to significantly
reduce the size and improve the structure of the resulting regular expressions. In
future we plan to tackle other types of finite state machines (not only based on
prefixes of size 1) constructed from event logs. Also we plan to investigate the
possibility of applying symbolic computations [10] to minimize the result regular
expressions.
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Grant MK-4188.2018.9.
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Abstract. The known asymptotically optimal algorithm for the
Euclidean maximum Traveling Salesman Problem by Serdukov builds
approximate solution for the problem around the maximum-weight per-
fect matching. In this paper we are going to discuss an asymptotically
optimal algorithm for the Euclidean maximum TSP with running-time
O(n3), that uses a maximum weight cycle cover of the initial graph as a
foundation for constructing the TSP solution. We also prove a number
of structural results for the optima of some maximization problems in
normed spaces, which follow from the algorithm.

Keywords: Maximum Traveling Salesman Problem · Metric space
Euclidean space · Normed space · Cycle cover
Asymptotically optimal algorithm

1 Introduction

The Traveling Salesman Problem (TSP) is one of the most well-known NP-hard
problems. Given an n-vertex undirected complete graph G(V,E) and a weight
function w : E → R

+, the problem is to find a Hamiltonian cycle H of minimum
or maximum total weight:

W (H) =
∑

e∈H

w(e) → max (min).

We refer the reader to the books [10] and [7] for the detailed overview of the
known results on the problem. Historically, the most attention was paid to the
minimization variant of the TSP, but the maximum TSP is also of great interest
[1]. The Max TSP has many applications including the shortest superstring
problem [9], matrix reordering in data analysis and clustering [8,11]. Both Max
TSP and Min TSP are NP-hard in the general case, so there is no much hope
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to obtain fast (polynomial time) exact algorithms for these problems. Thus, the
study of special subclasses of the problem is an important aspect in the field of
operations research.

One of the most studied sub-classes is the Metric Max TSP, where the weights
of edges satisfy the triangle inequality. Another important variant of the problem
is the Euclidean Max TSP (Max ETSP). In this case the vertices of a given
graph correspond to points in R

k for some k ≥ 1 and the weight of each edge
is determined by the Euclidean distance between its endpoints. It is known that
Max ETSP is NP-hard, if the dimension of the space k ≥ 3 [2].

In 1987 Serdukov [12] presented the first polynomial-time asymptotically
optimal algorithm for the Max ETSP. Later the algorithm was modified and
simplified in [5,6].

Definition 1. An approximation algorithm A for a maximization problem is
said to have a guaranteed relative error εA, if

OPT (X) − FA(X)
OPT (X)

≤ εA

for any input X, where FA(X) is the value of the approximate solution obtained
by algorithm A, and OPT (X) is the optimum.

Definition 2. For an optimization problem on an n-vertex graph, an approxi-
mation algorithm is called asymptotically optimal if the relative error is a func-
tion of the number of vertices n, and εA(n) → 0 as n → ∞.

Asymptotically optimal algorithms for the Max ETSP from papers [5,6,12]
start with constructing the maximum weight matching M∗, which can be rep-
resented as a set {e1, . . . , eμ} ⊂ R

k of (closed) straight intervals in Euclidean
space, μ = �n/2�. The intervals are sorted in non-decreasing order of their
weights (length). Choosing parameter t in a spacial way, the last t intervals are
declared light, while the remaining intervals are declared heavy. The following
lemma establishes a fact that was crucial for proving the asymptotic optimality
of these algorithms.

Lemma 1 ([12]). Suppose that an arbitrary set of t straight line segments is
given in Euclidean space R

k of fixed dimension k. Then, the smallest angle
between two segments from this set is upper bounded by a constant α(k, t) such
that α(k, t) → 0 as t → ∞. Moreover

sin2 α(k, t)
2

≤ γk

t2/(k−1)
, (1)

where the constant γk ≤ (k
√

π/2)
2

k−1 .

The heavy and light edges in the algorithm AE from [12] are used to
form a multigraph G (see Fig. 1), that consists of four Hamiltonian cycles
H1,H2,H3,H4, where each Hi contains all the edges of M∗. The structure of
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these Hamiltonian cycles differs in cases of odd and even μ. The output of the
algorithm AE is the heaviest of the four Hamiltonian cycles. In case of odd n,
at the final step of the algorithm vertex v /∈ M∗ is arbitrary inserted into the
constructed cycle.

The key points used in [12] to prove the asymptotic optimality of the algo-
rithm AE when t = �n k−1

k+1 � are Lemma 1 and the fact that the total weight of
the heavy edges is at least (1 − t

μ )W (M∗).

Fig. 1. Multigraph G from [12]. Heavy edges of M∗ are represented by bold vertical
lines, and light edges are represented by thin vertical lines. The numbers refer to the
number of copies of the corresponding edges in the multigraph G.

Later a new more simple version A′ of algorithm AE was presented in [5,6].
In contrast to AE , an asymptotically optimal solution obtained by algorithm A′

does not contain the edges of the maximum weight matching. This circumstance
later played an essential role in implementing the asymptotically optimal app-
roach to such an important generalization of the Traveling Salesman Problem
as the Euclidean Maximum m-Peripatetic Salesman Problem [3]. In the latter
work, the edges of maximal matching are used as the foundation in constructing
each of m edge-disjoint traveling salesmen routes.

In this paper we discuss a new modification of the Serdukov’s approach for
the Euclidean Max TSP, that starts with constructing an optimal cycle cover.
In Sect. 2 we describe the algorithm. In Sect. 3.1 we prove that the algorithm is
asymptotically optimal in the Euclidean space, and as a structural corollary we
show that in the Euclidean space the weight of optimal solution to the maximum
cycle cover problem and the double weight of the maximum weight matching
are asymptotically equal. In Sect. 3.2 using the approach from [13] we show that
the results obtained in the previous section can be extended to the case of an
arbitrary normed space.

2 Modified Algorithm Ã Based on Maximum Cycle
Cover

In this section we construct the main algorithm Ã for the Max TSP with running-
time O(n3), that uses maximum weight cycle cover C∗ = (C1, C2, . . . , Cμ) of the
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initial graph as a foundation for constructing the solution to TSP. The analysis
of algorithm Ã will be given in Sect. 3.

2.1 Description of Algorithm Ã

Stage 1. Given a complete n-vertex complete undirected graph G, construct
a cycle cover C∗ = (C1, C2, . . . , Cμ) of maximum total weight. Let μ be the
number of cycles in this cover. If μ = o(n), go to Stage 2. Otherwise, perform
Stage 3.

Stage 2. (The case μ = o(n)). Run the following μ-stage procedure to transform
the optimal cycle cover C∗ into a Hamiltonian cycle H. Let C ′ = C∗.

At each step of the procedure, find the lightest edge a = (a1, a2) in the set
of edges C ′ and the heaviest edge b = (b1, b2) among the edges of all cycles
in C ′ that do not contain a. Combine 2 cycles, that contain edges a and b,
into one cycle by replacing the edges a, b with the heaviest pair of edges: either
(a1, b1) ∪ (a2, b2) or (a2, b1) ∪ (a1, b2). Stop when the edges of C ′ form one cycle,
which is clearly a Hamiltonian cycle. Set H = C ′, output H.

Stage 3. (The case of μ = O(n)).

3.1. Select an edge ei of minimum weight in each cycle Ci of the cycle cover
C∗, i = 1, . . . , μ. Let C =

{
C1 \ e1, . . . , Cμ \ eμ

}
be the family of remaining

chains.
3.2. Let V ′ be the set of vertices of the selected edges, |V ′| = 2μ. Let G′ = G[V ′]

be the corresponding induced subgraph of G. Note that M ′ = {e1, . . . , eμ}
is a maximum weight perfect matching in G′.

3.3. In subgraph G′ construct a Hamiltonian cycle H ′ that doesn’t contain edges
{e1, . . . , eμ}. The detailed implementation of this step will be given in Sub-
sect. 2.2 (Algorithm A′ [5]).

3.4. The obtained Hamiltonian cycle H ′ consists of two perfect matchings M ′
1

and M ′
2. Denote by M̃ the matching with a larger total weight.

3.5. As a result of Stage 3 return the Hamiltonian cycle H = C ∪M̃ (see Fig. 2).

Fig. 2. The Hamiltonian cycle H = C ∪ ˜M . The bold curves are the chains of C.
The bold lines correspond to the edges of ˜M . The dashed lines together with ˜M form
Hamiltonian cycle H ′ in subgraph G′.
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2.2 Algorithm A′: Constructing Hamiltonian Cycle H ′ in G′

Preliminary Step
Recall that the edges {e1, . . . , eμ} in the 2μ-vertex graph G′ form the perfect
matching M ′ of maximum weight. Fix parameter t ≤ μ/2. Sort the edges of M ′

in non-decreasing order with respect to their weights. We will refer to the first
(μ − t) edges of M ′ as heavy edges, and the last t edges as light.

Algorithm A′ constructs a Hamiltonian cycle H ′, which does not include
edges of M ′ = {e1, . . . , eμ}, in G′.

Stage 1. Let angle α = α(k, t) satisfy inequality (1).

Definition 3. An α-chain is a sequence of edges (intervals in R
k), where the

angle between any two neighboring edges of the sequence is at most α. The first
edge in the sequence is called the master edge, and the last one is the inferior
edge.

We are going to build a set I of α-chains. Each α-chain will consist only of
heavy edges. Note that an edge is a one-element α-chain.

Start with I = {e1, e2, . . . , et} consisting of the first t heaviest edges of M ′.
Set j = t. In the current t-set I, find a pair of α-chains such that the angle
between their master edges is at most α. Join these chains into one α-chain by
setting their master edges to be neighbors in the new sequence and assign one
of the end edges of the joined chain (one of the former inferior edges) to be the
new master edge. Set j := j + 1. If j < μ − t, then append one more heavy edge
ej to the current set I and repeat this block.

Otherwise, we have obtained a sequence C′ = {C ′
1, . . . , C

′
t} of t α-chains such

that each chain consists of a sequence of heavy edges, where an angle between
any neighboring (consecutive) pair of edges in this chain is at most α = α(k, t).

Stage 2. Let’s regard the sequence C′ as a cycle, i.e. the α-chain C ′
t is followed

by the α-chain C ′
1. Let the edges of the α-chains C ′

1, . . . , C
′
t be enumerated so

that C ′
r = {eνr−1+1, . . . , eνr−1}, 1 ≤ r ≤ t, where ν1 < ν2 < . . . < νt are the

numbers reserved for the remaining light edges of the maximum weight matching
M ′ (ν0 = 0, νt = μ).

Arbitrary place t light edges of the maximum weight matching M ′

to the positions ν1, ν2, . . . , νt = μ. Finally, we have a sequence S =
{C ′

1, eν1 , C
′
2, eν2 , . . . , C

′
t, eνt

} of t α-chains consisting of heavy edges, which alter-
nate with the t light edges (Fig. 3).

Stage 3. Construct Hamiltonian cycle H ′ in the following way.
We assume that the sequence of edges of the maximum weight matching

M ′ = {e1, e2, . . . , eμ} is given according to their order in the sequence S, ej =
(xj , yj), j = 1, . . . , μ. Now we are going to construct a partial tour T consisting
of the end vertices of the light edge eμ = (xμ, yμ) and of two (μ − 1)-vertex
paths.

Step 1. Set T = xμ ∪ yμ; u1 := x1; v1 := y1 and j = 2.
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Fig. 3. The bold lines correspond to the edges of M ′, while the dashed lines indicates
the α-chains. The t light edges of M ′ were placed to the positions between the α-chains.
The last light edge eνt is placed between the first and the t-th α-chains.

Fig. 4. The bold lines correspond to the edges of M ′, the dashed lines correspond to
the partial tour. We connect each two neighboring edges of M ′ with the edges of the
partial tour in a best possible way. Note that the edges of the perfect matching are not
included to the partial tour.

Step 2. While 1 < j < μ do: if

w(uj−1, xj) + w(vj−1, yj) ≥ w(uj−1, yj) + w(vj−1, xj),

then set uj = xj ; vj = yj ; otherwise, set uj = yj and vj = xj . Supplement
the partial tour T with a pair of new edges (Fig. 4) and increase j by 1:

T := T ∪ (uj−1, uj) ∪ (vj−1, vj).

Step 3. At the previous step we have obtained a partial tour consisting of the
end vertices of the light edge eμ = (xμ, yμ) and of the two non-intersecting
paths (u1, u2, . . . , uμ−1) and (v1, v2, . . . , vμ−1):

T = (u1, u2, . . . , uμ−1) ∪ (v1, v2, . . . , vμ−1) ∪ {xμ} ∪ {yμ}.

Close T into a 2μ-vertex cycle (Fig. 5) by adding a pair of two-edge chains
(uμ−1, yμ, v1) ∪ (vμ−1, xμ, u1) or (uμ−1, xμ, v1) ∪ (vμ−1, yμ, u1) with the greatest
total weight.

The description of the algorithm A′ is complete.
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Fig. 5. The partial tour is closed into a Hamiltonian cycle H ′, according to the best
of two possible variants

Theorem 1 ([5]). Let G′ be an undirected 2μ-vertex complete graph in
Euclidean space R

k of a fixed dimension. Set parameter t = �(2μ)
k−1
k+1 �. Algo-

rithm A′ builds an asymptotically optimal solution H ′ in G′ for the Max ETSP.
The relative error εA′(n) of algorithm A′ satisfies:

εA′(n′) ≤ β′

(n′)
2

k+1
, (2)

where n′ = 2μ, β′ ≤ (k
√

π/2)
2

k−1 . The total weight of the approximate solution
H ′ satisfies:

2W (M ′)(1 − εA′(n′)) ≤ W (H ′) ≤ 2W (M ′), (3)

where M ′ is the maximum weight perfect matching in G′.

Remark 1. The obtained Hamiltonian cycle H ′ consists of 2 perfect matchings
M1 and M2. Note that by construction of H ′, M ′ ∪ M1 and M ′ ∪ M2 are also
Hamiltonian cycles. Thus, adding M1 or M2 to the set of chains C = C∗ \M ′ at
Step 3.5 of the main algorithm Ã gives a Hamiltonian cycle in the initial graph G
(see Fig. 2).

3 Asymptotic Optimality of Algorithm Ã

3.1 The Case of Euclidean Space

Next statement shows the asymptotic optimality of algorithm Ã in the case of
μ = o(n) for the Metric Max TSP and the Euclidean Max TSP.

Theorem 2. In the case of μ = o(n), algorithm Ã gives asymptotically optimal
solutions for the Metric Max TSP and the Euclidean Max TSP with guaranteed
relative error

ε
˜A(n) ≤ μ

n
. (4)
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Proof. Consider the procedure from Stage 2 of the algorithm, that transforms
the optimal cycle cover C∗ into a Hamiltonian cycle H̃. In the beginning of the
procedure we have the set of edges C ′ = C∗. At each step of the procedure,
the lightest edge a = (a1, a2) in the set C ′ and the heaviest edge b = (b1, b2)
among the edges of all cycles, that does not contain a, are chosen. The cycles
containing a and b are united into one cycle by replacing the edges a and b by
the pair of edges of maximum total weight: either u = (a1, b1) and v = (a2, b2)
or c = (a1, b2) and d = (a2, b1). By the triangle inequality we have

w(b) ≤ w(u) + w(c) and w(b) ≤ w(v) + w(d).

Summing these inequalities, we obtain

2w(b) ≤ w(u) + w(v) + w(c) + w(d)

and, therefore,
w(b) ≤ max

(
w(u) + w(v), w(c) + w(d)

)
.

Thus, the new pair of edges compensate the weight of the heaviest edge b, and
the loss of weight does not exceed the weight w(a) of the lightest edge.

After μ steps, we obtain a Hamiltonian cycle H, and the total loss of
weight does not exceed the weight of μ lightest edges of C∗, which is at most
(μ/n)W (C∗). Thus,

(1 − μ/n)W (C∗) ≤ W (H) ≤ W (H∗) ≤ W (C∗), (5)

where H∗ is the maximum weight Hamiltonian cycle. Finally, for the relative
error we have:

ε
˜A(n) =

W (H∗) − W (H)
W (H∗)

= 1 − W (H)
W (H∗)

≤ 1 − (1 − μ
n )W (C∗)

W (H∗)
≤ μ

n
.

Next claim shows the asymptotic optimality of algorithm Ã in the case of
μ = O(n) for the Euclidean Max TSP.

Theorem 3. In the case of μ = O(n), algorithm Ã gives an asymptotically
optimal solution for the Euclidean Max TSP, if the dimension k of the Euclidean
space R

k is fixed. The relative error satisfies

ε
˜A(n) =

εA′(n′)
3

≤ β

(n′)
2

k+1
, (6)

n′ = 2μ, μ = O(n), β ≤ (k
√

π/2)
2

k−1 /3.

Proof. Let M∗ be the maximum weight perfect matching, C∗ be the maximum
weight cycle cover, and H∗ be the maximum weight Hamiltonian cycle in the
given graph.

At Step 3.1 algorithm Ã deletes the lightest edge ei from each cycle Ci in
the cycle cover C∗ and sets M ′ = {e1, . . . eμ}. Since each cycle in the cycle cover
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consists of at least 3 edges, from W (Ci) ≥ 3w(ei) for all i = 1, . . . , μ, it follows
that:

W (C∗) ≥ 3W (M ′).

Using (3), for the matching M̃ , which is the heaviest matching in the Hamil-
tonian cycle H ′ formed at Step 3.3 of algorithm Ã, we have:

W (M̃) ≥ W (H ′)
2

≥ 2
(
1 − εA′(n′)

)
W (M ′)

2
=

(
1 − εA′(n′)

)
W (M ′).

Finally, due to the construction of the desired Hamiltonian cycle H, the
relative error of algorithm Ã is

ε
˜A(n) = 1 − W (H)

W (H∗) ≤ 1 − W (H)
W (C∗) = 1 − W (C∗\M ′)+W (˜M)

W (C∗)

≤ 1 − W (C∗\M ′)+
(
1−εA′ (n′)

)
W (M ′)

W (C∗) = 1 − W (C∗)−εA′ (n′)W (M ′)
W (C∗)

= εA′ (n′)W (M ′)
W (C∗) ≤ εA′ (n′)

3 ≤ β

(n′)
2

k+1
.

Remark 2. The running-time of algorithm Ã is determined by the time one needs
to construct a maximum weight cycle cover C∗, which is O(n3) [4].

Remark 3. For the practical use of algorithm Ã one can set the following thresh-
old in choosing between Stages 2 and 3. If the number of cycles μ in optimal
the cycle cover at most n

k+1
k+3

(
βk+1/4

) 1
k+3 , perform Stage 2, otherwise perform

Stage 3. In this case for the total relation error of the algorithm we have:

ε
˜A(n) ≤

(
βk+1

4n2

) 1
k+3

.

Corollary 1. Let M∗ be the maximum weight perfect matching, C∗ be the max-
imum weight cycle cover, and H∗ be the maximum weight Hamiltonian cycle of
an n-vertex complete graph G(V,E) in Euclidean space of fixed dimension. Then

2W (M∗) = W (H∗)(1 + o(1)) = W (C∗)(1 + o(1)).

In other words, in Euclidean space of fixed dimension the weights of the optimal
C∗,H∗ and the doubled weight of M∗ are asymptotically equal.

Proof. The first equality follows from (3) for an n-vertex graph. The second
equality follows from (5) and from the proof of Theorem3, where having:

1 − W (H)
W (C∗)

≤ β

(n′)
2

k+1
and W (C∗) ≥ W (H∗) ≥ W (H)

we obtain W (C∗) = W (H∗)(1 + o(1)).
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3.2 The Case of an Arbitrary Normed Space

In 2014 Shenmaier [13] introduced the notation of a remote angle α(x, y) between
two vectors x and y in an arbitrary normed space:

α(x, y) = min{‖x/‖x‖ − y/‖y‖‖, ‖x/‖x‖ + y/‖y‖‖}.

He proved that substituting the angle, defined by the dot product, with the
remote angle α(x, y) in Serdukov’s algorithm [12] (or its modification [5]), one can
obtain an asymptotically optimal algorithm AN for the Max TSP in an arbitrary
normed space. The relative error of algorithm AN is εAN

≤ (k+1)/�n 1
k+1 �, where

k is the dimension of the space.
It is easy to see that due to the same modifications our algorithm Ã would also

give asymptotically optimal solutions to the Max TSP in an arbitrary normed
space. First note, that in the case of small number of cycles in the optimal cycle
cover (μ = o(n)) according to Theorem 2 algorithm Ã is asymptotically optimal
in any metric space. For the case of large number of cycles in the optimal cycle
cover (μ = O(n)) the asymptotic optimality follows strictly from Theorem3 and
the result by Shenmaier [13].

Corollary 2. Using the remote angle instead of an angle, defined by the dot
product, at Step 3.3, our algorithm Ã also gives asymptotically optimal solutions
for the Max TSP in an arbitrary normed space. The relative error of the algo-
rithm in the case of executing Stage 3 is ε

˜A(n) = εAN
(n′)/3, where n′ = 2μ,

μ = O(n) is the number of cycles in the optimal cycle cover C∗.

Now we can extend the structural results from the Corollary 1 to the case of
an arbitrary normed space.

Corollary 3. Let M∗ be the maximum weight perfect matching, C∗ be the max-
imum weight cycle cover, and H∗ be the maximum weight Hamiltonian cycle of
a complete graph G(V,E) in an arbitrary normed space of fixed dimension. Then
the weights of the optimal C∗,H∗ and the doubled weight of M∗ are asymptoti-
cally equal: 2W (M∗) = W (H∗)(1 + o(1)) = W (C∗)(1 + o(1)).

4 Conclusion

This paper present a new modification Ã of an approximation algorithm for the
Max TSP with O(n3) running-time. Maximum weight cycle cover C∗ of the ini-
tial graph is used as a foundation for constructing the approximate solutions. It
is shown that if the number of cycles in C∗ is μ = o(n), algorithm Ã is asymp-
totically optimal for the Metric Max TSP (and, thus, also for the Euclidean Max
TSP). In the case of μ = O(n) algorithm Ã is asymptotically optimal for the
Euclidean Max TSP and due to [13] can be easily modified to give asymptot-
ically optimal solutions for the Max TSP in an arbitrary normed space. The
performance and analysis of algorithm Ã do not depend neither on the parity of
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the number of vertices in the initial graph, nor on the parity of the number of
edges μ in the maximum weight matching.

As a corollary, we’ve showed that, given a complete undirected weighted
graph in an arbitrary normed space, the weights of the maximum Hamiltonian
cycle, the maximum weight cycle cover and the doubled weight of the maximum
weight matching are asymptotically equal.

For the future work it would be interesting to extend the ideas of the algo-
rithm, so it could find approximate solutions with improved approximation ratio
for the Metric Max TSP, when μ = O(n).
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Abstract. We consider two problems of searching for the largest subset
in a finite set of points in Euclidean space. Both problems have appli-
cations, in particular, in data analysis and data approximation. In each
problem, an input set and a positive real number are given and it is
required to find a subset (i.e., a cluster) of the largest size under a con-
straint on the value of a quadratic function. The points in the input set
which are outside the sought subset are treated as a second cluster. In the
first problem, the function in the constraint is the sum over both clusters
of the intracluster sums of the squared distances between the elements
of the clusters and their centers. The center of the first (i.e., sought)
cluster is unknown and determined as the centroid, while the center of
the second one is fixed in a given point in Euclidean space (without
loss of generality in the origin). In the second problem, the function in
the constraint is the sum over both clusters of the weighted intracluster
sums of the squared distances between the elements of the clusters and
their centers. As in the first problem, the center of the first cluster is
unknown and determined as the centroid, while the center of the second
one is fixed in the origin. In this paper, we show that both problems
are strongly NP-hard. Also, we present exact algorithms for the cases
of these problems in which the input points have integer components.
If the space dimension is bounded by some constant, the algorithms are
pseudopolynomial.

Keywords: Euclidean space · 2-clustering · Largest subset
NP-hardness · Exact algorithm · Pseudopolynomial-time solvability

1 Introduction

In the paper, we study two optimization problems. Our goal is to analyze the
computational complexity of the problems and construct for these problems
effective algorithms with guaranteed accuracy.

The research is motivated by insufficient study of the problems, by the
absence of algorithmic results for them, and by importance of these problems in
some applications (see next section).
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The paper has the following structure. Section 2 contains the problems for-
mulation, their interpretation, related problems, their distinctive features, and
known algorithmic results. In the same section we announce the results obtained.
In Sect. 3, we analyze the computational complexity of the problems considered.
Section 4 contains some auxiliary problems and algorithms for them. Finally,
the step-by-step description of algorithms for the considered problems and jus-
tification of their properties (accuracy and time complexity) are presented in
Sect. 5.

2 Problems Formulation and Related Problems, Known
and Obtained Results

Everywhere below R denotes the set of real numbers, ‖ · ‖ denotes the Euclidean
norm, and 〈·, ·〉 denotes the scalar product; centroid (geometric center) of a set
is the arithmetic mean of the points from this set; center of a cluster C is a point
x ∈ R

d in the sum
∑

y∈C ‖y − x‖2.
The problems under consideration are as follows.

Problem 1. Given: an N -element set Y of points in d-dimensional Euclidean
space and a number α ∈ (0, 1). Find: a subset C ⊂ Y of the largest cardinality
such that

f(C) =
∑

y∈C
‖y − y(C)‖2 +

∑

y∈Y\C
‖y‖2 ≤ α

∑

y∈Y
‖y − y(Y)‖2 , (1)

where y(C) = 1
|C|

∑
y∈C y and y(Y) = 1

|Y|
∑

y∈Y y are the centroids of the subset
C and the given set Y, respectively.

Problem 2. Given: a set Y = {y1, . . . , yN} of points in R
d and a number α ∈

(0, 1). Find: a subset C ⊂ Y of the largest cardinality such that

g(C) = |C|
∑

y∈C
‖y − y(C)‖2 + |Y \ C|

∑

y∈Y\C
‖y‖2 ≤ αN

∑

y∈Y
‖y − y(Y)‖2 . (2)

There are some clusterization problems related to the considered ones. The
closest related problem to Problem 1 is the following

Problem 3 (2-MSSC with given center). Given: an N -element set Y of points
in Euclidean space of dimension d. Find: a 2-partition of Y into clusters C and
Y \ C minimizing the value of f(C).

Abbreviation MSSC corresponds to Minimum Sum-of-Squares Clustering. In
Problem 3, one needs to minimize f(C), i.e., the sum over both clusters of the
intracluster sums of the squared distances between the elements of the clusters
and their centers. The center of the cluster C is unknown and determined as the
centroid, while the center of the cluster Y\C is fixed in a given point in Euclidean
space (without loss of generality in the origin). In Problem 1, one needs to find a
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cluster C of the largest cardinality under upper constraint on the value of f(C).
This constraint is defined by the right-hand part of (1), i.e., by the fraction of
the total quadratic variation of the input set Y with respect to its centroid y(Y).

Problem 3 is close to the MSSC problem, which is also well-known since
the last century as the k-Means problem [1–6]. The complexity of this problem
was studied in [7–10]. In [7], it was shown that its basic two-cluster variant, i.e.,
2-MSSC (or 2-Means) problem, is strongly NP-hard. Recall that in 2-MSSC it
is required to find 2-partition minimizing the value of

∑

y∈C
‖y − y(C)‖2 +

∑

y∈Y\C
‖y − y(Y\C)‖2 .

In 2-MSSC, in contrast to Problem 3, the both cluster centers of C and Y \ C
are unknown (in Problem 3, the center of only one cluster is unknown). Strong
NP-hardness of Problem 3 was proved in [11,12].

The closest related problem to Problem 2 is the following

Problem 4 (Cardinality-weighted 2-MSSC with given center). Given: an N -
element set Y of points in d-dimensional Euclidean space. Find: a 2-partition of
Y into clusters C and Y \ C minimizing the value of g(C).

In this problem, it is required to minimize g(C), i.e., the sum over both
clusters of the cardinality-weighted intracluster sums of the squared distances
between the elements of the clusters and their centers. As in Problem 3, the
center of the cluster C is unknown and determined as the centroid, while the
center of the cluster Y \ C is fixed in the origin. In Problem 2, it is required to
find a cluster C of the largest cardinality under upper constraint on the value
of g(C). This constraint is defined by the right-hand part of (2), i.e., by the
fraction of the total cardinality-weighted quadratic variation of the input set Y
with respect to its centroid y(Y).

Problem 4 is close to the known [13–20] Quadratic Euclidean Min-Sum All-
Pairs 2-clustering problem. In this problem, it is required to find a 2-partition
minimizing the value of

|C|
∑

y∈C
‖y − y(C)‖2 + |Y \ C|

∑

y∈Y\C
‖y − y(Y\C)‖2 ,

where the both centers are unknown (in Problem 4, only one center is unknown).
The strong NP-hardness of this problem was proved in [21,22] and the strong
NP-hardness of Problem 4 was shown in [23,24].

All mentioned clusterization problems have a simple geometric interpreta-
tion and are closely related to Data science, Data approximation, Data mining,
Machine learning, Statistics, Combinatorial geometry. In these research areas,
clusterization algorithms are the key tools (see, for example, [25–31] and papers
cited therein). Developing new tools for clusterization is of great interest for
these areas.
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By this time, there are no available algorithmic results for considered Prob-
lems 1 and 2, so below we present known results only for the closest problems,
namely, for Problems 3 and 4.

Firstly, let us recall known results for Problem 3. The only known result for
the general case of Problem 3 is a 2-approximation polynomial algorithm with
time complexity O(dN2) which was proposed in [32]. The following results were
obtained for variant of Problem 3 in which cluster cardinalities are given. Below
this variant is referred to as 2-MSSC with given center and cluster cardinalities
(Problem 9). We present algorithmic results for this variant since we use one of
them to construct our algorithm for considered Problem 1.

Strong NP-hardness of this variant of Problem 3 follows from [33–35].
In [36], a 2-approximation polynomial algorithm with time complexity

O(dN2) was proposed for the problem.
A polynomial-time approximation scheme (PTAS) having O(dN2/ε+1

(9/ε)3/ε) time complexity, where ε is a relative error, was proposed in [37].
A randomized algorithm was proposed in [38]. Under assumption M ≥ βN ,

where β ∈ (0, 1) is some constant, and given ε > 0 and γ ∈ (0, 1), the algorithm
finds a (1 + ε)-approximate solution of the problem with probability not less
than 1 − γ in O(dN) time. In the same paper, the conditions were found under
which the algorithm finds a (1 + εN )-approximate solution of the problem in
O(dN2) time with probability not less than 1 − γN , where εN → 0 and γN → 0
as N → ∞, i.e., the conditions under which the algorithm is asymptotically
exact.

It follows from [39] that the problem is solvable in O(d2N2d) time, which is
polynomial when the space dimension d is fixed. A faster exact algorithm with
O(dNd+1) running time was proposed in [40]. Additionally, an exact algorithm
for the case of integer inputs was presented in [41]. The time complexity of the
algorithm is O(dN(2MD + 1)d), where D is the maximum absolute coordinate
value in the input set. If the space dimension is fixed, the algorithm is pseu-
dopolynomial and its time complexity is O(N(MD)d).

In [42], it was shown that there is no FPTAS for the problem unless P = NP .
In the same paper, the algorithm was proposed which allows finding a (1 + ε)-
approximate solution in O(dN2(

√
2q/ε + 2)d) time for given ε ∈ (0, 1). For

the fixed space dimension d, the algorithm runs in O(N2(1/ε)q/2) time and
implements an FPTAS.

Secondly, let us recall known results for Problem 4. In [23,24] it was shown
that there are no FPTAS for this problem unless P = NP . The following results
were obtained for the variant of Problem 4 in which cluster cardinalities are given.
In Sect. 4, this variant is referred to as Cardinality-weighted 2-MSSC with given
center and cluster cardinalities (Problem 10). Below we only list algorithmic
results for this variant since their characteristics are similar to the characteristics
of the algorithms for Problem 3 (although the algorithms for these problems are
not identical).

A 2-approximation algorithm was constructed in [43]. An exact algorithm for
the integer case of the problem was proposed in [44]. A (1 + ε)-approximation
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algorithm, which implements an FPTAS in the case of the fixed space dimen-
sion, was constructed in [45]. The modification of this algorithm with improved
running time was proposed in [46]. This modification implements a PTAS for
instances of dimension d = O(log N). A randomized algorithm was proposed
in [47].

In this paper, we present the first results for Problems 1 and 2. Namely, we
prove the strong NP-hardness of Problems 1 and 2 and present exact algorithms
for their special cases in which the input points have integer-valued coordinates;
if the space dimension is fixed, both algorithms are pseudopolynomial.

3 Computational Complexity

Before analyzing the computational complexity of Problems 1 and 2, note that
the right-hand sides of (1) and (2) do not depend on C, and for a given input
are constants. Therefore, Problems 1 and 2 in a property verification form can
be formulated in the following way.

Problem 5. Given: an N -element set Y of points in d-dimensional Euclidean
space, a positive integer M , real numbers A > 0 and α ∈ (0, 1). Question: is
there in Y a subset C of cardinality at least M such that

f(C) ≤ A?

Problem 6. Given: a set Y = {y1, . . . , yN} of points in R
d, a positive integer M ,

numbers α ∈ (0, 1) and B > 0. Question: is there in Y a subset C of cardinality
at least M such that

g(C) ≤ B?

Property verification form of Problems 3 and 4 is as follows.

Problem 7. Given: an N -element set Y of points in d-dimensional Euclidean
space, real numbers A > 0 and α ∈ (0, 1). Question: is there in Y a subset C
such that

f(C) ≤ A?

Problem 8. Given: a set Y = {y1, . . . , yN} of points in R
d, numbers α ∈ (0, 1)

and B > 0. Question: is there in Y a subset C such that

g(C) ≤ B?

Proposition 1. Problems 5 and 6 are strongly NP-complete.

Proof. Obviously, both problems are in NP. Therefore, the proposition follows
from the fact that strongly NP-complete Problems 7 and 8 are the special cases
of Problems 5 and 6 with M = 1. ��

Thus, optimization Problems 1 and 2 are strongly NP-hard since Problems 5
and 6 are their reformulation in a property verification form.
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4 Algorithms Foundations

In order to substantiate our algorithms, we need two auxiliary problems with
exact algorithms for their special cases.

First, we need the following auxiliary

Problem 9 (2-MSSC with given center and cluster cardinalities). Given: a set
Y = {y1, . . . , yN} in Euclidean space of dimension d and a positive integer M .
Find: a subset C ⊆ Y of the size M minimizing the value of f(C).

The algorithm for special case of Problem 9 in which components of all points
in the input set are integer is presented below.

Algorithm A1.
Input : a set Y and a positive integer M .
Step 1. Find the value of D by formula

D = max
y∈Y

max
j∈{1,...,d}

|(y)j |, (3)

where (y)j denotes the j-th coordinate of a point y. Construct the set D by
formula

D = {x | (x)j =
1
M

(v)j , (v)j ∈ Z, |(v)j | ≤ MD, j = 1, . . . , q}. (4)

Step 2. For each x ∈ D, construct the set Y(x) of M points y ∈ Y having
the largest values of 〈y, x〉. Calculate

fx(Y(x)) =
∑

y∈Y(x)

‖y − x‖2 +
∑

y∈Y\Y(x)

‖y‖2.

Step 3. Find the point xA = arg minx∈D fx(Y(x)) and corresponding subset
Y(xA). As a solution to the problem, take CM

A1
= Y(xA). If there are several

solutions then take any of them.
Output : the set CM

A1
.

Remark 1. It was proved in [41] that if components of all points in Y are integers
in the interval [−D,D] then algorithm A1 finds an optimal solution of Problem 9
in O(dN(2MD + 1)d) time. This running time is caused by the equality |D| =
(2MD + 1)d.

Next, we need the second auxiliary

Problem 10 (Cardinality-weighted 2-MSSC with given center and cluster cardi-
nalities). Given: an N -element set Y of points in d-dimensional Euclidean space
and a positive integer number M ≤ N . Find: a partition of Y into two non-empty
clusters C and Y \ C such that

g(C) → min,

subject to constraint |C| = M .
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Finally, we need the following algorithm which allows one to find a solution
of Problem 10 in the case of integer coordinates of the input points of Y.

Algorithm A2.
Input : a set Y and a positive integer M .
Step 1. Find the value of D by formula (3). Construct the set D by for-

mula (4).
Step 2. For each x ∈ D, construct the set Y(x) of M points in y ∈ Y having

the smallest values of

hx(y) = (2M − N) ‖y‖2 − 2M 〈y, x〉 .

Calculate

gx(Y(x)) = M
∑

y∈Y(x)

‖y − x‖2 + (N − M)
∑

y∈Y\Y(x)

‖y‖2.

Step 3. Find the point xA = arg minx∈D gx(Y(x)) and corresponding subset
Y(xA). As a solution to the problem, take CM

A2
= Y(xA). If there are several

solutions then take any of them.
Output : the set CM

A2
.

Remark 2. It was proved in [44] that if components of all points in Y are inte-
gers in the interval [−D,D] then the algorithm A2 finds an optimal solution of
Problem 10 in O(dN(2MD + 1)d) time.

5 Algorithms

The algorithms formulated in Sect. 4 are the computational basis for algorithms
presented below for Problems 1 and 2. Let us formulate the following algorithm
for solving Problem 1.

Algorithm A3.
Input : a set Y and a number α.
Step 1. Compute A = α

∑
y∈Y ‖y − y(Y)‖2.

Step 2. For every M = 1, . . . , N using algorithm A1 find an exact solution
CM

A1
of Problem 9 and calculate for this solution the value of the objective function

f(CM
A1

).
Step 3. In the family {CM

A1
,M = 1, . . . , N} of the sets obtained in Step 2

find a set CA1 of maximum cardinality for which f(CA1) ≤ A.
Output : the set CA1 .
The algorithm for solving Problem 2 is similar; the main difference between

the algorithms is in constructing a feasible solution of the problem at Step 2.

Algorithm A4.
Input : a set Y and a number α.
Step 1. Compute A = αN

∑
y∈Y ‖y − y(Y)‖2.
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Step 2. For every M = 1, . . . , N using algorithm A2 find an exact solution
CM

A2
of Problem 10 and calculate for this solution the value of the objective

function g(CM
A2

).
Step 3. In the family {CM

A2
,M = 1, . . . , N} of the sets obtained in Step 2

find a set CA2 of maximum cardinality for which g(CA2) ≤ A.
Output : the set CA2 .
The following theorem is true.

Theorem 1. Suppose that the points of Y have integer components lying in
[−D,D]. Then algorithms A3 and A4 find exact solutions of Problems 1 and 2
in O(dN2(2ND + 1)d) time.

Proof. Let us prove the accuracy bound of algorithm A3. Let C∗
1 be the optimal

solution of Problem 1, M∗
1 = |C∗

1 |. Note that algorithm A3 finds an admissible
solution of Problem 9 with M = M∗

1 . Since CM∗
A1

is the optimal solution of the
same problem,

f(CM∗
A1

) ≤ f(C∗
1 ) ≤ A.

Therefore, CM∗
A1

was considered at Step 3 of the algorithm, and the family
{CM

A2
,M = 1, . . . , N | f(CA1) ≤ A} is not empty. Moreover, from the defini-

tion of Step 3 we get
|CA1 | ≥ |CM∗

A1
| = M∗

1 = |C∗
1 |.

On the other hand, since CA1 is an admissible solution of Problem 1, we have
|CA1 | ≤ |C∗

1 |; therefore, |CA1 | = |C∗
1 |.

The proof of the optimality of algorithm A4 is similar to the proof of the
optimality of algorithm A3.

Let us estimate the time complexity of algorithm A3 (the time complexity
of algorithm A4 is the same). Step 1 is done in O(dN) operations. The most
time consuming Step 2 requires O(dN2(2ND + 1)d) operations since for every
M = 1, . . . , N algorithm A1 requires O(dN(2MD + 1)d) operations. Finally,
Step 3 can be done in O(N) operations. Summing up the costs required at all
steps yields the time complexity bound for algorithm A3.

Thus, the time complexity of both algorithms is equal to O(dN2(2ND +
1)d). ��
Remark 3. In the case of fixed space dimension, algorithms A3 and A4 are pseu-
dopolynomial, since in that case their running time is equal to O(N2(ND)d).

6 Conclusion

In this paper, we prove the strong NP-hardness of two different quadratic
Euclidean clusterization problems. Also we present the first algorithms for these
problems. Our algorithms allow finding exact solutions in the case of integer
problems instances. If the space dimension is bounded by some constant, the
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algorithms are pseudopolynomial. Thus, we show that both problems are solv-
able in a pseudopolynomial time in the case of fixed space dimension and integer
problems instances.

It is clear that the proposed algorithms are suitable for solving practical
problems of only small dimension. However, one can consider these algorithms
as a starting point for obtaining improved algorithmic solutions.

An important direction of further studies is the substantiation of the effective
approximation algorithms with guaranteed accuracy for the considered problems.

In our opinion, these algorithms will be useful, in particular, in Data mining,
Pattern recognition, and Machine learning.
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Academy of Science (the Program of Basic Research), project 0314-2016-0015, and by
the Russian Ministry of Science and Education under the 5-100 Excellence Programme.
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Abstract. The tuple of permutations and the tuple of indices are
required to be found in the problem considered in order to minimize
the sum of elements chosen from the given family of finite numerical
sequences subject to some constraints on the elements choice. Namely,
given the family of L numerical nonnegative N -element sequences and
a positive integer J , it is required to minimize the sum of J intra-sums.
Each element corresponds to one element in one of L input sequences,
and all possible L-permutations are admissible in this one-to-one corre-
spondence in each intra-sum of L elements. In addition, there are some
constraints on the indices of the summed sequence elements. The prob-
lem solution is a pair of tuples, namely, (1) a tuple of J permutations on
L elements, and (2) a tuple of JL increasing indices. The paper presents
an exact polynomial-time algorithm with O(N5) running time for this
problem. In particular, the problem is induced by an applied problem of
noiseproof searching for repetitions of the given tuple of elements with
their possible permutations at each tuple repeat, and finding the posi-
tions of these elements in the numerical sequence distorted by noise under
some constraints on unknown positions of elements. The applied prob-
lem noted is related, for example, to the remote monitoring of several
moving objects with possible arbitrary displacements (permutations) of
these objects.

Keywords: Optimal summing · Finite numerical sequences
Permutations · Exact polynomial-time algorithm

1 Introduction

The paper aims at studying one problem of optimal summing of elements chosen
from the family of finite numerical sequences. The subject of this research is algo-
rithmic approximability of the problem. Our goal is to construct a polynomial-
time algorithm with the guaranteed accuracy.

The research is motivated by the lack of available algorithms for the problem
under consideration despite its importance, in particular, in the remote monitor-
ing of some objects (see next section). Moreover, it is the generalization of one
c© Springer Nature Switzerland AG 2018
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optimization problem studied before (see next section). Therefore, this study is
of interest, as well.

The paper has the following structure. The problem formulation, its interpre-
tation, and known results for the particular case of the problem are presented in
Sect. 2. Also, our result obtained is announced in this section. Section 3 contains
two auxiliary problems and exact polynomial-time algorithms for their solution
which are necessary to justify the proposed algorithm. Finally, our algorithm for
the main problem considered is given and justified in Sect. 4.

2 Problem Formulation and Related Problems

Hereinafter we denote the set of real numbers by R, the set of non-negative
real numbers by R≥, and the set of positive integer numbers by N. The per-
mutation on L elements and the set of all possible permutations on L elements
are designated as π and Π respectively. Finally, the j-th permutation, for every
j = 1, . . . , J , is denoted by πj , and its i-th element, for every i = 1, . . . , L, is
denoted by πj(i).

We consider the following

Problem 1. Given the family S =
{

{s1(n), . . . , sL(n)}
∣∣∣ si(n) ∈ R≥, i = 1, . . . , L,

n = 1, . . . , N
}

of numerical sequences and a positive integer J such that JL ≤ N .
Find a tuple (n1, . . . , nJL) of indices, where nk ∈ {1, . . . , N}, k = 1, . . . , JL, and
a tuple (π1, . . . , πJ ) of J permutations on L elements such that

S(n1, . . . , nJL, π1, . . . , πJ ) =
J∑

j=1

L∑
i=1

sπj(i)(n(j−1)L+i) −→ min (1)

subject to constraints

1 ≤ n1 < n2 < . . . < nJL ≤ N. (2)

In the particular case of Problem1, when πj(i) = i for all j = 1, . . . , J , i =
1, . . . , L, i.e., when permutations are prohibited, it is required to find an index
tuple (n1, . . . , nJL) minimizing the value of

J∑
j=1

L∑
i=1

si(n(j−1)L+i)

under the same constraints (2). This particular case was studied in [1]. The
authors presented an exact polynomial algorithm with running time O(JLN2).

This particular case [1] is induced by the optimization model where each
element si(n), n = 1, . . . , N , i = 1, . . . , L, is a squared distance between the
point xi ∈ R

d in the given collection {x1, . . . , xL} of L points and the element
yn ∈ R

d in a sample sequence (y1, . . . , yN ). In other words, the i-th element in
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the family S is the result of comparisons (by distance) between the i-th point
in the collection {x1, . . . , xL} and each element in the sequence (y1, . . . , yN ).
The inequalities (2) define the tuple (n1, . . . , nJL) of indices in the sequence
(y1, . . . , yN ). The indices in this tuple are admissible for summing in (1).

The correspondence between the applied problem inducing this particular
case and its model is as follows. The point xi and the collection {x1, . . . , xL} of
points in the model correspond to the i-th object and the collection of L objects
of some interest respectively. The sample sequence (y1, . . . , yN ) corresponds to
a d-dimensional time series obtained as a measurement result. There are some
measurement results corresponding to the objects of interest in this time series.
These results are indexed by the tuple (n1, . . . , nJL). Every sequence si in the
family S corresponds to the result of comparing the i-th object in the collec-
tion {x1, . . . , xL} and each element of time ordered measurement results. The
applied problem can be interpreted as a noiseproof detection of the given pat-
tern collection {x1, . . . , xL} repeated J times in the signal (y1, . . . , yN ). There
are no pattern permutations in each pattern collection repetition in the applied
problem. One can see that the interval nm −nm−1, m = 2, . . . , JL, between two
consecutive patterns is not constant, but it is bounded in accordance with the
inequalities (2).

Problem 1 is induced by the similar but more complex applied problem.
Namely, it is allowed that the patterns (objects) are arbitrarily reordered with
each repetition of the pattern collection. This rearrangement of objects is repre-
sented by permutations in the objective function (1).

We present a polynomial algorithm with running time O(N5) which allows
us to find an optimal solution for Problem1.

3 Algorithm Foundation

To solve Problem 1 two auxiliary problems and exact polynomial algorithms
for their solution are necessary. In addition, exact algorithms are needed for
two well-known problems, namely, (1) Minimum weight perfect matching in a
complete bipartite graph [2], (2) Nearest neighbor search [3].

The first auxiliary problem has the following formulation.

Problem 2. Given the family F =
{

{f1(n), . . . , fL(n)}
∣∣∣ fi(n) ∈ R≥, i =

1, . . . , L, n = a, . . . , b − 1; L ≤ b − a, a, b ∈ N

}
of sequences. Find an index

tuple (n1, . . . , nL), where ni ∈ {a, . . . , b − 1}, i = 1, . . . , L, and a permutation
π ∈ Π such that

F (n1, . . . , nL, π) =
L∑

i=1

fπ(i)(ni) → min, (3)

while the elements of (n1, . . . , nL) satisfy the following constraints

a ≤ n1 < . . . < nL < b.
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To solve this problem, it will be transformed (reduced) into Minimum weight
perfect matching problem.

Let G = (V ∪ U ,V × U , w) be a complete bipartite graph with vertex parts
V = {va, . . . , vb−1} and U = {u1, . . . , ub−a}. Each vertex vn, n = a, . . . , b − 1,
in V corresponds to the index n in {a, . . . , b − 1}. The vertices u1, . . . , uL in
U correspond to the indices in {1, . . . , L} of the sequences in the input family
F . The vertices uL+1, . . . , ub−a are auxiliary ones and necessary only to make
vertex parts equal by size.

Let the edge weights be given as

wvnuj
=

{
fj(n), j = 1, . . . , L,
0, j = L + 1, . . . , b − a,

(4)

for each n = a, . . . , b − 1. The weight of each edge (v, u), where v ∈ V and
u is an auxiliary vertex in U , is zero. While the weight of each edge (vn, ul),
n = a, . . . , b − 1, l = 1, . . . , L, is equal to the value of the n-th element in the
l-th sequence in F .

Define a bijection r : {a, . . . , b − 1} −→ {1, . . . , b − a} between the sets of
indices of V and U for every perfect matching P in G. Hereinafter the weight of
the perfect matching P = {(vn, ur(n)), n = a, . . . , b − 1} is designated as W (P).

The following lemma is true.

Lemma 1. Let P∗ = {(vn, ur∗(n)), n = a, . . . , b − 1} be the minimum weight
perfect matching in G, where r∗ is the optimal bijection. Then in Problem 2 the
optimal tuple η∗(a, b) = (n∗

1, . . . , n
∗
L) and the optimal permutation π∗(a, b) can

be found by the following formulas:

n∗
1 = min

{
n | r∗(n) ∈ {1, . . . , L}, n ∈ {a, . . . , b − 1}

}
, (5)

n∗
i = min

{
n | r∗(n) ∈ {1, . . . , L}, n ∈ {n∗

i−1 + 1, . . . , b − 1}
}

, i = 2, . . . , L, (6)

and
π∗(a, b) = (r∗(n∗

1), . . . , r
∗(n∗

L)). (7)

The optimal value F ∗(a, b) of the objective function (3) can be found as

F ∗(a, b) = W (P∗). (8)

Proof. Consider an arbitrary perfect matching P in G. Let

M(P) =
{

n | r(n) ∈ {1, . . . , L}, n ∈ {a, . . . , b − 1}
}

(9)

be the set of indices of the vertices in V which are adjacent to the vertices
u1, . . . , uL in U .

Let η(P) = (n1, . . . , nL) be the tuple with the following components:

n1 = min{n | n ∈ M(P)}, (10)
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nj = min
{

n | n ∈ M(P), n ∈ {nj−1 + 1, . . . , b − 1}
}

, j = 2, . . . , L, (11)

and let
π(P) = (r(n1), . . . , r(nL)). (12)

It follows from (9), (10), and (11) that the sequence n1, . . . , nL is an increas-
ing one. Moreover, the tuple η(P) and the permutation π(P) are admissible in
Problem 2.

Denote by P1 a set of edges in the matching P which are incident to vertices
u1, . . . , uL. Then from (9) we have P1 = {(vn, ur(n)), n ∈ M(P)}.

According to (4) w(e) = 0 for each edge e ∈ P \ P1. Consequently, for the
weight of the matching P, we have

W (P) = W (P1) + W (P \ P1) = W (P1) =
∑

n∈M(P)

w(vn, ur(n))

=
L∑

i=1

w(vni
, ur(ni)) =

L∑
i=1

fr(ni)(ni) = F (η(P), π(P)). (13)

Now, let us prove (8). Consider an arbitrary permutation π =
(π(1), . . . , π(L)) and an arbitrary tuple η = (n1, . . . , nL) admissible in Prob-
lem 2. For this tuple and this permutation we show the existence of a perfect
matching P in G such that

η = η(P), π = π(P), (14)

where η(P ) and π(P) are defined by (10), (11), and (12).
To do so, we construct an example of P in the following way. Take the set

{(vnk
, uπ(k)), k = 1, . . . , L} of edges. This set is a matching in G. Add b − a − L

edges to this matching to obtain a perfect one. All these added edges have zero
weight, since they are incident to the vertices uL+1, . . . , ub−a in U . Then it is easy
to see that (14) is true for the constructed perfect matching P. Consequently, in
accordance with (13), we have

F (η, π) = F (η(P), π(P)) = W (P). (15)

Further, since P∗ is the minimum weight perfect matching, for the weight of the
constructed matching P we have

W (P) ≥ W (P∗) = F (η(P∗), π(P∗)). (16)

From (15) and (16) we obtain F (η, π) ≥ F (η(P∗), π(P∗)). This inequality means
that F ∗(a, b) = F (π(P∗), η(P∗)). Finally, combining this equality with (13), we
prove (8). Formulas (5), (6), and (7) follow immediately from (10), (11), and
(12). �

Recall that the minimum weight perfect matching can be found by a well-
known algorithm (see, for example [2]) in polynomial time. This time is equal to
O((b − a)3) for the graph G.
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Thus, we have the following algorithm for auxiliary Problem2.
Algorithm A1.
INPUT: the family F of sequences.
Step 1. Construct G using (4) and find the minimum weight perfect matching

P∗ in G using the well-known algorithm [2].
Step 2. Find the optimal permutation π∗(a, b) and the optimal tuple η∗(a, b)

by (5), (6), and (7).
Step 3. Compute W (P∗) and F ∗(a, b) by (8).
OUTPUT: the permutation π∗(a, b), the tuple η∗(a, b) = (n∗

1, . . . , n
∗
L), and

the value F ∗(a, b).
The following proposition is true.

Proposition 1. Algorithm A1 finds the optimal solution of Problem 2 in O((b−
a)3) time.

Proof. The solution optimality follows immediately from Lemma1. Evaluate the
time complexity of the algorithm. We need O((b − a)2)-time to construct G at
Step 1. At the same step finding the perfect matching P∗ requires O((b − a)3)
time. Steps 2 and 3 are executed in O(b − a) time. So, the running time of
Algorithm A1 is O((b − a)3). �

The second auxiliary problem has the following formulation.

Problem 3. Given positive integers L, J , and N such that JL ≤ N , the family
Q = {q(n,m) ∈ R≥ | 1 ≤ n < m ≤ N +1; L ≤ m−n ≤ N −(J −1)L, n,m ∈ N}.
Find an index tuple (μ1, . . . , μJ+1), where μj ∈ {1, . . . , N +1}, j = 1, . . . , J +1,
such that

Q(μ1, . . . , μJ+1) =
J∑

j=1

q(μj , μj+1) → min, (17)

subject to constraints

1 = μ1 < . . . < μJ+1 = N + 1, (18)

μj+1 − μj ≥ L, j = 1, . . . , J. (19)

Remark 1. It follows from (18) and (19) that

μj+1 − μj ≤ N − (J − 1)L, j = 1, . . . , J. (20)

To solve Problem 3 we use an exact algorithm for the well-known
Nearest neighbor search problem (see, for example, [3]). Given the family

H = {h(n,m) ∈ R≥| 1 ≤ n ≤ m ≤ N + 1; n,m ∈ N} and a positive integer J .
Find an index tuple (ν1, . . . , νJ+1), where νj ∈ {1, . . . , N + 1}, j = 1, . . . , J + 1,
such that

H(ν1, . . . , νJ+1) =
J∑

j=1

h(νj , νj+1) → min, (21)
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subject to constraints

1 = ν1 ≤ ν2 ≤ . . . ≤ νJ+1 = N + 1.

As it is known, the solution of the Nearest neighbor search problem can be
found in O(JN2) time.

Lemma 2. Let (ν∗
1 , . . . , ν∗

J+1) be the optimal solution of the Nearest neighbor
search problem with

h(n,m) =⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

q(n,m), n = 1, . . . , N − L + 1,
m = n + L, . . . ,min{N + 1, n + N − (J − 1)L},

+∞, n = 1, . . . , N + 1,m = n, . . . ,min{n + L − 1, N + 1},
+∞, n = 1, . . . , 1 + (J − 1)L,

m = n + N − (J − 1)L + 1, . . . , N + 1,

(22)

and H∗ be the optimal value of the objective function (21). Then the components
of the optimal tuple (μ∗

1, . . . , μ
∗
J+1) and the optimal value Q∗ of the function (17)

can be found by the following formulas

μ∗
i = ν∗

i , i = 1, . . . , J + 1, (23)

Q∗ = H∗. (24)

Proof. First, let us show that the tuple (ν∗
1 , . . . , ν∗

J+1) is an admissible one in
Problem 3. Assume the contrary, i.e., there exists i ∈ {1, . . . J} such that ν∗

i+1 −
ν∗

i < L or ν∗
i+1 − ν∗

i > N − (J − 1)L. Then, we have

H∗ = H(ν∗
1 , . . . , ν∗

J+1) =
J∑

j=1

h(ν∗
j , ν∗

j+1) =

i∑
j=1

h(ν∗
j , ν∗

j+1) + h(ν∗
i , ν∗

i+1) +
J∑

j=i+1

h(ν∗
j , ν∗

j+1) = +∞,

since the first and the third terms in the penultimate expression are non-negative
and the second term is +∞ in accordance with (22).

On the other hand, the value of the objective function (21) is finite for
every tuple admissible in Problem3. This is contradictory to the optimality of
(ν∗

1 , . . . , ν∗
J+1) in the Nearest neighbor search problem. So, (ν∗

1 , . . . , ν∗
J+1) satis-

fies (19) and (20). In addition, it satisfies (18) and so, it is an admissible tuple
in Problem 3.

Let us show that the tuple (ν∗
1 , . . . , ν∗

J+1) is optimal in Problem 3. Let
(μ1, . . . , μJ+1) be an arbitrary tuple such that it satisfies the restrictions (18)
and (19). Then, using (17), (21), and (22), we obtain

Q(μ1, . . . , μJ+1) =
J∑

j=1

q(μj , μj+1) =
J∑

j=1

h(μj , μj+1) = H(μ1, . . . , μJ+1). (25)
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Thus, for an arbitrary tuple (μ1, . . . , μJ+1), admissible in Problem 3, we have

Q(μ1, . . . , μJ+1) = H(μ1, . . . , μJ+1) ≥ H∗

= H(ν∗
1 , . . . , ν∗

J+1) = Q(ν∗
1 , . . . , ν∗

J+1).

Consequently, Q∗ = Q(ν∗
1 , . . . , ν∗

J+1) and by (25) we have

Q∗ = Q(ν∗
1 , . . . , ν∗

J+1) = H(ν∗
1 , . . . , ν∗

J+1) = H∗.

In such a way, the formulas (23) and (24) are proved. �

Thus, we have the following algorithm for auxiliary Problem3.
Algorithm A2.
INPUT: positive integers L, J , and the family Q.
Step 1. Find the family H by (22). Compute the optimal value H∗ and find

the optimal tuple (ν∗
1 , . . . , ν∗

J+1) of the Nearest neighbor search problem.
Step 2. Compute the optimal value Q∗ of the objective function of Problem3

using (24) and find the optimal tuple (μ∗
1, . . . , μ

∗
J+1) of indices using (23).

OUTPUT: the tuple (μ∗
1, . . . , μ

∗
J+1) and the value Q∗.

The following proposition is true.

Proposition 2. Algorithm A2 finds an optimal solution for Problem 3 in
O(JN2) time.

Proof. The solution optimality follows from Lemma2. Evaluate the running time
of Algorithm A2. Step 1 implements the algorithm for the Nearest neighbor
search problem, so it is executed in O(JN2) time. Step 2 requires O(N) time.
Consequently, the running time of Algorithm A2 is O(JN2). �

4 Exact Algorithm

Let, as above a, b ∈ N, in addition, let M,T ∈ N. Define two sets of integer
tuples:

ΩM (a, b, T ) = {(n1, . . . , nM )| ni ∈ N, i = 1, . . . , M,

a ≤ n1 < . . . < nM ≤ b, T ≤ nj − nj−1, j = 2, . . . , M} , (26)

and

ΦL(a, b) = {(n1, . . . , nL)| ni ∈ N, i = 1, . . . , M, a ≤ n1 < . . . < nL < b} . (27)

Remark 2. If a = 1, b = N , M = JL, and T = 1, where N , L, and J are
instances of Problem 1, then it is easy to see that ΩJL(1, N, 1) is the set of all
admissible tuples in Problem 1. If 1 ≤ a < b ≤ N and b − a ≥ L, then ΦL(a, b)
is the set of all tuples admissible in Problem 2.
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Next, we need the following

Property 1. If s, t ∈ N, 1 ≤ s < t ≤ M , and (n1, . . . , nJL) ∈ ΩJL(1, N, 1), where
N , L, and J are instances of Problem 1, then

t − s ≤ nt − ns. (28)

To prove Property 1, it is sufficient to sum up the inequalities T ≤ ni − ni−1

included in the definition (26) over all i = s + 1, . . . , t with T = 1.
To justify our algorithm, we need the following

Proposition 3. For the set of the tuples admissible in Problem1 we have

ΩJL(1, N, 1) =
⋃

(m2,...,mJ )∈ΩJ−1(L+1, N−L+1, L),
m1=1, mJ+1=N+1

J∏
j=1

ΦL(mj ,mj+1). (29)

Proof. To prove this proposition, we show the mutual inclusion of the sets in the
left and right parts of (29).

Direct inclusion of the sets. Consider a tuple (n1, . . . , nJL) ∈ ΩJL(1, N, 1).
Let us show that its subtuple (nL+1, n2L+1, . . . , n(J−1)L+1) ∈ ΩJ−1(L + 1, N −
L + 1, L). Indeed, for the subtuple components, according to (28), we have

nL+1 − n1 ≥ L + 1 − 1 = L,

nJL − n(J−1)L+1 ≥ JL − ((J − 1)L + 1) = L − 1.

Consequently,
nL+1 ≥ L + n1 ≥ L + 1,

n(J−1)L+1 ≤ nJL − L + 1 ≤ N − L + 1.

From this and the definition (26) we obtain

L + 1 ≤ nL+1 < . . . < n(J−1)L+1 ≤ N − L + 1.

Moreover, in accordance with (28) for every j = 2, . . . , J − 1 we have

njL+1 − n(j−1)L+1 ≥ jL + 1 − ((j − 1)L + 1) = L.

In such a way, with a = L + 1, b = N − L + 1, M = J − 1, and T = L all
inequalities in the definition (26) are satisfied. Consequently,

(nL+1, n2L+1, . . . , n(J−1)L+1) ∈ ΩJ−1(L + 1, N − L + 1, L).

Finally, since (n1, . . . , nJL) ∈ ΩJL(1, N, 1), for every j = 1, . . . , J we have

(n(j−1)L+1, . . . , njL) ∈ ΦL(mj ,mj+1),

where m1 = 1, mj = n(j−1)L+1, j = 2, . . . , J , and mJ+1 = N +1. This completes
the proof of the direct inclusion.
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Inverse inclusion of the sets. Let

m1 = 1, (m2, . . . , mJ ) ∈ ΩJ−1(L + 1, N − L + 1, L), mJ+1 = N + 1.

Consider the tuple

(nj
1, . . . , n

j
L) ∈ ΦL(mj ,mj+1), j = 1, . . . , J. (30)

Let us show that the composite tuple

(n1
1, . . . , n

1
L, n2

1, . . . , n
2
L, . . . , nJ

1 , . . . , nJ
L) ∈ ΩJL(1, N, 1).

Indeed, it follows from (27) and (30) that nj−1
L < mj ≤ nj

1, for every j = 2, . . . , J .
The inequality nj

i−1 < nj
i , i = 2, . . . , L, holds for every j = 1, . . . , J , since (30).

Finally, n1
1 ≥ 1 and nJ

L < N + 1.
So, if a = 1, b = N , M = JL, and T = 1, then the components of the compos-

ite tuple (n1
1, . . . , n

1
L, n2

1, . . . , n
2
L, . . . , nJ

1 , . . . , nJ
L) satisfy all conditions included

in the definition (26). Thus, the inverse inclusion of the sets is proved. �

Let us formulate the following main

Lemma 3. Let N , J , and L be the instances of Problem 1. Let η∗(a, b), π∗(a, b)
be the optimal solution of Problem 2 for each a = 1, . . . , N − L + 1, and b =
a + L, . . . ,min{N + 1, a + N − (J − 1)L} with

fi(j) = si(j), j = a, . . . , b − 1, i = 1, . . . , L,

where si(j) is the sequence in the input family S of Problem 1, and F ∗(a, b) be
the optimal value of the objective function (3).

Let (μ∗
1, . . . , μ

∗
J+1) be the optimal solution of Problem 3 with

q(n,m) = F ∗(n,m), n = 1, . . . , N − L + 1,

m = n + L, . . . ,min{N + 1, n + N − (J − 1)L}, (31)

in the family Q, and Q∗ be the optimal value of the function (17).
Then the optimal tuples (n∗

1, . . . , n
∗
JL) and (π∗

1 , . . . , π
∗
L) of Problem 1 can be

found by the following formulas:

(n∗
(j−1)L+1, . . . , n

∗
jL) = η∗(μ∗

j , μ
∗
j+1), j = 1, . . . , J, (32)

π∗
j = π∗(μ∗

j , μ
∗
j+1), j = 1, . . . , J, (33)

and the optimal value S∗ of the function (1) can be found as

S∗ = Q∗. (34)

Proof. In accordance with Remark 2 ΩJL(1, N, 1) is the set of tuples admissible
in Problem 1, and ΦL(n,m) is the set of tuples admissible in Problem 2 for every
n,m ∈ {1, . . . , N + 1} such that m − n ≥ L. So,

S∗ = min
(n1,...,nJL)∈ΩJL(1,N,1)

min
(π1,...,πJ )∈ΠJ

J∑
j=1

L∑
i=1

sπj(i)(ni+(j−1)L), (35)



On a Problem of Summing Some Selected Elements 315

F ∗(n,m) = min
(n1,...,nL)∈ΦL(n,m)

min
π∈Π

L∑
i=1

sπ(i)(ni). (36)

Then, using (29), (35), and (36), for the right-hand part of (35) we obtain

S∗ =

min
(m2,...,mJ )∈ΩJ−1(L+1,N−L+1,L)

m1=1, mJ+1=N+1

J∑
j=1

min
(n(j−1)L+1,...,njL)∈

ΦL(mj ,mj+1)

min
πj∈Π

L∑
i=1

sπj(i)(ni+(j−1)L)

min
(m2,...,mJ )∈ΩJ−1(L+1,N−L+1,L)

m1=1, mJ+1=N+1

J∑
j=1

min
(ν1,...,νL)∈ΦL(mj ,mj+1)

min
π∈Π

L∑
i=1

sπ(i)(νi) =

min
(m2,...,mJ )∈ΩJ−1(1,N−L+1,L)

m1=1, mJ+1=N+1

J∑
j=1

F ∗(mj , mj+1) = Q∗, (37)

since {(m1, . . . , mJ+1)| m1 = 1, (m2, . . . , mJ ) ∈ ΩJ−1(L+1, N −L+1), mJ+1 =
N +1} is the set of tuples admissible in Problem 3 in accordance with (18), (19),
and (26). Thus, (34) is proved.

Let us show that (32) and (33) hold. Since (μ∗
1, . . . , μ

∗
J+1) is the optimal

tuple of Problem3, and Q∗ is the optimal value of the objective function of this
problem in accordance with (37), we have

S∗ =
J∑

j=1

F ∗(μ∗
j , μ

∗
j+1), (38)

where F ∗(μ∗
j , μ

∗
j+1), at every j = 1, . . . , J , is the optimal value of the objective

function of Problem2.
By definitions (3), (32), and (33) we have

F ∗(μ∗
j , μ

∗
j+1) = F (n∗

(j−1)L+1, . . . , n
∗
jL, π∗

j ) =
L∑

i=1

sπ∗
j (i)

(n∗
(j−1)L+i) (39)

for every j = 1, . . . , J .
Consider the tuple

(n∗
1, . . . , n

∗
JL) = ((n∗

1, . . . , n
∗
L), . . . , (n∗

(J−1)L+1, . . . , n
∗
JL))

of indices and the sequence (π∗
1 , . . . , π

∗
J ) of permutations defined by (32) and

(33). For this tuple and these permutations, from (1), (38), and (39) we obtain

S(n∗
1, . . . , n

∗
JL, π∗

1 , . . . , π
∗
J ) =

J∑
j=1

L∑
i=1

sπ∗
j (i)

(n∗
(j−1)L+i) =

J∑
j=1

F (π∗
j , n∗

(j−1)L+1, . . . , n
∗
jL) = S∗.

Consequently, the tuple (n∗
1, . . . , n

∗
JL) and the sequence of permutations

(π∗
1 , . . . , π

∗
L) defined by (32) and (33) are optimal in Problem1. �
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Now, present the algorithm for Problem1.
Algorithm A.
INPUT: the family S of sequences and a positive integer J .
Step 1 (solving the family of Problems 2). For each a = 1, . . . , N −L+1, and

b = a+L, . . . ,min{N +1, a+N − (J − 1)L}, put fi(j) = si(j), j = a, . . . , b− 1,
i = 1, . . . , L. Using Algorithm A1, find the optimal solution π∗(a, b), η∗(a, b) and
compute the optimal value F ∗(a, b) of the objective function (3).

Step 2 (solving Problem3). Find the family Q in accordance with (31). Find
the optimal solution (μ∗

1, . . . , μ
∗
J+1) and compute the optimal value Q∗ of the

objective function (17), using Algorithm A2.
Step 3. Compute the value S∗ of the objective function (1) by (34). Con-

struct (n∗
1, . . . , n

∗
JL) and (π∗

1 , . . . , π
∗
L), using (32) and (33).

OUTPUT: the tuples (n∗
1, . . . , n

∗
JL), (π∗

1 , . . . , π
∗
L) and the value S∗.

The following theorem is true.

Theorem 1. Algorithm A finds an optimal solution of Problem1 in O(N5)
time.

Proof. The optimality of the solution follows from Proposition 1, Proposition 2,
and Lemma 3. At Step 1 we have to solve Problem 2 not more then (N −L+1)2

times. Every solution requires O((b − a)3) time. Since b − a ≤ (N − (J − 1)L),
the running time of Step 1 is bounded by O((N − L + 1)2(N − (J − 1)L)3).
Step 2 is running in O(JN2) time, since this step implements the algorithm
for Problem3. The running time of Step 3 is O(JL). Since JL ≤ N , the total
running time is O(N5). �

Remark 3. If J and L are bounded by some constants, then the time complexity
of Algorithm A is O(N5). In a particular case, when L = N , we have J = 1 and
the running time of the algorithm is O(N3).

5 Conclusion

An exact polynomial time algorithm for one optimization problem arising in
applications connected with the analysis of time series has been presented in
this paper. Although this algorithm is a polynomial, it might be difficult to use
it on large data. Therefore, one of the main lines for the further research on
the problem is the construction of faster approximation algorithms with a guar-
anteed accuracy. In connection with the known Big data problem, constructing
of approximation algorithms with linear or sublinear time complexity for the
considered problem is of a specific interest.
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Abstract. The Capacitated Vehicle Routing Problem (CVRP) is the
well-known combinatorial optimization problem having a wide range of
practical applications in operations research. It is known that the prob-
lem is NP-hard and remains intractable even in the Euclidean plane.
Although the problem is hardly approximable in the general case, some
of its geometric settings can be approximated efficiently. Unlike other
versions of CVRP, approximability of the Capacitated Vehicle Routing
Problem with Time Windows (CVRPTW) by the algorithms with perfor-
mance guarantees seems to be weakly studied so far. To the best of our
knowledge, the recent Quasi-Polynomial Time Approximation Scheme
(QPTAS) proposed by L. Song et al. appears to be the only one known
result in this field. In this paper, we propose the first Efficient Polyno-
mial Time Approximation Scheme (EPTAS) for CVRPTW extending
the classic approach of M. Haimovich and A. Rinnooy Kan.

Keywords: Capacitated Vehicle Routing Problem · Time windows
Efficient Polynomial Time Approximation Scheme

1 Introduction

The Capacitated Vehicle Routing Problem (CVRP) is the widely known com-
binatorial optimization problem introduced by Dantzig and Ramser in their
seminal paper [5]. This problem has a wide range of applications in operations
research (see, e.g. [4] and references within). In addition, CVRP settings stem
from specific models of unsupervised learning [1]. For instance, in [7], CVRP is
considered as a clustering problem, where the clusters are formed by customers
serviced by the same route and intra-cluster costs are defined by lengths of the
corresponding routes.

As the well-known k-means clustering problem [2,10], CVRP remains NP-
hard even in finite dimensional Euclidean spaces (see, e.g. [17]). Although the
problem is hardly approximable in general, its geometric settings can be approx-
imated rather well. Most of the known results in this field date back to the
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famous papers by Haimovich and Rinnooy Kan [8] and Arora [3]. To the best
of our knowledge, the most recent among them are the Quasi-Polynomial Time
Approximation Scheme (QPTAS) proposed in [6] for the Euclidean plane and
extended in [15,16] to the case of finite number of non-intersecting time windows,
and the Efficient Polynomial Time Approximation Scheme (EPTAS) introduced
in [12] for the CVRP in the Euclidean space of an arbitrary dimension d > 1.
Although, for the Capacitated Vehicle Routing Problem with Time Windows
(CVRPTW) there is a significant success in development of branch-and-cut exact
methods and heuristics that can solve its numerous instances coming from the
practice efficiently (see surveys in [14,17]), the known results concerning the
algorithms with performance guarantees remain still very rare.

In this paper, we try to bridge this gap and propose the first EPTAS for
CVRPTW extending the famous approach proposed by Haimovich and Rinnooy
Kan [8] and some other previous results [11,12,15,16].

The rest of the paper is structured as follows. In Sect. 2 we provide a math-
ematical statement of CVRPTW. In Sect. 3, we discuss the main idea of the
scheme proposed, provide its rigorous description, and claim our main result. Its
proof for the simplest non-trivial case of the problem defined in the Euclidean
plane is presented in Sect. 4. Finally, in Sect. 5 we come to conclusions and list
some open questions.

2 Problem Statement

In the simplest setting of the Capacitated Vehicle Routing Problem with Time
Windows (CVRPTW), we are given by a set X = {x1, . . . , xn} of customers
and a set T = {t1, . . . , tp} of consecutive time windows. It is assumed that, for
any 1 ≤ j < p, the time window tj precedes time window tj+1, i.e. the set T
is ordered. In the sequel, we denote this order by �. Each customer xi has the
unit non-splittable demand, which should be serviced in a given time window
t(xi) ∈ T . Service is carried out by a fleet of vehicles arranged at a given depot
x0. Each vehicle has the same capacity q and visits customers assigned to it in
a cyclic route starting and finishing at the depot x0. The goal is to visit all the
customers minimizing the total transportation cost subject to capacity and time
windows constraints.

The mathematical statement of the CVRPTW can be defined as follows.
The instance is given by the weighted complete digraph G = (X ∪ {x0}, E,w),
a partition

X1 ∪ . . . ∪ Xp = X, (1)

and the capacity bound q ∈ N. Here,

(i) the non-negative weighting function w : E → R+ defines transportation
costs for location pairs (xi, xj), such that, for any route R = xi1 , . . . , xis ,
its cost w(R) =

∑s−1
j=1 w(xij , xij+1)

(ii) any subset Xj of partition (1) consists of customers xi, which should be
serviced in time window t(xi) = tj ∈ T
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(iii) for any feasible vehicle route R = x0, xi1 , . . . , xis , x0, the following con-
straints

s ≤ q (capacity) (2)
t(xij ) � t(xij+1) (time windows) (3)

are valid.

It is required to find a collection of feasible routes S = {R1, . . . , Rl} that
visits each customer once and has the minimum total transportation cost w(S) =
∑l

i=1 w(Ri).
If the weighting function w satisfies the triangle inequality, then CVRPTW

is called metric and transportation costs w(xi, xj) are called distances between
locations xi and xj . In this paper, we consider the Euclidean CVRPTW, where
X ∪ {x0} ⊂ R

d and w(xi, xj) = ‖xi − xj‖2.

3 Approximation Scheme

Our scheme (Algorithm 1) extends the approach proposed in the seminal paper
by Haimovich and Rinnooy-Kan [8].

Its main idea is quite simple and consists of the following points

(i) decomposition of the initial CVRPTW instance with p time windows to a
single CVRPTW subinstance induced by the outer customers and p inde-
pendent subinstances of the classic CVRP that describe servicing of the
inner ones

(ii) the famous Iterated Tour Partition (ITP) heuristic (Algorithm2) reducing
the CVRP to an appropriate instance of the Traveling Salesman Problem
(TSP) induced by a subset of the inner customers, which should be serviced
in the fixed time window tj , j ∈ {1, . . . , p}

(iii) an upper bound for the optimum TSP∗ of the TSP instance enclosed in the
Euclidean sphere of a given radius.

At first glance, the worst case time complexity of Algorithm1 is determined
by running time of the dynamic programming procedure applied to finding the
exact solution of CVRPTW (due to Step 2), i.e. the proposed scheme should be
extremely inefficient.

Actually, it is not so. As we show in Sect. 4, for any ε > 0, p ≥ 1, ρ ≥ 1,
and q ∈ N there exist a bound K̃ = K̃(ε, p, ρ, q) such that Eq. (4) is satisfied by
at least one 1 ≤ k ≤ K̃. Therefore, for n > K̃, the solution S0 can be obtained
by dynamic programming with time complexity bound O(qk22k) (see, e.g. [9]),
which does not depend on n. Further, for finding ρ-approximate solutions for
the inner Euclidean TSP problem, one can employ an arbitrary approximation
algorithm. Since running time of the ITP is O(n2), the overall time complexity
is mainly determined by the complexity TIME(TSP, ρ, n) of such an algorithm.
The main result is claimed in Theorem 1. For the sake of simplicity, we present it
for the case of Euclidean plane postponing more general result to the forthcoming
paper.



Efficient PTAS for the Euclidean CVRP with Time Windows 321

Algorithm 1. Approximation Scheme for the Euclidean CVRPTW
Input: an instance of the Euclidean CVRPTW defined by a complete graph G(X ∪
{x0}, E, w), a capacity q, and partition X1 ∪ . . . ∪ Xp = X
Parameters: ε > 0 and ρ ≥ 1
Output: an (1 + ε)-approximate solution SAPP of the given CVRPTW instance

1: relabel the customers in the order r1 ≥ . . . ≥ rn, where ri = w(x0, xi) is a distance
between the customer xi and the depot x0

2: for the given ε > 0, find the smallest number k = k(ε, p, q) such that

q (2k + p(1 + ρ))
rk∑n
i=1 ri

+ 2q
√

πpρ

√
rk∑n
i=1 ri

< ε (4)

or set k = n, if equation (4) is violated by any k < n.
3: split the set X to subsets X(k) = {x1, . . . , xk−1} and X ′(k) = X \ X(k) of outer

and inner customers, respectively
4: find an optimal solution S0 for the CVRPTW subinstance defined by the subgraph

G〈X(k)∪x0〉, partition (X1 ∩X(k))∪ . . .∪(Xp ∩X(k)), and capacity q by dynamic
programming

5: find a ρ-approximate solution H of the auxiliary TSP instance defined by the
subgraph G〈X ′(k)〉. Split H into p cycles H1, . . . , Hp such that each cycle Hj

spans X ′(k) ∩ Xj (Fig. 1)
6: for all j ∈ {1, . . . , p} do
7: obtain a partial CVRP solution Sj by employing the ITP heuristic (Algorithm 2)

to the cycle Hj and CVRP subinstance defined by G〈X ′(k) ∩ Xj ∪ {x0}〉 and
capacity q

8: end for
9: output the solution SAPP = S0 ∪ S1 ∪ . . . ∪ Sp

Theorem 1. For any ε > 0 an (1 + ε)-approximate solution for the Euclidean
CVRPTW can be obtained in time TIME(TSP, ρ, n)+O(n2)+O(qk22k), where
k = k(ε, p, q, ρ) = O

(
p(ρ + 1) exp (O(q/ε)) exp

(
O(

√
pq/ε)

))
.

Remark 1. As it follows from Theorem 1, the scheme proposed is EPTAS for any
fixed p and q and remains PTAS for q = O(log log n) and p = O(log log n).

4 Proof Sketch

We start with description of the well-known ITP heuristic (Algorithm2). As
it is shown in [8,13], for the cost w(SITP) of the ITP-produced solution SITP,
there exists the following upper bound, which remains valid for an arbitrary
non-negative weighting function w.

Lemma 1. For r̄ = 1/|X|∑|X|
i=1 ri and l = 
|X|/q�,

w(SITP) ≤ 2lr̄ +
(

1 − l

|X|
)

w(H) ≤ 2lr̄ + (1 − 1/q) w(H). (5)
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Algorithm 2. ITP heuristic
Input: an instance of CVRP defined by a complete weighted digraph G(X∪{x0}, E, w)
and capacity q, and an arbitrary Hamiltonian circuit H in the subgraph G〈X〉
Output: an approximate solution SITP of the given CVRP instance

1: for all x ∈ X do
2: starting from the vertex x, split the circuit H into l = 	|X|/q
 chains, such that

each of them, except maybe one, spans q vertices
3: connecting endpoints of each chain with the depot x0 directly, construct a set

S(x) of l routes
4: end for
5: output the solution SITP = arg min{w(S(x)) : x ∈ X}

Lemma 1 can be easily extended to the case of metric CVRPTW. Indeed, con-
sider an instance of the metric CVRPTW defined by the graph G(X∪{x0}, E,w),
partition X1∪ . . .∪Xp = X, and capacity q. Let H be a Hamiltonian cycle span-
ning all the customers X. For any j, obtain a Hamiltonian cycle Hj for the
subset Xj by shortcutting the cycle H (Fig. 1). Then, for each CVRP subin-
stance defined by the subgraph G〈Xj ∪ {x0}〉 and capacity q and for the appro-
priate cycle Hj , apply Algorithm2 to construct the partial solution Sj . For the
combined solution S = S1 ∪ . . . ∪ Sp, the following upper bound is valid.

Fig. 1. Shortcutting of a Hamiltonian cycle. Triangles, squares and circles denote cus-
tomers, which should be serviced in different time windows.
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Lemma 2.

w(S) ≤ p

(

1 − 1
q

)

w(H) +
2
q

|X|∑

i=1

ri + 2prmax, (6)

where rmax = max{r1, . . . , r|X|}.
Proof. by Lemma 1, for each Sj , we have

w(Si) ≤ 2
⌈

nj

q

⌉

r̄j +
(

1 − 1
q

)

w(Hj), (7)

where nj = |Xj | and r̄j = 1/nj

∑{ri : xi ∈ Xj}. Since, by construction, w(Hj) ≤
w(H) and 
nj/q� ≤ nj/q + 1,

w(S) =

p∑

i=1

w(Sj) ≤
(

1 − 1

q

) p∑

j=1

w(Hj) + 2

p∑

j=1

⌈
nj

q

⌉

r̄i ≤

≤ p

(

1 − 1

q

)

w(H) +
2

q

p∑

j=1

nj r̄j + 2

p∑

j=1

r̄j ≤ p

(

1 − 1

q

)

w(H) +
2

q

|X|∑

i=1

ri + 2prmax.

Lemma 2 is proved.

In particular, in the case when the cycle H is found by ρ-approximation algorithm
applied to the auxiliary TSP instance (with optimum TSP∗(X)) defined by the
subgraph G〈X〉,

w(S) ≤ p

(

1 − 1
q

)

ρTSP∗(X) +
2
q

|X|∑

i=1

ri + 2prmax.

Notice that, for an arbitrary feasible solution of the metric CVRP, the following
simple lower bound

w(S) ≥ 2
q

|X|∑

i=1

ri (8)

is also valid.
Further, let the customers x1, . . . , xn (elements of the set X) be ordered

by decreasing their distances r1 ≥ r2 ≥ . . . ≥ rn from the depot x0. Given
some k ∈ {1, . . . , n}, consider a decomposition of the initial CVRP instance to
two independent subinstances induced by the subsets X(k) = {x1, . . . , xk−1}
and X ′(k) = X \ X(k) of outer and inner customers and the same depot x0.
Denote by OPT(X), OPT(X(k)), and OPT(X ′(k)) optimum values of the initial
instance and the produced subinstances, respectively. Then, the following lemma
holds the metric CVRP.

Lemma 3. For any 1 ≤ k ≤ n,

OPT(X(k)) + OPT(X ′(k)) ≤ OPT(X) + 4(k − 1)rk. (9)
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It is easy to verify that the claim of Lemma 3 remains valid for the case of metric
CVRPTW as well.

The next step to our proof of Theorem1 is concerned with an upper bound
the optimum value of the Euclidean TSP instance enclosed in a sphere of a
given radius R. As we mentioned above, in this paper we restrict ourselves to
the simplest non-trivial case of the Euclidean plane described in the following
lemma. As it was shown in [11,12], the similar bounds can be obtained for any
fixed-dimensional Euclidean space.

Lemma 4. Let an instance of the Euclidean TSP be given by a set X = {x1, . . . ,
xn} that be enclosed in a circle of radius R = max{ri : i ∈ {1, . . . , n}} centered
at x0. Then, for the optimum TSP∗(X),

TSP∗(X) ≤ 2R + 4

√
√
√
√πR

n∑

i=1

ri. (10)

Proof. For some h < π, partition the enclosing circle to 
2π/h� sectors such
that all of them, except maybe one, have h as a value of their central angle.
Consider the cyclic route walking back and forth all the obtained radii and
augmented by the double connection of each point xi to the closest radius.
Transform this ‘strange’ route to a Hamiltonian cycle with shortcutting by the
triangle inequality. Denote the length of the tour obtained by L(h). Since the
distance between xi and the nearest radius is at most ri sin(h/2) ≤ rih/2 and
the total length of all the radii does not exceed R(2π/h + 1), we have

L(h) ≤ 2R +
4πR

h
+ h

n∑

i=1

ri. (11)

The rhs of (11) is minimized by

h∗ = 2

√
πR

∑n
i=1 ri

∈ (0, 2
√

π].

Therefore,

TSP∗(X) ≤ L(h∗) ≤ 2R + 4

√
√
√
√πR

n∑

i=1

ri.

Lemma is proved.

Consider a solution S = S0 ∪ S1 ∪ . . . ∪ Sp provided by Algorithm1 for some
k. By construction, w(S0) = OPT(Xk). At this point, we are ready to estimate
the relative approximation error of the solution S

e(k) =
w(S) − OPT(X)

OPT(X)
=

OPT(X(k)) + APP(X ′(k)) − OPT(X)
OPT(X)

, (12)

where APP(X ′(k)) =
∑p

i=1 w(Si).



Efficient PTAS for the Euclidean CVRP with Time Windows 325

Lemma 5.

e(k) ≤ q (2k + p(1 + ρ))
rk∑n
i=1 ri

+ 2q
√

πpρ

√
rk∑n
i=1 ri

(13)

Proof. Indeed,

e(k) =
OPT(X(k)) + APP(X ′(k)) − OPT(X)

OPT(X)

=
(OPT(X(k)) + OPT(X ′(k)) − OPT(X)) + APP(X ′(k)) − OPT(X ′(k))

OPT(X)
.

Since,

OPT(X(k)) + OPT(X ′(k)) − OPT(X) ≤ 4(k − 1)rk, by Lemma 3,

OPT(X) ≥ 2/q

n∑

i=1

ri and OPT(X ′(k)) ≥ 2/q

n∑

i=k

ri, by Eq. (8),

APP(X ′(k)) ≤ p

(

1 − 1
q

)

ρTSP∗(X ′(k)) +
2
q

n∑

i=k

ri + 2prk, by Lemma 2, and

TSP∗(X ′(k)) ≤ 2rk + 4

√
√
√
√πrk

n∑

i=k

ri, by Lemma 4,

we obtain

e(k) ≤ (2q(k − 1) + ρpq + pq)
rk∑n
i=1 ri

+ 2
√

πpρq

√
rk∑n
i=1 ri

≤ q (2k + p(1 + ρ))
rk∑n
i=1 ri

+ 2q
√

πpρ

√
rk∑n
i=1 ri

.

Lemma 5 is proved.

The following technical lemma is the last stair to the proof of our main result.

Lemma 6. For any ε > 0, p ≥ 1, ρ ≥ 1, and q ∈ N, there exists K̃ =
K̃(ε, p, ρ, q), such that the equation

q (2k + p(1 + ρ))
rk∑n
i=1 ri

+ 2q
√

πpρ

√
rk∑n
i=1 ri

< ε (14)

holds at least for one 1 ≤ k ≤ K̃.

Proof. Suppose, for some K̃, Eq. (14) is violated by any natural k from the
interval [1, K̃], i.e., for any 1 ≤ k ≤ K̃,

s2k +
2
√

πpρ

2k + p(1 + ρ)
sk − ε

q(2k + p(1 + ρ))
≥ 0 (15)
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for sk =
√

rk∑n
i=1 ri

. Since the lhs of Eq. (15) has the roots of different sign,

Eq. (15) implies

sk ≥ −
√

πpρ

2k + p(1 + ρ)
+

√
πp2ρ2

(2k + p(1 + ρ))2
+

ε

q(2k + p(1 + ρ))

or

sk ≥ − B

2k + A
+

√(
B

2k + A

)2

+
C

2k + A
≥ − B

2k + A
+

√
C√

2k + A
,

where A = p(1 + ρ), B =
√

πpρ, and C = ε/q.
Hence,

s2k ≥ C

2k + A
+

B2

(2k + A)2
− 2B

√
C

(2k + A)3/2
≥ C

2k + A
− 2B

√
C

(2k + A)3/2
(16)

Further, we suppose that n is sufficiently large, i.e. K̃ ≤ n. Therefore,

K̃∑

k=1

s2k =
K̃∑

k=1

rk∑n
i=1 ri

≤ 1

and

1 ≥
K̃∑

k=1

s2k ≥
K̃∑

k=1

C

2k + A
−

K̃∑

k=1

2B
√

C

(2k + A)3/2

≥
∫ K̃

1

Cdx

2x + A
− 2B

√
C

(2 + A)3/2
−

∫ K̃

1

2B
√

Cdx

(2x + A)3/2

≥ C

2
ln

2K̃ + A

2 + A
− 2B

√
C

(2 + A)3/2
− 1

2
B

√
C√

2 + A

≥ C

2
ln

2K̃ + A

2 + A
− 5

2
B

√
C√

2 + A
≥ C

2
ln

2K̃ + A

2 + A
− 5B

2

√
C

A
,

since B
√

C > 0. Thus,

ln
2K̃ + A

2 + A
≤ 2

C

(

1 +
5B

2

√
C

A

)

=
2
C

+
5B√
AC

and

K̃ ≤ A · exp

(
2

C
+

5B√
AC

)

= p(ρ + 1) · exp
(
2 · q

ε

)
· exp

(

5
√

πpρ

√
1

p(1 + ρ)

√
q

ε

)

≤ p(ρ + 1) · (exp (q/ε))2 ·
(
exp(

√
(pq)/ε)

)5
√

πρ

,

since A = p(ρ + 1) ≥ 2. Lemma 6 is proved.

The proof of Theorem1 follows straightforward from the lemmas above.
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5 Conclusion

In this paper, we proposed new approximation scheme for the Capacitated Vehi-
cle Routing Problem with Time Windows. To the best of our knowledge, the
scheme proposed is the first EPTAS for this problem for any fixed capacity
q and number of time windows p. Our scheme remains PTAS with respect to
n even for q = log log n and p = log log n. Although the proof presented in
this paper concerns the simplest case of the problem (Euclidean plane, single
depot), the scheme proposed seems to be applicable to the more general setting
of CVRPTW. In forthcoming paper, we are going to present the full proof for
multiple depots and Euclidean spaces of an arbitrary fixed dimension d > 1.
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Abstract. Earth remote sensing imagery come from satellites,
unmanned aerial vehicles, airplanes, and other sources. National agen-
cies, commercial companies, and individuals across the globe collect enor-
mous amounts of such imagery daily. Array DBMS are one of the promi-
nent tools to manage and process large volumes of geospatial imagery.
The core data model of an array DBMS is an N -dimensional array.
Recently we presented a geospatial array DBMS – ChronosDB – which
outperforms SciDB by up to 75× on average. We are about to launch a
Cloud service running our DBMS. SciDB is the only freely available dis-
tributed array DBMS to date. Remote sensing imagery are traditionally
stored in files of sophisticated formats, not in databases. Unlike SciDB,
ChronosDB does not require importing files into an internal DBMS for-
mat and works with imagery “in situ”: directly in their native file for-
mats. This is one of the many virtues of ChronosDB. It has now certain
aggregation capabilities, but this paper focuses on more advanced aggre-
gation queries which still constitute a large portion of a typical work-
load applied to remote sensing imagery. We integrate the aggregation
types into the data model, present the respective algorithms to perform
aggregations in a distributed fashion, and thoroughly compare the per-
formance of our technique with SciDB. We carried out experiments on
real-world data on 8- and 16-node clusters in Microsoft Azure Cloud.

Keywords: ChronosDB · SciDB · Cloud computing · Array DBMS
Satellite imagery · In Situ · Big data · Landsat

1 Introduction

Earth remote sensing imagery is attractive both for computer science researchers
and practitioners across a wide variety of disciplines. From the research perspec-
tive, the imagery carry a wealth of analytic opportunities and are truly “Big
Data”. For example, Planet Labs, a new startup company aiming to “index”
objects on our planet, downloads and processes over 5 TB of data daily [12].
From the practical perspective, the imagery are crucial in decision-making for
urban planning, agriculture, emergency monitoring, and many other important
applications [7]. Finally, these imagery form an ever-growing commercial sector
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W. M. P. van der Aalst et al. (Eds.): AIST 2018, LNCS 11179, pp. 331–342, 2018.
https://doi.org/10.1007/978-3-030-11027-7_31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11027-7_31&domain=pdf
https://doi.org/10.1007/978-3-030-11027-7_31


332 R. A. Rodriges Zalipynis

and reveal an unprecedented increase in popularity: Amazon and Google allocate
petabytes of space to provide satellite imagery via commercial clouds [5].

An array DBMS is one of the options to process geospatial imagery keeping
pace with the imagery volumes and the analytical needs. To date, SciDB [4] is the
only freely available distributed array DBMS. ChronosDB is a new distributed
array DBMS radically different from SciDB. First, it works on top of files in
diverse raster file formats and does not require complex, error-prone, and slow
importing of remote sensing imagery into an internal DBMS format. The import
is a major bottleneck as it may sometimes take more time than the imagery
analysis itself. Second, ChronosDB leverages a new delegation approach: the
algorithms are designed such that they always delegate a significant portion of
the required work to external, powerful command line tools. Finally, an efficient
execution engine coordinates the work of tools and the movement of files between
the tools to enable distributed execution of queries on a computer cluster.

We started from a high-performance raster data dissemination server and
its applications [9,15–18,23]. Than we enabled raster data processing on just a
single machine reaching 3× to 193× faster performance than SciDB [19]. After
that, we targeted certain N -d array operations on a computer cluster (Azure
Cloud) achieving over 1000× acceleration over SciDB [22]. We than added spe-
cific 2-d operations on satellite imagery of diverse formats and types [20,25].
Finally, we significantly rethought, reworked, redesigned, and extended our pre-
vious approaches and built ChronosDB – a new array DBMS [21]. ChronosDB is
at least 3× faster than SciDB for all queries. ChronosDB can be over 1000× faster
than SciDB. On average, ChronosDB is by up to 75× faster than SciDB [21].

This paper considers additional types of aggregation the need for which fre-
quently occurs during the analysis of Earth remote sensing imagery. We integrate
the new types into ChronosServer, as they are experimental. Our previous work
included the aggregation of an N -d array only over the first axis. However, it is
important to be able to obtain aggregations over an arbitrary set of array axes.

For example, one may have an N -d array consisting of 4 dimensions:
(time, elevation, latitude, longitude). In this case, it might be desirable to get
an aggregate array (time, latitude, longitude) or (time, elevation, latitude). The
former aggregate shows the average over all available vertical levels while the
latter is a zonal average. Other aggregation functions can be applied such as
min or max. In addition, a user may wish to aggregate over several dimensions
to get a resulting array like (elevation, longitude).

The rest of the paper is organized as follows. Section 2 briefly overviews the
architecture and the data model of ChronosServer. Section 3 formally defines the
aggregation operation we tackle and presents the respective algorithms. Section 4
gives performance evaluation on real-world satellite imagery in Microsoft Azure
Cloud. Section 5 surveys the related work. Section 6 concludes the paper.
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2 ChronosServer

2.1 Multidimensional Array Model

In this paper, an N -dimensional array (N -d array) is the mapping A : D1×D2×
· · · × DN �→ T, where N > 0, Di = [0, li) ⊂ Z, 0 < li is a finite integer which is
said to be the size or length of ith dimension, and T is a standard numeric type.
In this paper, i ∈ [1, N ] ⊂ Z. Let us denote the N -d array A by

A〈l1, l2, . . . , lN 〉 : T (1)

By l1 × l2 × · · · × lN denote the shape of A, by |A| denote the size of A such
that |A| =

∏
i li. A cell value of A with index (x1, x2, . . . , xN ) is referred to as

A[x1, x2, . . . , xN ], where xi ∈ Di. Each cell value of A is of type T. An array
may be initialized after its definition by listing its cell values: A〈2, 2〉 : int =
{{1, 2}, {3, 4}}, where A is 2-d array of integers, A[1, 0] = 3, |A| = 4, and the
shape of A is 2 × 2. A graphical array illustration is in Fig. 2.

Indexes xi are optionally mapped to specific values of ith dimension by coor-
dinate arrays A.di〈li〉 : Ti, where Ti is a totally ordered set, and di[j] < di[j+1]
for all j ∈ Di. In this case, A is defined as

A(d1, d2, . . . , dN ) : T (2)

A hyperslab A′ � A is an N -d subarray of A defined by the notation

A[b1 : e1, . . . , bN : eN ] = A′(d′
1, . . . , d

′
N ) (3)

where bi, ei ∈ Z, 0 � bi � ei < li, d′
i = di[bi : ei], |d′

i| = ei − bi + 1, and for all
yi ∈ [0, ei − bi] the following holds

A′[y1, . . . , yN ] = A[y1 + b1, . . . , yN + bN ] (4a)
d′
i[yi] = di[yi + bi] (4b)

Equations (4a) and (4b) state that A and A′ have a common coordinate subspace
over which cell values of A and A′ coincide. Note that the original dimensionality
is preserved even if some bi = ei (in this case, “: ei” may be omitted in (3)).
Also, “bi : ei” may be omitted in (3) if bi = 0 and ei = |di| − 1.

2.2 Datasets

A dataset D = (A,H,M,P ) contains a user-level array A(d1, . . . , dN ) :T and the
set of system-level arrays P = {(Akey, key,Mkey, nodekey)}, where Akey � A,
key = 〈N〉 : int is the key for Akey, nodekey is the ID of the cluster node storing
Akey, Mkey is metadata for Akey, H〈t1, . . . , tN 〉 : int such that Akey = A[h1 :
h′
1, . . . , hN : h′

N ], where hi = H[k1, . . . , ki, . . . , kN ], and h′
i = H[k1, . . . , ki +

1, . . . , kN ]. This means that array A is divided by (N − 1)-d hyperplanes on
subarrays: this is a common practice, see top of Fig. 3. We ingest a time series of
2-d satellite scenes into a set of 3-d cubes using our retiling algorithm, Sect. 2.4.
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A user-level array is never stored explicitly: operations with A are mapped
to a sequence of operations with respective arrays from P . Let us call a user-
level array and a system-level array an array and a subarray respectively for
short. Dataset metadata M = {(key, val)} includes general dataset proper-
ties (name, description, contacts, etc.) and metadata valid for all p ∈ P
(data type T, storage format, date, cartographic projection, etc.). For example,
M = {(name = “Landsat 8 Band 1”), (type = int16), (format = GeoTIFF)}.
Let us refer to an element in a tuple p = (Akey, key, . . . ) ∈ P as p.A for Akey,
p.key for key, etc.

2.3 ChronosServer Architecture

ChronosServer runs on a computer cluster of commodity hardware. Files of
diverse raster file formats are distributed between cluster nodes without chang-
ing their formats. A file is always stored entirely on a node in contrast to parallel
or distributed file systems. Workers are launched at each node and are responsi-
ble for data processing. A single Gate at a dedicated node receives client queries
and coordinates workers.

Gate stores metadata for all datasets and subarrays. Consider a dataset D =
(A,H,M,P ). Arrays A.di and elements of ∀p ∈ P except p.A are stored on Gate.
In practice, array axes usually have coordinates such that A.di[j] = start + j ×
step, where j ∈ [0, |A.di|) ⊂ N, start, step ∈ R. Only |A.di|, start and step values
have to be usually stored. The array model merit is that it has been designed to
be generic as much as possible but allowing the establishment of 1:1 mapping of
a p ∈ P to a real dataset file at the same time.

Upon startup workers connect to Gate and receive the list of all available
datasets and file naming rules. Workers scan their local file systems to discover
datasets and create p ∈ P by parsing file names or reading file metadata. Workers
transmit to Gate the described information.

2.4 Generic N-d Retiling

Data providers disseminate satellite imagery in very diverse forms. For example,
Landsat scenes overlap irregularly and sides of a scene bounding polygon are
not parallel to the coordinate axes. A satellite usually does not capture exactly
the same area during each pass due to the orbit drift: scenes for different dates
may overlap for 99% and be shifted relatively to each other. Even basic raster
operations with raw scenes from the same dataset are complex.

We ingest raw satellite imagery with a retiling algorithm presented ear-
lier [24]. It performs tiling of subarrays from their initial diverse forms to a
fixed one: N -d arrays with shape s1 × s2 × · · · × sN and edges parallel to the
coordinate axes. The algorithm is used on the “data cooking” (data preprocess-
ing) stage. Uniformity of subarrays greatly simplifies raster algorithms. More
importantly, often this kind of data transformation makes it possible to leverage
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existing command line tools. For example, some tools refuse to perform opera-
tions on rasters that do not cover exactly the same area. The data cooking time
is negligible compared to the SciDB data import time (Sect. 4).

The basic idea is to cut each p ∈ P onto smaller pieces P ′ = {p′ : p′ � p},
assign each piece a key, and merge all pieces with the same key into a single, new
subarray. We skip detailed description of the algorithm due to space constraints.

Thick blue lines in Fig. 1 are borders of the initial subarrays, dashed red
lines are borders of the resulting subarrays (an overlap is not shown). Resulting
subarrays will share border cells if overlap is given: e.g., if overlap = 1, A[5 :
8, 1 : 4] and A[5 : 8, 3 : 6] will share A[5 : 8, 3 : 4]. This allows performing many
raster operations in parallel without network exchange of border cell values (e.g.
calculate convolution for cells A[2 :6, 4:4]).

This ingestion step allows us to transform a time series of 2-d satellite scenes
into a set of 3-d subarrays separated by hyperplanes.
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Fig. 1. An example of system-level arrays retiling: s1 = s2 = 2. (Color figure online)

3 Generic N -d Array Aggregation

3.1 Formal Definition

Let us define the array aggregation operation over an arbitrary set of array axes.
The definition below fits the data model of ChronosServer and provides a formal
framework for further algorithmic development.

The aggregate of an N -d array A(d1, d2, . . . , dN ) : T over a set of axes
daggr ⊂ {d1, d2, . . . , dN} is the K-d array Aaggr(dy1 , . . . , dyK

) : T such that
K = N − |daggr|, yk < yk+1, yk ∈ [1, N ], dyk

/∈ daggr, Aaggr[xy1 , . . . , xyK
] =

faggr(cells(A[g(1), g(2), . . . , g(N)])), where ∀xyk
∈ [0, |dyk

|), g(i) = 0 : |di| − 1 if
di ∈ daggr, otherwise g(i) = xi, cells : A′ �→ T is a multiset of all cell values of
an array A′ � A, faggr : T �→ w ∈ T is an aggregation function. Note that the
condition K > 0 always holds, otherwise the result is not an array but a scalar.
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Algorithm 1 Computing a new key for a subarray
Input: daggr, key〈N〉 = {k1, k2, . . . , kN} � key is an input key
Output: keyaggr � keyaggr is a new key
1: function Get-New-Key
2: keyaggr ← 〈N − |daggr|〉 = {}
3: k ← 0
4: for each j = 0, j < N , j ++ do
5: if dj /∈ daggr then
6: keyaggr[k] ← key[j]
7: k ← k + 1

Consider an example in Fig. 2. The source 3-d array is aggregated over one
of its axis resulting in a 2-d array, or over all of its axes except the first resulting
in a time series.
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Fig. 2. Aggregation examples.

Recall that we reference subarrays by keys which are essentially 1-d arrays.
The subarrays of the newly aggregated array have different keys, but the most
part of a key is inherited from the source subarrays. Let us define a function
that will help us to compute the keys of new subarrays. It is easier to express it
as a pseudocode, Algorithm 1.

3.2 Distributed In Situ Aggregation Algorithm

Recall that an array is partitioned into a set of subarrays which are distributed
among cluster nodes. Algorithm 2 performs the aggregation over an arbitrary set
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of array axes. This algorithm is executed on the Gate and uses ChronosServer
operation execution facilities [22], not the new execution engine [21]. Lines pre-
fixed by worker(node) contain messages sent to the worker №node. The mes-
sages contain instructions APPLY, STREAM, and CONSUME. Several such messages
can be packed into a single network message. The algorithm is outlined as if the
aggregation is the only operation that is running in ChronosServer.

APPLY instruction launches a command on a local cluster node. STREAM [node]
dataset1 and CONSUME [count] dataset2 instructions are used to exchange inter-
mediate data. STREAM instruction sends all subarrays of dataset1 to the node
with identifier node. CONSUME accepts count subarrays from other nodes into the
dataset named dataset2.

Intermediate datasets are prefixed with “$” and are reused in subsequent
commands. Intermediate datasets are not registered as regular datasets on the
Gate to save time and network traffic. Dataset quantiles are specified after a colon
“:”. They are designed to fully leverage the power of the tools. For example, ncra
can take several files as input. It is reasonable not to launch ncra on each file
and then combine the result into a single file on a separate instruction but to
feed all locally available files to ncra on APPLY phase to reduce the computation
and I/O time. This is exactly the behavior triggered by the “all” quantile.

We leverage ncra to aggregate over the first array dimension using the “all”
quantile. We utilize ncwa when several dimensions are to be aggregated, but
without the “all” quantile.

Algorithm 2 Generic Distributed In Situ Array Aggregation
Input: P, faggr, μ, daggr

Output: Paggr

Require: N > 1
1: for each key ∈ {Get-New-Key(daggr, p.key) : p ∈ P} do
2: C ← {p : Get-New-Key(daggr, p.key) = key ∧ p ∈ P}
3: Nodes ← {c.node : c ∈ C}
4: for each node ∈ Nodes do
5: P ← {p : p.node = node ∧ p ∈ C}
6: worker(node): APPLY ncra -y faggr P:all interim � Delegation
7: if node �= μ(key) then worker(node): STREAM[μ(key)] interim

8: worker(μ(key)): CONSUME[|Nodes\{μ(key)}|] interim

9: worker(μ(key)): FINALLY ncra -y faggr interim:all Paggr � Delegation

Figure 3 illustrates Algorithm 2. Subarrays with the same color reside on the
same node, workers in parallel aggregate all local subarrays. The intermediate
subarrays are gathered on one of the nodes which calculates the final result. The
mapping µ : key �→ id returns the worker ID to which the partial aggregates
must be sent.

Algorithm 2 is for faggr ∈ {max,min, sum}. Calculation of avg is reduced
to calculating the sum and dividing each cell of the resulting array on |A.d1|.

Lines 6 and 9 of Algorithm 2 are highlighted in gray to accent the work being
delegated to an external tool.
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Fig. 3. Aggregation of system-level arrays.

4 Performance Evaluation

Microsoft Azure Cloud was taken for the experiments. Azure cluster creation,
scaling up and down with given network parameters, number of virtual machines,
etc. was fully automated using Java Azure SDK [22]. The latest version of
Ubuntu Linux on which SciDB 16.9 runs is 14.04 LTS. We rented standard
D2S V3 machines with 2 CPU cores, 8 GB RAM, 64 GB local SSD drive.

We selected band 1 from nine Landsat 8 scenes for path 190 and row 31
(≈585 MB in total) such that the cloud cover percent for the majority of scenes
is less than 20%. We evaluated SciDB version 16.9. We have written a Java
program that converts GeoTIFF files to CSV files to feed the latter to SciDB.
There are no official plugins or out-of-the-box ways to import an external file into
SciDB 16.9. We aligned all scenes in UTM coordinates since they are slightly
shifted relatively to each other and imported the scenes into a SciDB array
with shape 9 × 7971 × 7941. We filled the cells with NULL values for areas in
some scenes that appeared in the result of extension of that scenes during their
alignment.

Import time of one Landsat 8 scene into SciDB takes about 40min on a
cloud node, not local machine. Therefore, we imported all 9 scenes on a local
computer, exported the resulting SciDB array into a file of proprietary SciDB
binary format, and copied that file in the Cloud when needed (SciDB imports
data from its proprietary format much faster). The selected Landsat 8 scenes are
not big data. However, very long SciDB import time prevents testing SciDB on
a larger data portion. Nevertheless, the data volume turned out to be sufficient
for representative results.
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SciDB is mostly written in C++, parameters used: 0 redundancy, 2 instances
per machine, instances can allocate unlimited amount of memory, other settings
are default. ChronosServer has 100% Java code, ran one worker per node, Ora-
cleJDK 1.8.0 111 64 bit, max heap size 978 MB (-Xmx). We used NCO and
GDAL tools available from the standard Ubuntu 14.04 repository. NCO v4.4.2,
last modified 2014/02/17. GDAL v1.10.1, released 2013/08/26.

We have evaluated cold query runs (a query is executed for the first time).
Respective OS commands were issued to free pagecache, dentries and inodes
each time before executing a cold query to prevent data caching at various OS
levels. ChronosServer benefits from native OS caching and is much faster during
hot runs when the same query is executed for the second time on the same data.
There is no significant runtime difference between cold and hot SciDB runs.

For ChronosServer, a node contained |P ′|/M subarrays after “data cooking”,
where M is the number of cluster nodes. SciDB also distributes data uniformly.

Table 1 shows results for faggr = min. For other functions, ChronosServer
reveals relatively the same performance. However, SciDB is up to 50% slower for
faggr = avg. Note that ChronosServer is not equipped with an execution pool like
ChronosDB. We anticipate that the performance of the presented aggregation
queries will be about 2× faster when integrated into ChronosDB. Note also that
the aggregation type that results into A(lat, lon) is the most frequent as it is the
aggregation over a time series.

Table 1. Results of performance evaluation, seconds

Aggregating to A(lat, lon) 8 nodes 16 nodes
ChronosServer 4.35 2.32
SciDB 87.73 44.87
Ratio, SciDB/ChronosServer 20.17 19.34

Aggregating to A(time, lat) 8 nodes 16 nodes
ChronosServer 4.25 2.29
SciDB 9.76 4.98
Ratio, SciDB/ChronosServer 2.30 2.17

Aggregating to A(time, lon) 8 nodes 16 nodes
ChronosServer 6.45 3.32
SciDB 18.45 9.52
Ratio, SciDB/ChronosServer 2.86 2.87

Aggregating to A(time) 8 nodes 16 nodes
ChronosServer 4.46 2.34
SciDB 8.49 4.38
Ratio, SciDB/ChronosServer 1.90 1.87
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5 Related Work

Numerous techniques exist for remote sensing imagery processing. This work is
novel because it is in the context of array DBMS research field. Four modern
raster data management trends are relevant to this paper: industrial raster data
models, formal array models and algebras, in situ data processing algorithms,
and array DBMS. A recent comprehensive survey of the mentioned trends in
their diverse aspects is in [21].

A recent survey on array models and algebras as well as industry standard
data models is in [21]. Work [22] gives the peculiar features and merits of the
ChronosServer data model. It is shown that the most popular array models and
algebras can be mapped to Array Algebra [3]. Industry data models are also
mappable to each other [8]. SciDB does not have a formal description of its data
model. SciDB neither allows array dimensions to be of temporal or spatial types
making it difficult or sometimes impossible to process many real-world datasets.

We performed the comparison only with SciDB [4] since it is the only freely
available distributed array DBMS to date. The latest SciDB version does not
operate in-situ and imports raster data only converted to CSV format – a very
time-consuming, error-prone, and complex undertaking.

PostGIS/PostgreSQL [13] and RasDaMan [2] work on a single machine and
allow registering out-database raster data in a file system. Enterprise RasDaMan
version claims to be in-situ enabled and distributed but it is not freely avail-
able [14]. To the best of our knowledge, no in-depth, comprehensive perfor-
mance comparison between SciDB and RasDaMan has been ever published. Intel
released open source TileDB on 04/04/2016. It is yet not distributed neither
in-situ enabled [11,27]. SciQL was an effort to extend MonetDB with function-
ality for processing multi-dimensional arrays [28]. SciQL does not provide in-situ
raster processing. However, it has not yet finished nor its active development is
seen so far. Commercial Oracle Spatial does not provide in-situ raster process-
ing [10]. Commercial ArcGIS ImageServer claims in-situ raster processing with
custom implementation of raster operations [1]. However, in a clustered deploy-
ment scenario all cluster nodes are recommended to hold copies of the same data
or fetch data from a centralized storage. All commercial systems are not freely
available.

Hadoop [6] and experimental SciDB streaming [26] allow to launch a com-
mand line tool, feed text or binary data into its standard input and ingest its
standard output. Note two time-consuming data conversion phases in this case:
data import into an internal database format and their conversion to other repre-
sentation to be able to feed to an external software. In our approach we directly
submit files to external executables without additional data conversion steps.

There are also other efforts for in-situ and distributed raster data processing:
SAGA, SWAMP, SciHadoop, SciMate, Galileo, and others. However, none of
them is an array DBMS. Most of them were not released or no longer actively
maintained. These systems are reviewed in [19].
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6 Conclusions

One of the core ideas behind our approach is to delegate major raster data
processing work to feature-rich and highly optimized command line tools. The
systems built using our approach are much faster than SciDB and provide much
wider functionality. At the same time, the formal array model of ChronosServer
maintains a high level of independence from the underlying raster file formats
and the tools.

ChronosServer computes aggregates by up to 20× faster on Landsat 8 data
than SciDB. ChronosServer data preprocessing stage takes about 5 min instead
of several hours of SciDB import time not taking into account writing import
code. Future work includes integrating the experimental aggregation techniques
into ChronosDB. We anticipate them running even faster since they will leverage
innovative ChronosDB execution capabilities.
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