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A social movement that only moves people is
merely a revolt. A movement that changes
both people and institutions is a revolution.

Martin Luther King Jr.

I dedicate this book to the foundation
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and complexity thinking and change the
people and their institutions—David Aron,
Jeanette Bennett, Curt Lindberg, Gaetano
Lotrecchiano, Paige McDonald, Jennifer
Potts, John Scott, Andrew Seely, Chad
Swanson, Randy Thompson, and Peter
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Preface

We neither fear complexity nor embrace it for its own sake, but rather
face it with the faith that simplicity and understanding are within reach.

Frederick R. Adler, Department of Mathematics, University of Utah

In November 2017, the 3rd International Conference for Systems and Complexity
Sciences for Health was held at the Virginia Science & Technology Campus of The
George Washington University, Ashburn, VA. The conference theme—Embracing
Complexity in Health: The Transformation of Science, Practice, and Policy—
highlighted the urgent need to promulgate systems and complexity thinking as a
pragmatic way to enhance the health of our patients, the effectiveness of our health
professionals, and the affordability and sustainability of our health systems at large.

The 19 chapters in this book demonstrate how embracing complexity sciences
has transformed approaches and understandings of health problems from a foun-
dational philosophical perspective as much as in pragmatic terms in relation to
the physiological dynamics underpinning health and disease, the delivery of health
care, education and leadership, and health system and policy planning and redesign.
Readers will find many eye-opening examples to contemplate and to adapt for the
context of their own work. As Adler said, lets not fear but embrace complexity
approaches for the benefit of our patients and the health system at large.

I would like to thank my editors Janet Kim and Christina Tuballes for their
assistance in compiling this book as well as their enthusiasm and support in
promoting previously published books, in particular Handbook of Systems and
Complexity in Health and Health System Redesign: How to Make Health Care
Person-Centered, Equitable, and Sustainable. My thanks also go to the entire
production team for their work on shaping the layout of Embracing Complexity
in Health: The Transformation of Science, Practice, and Policy.

Holgate, NSW, Australia Joachim P. Sturmberg
October 2018 Joachim Sturmberg
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Part I
Introduction: A Systems and Complexity

Science Understanding of Health



If You Change the Way You Look at
Things, Things You Look at Change. Max
Planck’s Challenge for Health, Health
Care, and the Healthcare System

Joachim P. Sturmberg

Max Planck observed that ‘If you change the way you look at things, things
you look at change’. It is high time for healthcare professionals to embrace the
challenge—the linear reductionist view of health and disease is failing our patients,
our profession and our societies. These insights are not really new, Osler has coined
many aphorisms to emphasise the need to understand the person with an illness over
and above the diseases that might be responsible for his predicament. The challenges
posited in this chapter are summarised in Fig. 1. So, let us look at what is health,
health care and the healthcare system from a complex adaptive systems perspective
and see how ‘things we look at change’.

1 Looking Differently: At Health, Dis-ease and Disease

Does this person have a disease, what is the disease and what can we do about
it—this is the prevailing way we look at those coming to us seeking health
care. Accordingly, and consistent with our entrained way of thinking and seeing,
we respond—reflex like—ordering tests to find the disease with the aim of
‘removing it’.

There are at least three flaws inherent in this simplistic approach—the assump-
tion that people who seek health care actually have a disease; that disease has a
defined cause, and that disease is defined by its visualisable anatomical correlate.

J. P. Sturmberg (�)
School of Medicine and Public Health, University of Newcastle, Wamberal, NSW, Australia

International Society for Systems and Complexity Sciences for Health, Waitsfield, VT, USA

© Springer Nature Switzerland AG 2019
J. P. Sturmberg (ed.), Embracing Complexity in Health,
https://doi.org/10.1007/978-3-030-10940-0_1
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4 J. P. Sturmberg

Fig. 1 Are you aware which lens you use looking at a patient? ‘If you change the way you look
at things, things you look at change.’ How much are we aware of the lenses we use to ‘look at’
particular patients, and how much are we aware how this influences the way we approach and
manage their illnesses. Research has repeatedly shown subconscious biases in patient management
based on age, gender and ethnicity

1.1 Most People Are Healthy Most of the Time

Despite the widespread belief, propagated by sensationalism in the media, few
people experiencing illness symptoms have a definable disease. The figures should
speak for themselves [1–3]—at any time 80% of people are healthy or healthy
enough not to perceive the need for health care, of the 20% seeking health care
80% (or 16% of the total) only require primary care, of the 20% requiring disease-
specific care 80% (or 3.2% of the total) require secondary and only the remaining
20% (or 0.8% of the total) require tertiary care services. Equally, 80% of people
have 20% of all diseases, and about 80% of all primary care consultations result in
a nonspecific condition [4–6], i.e. most people seeking GP care do so for reasons
other than specific diagnosis management (Fig. 2).

1.2 Dis-ease Versus Disease Versus Health

Most of the things that cause dis-ease are not caused by disease. The experience
of health and dis-ease are dynamic phenomena, and we feel healthy and/or ill in
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Fig. 2 Epidemiology of health and disease in the community and in primary care. The 80/20 split
or Pareto distribution is ubiquitous in natural phenomena. The experience of health and illness in
the community shows that 80% of the population is healthy or healthy enough not to seek health
care, 16% solely require primary care attention, 3.2% require specific disease-focused interventions
and 0.8% care of a tertiary medical centre (a). The 80/20 split is also seen in the outcome of
consultations—80% of consultations end without a ‘specific diagnosis’ being established (figure
not shown), and 80% of patients have 20% of all different diagnoses, i.e. the majority of all different
diseases effect only a small number of patients (b)

different ways at different points in time. The four main components contributing
to our health and dis-ease experience are our somatic (or bodily) condition, our
social connectedness, our emotional feelings and our semiotic (or sense-making)
abilities—these four domains define the somato-psycho-socio-semiotic model of
health and dis-ease [7].

While the definition of health remains contentious, almost all embrace its
experiential, and to a lesser degree, its semiotic nature [7]. Health and dis-ease are
personal and can be experienced both in the presence and absence of identifiable
pathology (i.e. disease); hence, health and dis-ease are better defined in terms of
‘complex adaptive states’ (Fig. 3) [7, 8].

At this point, it needs to be emphasised that, over time, the term ‘disease’
has undergone a change in meaning; it no longer refers to its subjective expe-
riential meaning of dis-ease and acquired the objective meaning of—principally
visualisable—pathology.

1.3 The Cause of Disease

Historically, ailments were only observable at the macroscopic level, and thus
classified by their observable characteristics based on morphological, emotional and
cognitive experiences. This phenomenological worldview saw illness and disease
arising from bad spirits, humoral imbalances or conflicts with the Gods. Accord-
ingly, bad spirits needed to be set free (e.g. trephination), imbalances corrected with
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Fig. 3 Dynamic picture of health and different disease states. The experience of health and dis-
ease varies over time—we are not ‘healthy’ exactly the ‘same way’ every morning we wake up. The
left-hand side of the figure illustrates how the different components of health can shift our health
experience over time, and how we generally regain our health experience in time. Collapsing the
timeline onto a plain will show different patterns of our ‘health dynamics’—minor variation around
the balanced state of health, a shift in balance to the somatic component associated with a short
episode of an acute illness (like the flu, pneumonia or a broken bone) resulting in a full recovery
to health, a permanent shift of one’s centre of health associated with chronic disease (like diabetes,
osteoarthritis or melancholic depression) and the pattern of somatisation where a person ‘jumps’
between two states of health

remedies (e.g. herbs and magical potions) and conflicts with the Gods resolved with
symbolic actions (e.g. dances and rituals) [9].

Not much has changed—we still follow the ancient patterns of visualising
diseases, and then aim to correct this abnormal appearance to its ‘pre-disease
state’, an approach holding well within the still prevailing mechanistic Newtonian
worldview. While the techniques of visualisation have expanded and improved,
therapeutic approaches have remained largely unchanged—excising lesions, killing
invaders or replacing broken parts (Fig. 4). This visible ‘cause-and-effect’ mindset
prevails, despite the emerging network physiological understandings of adaptive
responses being able to maintain and restore ‘healthy function’.

1.3.1 The Fallacy of ‘Macroscopic Causation’

The fallacy of ‘macroscopic causation’—or, these changes ‘cause’ this disease—
goes back to Giambattista Morgagni who described the lesions he observed in an
affected organ as the ‘seat of disease’. His understanding is holding well with the
ancient ideas of disease understandings. Surprisingly, or maybe not so surprisingly,
this notion persists into the present—the idea of the ‘seat of disease’ lives on in
the International Classification of Disease (ICD) [10] and constantly reinforces the
concept that the prime endeavour of medicine is the identification and treatment of
‘macroscopic disease entities’.
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Fig. 4 The macroscopic picture of disease and its ‘therapeutic consequences’. Our understanding
of disease is historically bounded by its visualisation—first, it was the post-mortem correlation
of the symptoms of the patient with its pathological changes that caused them, and ‘naturally’
resulted in the therapeutic approach of removing those changes (top panel). The development of
the microscope allowed the discovery of the ‘disease-causing’ organisms behind the dominant
infectious diseases leading to premature mortality. The observation that the dyes used to visualise
bacteria could also kill led to the emergence of the antibiotic area (middle panel). Finally, the
discovery of X-rays allowed the visualisation of disease in the living person, and the correction
of many abnormalities associated with the development of disabling or potentially life-threatening
conditions

1.3.2 The Emergence of a Network Physiological Understanding of
Health and Disease

The equation ‘anatomical change = disease’ is no longer a workable framework.
This equation overlooks that the anatomical changes visible to the pathologist are
the end-product of ‘processes’, and thus the real question has to be: what have
been the triggers in this person to trigger the pathways that ‘created’ this person’s
macroscopic lesion of disease (Fig. 5)?

Put differently, the preoccupation with the ‘structural appearance’ of disease
detracts from the necessary focus on understanding HOW health and disease
emerge, i.e. HOW the interconnected feedback loops of basic physiological inter-
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Fig. 5 Shifting understanding of disease—no longer structural but rather functional. The still
prevailing fallacy of “these changes ‘cause’ this disease”—as seen by the pathologist—is shown on
the left of the figure. However, an increasing number of clinicians challenge this understanding and
ask the questions: HOW did these change emerge? What is the dysfunction in the physiological
mechanisms that created these changes? Network physiology has untangled the interdependent and
circular pathways ‘keeping us healthy’ and their dysfunction ‘making us sick’

actions regulate genomic, transcriptomic, metabolomic, proteomic and inflamma-
somic activities (Fig. 6)?

1.4 Disease: An Outcome of Mal-/Adaptive Regulatory
Feedback

Physiological pathways aim to maintain the organisms in a ‘steady state’, i.e.
physiological parameters vary only slightly within a narrow ‘normal range’ (home-
ostasis). However, this is not always possible, and some dysfunction can result in
temporary change outside the range resulting in ‘reversible disease states’. If it
is not possible to return to the ‘normal range’, the organism transitions to a new
‘maintainable steady state’, i.e. the physiological system and the organism as ‘a
whole’ adapt (homeokinesis) [11, 12] (Fig. 7).

Thus, disease arises as an outcome of mal-/adaptive regulatory feedback amongst
the interactions of multiple physiological networks—in particular, those that regu-
late gene networks [14, 15], activities of the autonomic nervous system [16] and
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Fig. 6 The ‘Physiology of Life’. Regulatory cycle linking the omics of life. The genome com-
prises the totality of genes within an organism, which constitute the blueprint for the transcriptome,
whose translation leads to proteins that accomplish enzymatic functions including bioenergetics
transformations that consume and produce metabolites constituting the metabolome. In turn, gene
transcripts, proteins and metabolites all impact expression genetic elements via dynamic processes
subject to regulation. Reproduced from: Sturmberg et al. [13] (Creative Commons Attribution
License (CC BY))

Fig. 7 Homeostasis/Homeokinesis
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the hypothalamic–pituitary–adrenal axis (HPA) [17, 18] as well as the bioenergetics
within the mitochondrion [19, 20].

1.4.1 Genome Regulation

Genes provide the individual units of information necessary to produce the biolog-
ical building blocks of cells and organs; however, it is the genome, i.e. the gene
network interactions that encode the ‘organism as a whole’ [15]. Common and
complex diseases appear to rarely result from specific gene mutations but rather
from genome instability resulting in altered DNA methylation and changes in gene
expression [15].

Furthermore, different cells may contain unique acquired genetic features in
DNA sequence, DNA methylation and protein expression [21, 22] resulting in
multiple cellular variants. These are essential for cellular adaptation during dynamic
environmental change, but as a trade-off, they also contribute to disease [23].

1.4.2 Autonomous Nervous System and HPA-Axis Regulation

The overall function of the body is regulated by the fine-tuned HPA-axis and
autonomous nervous system (ANS) regulatory pathways that jointly control the
immune system responses to internal and external stressors.

HPA-axis perturbation influences gene expression via primary neuroendocrine
mediators, neurotransmitters, hormones, and cytokines [18] which in turn influences
the proteomic and metabolic network pathways. Dysregulated or perturbed beyond
the adaptive capacity of the system, stressors may ultimately result in the emergence
of diseases [24].

Importantly, past experiences and the appraisal of current life circumstances
modulate HPA-axis and ANS controls [25]. Perceiving to have the resources or
skills to handle a situation prevents an excessive physiological response. However,
the conscious or subconscious experience of a stressor as ‘loss of control’—the
importance of which has been highlighted by Antonovsky [26, 27]—or threat to self
results in over-stimulation of the stress systems and withdrawal of the calming ANS
influence.

Short-term threatening situations activate the sympathetic nervous system result-
ing in the systemic release of high levels of epinephrine/norepinephrine which
in turn promote immune system activity—in particular, the production of proin-
flammatory cytokine [28–30]. During recovery, cortisol and acetylcholine inhibit
immune activity, thereby restoring the balance between the neuroendocrine and
immune systems.

However, under chronic threat conditions [31], recovery of the calming nervous
system may not occur, and immune cells become resistant to the constant presence
of cortisol [32], leading to the removal/reduction of both anti-inflammatory path-
ways. Hence, proinflammatory cytokine production escalates and continues to fuel
the stress systems—creating a vicious negative feedback cycle and multi-system
perturbation.
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1.4.3 Mitochondrial Regulation

Mitochondria are particularly sensitive to the effects of chronic stress and, as a
consequence, interfere with the cellular energy production and other cell functions
through intracellular signalling [33].

Chronic stress can result in mitochondrial damage [20] leading to pathogenic
signalling cascades that can trigger systemic inflammation, alter the circulating
metabolome, reduce energy production capacity and influence cellular gene expres-
sion [34]. These have wide-ranging effects on cell-specific parameters and the
‘organism as a whole’. Mitochondrial dysfunction can cause organ-specific as well
as multi-systemic disease resulting from increased oxidative stress [19, 35].

1.5 Diseases as Phenotypes

Goh et al. first described the link between the disease genome and disease
phenome—the observation resulted in the definition of the diseasome [14]. These
findings challenge the historical understanding of ‘phenotypical disease’ as a
result of specific dysfunctions; rather, they demonstrate that disease results from
perturbations of complex intracellular and intercellular networks that link tissue and
organ systems within a dynamic environmental context. This explains how and why
diseases—as phenotypes—occur in clusters within the same person [14, 36].

1.6 Health, Dis-ease and Disease: A ‘Whole of Person’
Phenomenon

All of the emerging evidence from diverse fields of studies indicate that health,
dis-ease and disease are three different ‘prototypical’ states arising from regulatory
feedback between a person’s interconnected physiological networks, i.e. they
are a ‘whole of person’ phenomenon [13, 37, 38]. Pro- and anti-inflammatory
regulation—involving the immune, the autonomous nervous system and lipid-based
mediators—are the main regulatory pathways mediating the states of health, dis-
ease and disease [13, 39].

Physiological networks are constantly perturbated by internal (disease-causing
agents) and external (social agents) disturbances—it is a person’s physiological
system’s ability to maintain homeostatic stability that results in health; inability
to maintain homeostasis results in dis-ease and/or disease. Mostly, the loss of
homeostasis is temporary, and the system is able to return to a stable homeostatic
state, i.e. restoring the ‘state of health’. However, if unable to do so, the system aims
to adapt to a ‘new stable state’ (homeokinetic adaptation)—fortunately, this new
state is mostly associated with the experience of health despite objectively being
associated with physical disease and/or disability (Fig. 7).
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The understandings of health, dis-ease and disease as a ‘whole of person’
phenomenon arising from network interactions across macro- to micro-scales
can be summarised as depicted in Fig. 8. McEwen outlined the consequences of
stressors on the brain and its physiological effects on the systems—quantified as
allostatic load [40, 41]. Allostatic load determines acute and chronic responses
leading to adaptive ‘biological changes’, especially in the brain1 resulting in ‘fixed
changes’ of emotional and physical disease [42]. Sturmberg et al. have outlined
the consequences of chronic ‘whole of person perturbation’ on chronic disease
development and its implications for disease prevention and health promotion
[37, 38].

1.7 Detecting Physiological Dysregulation

In the first instance, physiological dysregulation should be diagnosed based on the
patient’s complaints such as:

• Anxiety
• Low mood
• Irritability
• Low self-esteem
• Sleep disturbance and sleep deprivation
• Social isolation
• ‘Being stressed out’
• Workplace issues—high workload, bullying and lack of support
• Physical and sexual abuse

and the presence of clinical conditions such as:

• Obesity
• Diabetes
• Heart disease—hypertension and ischaemic heart disease
• Frequent infections

These features are seen in many patients seeking health care and should alert the
clinician to explore and manage the nature of the patient’s increased allostatic load.

1Chronic stress results in brain remodelling:

• Atrophy of the prefrontal cortex—impaired decision making, loss of working memory and loss
of fear memory—impulse disorders, increased vigilance

• Atrophy of the hippocampus—impaired contextual, temporal and spatial memory, and mood
dysregulation

• Initial hypertrophy, later atrophy of the amygdala—increased fear and anxiety, PTSD-like
symptoms and impaired aggression control
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Fig. 8 Physiological network understandings of health, dis-ease and disease. The central role
of the brain in stress regulation and its effects on allostatic load (adapted from McEwan [43])
(top), and the system dynamics between external and internal mechanisms on the personal health
experience (adapted from Sturmberg et al. [37]) (bottom)
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Scientific endeavours demand that one should measure physiological
dysregulation—proposed measures based on its neuroendocrine (cortisol,
dehydroepiandrosterone-sulfate (DHEA-S), dopamine, epinephrine, norepinephrine
and TSH), metabolic (BMI, cholesterol, glucose, HbA1c, HDL, insulin
resistance, insulin, insulin-like growth factor 1 (IGF-1), LDL, triglycerides, waist
circumference, waist-hip-ratio (WHR)), cardiovascular (albumin, BP, heart rate
variability (HRV), pulse pressure and resting heart rate), immune (CRP, E-selectin,
ESR, fibrinogen, intracellular adhesion molecule 1 (ICAM-1), interleukin-6 (IL-6),
percentage of neutrophils, tumour necrosis factor alpha (TNF-α) and WBC count)
and pulmonary (FEV1 and PEFR) and excretory (creatinine and homocysteine)
consequences [44].

1.7.1 Biomarkers of Physiological Dysregulation Have Limited
Application in Clinical Practice

As yet, there is no consensus which combination of biomarkers should be included
in an allostatic load score—the most frequently used ones are systolic and diastolic
blood pressure, BMI and waist-hip-ratio, triglyceride, HDL/TC ratio, HDL, HbA1c,
norepinephrine, epinephrine, cortisol DHEA-S and CRP [45]—and there are no
clear cut-off points to guide clinical practice [46]. In addition, the experts’ advice
needs to be heeded—biomarkers are frequently an imperfect measure of actual
physiological processes [47].

Overall, while allostatic load predicts future morbidity and mortality, as a
measure it currently has promising but limited application in clinical practice
[48–50]. Research has shown that allostatic load predicts successful ageing—high
allostatic load was associated with increased mortality, and decreased physical
and cognitive functioning [51]—and that allostatic load explains the multi-system
effects of socio-economic status on mortality [52].

1.8 . . . Your Appreciation of Health, Dis-ease and Disease
Changes

• ‘Feeling healthy’ and ‘being healthy’ is the rule, experiencing dis-ease is
uncommon, having a disease is rare.

• Physiological network interactions assure homeostasis and the state of health;
excessive or prolonged low-level perturbations by internal and external factors
will result in homeokinetic adaptation, which may result in either a different
state of health—even if associated with a disease, a state of dis-ease or a state of
disease without the experience of health.
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• Activation and regulation of the physiological stress response pathways are
the principle mechanisms that maintain, cause and—most of the time—restore
health.

• The diagnosis of health, dis-ease and disease is a clinical one—biomarker assays
at large are supporting, but not confirming, clinical judgement.

2 Looking Differently: At Healthcare Delivery

Seeing ‘health’ differently raises questions about the way we provide ‘health care’.
Some obvious questions include:

• What should be the focus of ‘healthcare’ delivery?
• What actually should occur in the consultation between a healthcare provider and

his patient?
• Can the current composition of healthcare providers actually meet ‘health

needs’?
• Who are the missing providers necessary required to ensure delivery of ‘health

care’ that can achieve ‘health’?

These questions are linked and need to be explored as one rather than on
their own. They raise issues that span across the domains of health professional
education—what is taught (culture, content and context) and what is shown (culture
and praxis)—to healthcare organisation—the prevailing delivery structures around
organ- or technology-based silos. A disease-focused culture, a disease-focused
praxis and a disease-focused delivery system limits mindsets and perspectives, it
fails to appreciate ‘the whole’, it limits creativity and lateral thinking and it fails to
integrate the ‘social determinants of health’ to our care delivery.

2.1 Health Care: Is That Really What We Do?

Historically, doctors always dealt with patients—meaning sufferers—lacking the
experience of health, regardless of its underlying cause. Medical care relied on
strengthening the ‘self-healing powers within the patient’. It was the only thing they
could do as the causes of almost all ailments were largely unknown. Sitting with the
patient through their illness taught an important lesson, namely, you have to know
the person who has the disease.2

As already outlined above, only since we became able to see the causes of some
suffering has the focus of care shifted from helping the patient to self-heal—making

2It is much more important to know what sort of a patient has a disease than what sort of a disease
a patient has.—William Osler.
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the patient the producer of his health and his doctor the co-producer—to one of
removing the visualisable causes of disease behind his suffering—and making the
person a passive recipient of ‘doctor dictated’ interventions.

2.1.1 Shifting of the—Mental—Mind Frame

The frame [53] of ‘health care’ has shifted to one of ‘disease management’, and
with it:

• The way we think about patients
• The way we interact with patients
• The way we see our role and
• The way we ascribe value to what we do

2.1.2 In Essence Health Professionals Are Disease Managers

We are fixated on disease and operate within empires of disease management.

• We think about patients as ‘carriers of diseases’ that need to be found and
managed

• We interact with patients as ‘objects of disease’
• We see ourselves—the health professionals—as the ‘fixers of diseases’, and
• We value overwhelmingly what we do ‘in relation to diseases’—rather than

‘health’

2.1.3 Disinterest in the Person with the Disease

What we have forgotten is the essence of being a doctor, our prime commitment to
the ‘person with the disease’2 [54–56]. We also have forgotten our basic sciences:

• Firstly, the nature of community epidemiology—most people seeking health care
will not have a disease, they are in dis-ease [1–3], and

• Secondly, the network physiological basis of regulation and dysregulation being
responsible for the maintenance of health and the emergence of disease [13, 39].

2.2 Disease Care at Work

‘The production unit of clinical care’ is the consultation, and how it is conducted
determines its effectiveness and efficiency [57]—undoubtedly, the current focus
is on diseases and disease management, rather than the person with his illness
experience. The way you talk reflects the way you think and act—the consequences
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are seen in the way you communicate with your patients, what you do, how you use
limited health system resources and what you regard as the measures of success of
your interventions.

2.2.1 Communication: About Disease

Doctor–patient communication is a strong predictor about consultation and health
outcomes [58, 59]. Good communication leads to shared understandings, creates
trust and enhances decision-making.

Today, communication is focused on the technical aspects of health care—the
psychosocial dimension is usually seen as a ‘nice add-on’. Thus, it is not really
surprising that since the 1980s the average time at which the doctor interrupts
a patient telling his complaint has decreased from 23 to 11 s [60], despite our
knowledge that a patient on average needs between 90 and 120 s to tell the full
story of his dis-ease (i.e. his complaint).

The slow and continuing decline in doctor–patient communication has been
compared to the ‘fleeting relationship’ between a cab driver and his or her passenger
[61], and the increasing use of provider and client—rather than doctor and patient—
as one of a commercial contractual interaction [62, 63].

2.2.2 A Protocol-/Guideline-Driven Approach to Disease Management

Current approaches to patients’ complaints reflect a culture of fear of failure
and subsequent medicolegal consequences. Societal beliefs and expectations are
‘objectively’ unrealistic; however, they are not unexpected if seen in context.
Success breeds contempt—having succeeded in overcoming the common infectious
diseases in the early parts of the twentieth century has emboldened the health
professionals to promise cure of all other diseases and do so without fail.

Today, a tacit symbiotic culture reigns health care, based on a self-reinforcing
illusion—health professionals have ‘designed the perfect way’ of managing each
disease, and ‘disease customers’ receive the perfect outcome as promised. However,
maintaining this illusion becomes ever more difficult, and reinforces, for providers
the vicious cycle of fear of failure and medicolegal threat, and for ‘disease
customers’ the vicious cycle of repeated disappointment and loss of trust in the
health professionals.

‘Clinical practice guidelines are statements that include recommendations
intended to optimize patient care that are informed by a systematic review of
evidence and an assessment of the benefits and harms of alternative care options’
[64]. Despite this clear statement of intent, clinical practice guidelines have emerged
as one of the responses to manage the fear of failure and medicolegal threat [65, 66].
Guidelines are perceived as the ‘right and only way’ to manage disease—one by
one. Again, they provide an illusion of certainty in the complex vague real world
of illness with and without disease. Guidelines after all are mostly based on the
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limited evidence arising from clinical trials that at large use surrogate measures3

to determine the effectiveness of an intervention under study [67–69]. However,
surrogates not uncommonly are misleading and/or poor indicators of predicting
causes of outcomes [70, 71] in terms of improved quality of life and mortality
[72–74].

Many guidelines are problematic as they are conflicted by—usually
undisclosed—conflicts of interest [66]. Guidelines, for whatever they are worth, are
written for the ‘average patient without any co-morbidity’—and cannot encompass
the variability amongst patients—and thus should only ever be seen as a guide,
rather than a cookbook and a medicolegal defence [75]. Unfortunately, in many
jurisdictions, guideline adherence is now seen as the yardstick for appropriate
practice, to a large extent reinforced by the professions’ own indemnity insurers.
Many insurers argue on purely economic grounds—it is cheaper for them to settle—
often spurious—claims outside court than to defend ‘appropriate care’ in court.

2.2.3 Disease Management Results in Wasting Scarce Resources

Guidelines have been heavily promoted as ‘a rational means’ to standardise practice
[76]. Guidelines entail an inherent assumption, in particular that diseases can be
clearly defined, and that there is ‘one proven way’ to rationally manage each disease
and thus be able to achieve a predictable predefined outcome.

There are several fundamental flaws in these assumptions, all of which contribute
to the waist of scare healthcare resources. They include:

• Diseases are defined by unique criteria—specific, well-defined aetiology,
pathology, clinical picture, and specific treatment. This assumption ignores
that diseases ‘as entities’ are socially constructed, and that they undergo constant
redefinition [77–84]. As Rosenberg highlighted, one cannot discuss the what of
disease without discussing the when and the where, i.e. the disease is as much a
definable biomedical entity as a social and cultural entity at a particular point in
time and tradition of thinking4 (Appendix 1 details the definitional changes to
three common diseases: hypertension, diabetes and depression).

• Disease behaviour is predictable—a given treatment will have a specific dose–
response relationship. This assumption ignores that diseases show a high degree
of variability in terms of ‘causative aetiology’ as well as a high degree of
variability in dose–response outcomes (non-linear behaviour of complex adaptive
systems, see examples from cancer, hypertension, diabetes, hip fractures and
Alzheimer’s disease [85–101]).

3A surrogate is a laboratory measure or a physical sign that is intended to be used as a substitute
for a clinically meaningful endpoint, e.g. reduction in tumour size as a measure of effectiveness
of chemotherapy; low cholesterol as a measure of low cardiovascular risk; and rating scales as
measures of disease/pain/distress/mood.
4Often referred to as Zeitgeist.
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• Disease-specific interventions work—evidenced by randomised controlled trial
outcomes that show a ‘statistically significant relative benefit’ as demonstrated
by a “p-value ≤ 0.05.5” (see examples from cancer, diabetes, hypertension,
screening and primary prevention [103–114]).

The focus on disease, rather than dis-ease, and the belief that early detection
of disease saves lives, had other unintended consequence—the medicalisation
of everyday life experiences or disease mongering [81, 115] and the rapid rise
in overdiagnoses, i.e. finding ‘diseases’ that would never cause symptoms or
death during a patient’s remaining lifetime [107, 116–119]. Not only have these
developments resulted in much harm to patients [120, 121], they also have been a
great cost-driver [122–124]—at the individual as well as the societal level, generated
irreconcilable conflicts of interest [123–127], and a marketing tool for ALL whose
tacit primary goal is the increase of their profits. The consequences of medicalisation
or disease mongering are seen in the rising prevalence of common conditions like
hypertension, hyperlipidaemia, diabetes and depression and their respective drug
consumption (Fig. 9 and Appendix 2) as well as ‘early cancer diagnosis’ and its
associated treatments [128–130].

Disease management is believed to improve morbidity and mortality; however,
as Tudor Hart already pointed out, disease management is of far lesser importance
than the common socio-economic factors impacting health—standards of nutrition,
housing, working environment and education, and the presence or absence of war
[57]. The focus on disease fails to see the bigger picture—the person with the illness,
and his ability to cope with the professionals’ expectations and demands to self-
manage and achieve their—guideline determined—pre-set goals.

Overall, the ‘unintended consequences’ of disease management are the fragmen-
tation of care, the loss of the therapeutic relationship, higher rates of complications
caused by over-treatment and treatment side effects, and lower quality of ‘whole
of patient care’ at unsustainably rising healthcare costs. Disease management is
the unavoidable outcome of the economic rationalist paradigm—the laudable aim
to decrease variability and improve quality turned ‘sufferers into consumers’ and
‘health professionals into managerial assistants’.

2.3 Health Workforce Composition

The workforce composition reflects the disease focus of the prevailing health
systems. Figure 10 shows the composition of the Australian health workforce, three
quarters of which comprise physicians and nurses.

5Remember—the p-value is a function of sample size, the larger the sample size required to
achieve a ‘p-value ≤ 0.05, the more likely it is that the difference is pragmatically meaningless
[102].



20 J. P. Sturmberg

Fig. 9 Contrasting illness and disease care. Note the wide range of variation in the prescribing
rate of medications for hypertension, hypercholesterolaemia, diabetes and depression in selected
OECD countries between 2000 and 2015 (Source: OECD (2017), Health at a Glance 2017:
OECD Indicators, OECD Publishing, Paris. https://doi.org/10.1787/health_glance-2017-en). The
top panels show the prevalence of hypertension, hypercholesterolaemia, diabetes and depression
changes between 2001 and 2014—note the decline in Mental & Behavioural Conditions and
the marked increase in prescribing of antidepressants (Source: Australian Bureau of Statistics.
National Health Survey. Australia 2001: http://www.ausstats.abs.gov.au/Ausstats/subscriber.nsf/
0/90A3222FAD5E3563CA256C5D0001FD9D/\protect\T1\textdollarFile/43640_2001.pdf and
Australian Bureau of Statistics. National Health Survey. First Results Australia 2014–15: http://
www.ausstats.abs.gov.au/Ausstats/subscriber.nsf/0/CDA852A349B4CEE6CA257F150009FC53/
\protect\T1\textdollarFile/national%20health%20survey%20first%20results,%202014-15.pdf)

https://doi.org/10.1787/health_glance-2017-en
http://www.ausstats.abs.gov.au/Ausstats/subscriber.nsf/0/90A3222FAD5E3563CA256C5D0001FD9D/protect T1	extdollar File/43640_2001.pdf
http://www.ausstats.abs.gov.au/Ausstats/subscriber.nsf/0/90A3222FAD5E3563CA256C5D0001FD9D/protect T1	extdollar File/43640_2001.pdf
http://www.ausstats.abs.gov.au/Ausstats/subscriber.nsf/0/CDA852A349B4CEE6CA257F150009FC53/protect T1	extdollar File/national%20health%20survey%20first%20results,%202014-15.pdf
http://www.ausstats.abs.gov.au/Ausstats/subscriber.nsf/0/CDA852A349B4CEE6CA257F150009FC53/protect T1	extdollar File/national%20health%20survey%20first%20results,%202014-15.pdf
http://www.ausstats.abs.gov.au/Ausstats/subscriber.nsf/0/CDA852A349B4CEE6CA257F150009FC53/protect T1	extdollar File/national%20health%20survey%20first%20results,%202014-15.pdf
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Fig. 10 Most health professionals’ work are focused on disease. The current workforce compo-
sition at large consists of health professionals focused on diseases, and thus are clearly better
described as disease managers. Amongst the workforce, psychologists and occupational therapists
(and to some degree physiotherapists) deal with support of people living with disease

The majority of the 102,805 registered medical practitioners work in a disease-
focused environment—35% are specialists (134 per 100,000 population), 31.1%
specialists-in-training and hospital non-specialists, but only 33.1% are general
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practitioners (112 per 100,000 population). Of note, of the 35,982 specialists only
655 work in general medicine and 511 in geriatric medicine [131].

The same pattern is evident amongst the 331,804 registered nurses (273,404
registered nurses and 58,000 enrolled nurses)—55.8% of RNs and 45.1% of ENs
work in the hospital sector. Only a small number of nurses are working in supportive
care services like Aged Care (10% of RNs and 32.7% ENs), Mental Health (6.7% of
RNs and 5.5% ENs), Community Health (5% of RNs and 3.1% ENs), Rehabilitation
& Disability (2.5% of RNs and 5.7% ENs) and Child & Family Health(1.8% of RNs
and 0.4% ENs) [132].

A more patient-oriented health service requires a locally adapted and adaptive
health workforce that can manage the needs of its community [133]. This will help
to overcome fragmentation of care along disease silos and integration of services
across the medical, social and community services [134, 135].

Thus, a largely missing or not counted workforce in the health sector focused
on maintaining health and independence, or preventing disease to occur in the first
instance include:

• Social workers
• Adolescent health workers
• Social support workers for families with young children
• Support workers for the elderly and the frail
• Workers who create and maintain public infrastructure that enables healthy and

independent living like walk and cycle ways, playgrounds and parks, public
housing for those in need and public transport

2.3.1 Evaluating Outcomes: Which Ones Count?

What matters, and to whom? The focus on disease management demands an
evaluation of disease-specific outcomes like diseases cured, disease indicators
improved, disease-specific complication rates, impact on disease mortality and
disease-specific expenditure impact.

Patients’ satisfaction with their management is one of a few outcome measures
that involve patient input. However, patient satisfaction is largely an indicator of
expectations being met [136], rather than a true indicator of quality of care [136–
139] or the impact on patients’ ability to cope or their experience of well-being
[140].

Overall, outcome measures that matter to patients, other than survival, remain
limited [141]. In addition, what outcomes matter to patients and providers in the
context of a particular condition vary widely across three key domains—the natural
history and treatment effects of the condition; treatment goals and concerns; and
treatment options and their effectiveness and impacts (Table 1) [142, 143]. The pre-
vailing disease management focus, unsurprisingly, looks at ‘easily measurable’ and



If You Change the Way You Look at Things 23

Table 1 Significant differences in priorities between patient and provider priorities (in %) in
decision-making for six different conditions

% patients % providers

Breast cancer [143] Waiting for 4weeks to make a treat-
ment decision does not affect survival

14 53

Keep the breast 7 71

Do what your doctors think is best 86 14

Radiation can increase complications
and affect cosmetic result of recon-
struction

24 60

Women who do not have reconstruc-
tion generally are as satisfied as women
who do

5 30

Avoid using a prosthesis 33 0

Women with serious health problems
may gain less benefit from Chemother-
apy/Hormone Therapy

35 5

Chemotherapy/Hormone Therapy can
cause rare, serious side effects (heart
problems, cancers, infection and clots)

24 0

Live as long as possible 59 96

Benign prostatic
hyperplasia [144]

Focus on symptoms of BPH 27 61

Necessity of treatment 9 50

Avoid surgery 22 68

Herniated disc
[144]

Natural history 48 77

Continuing your usual activities as
much as possible will not make a her-
niated disc worse

58 27

Avoid taking medication 39 5

Do what doctor thinks is best 36 9

Spinal stenosis
[144]

Natural history 31 59

Surgery is more likely to help leg pain
than back pain

44 73

Avoid taking medication 28 5

Do what doctor thinks is best 46 5

Hip osteoarthritis [144] Do what doctor thinks is best 84 44
Knee
osteoarthritis
[144]

Quantitative estimates of benefits of
total knee replacement

51 88

Do what doctor thinks is best 78 35

‘bureaucratically countable6’ process measures (1181 of 1958 outcome measures
in the National Quality Measures Clearinghouse database); while patient-relevant
measures of ‘functional health’ are largely lacking despite the fact that they are
those most relevant to patients seeking care [141].

6Countable does not equate to accountable.
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2.4 . . . Your Appreciation of the Healthcare Delivery Changes

• Understanding the person’s health and illness experience is central to healthcare
delivery.

• The aim of the consultation is the improvement of the person’s health experience,
his ability to cope and to keep his independence, regardless of the underlying
nature of his complaints.

• It takes uninterrupted time for the patients to convey their concerns. It is time
well-spent in the consultation as the patient’s story invariably uncovers the
diagnosis of illness (or dis-ease) or disease.

• Health, illness and disease are complex phenomena and thus require adaptive
management approaches that consider the interdependency of the patient’s
biological, social, emotional and cognitive domains.

• Healthcare delivery is driven by the patient’s goals rather than his diseases.
• Always consider if earlier diagnosis, latest tests, drugs and interventions, and

achieving ‘pre-defined’ treatment targets is congruent with the patient’s needs
and goals.

• Assemble the right health, social and support team for your patient and your
community.

• The ultimate measure of success in healthcare delivery is the patient’s improve-
ment in self-rated health (Fig. 11).

3 Looking Differently: At the Healthcare System

In summary, the health professional mindset is overwhelmingly focused on
disease—not health or dis-ease—and their work is controlled by guidelines and
protocols that have minimal regard to the personal worries and needs of the patients’
they are supposed to care for. Hence, our so-called healthcare systems are in fact
nothing more than ‘disease management systems’ (Fig. 12).

Closer analysis in fact shows that health systems are:

• Fragmented in terms of organisation along disease silos, and
• Controlled by financial interests, be it profit maximisation by private enterprise

or cost-control motives by governments and/or insurers [134, 135].

This disease and economics focus has shaped the mindset and the language
dominating the ‘health system discourse’ amongst clinicians, policy-makers and
health system managers alike.

Annas—in the mid-1990s—already emphasised how the metaphors of the
‘military’ and ‘market’ have pervaded the healthcare system discourse and their
consequences to patient care as well as health system organisation and financing
(Appendix 3) [144].
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Fig. 11 Contrasting illness and disease care. Person-centred health care has distinctively different
approaches to disease-centred care—patients can talk uninterruptedly to describe their complaints,
care elicits and works towards achieving the patient’s goals, and as a corollary will largely
avoid unnecessary and/or harmful interventions. The person-centred approach to care measures its
success in terms of improving the patient’s self-rated health. A universal person-centred approach
to patient care is an important step in ensuring an equitable and sustainable health system
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Fig. 12 The dynamics of the prevailing ‘healthcare systems’. Healthcare systems are
dysfunctional—their primary focus is on diseases and budgets, permeating through the hierarchy of
the system as depicted by the health vortex. Notably, patients and doctors have an agenda of dealing
with and managing their concerns; at the policy level, health is disconnected from other policy
domains, and health departments themselves are fragmented and silolised according to disease
entities and budget item lines

The ‘military’ and ‘market-economic’ language clearly support the status quo,
i.e. they maintain the disease management framework and support vested interest
groups that profit from it. These groupings are not limited to the pharmaceutical
and device maker industries, but also include health insurers, hospital and other
health system organisations, health professionals and ‘diseased patient’ interest and
support groups.

3.1 The Disease Focus Diverts Attention and Resources Away
from ‘Being Healthy’ and ‘Staying Healthy’

Health systems are largely focused on the secondary and tertiary level of care
delivery which caters for about 4% of the community [1, 2], and only very recently
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have started to pay more than lip service to primary care—albeit with a focus on
disease management—catering for the 16% of the community seeking health care—
just a reminder: primary care delivers 80% of all health services.

The greater the disease focus of a health system, as exemplified by the USA, the
more expensive it will be—the US health system is nearly twice as expensive as
the second most expensive health system (Germany), and about three times more
expensive as, e.g. the health systems in the UK, Spain or Sweden. Despite its high
spending, the USA has the worst population health status indicators of all OECD
countries [145].

The greater disease orientation of health systems has direct negative impacts
on morbidity and mortality. More primary care-oriented health systems with a
greater number of primary care physicians have better population health outcomes
evidenced by lower all-cause mortality, all-cause premature mortality, cause-
specific premature mortality from asthma, bronchitis, emphysema and pneumonia,
cardiovascular disease and heart disease, stroke, cancer and infant mortality as
well as a lower rate of low birth weight infants, an increase in life expectancy
and the number of people reporting good, very good or excellent self-rated health
[146, 147].

Disease-focused health system fail the equity test, i.e. it affects people in
the lower socio-economic strata more—the disease focus perpetuates the inverse
care law; people with more need have less access to health services and receive
less comprehensive care than those with lesser needs from high socio-economic
strata [148].

In fact, primary health care with a greater focus on the person and despite its
greater complexity [149], largely arising from the multiple morbidities affecting
their patients [150], achieve the same disease-specific outcomes at significantly
lower cost [151, 152]—disease-oriented specialty care resulted in 41% higher rate of
hospitalisation and 12% higher rate of prescribing compared to generalist-oriented
care for the same condition.

The benefits of person-focused primary care have been attributed to the develop-
ment and maintenance of a therapeutic relationship [55, 153] which itself requires
a significant level of provider continuity [154] to build the necessary familiarity
and trust between the physician and the patient [153, 155, 156]. The benefits of, and
thus the justification for, a person-centred therapeutic relationship have been studied
extensively and are well-documented in the literature [157–161].

3.2 Reframing Our Metaphors: Achieving Health

Understanding the status quo is a prerequisite to ‘reframing’ the metaphors [53]
necessary to facilitate the redesign of frameworks that allow a different system
to emerge—one focused on the person, his health and dis-ease, as well as his
diseases [162].
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Fig. 13 The Health Vortex as a metaphor for the redesign of a health system focused on health. In
a fully integrated health system, all agents at all levels are focused on the health experience of the
person—the core driver of the system. While various layers within the system have specific work to
do, the system only becomes seamlessly integrated if all—despite their different tasks—maintain
their focus on the core driver—the health experience of the person

A metaphor to achieve a person-centred complex adaptive health system is that
of the healthcare vortex (Fig. 13).

• As any complex adaptive social system requires a clearly defined focal point to
emerge, a health system focused on the health of people must put the person with
his health and dis-ease experiences at its centre [134, 163].

• In addition, it is important to understand the ‘causative’ relationships across lay-
ered human complex adaptive systems—top-down causation imposes contextual
constraints limiting bottom-up emergent possibilities [37, 164].

• The importance of understanding this top-down bottom-up hierarchical relation-
ship explains why it is so important for the policy level to integrate all policy
domains in a ‘health focus’ way—we need to demand from our politicians to
provide a ‘health impact statement’ for all new policies to ensure they are health
promoting rather than health destroying (Fig. 14).
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Fig. 14 Top-down constraints limit bottom-up emergence—implications for health system
redesign. Ellis [164] pointed to the top-down bottom-up causational relationship of hierarchical
complex adaptive systems. Hierarchical systems, like the health system, are top-down constraining
its bottom-up emergent potentials. In other words, external factors impact the person and—through
activation of the physiological stress response and autonomic nervous system regulation—the
physiology of organs, cells and genes (left-hand site), limiting the full biological potential of a
person, and his abilities to succeed in his environment (right-hand site). Note that different lower
level network interactions can result in the same higher level outcome, or what Rothman called the
“multiple different combinations of sufficient causes” to achieve the same result [165]
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These considerations are a prerequisite for designing health systems that are
effective, equitable and sustainable [162].

3.3 . . . Your Appreciation of the Healthcare System Changes

• Healthcare systems must embrace the hierarchical top-down constraining,
bottom-up emerging dynamics between the macro-level policy and the micro-
level physiology that effect health at the person level.

• Healthcare systems should have the needs of the person/patient at its centre.
• Healthcare systems have to rebuild trust that their healthcare professionals act in

the best interest of the patient.
• Healthcare systems need to be seamlessly integrated with other social services

and all other policy domains.
• Raises the question if healthcare systems should be common good for-all or

commercial for-profit entities.
• Raises the question how best to finance healthcare systems so that they are

person-centred, equitable and sustainable [162]?

The Transformative Aspects of This Study

This essay outlines the historical developments of our current health systems. When
we were finally able to understand the symptoms in the patients by studying his
post-mortem disease findings, followed by seeing the causes of disease under
the microscopy or by X-ray, disease had established itself as the focus of the
medical enterprise. The successes of dealing with the manifestations of disease
had distracted from any question about the ‘physiological pathways’ resulting in
the diseases, and with it the curiosity of pre-emptively working to eliminate those
factors that interfered with staying healthy or regaining one’s health. Engaging with
the fundamentals of health and disease must be the necessary step in redesigning
a health system that focuses again on the nature of the healing professionals—it is
more important to know the person with the disease.

Take Home Message

• The current approach to health care and the organisational structure of
the healthcare system must be understood in their historical context—the
discovery of the macroscopic and microscopic changes of diseases.

• The experience of disease is emergent with a hierarchical net-
work of macro-level environmental factors to micro-level physiological
dys/function.

(continued)
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• Stimulation of the physiological stress response—HPA-axis and SNS
regulation—controls the immune system dys/function responsible for the
maintenance of health as well as the causation of disease.

• Healthcare professionals need to give patients the time they require to
uninterruptedly explain their current complaint.

• The key achievement of health care is the improvement of patients’ self-
rated health. Health system redesign needs to put the patient at the centre
of the system.

Appendix 1: Disease Definitions and Re-definitions

Hypertension
1948 The blood pressure is [considered to be] raised when the systolic pressure is 180 or over,

and/or the diastolic pressure is 110 or over, on three consecutive examinations, and in
the presence of clinical, radiological and cardiographic evidence of cardiovascular
hypertrophy.— Evans W. Hypertension. In: Cardiology. London, England: Paul B.
Hoeber, Inc; 1948:204

1949 In a patient with mild benign hypertension—[defined as a] blood pressure
<200/<100 mm Hg, there is no indication for use of hypotensive drugs. Continued
observation is desirable and conservative treatment consisting of reassurance, mild
sedatives, and weight reduction is indicated.— Friedberg CK. Diseases of the Heart.
Philadelphia, PA: WB Saunders Co; 1949

1960s Hypertension = BP > 100+age
1977 JNC 1— Moser M. From JNC I to JNC 7-what have we learned? Prog Cardiovasc Dis.

2006;48:303–315

• Diastolic BP >105mmHg requires treatment

2003 JNC 7— Moser M. From JNC I to JNC 7-what have we learned? Prog Cardiovasc Dis.
2006;48:303–315

• Normal BP 120–129/80–89

2017 American College of Cardiology/American Heart Association (ACC/AHA)
guidelines—Whelton PK, Carey RM, Aronow WS, Casey DE, Collins KJ, Dennison
Himmelfarb C, DePalma SM, Gidding S, Jamerson KA, Jones DW, MacLaughlin EJ,
Muntner P, Ovbiagele B, Smith SC, Spencer CC, Stafford RS, Taler SJ, Thomas RJ,
Williams KA, Williamson JD and Wright JT. 2017
ACC/AHA/AAPA/ABC/ACPM/AGS/APhA/ASH/ASPC/NMA/PCNA Guideline for the
Prevention, Detection, Evaluation, and Management of High Blood Pressure in Adults.
A Report of the American College of Cardiology/American Heart Association Task
Force on Clinical Practice Guidelines. Hypertension. 2017;71(6):1269–324

• Hypertension >130/80mmHg

(continued)
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Hypertension
Diabetes mellitus—definition is based on occurrence of diabetic retinopathy
1979 National Diabetes Data Group—Classification and diagnosis of diabetes

mellitus and other categories of glucose intolerance. National Diabetes Data
Group. Diabetes. 1979 Dec;28(12):1039–57
Based on 77 out of 1213 people developing retinopathy

• Fasting plasma glucose (FPG) concentration of ≥ 7.8mmol/L (140mg/dL),
or

• 2-h value after 75 g oral glucose of ≥ 11.1mmol/L (200mg/dL)

1997 Expert Committee on the Diagnosis and Classification of Diabetes
Mellitus—Report of the Expert Committee on the Diagnosis and Classification
of Diabetes Mellitus. Diabetes Care. 1997;20(7):1183–97
Diagnosis of diabetes by linking levels of glycaemia with diabetic retinopathy
in populations of Pima Indians (n = 960), Egyptians (n = 1081), and a randomly
selected cohort in the Third National Health and Nutrition Examination Survey
(NHANES III) (n = 2821)

• Fasting plasma glucose (FPG) criterion of ≥ 7.0mmol/L (126mg/dL)

Diabetes mellitus—definition is based on occurrence of diabetic retinopathy
2010 American Diabetes Association— Diagnosis and classification of diabetes

mellitus. American Diabetes Association. Diabetes Care. 2010;33(Suppl
1):S62–9

• HbA1c levels ≥ 6.5%

Depression—disease or syndrome
1920s–1970s Textbook definitions of endogenous and reactive depression:

• Endogenous depression (severe disorder with delusions and hallucinations)
• Reactive depression (milder disorder without delusions and hallucinations;

often with the connotation of a vulnerable personality, in the context of life
stresses, features of diurnal variation with morning worsening, delayed
insomnia with early morning wakening and greater somatic disturbances,
such as loss of appetite and weight, and psychomotor retardation or agitation

2013 DSM-V major depression
(A) Five (or more) of the following symptoms have been present during the
same 2-week period and represent a change from previous functioning; at least
one of the symptoms is either (1) depressed mood or (2) loss of interest or
pleasure
Note: Do not include symptoms that are clearly attributable to another medical
condition

1. Depressed mood most of the day, nearly every day, as indicated by either
subjective report (e.g., feels sad, empty and hopeless) or observation made
by others (e.g. appears tearful). (Note: In children and adolescents, can be
irritable mood)

(continued)
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Depression—disease or syndrome

2. Markedly diminished interest or pleasure in all, or almost all, activities most
of the day, nearly every day (as indicated by either subjective account or
observation)

3. Significant weight loss when not dieting or weight gain (e.g., a change of more
than 5% of body weight in a month), or decrease or increase in appetite nearly
every day. (Note: In children, consider failure to make expected weight gain)

4. Insomnia or hypersomnia nearly every day
5. Psychomotor agitation or retardation nearly every day observable by others, not

merely subjective feelings of restlessness or being slowed down)
6. Fatigue or loss of energy nearly every day
7. Feelings of worthlessness or excessive or inappropriate guilt (which may be

delusional) nearly every day (not merely self-reproach or guilt about being sick)
8. Diminished ability to think or concentrate, or indecisiveness, nearly every day

(either by subjective account or as observed by others)
9. Recurrent thoughts of death (not just fear of dying), recurrent suicidal ideation

without a specific plan, or a suicide attempt or a specific plan for committing
suicide

(B) The symptoms cause clinically significant distress or impairment in social,
occupational or other important areas of functioning
(C) The episode is not attributable to the physiological effects of a substance or to
another medical condition
Note: Criteria A–C represent a major depressive episode
Note: Responses to a significant loss (e.g., bereavement, financial ruin, losses from
a natural disaster, a serious medical illness or disability) may include the feelings
of intense sadness, rumination about the loss, insomnia, poor appetite and weight
loss noted in Criterion A, which may resemble a depressive episode
Although such symptoms may be understandable or considered appropriate to the
loss, the presence of a major depressive episode in addition to the normal response
to a significant loss should also be carefully considered. This decision inevitably
requires the exercise of clinical judgment based on the individual’s history and the
cultural norms for the expression of distress in the contest of loss
(D) The occurrence of the major depressive episode is not better explained
by schizoaffective disorder, schizophrenia, schizophreniform disorder, delusional
disorder or other specified and unspecified schizophrenia spectrum and other
psychotic disorders
(E) There has never been a manic episode or a hypomanic episode. Note: This
exclusion does not apply if all of the manic-like or hypomanic like episodes
are substance-induced or are attributable to the physiological effects of another
medical condition

(continued)
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DSM-V adjustment disorder

• Emotional or behavioural symptoms develop in response to an identifiable
stressor or stressors within 3months of the onset of the stressor(s) plus either
or both of (1) marked distress that is out of proportion to the severity or
intensity of the stressor, even when external context and cultural factors that
might influence symptom severity and presentation are taken into account
and/or (2) significant impairment in social, occupational or other areas of
functioning

• The stress-related disturbance does not meet criteria for another mental
disorder and is not merely an exacerbation of a pre-existing mental disorder

• The symptoms do not represent normal bereavement
• After the termination of the stressor (or its consequences), the symptoms

persist for no longer than an additional 6months

Appendix 2: Prevalence of Long-Term Conditions in the
Australian National Health Survey

2001a 2014b

Arthritis 15.3% (3.5million people)
Asthma 12% (2.2million people) 10.8% (2.5million people)
Cancer 1.6% (311,300 people) 1.6% (370,100 people)
High cholesterol 6.0% (1.1million people) 7.1% (1.6million people)
Diabetes 2.9% (554,200 people) 5.1% (1.2million people)
Heart disease 5.2% (1.2million people)
Hypertension 10% (1.8million people) 11.3% (2.6million people)
Kidney disease 0.9% (203,400 people)
Mental and
behavioural conditions

18% (3.3million people) 17.5% (4.0million people)

Osteoporosis 3.5% (801,800 people)
aAustralian Bureau of Statistics. National Health Survey. Australia 2001. http://www.ausstats.abs.

gov.au/Ausstats/subscriber.nsf/0/90A3222FAD5E3563CA256C5

D0001FD9D/\protect\T1\textdollarFile/43640_2001.pdf
bAustralian Bureau of Statistics. National Health Survey. First Results Australia 2014–15. http://

www.ausstats.abs.gov.au/Ausstats/subscriber.nsf/0/CDA852A349B

4CEE6CA257F150009FC53/\protect\T1\textdollarFile/national%20health%20sur

vey%20first%20results,%202014-15.pdf

http://www.ausstats.abs.gov.au/Ausstats/subscriber.nsf/0/90A3222FAD5E3563CA256C5
http://www.ausstats.abs.gov.au/Ausstats/subscriber.nsf/0/90A3222FAD5E3563CA256C5
D0001FD9D/protect T1	extdollar File/43640_2001.pdf
http://www.ausstats.abs.gov.au/Ausstats/subscriber.nsf/0/CDA852A349B
http://www.ausstats.abs.gov.au/Ausstats/subscriber.nsf/0/CDA852A349B
4CEE6CA257F150009FC53/protect T1	extdollar File/national%20health%20sur
vey%20first%20results,%202014-15.pdf
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Appendix 3: Annas’ Analysis of the Consequences of the
Military and Market Metaphors on Health Care [144]

Military metaphor Consequences
• Medicine is a battle against death
• We are almost constantly engaged in wars

on various diseases, such as cancer and
AIDS

• Diseases attack the body, patients fight the
disease and doctors intervene or counterat-
tack

• Doctors are mostly specialists and backed
by allied health professionals all of whom
are trained to be aggressive, fight these
invading diseases with weapons designed
to knock them out

• Doctors give orders in the trenches and on
the front lines, using their armamentaria in
search of breakthroughs

• Treatments are conventional or heroic, and
the brave patients soldier on

• We engage in triage in the emergency
department, invasive procedures in the
operating theatre, and even defensive
medicine when a legal enemy is suspected

• Health plans and hospitals market products
to consumers, who purchase them on the
basis of price

• Medical care is a business that necessar-
ily involves marketing through advertising
and competition amongst suppliers who
are primarily motivated by profit

• Health care becomes managed care
• Mergers and acquisitions become core

activities

• Ignore costs
• Strengthens the belief that all problems can

be solved with more sophisticated tech-
nology and scientific advances, prompting
hospitals and doctors to engage in medical
arms races

• War analogies lead to acceptance as
inevitable that organisations are hierarchi-
cal and largely dominated by men

• The patient’s body becomes a battlefield,
thus appropriate to have short-term, single-
minded tactical goals

• Concentrates on the physical, sees control
as central and encourages the expenditure
of massive resources to achieve dominance

• We failed to assert that medicine, like war,
should be financed and controlled only by
the government

• The metaphor has also become mythic. As
a historian of war, John Keegan, correctly
argues, modern warfare has become so
horrible that ‘it is scarcely possible any-
where in the world today to raise a body of
reasoned support for the opinion that war
is a justifiable activity’

• Emphasis is placed on:

– Efficiency
– Profit maximisation
– Customer satisfaction
– The ability to pay
– Planning
– Entrepreneurship
– Competitive models

• The ideology of medicine is displaced by
the ideology of the marketplace

• Trust is replaced by caveat emptor

(continued)
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Market metaphor Consequences
• Chains are developed, vertical integra-

tion is pursued and antitrust worries
proliferate

• Consumer choice becomes the central
theme of the market metaphor

• In the language of insurance, con-
sumers become ‘covered lives’ or even
‘money-generating biological struc-
tures’

• Economists become health-financing
gurus

• The role of doctors is radically altered
as they are instructed by managers that
they can no longer be patient advo-
cates (but instead must advocate for
the entire group of covered lives in the
health plan)

• The goal of medicine becomes a
healthy bottom line instead of a healthy
population

• There is no place for the poor and unin-
sured in the market metaphor

• Business ethics supplant medical ethics as
the practice of medicine becomes corpo-
rate

• Non-profit medical organisations may tend
to be corrupted by adopting the values of
their for-profit competitors

• A management degree becomes at least as
important as a medical degree

• Public institutions, which by definition
cannot compete in the for-profit arena, risk
demise, second-class status or simply pri-
vatisation

• Patients, as consumers, are to make deci-
sions that are governed by corporate enti-
ties

• The market metaphor conceals the inher-
ent imperfections of the market and ignores
the public nature of many aspects of
medicine

• It ignores the inability of the market to
distribute goods and services whose supply
and demand are unrelated to price

• The metaphor pretends that there is such a
thing as a free market in health insurance
plans and that purchasers can and should
be content with their choices when unex-
pected injuries or illnesses strike them or
their family members

• The reality is that American markets are:

– Highly regulated,
– Major industries enjoy large public sub-

sidies,
– Industrial organisations tend towards

oligopoly and
– Require strong laws that protect con-

sumers and offer them recourse through
product-liability suits to prevent profits
from being too ruthlessly pursued

Compiled from Annas: reframing the debate on healthcare reform by replacing our metaphors;

italics emphasise pertinent concepts from the paper. Taken from: Sturmberg et al. [135]
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Fail Small, Fail Often: An Outsider’s
View of Physiologic Complexity

Bruce J. West

1 Introduction

Human beings distrust statistics, in large part, because they are uncomfortable with
uncertainty and are suspicious of unpredictable variability. This was not always
the case, however. Primitive man was sensitive to variability in the environment,
because change could be dangerous. This mechanism actually found its way into
our physiological makeup through macroevolution, so that humans could adapt to
small predictable changes, whereas intermittent changes would trigger defensive
responses. We note the vestige of this mechanism in our ability to fall asleep in
a motel room despite the traffic noise outside the window, or how quickly we no
longer hear the murmurings of a large dinner party when we begin to chat with our
neighbor, and are no longer conscious of the aroma of cheese in the deli shortly
after entering. This mechanism has been given the name habituation, and is how our
nervous system adapts to sensory variability.

Scientists, who quantify everything, in order to get at a measure of the underlying
regularity, developed the first mathematical theory of empirical unpredictability
at the turn of the nineteenth century. Gauss in Europe and Adrian in America,
simultaneously, constructed a mathematics to explain why two ostensibly identical
experiments never produced the same results. They independently reasoned that
all the data from an ensemble of such experiments could be best represented
by a numerical average. The scatter in data around the average they determined
to be best characterized by the standard deviation of the data, which provides a
measure of how well the average characterizes the experimental data. These two
quantities, the average and standard deviation, were shown to completely determine
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Fig. 1 The parabolic solid curve is a normal distribution, whereas the other curve is an inverse
power-law Pareto distribution. The arrow depicts a control process discussed in the text

the properties of the measurements in terms of a bell-shaped ensemble distribution
function centered on the average and a width given by the standard deviation. This
is the normal distribution depicted in Fig. 1 on log-linear graph paper by the bell-
shaped parabolic curve.

The bell-shaped distribution was given the unfortunate name, the law of fre-
quency of error (LFE). It is unfortunate because that name solidified the inter-
pretation that the average is the correct value for the quantity being measured and
therefore deviations from the average must be errors. This was, in fact, the original
interpretation and was consistent with clock-work view of the universe given by
Newton’s laws of motion in physics, but it led to misinterpretations of the more
complex phenomena in medicine, as we shall see.

The LFE guided the development of manufacturing processes during the
Machine Age of the nineteenth century. The center of the LFE became the engineer’s
design specification for the widget being manufactured, and the LFE’s width became
the accepted tolerance. The necessity for having the specifications for a widget to
be within a certain range of tolerance reinforced the notion that the width of the
distribution should be as narrow as possible, in order to reduce the variability in
the product’s dimensions coming off the assembly line. The controlled sameness of
everything we buy in Western society, from the cars we drive, to the tools we use,
to the clothes we wear, all reinforce the notion that variability is bad and should
be suppressed. This weaned the typical Westerner from the limited comfort they
had historically enjoyed with uncertainty. It also fostered the mistaken belief that
variability was the enemy.

While complexity in the physical sciences was being understood using simple
feedback loops and the statistical methods of the LFE, these ideas were also finding
their way into the social and biological science, as well as medicine. It is not
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clear exactly when the mechanical view of how the human body works began
to permeate society, but in medicine the concept reached maturity with Claude
Bernard’s introduction of homeostasis [1] in the second half of the nineteenth
century. The concept was popularized a half-century later by Walter Cannon [2]
and became the guiding principle of medicine.

One reason for its adoption was the overwhelming evidence that body temper-
ature, heart rate, breathing rate, stride interval, and so on all have well-defined
average values. The interpretation of LFE is that the average value is characteristic
of the physiologic process being measured and what is needed is a feedback loop
to stabilize the system. Homeostasis, the result of eons of macroevolution, provides
the mechanism to explain how the appropriate subnetwork, within the body, controls
both internal fluctuations and external disruptions to maintain the average level of
temperature, heart rate, and so on.

2 Complex Is Typical Not Normal

We have briefly presented a pleasing picture of how physiological networks behave.
Unfortunately, it is less fact than it is fiction. The sad truth is that neither the
cardiovascular system, nor the respiratory system, nor the motor control system,
nor any other physiological system for which there is data that behaves in this
way. The tightly knitted argument, centered on the LFE, began to unravel in the
decade of the 1990s, with the research of Peng et al. [3] on the statistics of heart
rate variability (HRV). They determined that the time interval between successive
heartbeats fluctuates, and the statistical distribution of those interval fluctuations
looks nothing like the LFE.

It was determined that the physiologic time series data scale and such scal-
ing entails important physiologic advantages associated with the adaptability of
response [4, 5]. The work of Peng et al. [3] was the first of many studies on the
scale-invariant properties of HRV time series, the output of an integrative control
system, see West [6] for subsequent review of this area. HRV time series fluctuate
in a complex, erratic manner in healthy individuals, even those at rest. The same
manner of fluctuation was also observed in stride rate variability (SRV) [7, 8] and in
breath rate variability (BRV) [9, 10].

The spectrum of the interbeat increment time series data scales as an inverse
power law (IPL) in frequency:

S(f ) ∝ 1

f 2H−1 , (1)

and using a Tauberian theorem, the mean-square level of the interbeat fluctuations
increases in time as t2H . The spectrum is a consequence of the correlations in events,
say heartbeats, in which different dynamics can occur at different timescales in
the physiologic time series. Costa et al. [11] demonstrate a high level of chaos in
cardiac dynamics along with a high degree of entropy in normal HRV time series
and suggest that this fractal behavior regulates HRV [12].
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The IPL index replaces the average as the metric for a complex system. It
is the IPL index that quantifies the imbalance in physiology of the reliance
that one scale within a network has on another, so that no one scale dominates
the network dynamics. What is truly being measured is the complexity in the
underlying phenomenon and mathematically this is the fractal dimension. The
ultimate conclusion reached, after looking at a variety of physiologic phenomena,
is that the traditional notion of disease as the loss of regularity must be replaced
with the idea that disease is the loss of complexity, where here that complexity is
measured by the variability in the process [13]. This is discussed nonmathematically
in Where Medicine Went Wrong [14], and mathematically in a number of other
places, for example [15].

3 But Why Multifractal?

Living matter is significantly more complex than inanimate matter and consequently
we do not have fundamental laws and principles to govern living phenomena equiv-
alent to those in physics. Some may object to this harsh characterization, but there
are no equivalents to Newton’s force law, Maxwell’s equations, and Boltzmann’s
principle in physiology. Biophysics was, in fact, invented to seek out and establish
the existence of such Laws of Life and relate them to known physical laws, so that
both the animate and inanimate aspects of living matter can be better understood.
However, the aim here is much more modest than identifying such fundamental
biophysical principles. The aim is to present a strategy for understanding a diverse
set of physiological data in terms of an underlying complexity and to introduce
a data processing method that reveals a hidden symmetry in the data that can
be exploited to gain insight into how the body might gain control over complex
physiological processes.

If you have not already guessed, the complexity we explore herein is multifractal-
ity in physiologic time series. For our purposes, we introduce the notion of scaling,
such that if X(t) defines an observable X, say HRV, SRV, BRV, or cerebral blood
flow (CBF), at a time t , and if we change the resolution of timescale by a factor λ,
we obtain the scaling relation:

X(λt) = λH X(t) (2)

where H is a scaling index. Mandelbrot [16] introduced H to honor the civil
engineer Hurst who first used Eq. (2) to quantify the scaling behavior of hydrostatic
data sets and he (Mandelbrot) used it to define the fractal dimension of data with
fractal statistics, in which case this equation is interpreted in terms of a probability
density function (PDF).

The most well-known scaling PDF is the normal distribution of Gauss, in which
case H = 1/2 for Brownian motion. More generally, the scaling index falls in the
range 0 ≤ H ≤ 1 and we then have fractional Brownian motion (fBm) for which
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the PDF can be written in scaled form:

P(x, t) = 1

tH
F

( x

tH

)
. (3)

In the case of fBm, the fractal dimension is a constant and the process is said to be
monofractal. Using this PDF, one can show that the scaling of the average value of
the observable is given by:

〈X; λt〉 =
∫

xP (x, λt)dx = λH 〈X; t〉, (4)

which is of the same form as Eq. (2), but scaling is expressed in terms of the average
value and not the dynamical variable.

A monofractal time series is characterized by a single fractal dimension. In
general, time series have a local Hölder exponent h that varies over the course of
the trajectory defined by the time series and is related to the fractal dimension by
D = 2 − h. Note that for an infinitely long time series, the exponent h and the
Hurst exponent H are identical; however, for a time series of finite length they need
not be the same. We stress that the fractal dimension and the Hölder exponent are
local quantities, whereas the Hurst exponent is a global quantity; consequently, the
relation D = 2 − H is only true for an infinitely long time series. The function
f (h), called the multifractal or singularity spectrum, describes how the distribution
of local (fractal) exponents contributes to such time series [17].

One way multifractality manifests itself is through the statistical fluctuations of
the IPL index. A relatively simple way to model this is through a random walk
process in which the time series data are used to generate a diffusion process, such
as the multifractal random walk [18]. Formally, we can write the solution to any
such process as [17]:

ΔX(t) = X(t) − X(0) =
∫ t

0
Kα(t − t ′)ξ

(
t ′
)
dt ′ (5)

where ξ (t) is a fBm statistical process, which scales as λH . The memory kernel
Kα(t) contains all the dynamics of the physiologic system being considered. We
assume that both the random forcing function ξ (t) and the memory kernel Kα(t)

scale, allowing us to write

ΔX(λt) = λH+αΔX(t). (6)

This scaling of the memory kernel with parameter α implies that the underlying
dynamics requires a new mathematical infrastructure for its understanding and that
infrastructure is given by the fractional calculus [19]. Here, the parameter α is
the order of the fractional derivative in the interval 0 ≤ α ≤ 1. Moreover, the
multifractal nature of the time series is entailed by the fractional derivative being a
random variable.
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Different physiological processes are described by different PDFs for the
fractional derivatives. Consider a fractional derivative to be a random variable
with normal statistics. This model yields a singularity spectrum, or spectrum of
Hölder exponents that is quadratic in the exponent and the width of the spectrum is
determined by the standard deviation of the normal distribution σ [20]:

f (h) = f (H) − (h − H)2

4σ
. (7)

Here, H is the Hurst exponent (asymptotic value for the scaling exponent) and h is
the exponent from the time series.

3.1 Some Results

Ten CBF time series for ten normal subjects were averaged and gave rise to the
spectrum of exponents shown in Fig. 2a where it is clear that the model spectrum, the
curve generated by Eq. (7), fits the data, given by the dots, quite well. A group of 13
subjects that suffer from migraine headaches yield the narrowed spectrum depicted
in Fig. 2b by the dots and fitted using Eq. (7). The loss in multifractality between the
two groups is evident from the reduced width of the multifractal spectrum.

A similar reduction in the multifractality spectrum was obtained for HRV time
series after a heart attack [3], as well as, for other physiologic time series, reviewed
inWest [6, 14]. This change in the width of the singularity spectrum represents a loss
in the normal variability of the physiologic process and is diagnostic of a pathology.

4 Control of Variability

How does the body control the level of variability in physiologic systems? In
Fig. 3, a qualitative sketch of the data denotes the PDFs for heartbeat interval
variability (HRV) I (t), from a study [21] of a collection of 670 post-AMI patients
using 24-h Holter monitor data sets. This figure schematically depicts the statistical
distributions for those from this collection who suffered a cardiac death, those who
died by noncardiac causes, and those who survived. Notice that not one of the
three empirical PDFs has Gaussian statistics, which in terms of the standardized
variable would coincide with the dashed curve. The empirical PDFs all have non-
Gaussian forms, with the survivors and those succumbing to noncardiac death nearly
coinciding.

On the other hand, the PDF for the variability statistics of the cardiac death
patients is very different from those who survive, even though there is a great deal
of overlap in the central regions of the PDFs. The difference between the survivor
and the cardiac fatality curves suggests that cardiac-induced death can be modeled
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Fig. 2 Top, (a): Depicted is the averaged singularity spectrum f (h) of the healthy subjects (filled
circles). The spectrum is the average of ten measurements of five subjects. Bottom, (b): Depicted
is the averaged singularity spectrum of the migraineurs (filled circles) calculated in the same way
as the data in Top. The spectrum is the average of 14 measurements of 8 subjects. The solid curves
are the best least-squares fit of the parameters in Eq. (7) to the singularity spectrum. Adapted from
[20] with permission

by a Lévy PDF, whereas those who survive, or suffer noncardiac deaths, might be
modeled by a truncated or tempered Lévy PDF. The first identification of HRV with
Lévy statistics was made a quarter century ago by Peng et al. [3].

Here, we hypothesize the existence of a cardiac mechanism in the sinoatrial node
that produces a tempered Lévy PDF for survivors and more generally for healthy
individuals. This hypothesized mechanism is the complement to the kind of filter
we have been discussing. It suppresses the largest changes in inter-beat intervals,
those being in the tails of the Lévy PDF, which persist in the cardiac fatality group.



52 B. J. West

Fig. 3 The HRV distributions are indicated schematically from 24-h RR interval time series for a
group having suffered acute myocardial infarction. The patients are separated into those who suffer
cardiac death, another with noncardiac death, and third consisting of survivors (adapted from [21])

The pathophysiology of the HRV PDF being Lévy stable, therefore, results from
the suppression of this physiological control process; a process selected for by
macroevolution to suppress extreme changes in inter-beat intervals.

For those of you who are mathematically inclined, we can apply the filtering
idea to the data shown in Fig. 3. Consider the dynamic model for the inter-beat time
intervals in the form of a filtered diffusion process:

dI (t)

dt
= F(I) + ξ (t) (8)

where F(I) is a deterministic driver and ξ (t) is a stochastic driver. The deterministic
driver is determined by the dynamics of the sinoatrial node and the random driver
by the autonomic signal and can be made functionally specific by what is known
about HRV time series.

The HRV time series is the result of competing neuroautonomic inputs. The
competition between these two branches of the involuntary nervous system is the
mechanism assumed to provide the erratic variability recorded in healthy subjects
[4, 13] and therefore determines the statistics of the stochastic driver. We assume that
resulting from the competition the statistics are Lévy stable with index 0 < α ≤ 2.

The form of the deterministic driver emerges from the intrinsic dynamic prop-
erties of the sinoatrial node pacemaker cells. These properties are modeled herein
using the recent observation that biological systems are poised at criticality [22],
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which can in principle produce the cooperative oscillations, as well as erratic vari-
ability, observed in rhythmic heartbeat time series. However, the fluctuations arising
from such chaotic dynamics can reasonably be assumed to be overwhelmed by the
Lévy statistics of the autonomic input and therefore ignored here. The deterministic
force is therefore modeled by the cooperative behavior of the pacemaker cells.

A generic version of this equation has been analyzed [23]. In general, the
feedback term is a polynomial, but we restrict the analysis to the largest-order
term, since this is the term that dominates the control process and write F(I) ≈
−λ2nI

2n+1, where λ2n > 0 and n is an integer. Note the index is restricted to even
order to ensure that higher-order terms to not change the symmetry of the control
process from that of a linear feedback term. Note further that the sinoatrial node is
comprised of a complex network of interacting pacemaker cells, each with its own
internal clock, which acts within the collective to coordinate the heartbeat rhythm.
A number of mathematical models have been devised that manifest such collective
behavior, providing insight into critical phase transitions in nonphysical networks.
One such model is the DMM [17], which near criticality reduces to the n = 0 linear
and n = 1 quartic terms. At criticality, the coefficient of the linear term goes to zero.

Without presenting the details, we assert that the PDF that solves the fractional
equation of evolution for the probability density in the steady state has the
form [24]:

Pss(I ) = Nμ

Iμ
; μ = α + 2n + 1. (9)

It is well known that for an IPL index μ ≥ 3, the second moment
〈
I 2

〉
is finite,

implying that the central limit theorem holds asymptotically. Consequently, since
α < 2 for Lévy statistics then it must be n ≥ 1 in order for the statistics of
I (t) to have a finite second moment asymptotically and the steady-state PDF to
asymptotically transition from Lévy stable to Gaussian. This transition explains
the results obtained by Kiyono et al. [25, 26], without the need to exponentially
temper the Lévy driver, relying solely on the sinoatrial dynamics to temper the
extreme fluctuations resulting from the competition between the two branches of
the involuntary nervous system.

5 Discussion and Conclusions

It is often the case in presenting mathematical arguments in support of a clinical
interpretation that the latter is lost in the torturous details of the former. So, let us
recap the most important aspects of the formal discussion.

The level of complexity in physiologic time series is a balance between regularity
and variability, not just variability alone. Thus, the truncated Lévy PDF has this
balance built-in with extreme variability at short time intervals, but suppressed
variability at very long time intervals. In keeping with this new perspective,
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homeostasis, which focuses on the long time control of a physiologic process,
and inverse power laws that focus on unfettered variability, each have only part
of the answer. It has been hypothesized that disease is associated with the loss
of complexity [13]. This hypothesis has been repeatedly tested successfully, using
HRV data, see [17] for a more detailed discussion.

We hypothesized a collective network mechanism that produces a truncated
Lévy PDF for those who survive, not unlike the “kicks” away from the extreme
excursions postulated a quarter century ago by Peng et al. [3] to explain the
anticorrelation of HRV data. This mechanism would suppress the largest extrema,
but they persist in the cardiac death group and therefore this control mechanism,
or at least contributions from n ≥ 1, is not present in this group. The pathology
of the HRV distribution being Lévy stable would then be the result of losing the
physiological control process, that is, a process not to inhibit events in chronological
time but to suppress the size of the interbeat interval.

Scale invariance, the property relating time series across multiple scales, has
provided a new perspective on physiological phenomena and their underlying
control systems. We have reviewed the change of physiologic time series from
the engineering view of “signal plus noise,” to fractals in time and finally to
multifractals. In the exemplar we discussed, the healthy human brain is perfused
by the laminar flow of blood through the cerebral vessels providing brain tissue
with substrates, such as oxygen and glucose. It turns out that the CBF is relatively
stable between narrow bounds despite substantial variations in systemic pressure.
This phenomenon is known as cerebral autoregulation, and analogues to this
autoregulation occur in all the other physiologic time series mentioned.

Mimicking autoregulation by externally suppressing the natural variability of
a physiologic system may seem like the appropriate call, since it reduces the
frequency of illness and therefore prolongs the intervals of health and well-
being. However, a system “designed” to address adversity when no adversity is
encountered over long periods of time becomes less robust, that is, more fragile over
time. Thus, such artificial smoothing of natural variability is precisely the wrong
thing to do.

The Transformative Aspects of This Study

Robust health is not being free of all illness, since such a strategy would para-
doxically increase the probability that when a risk does occur, the failure would
be catastrophic. This is a consequence of the coupling across scales in complex
phenomena, and reducing variability on short timescales for scaling phenomena
only guarantees a devastatingly large-scale variation when it does occur. This
particular perspective was developed in a political context by Taleb and Blyth [27],
in which the subtitle of their paper says it all: How Suppressing Volatility Makes the
World Less Predictable and More Dangerous. The point is that it is not the straw that
breaks the camel’s back, it is the entire history of load carried by the camel plus the
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final straw. It is a mistake to assign causation to the fluctuation that finally produces
catastrophic system failure. The true cause of large-scale failure is a property of the
overall system behavior and not the last event before failure.

The probability of a catastrophic failure arising due to a large-scale fluctuation
is exponentially small for the diffusive process. However, by smoothing away
the small failures that occur quite often, the probability of a catastrophic failure
occurring is of the Pareto form. The result of filtering is to transform a robust system
that has frequent nonlife-threatening-failures into one that is fragile and dominated
by a few possible events, those being Taleb’s Black Swans [28].

Take Home Message

• Physiologic complexity is the balance between randomness and regularity,
both contributing in equal amounts to the variability necessary for robust
health.

• Failure (disease) is a consequence of the loss of physiologic complexity, as
defined in 1.

• The mechanism of physiologic autoregulation is maintained by permitting
small failures to occur regularly, thereby enabling the regulator to retain a
robust status over time.

• Artificially suppressing physiologic randomness (small failures) inhibits
one aspect of complexity in autoregulation and paradoxically increases the
probability of catastrophic failure (death).
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A Puzzling Question: How Can Different
Phenotypes Possibly Have
Indistinguishable Disease Symptoms?

Tilo Winkler

Organisms live in environments that may change at any time. If the internal structure
and function of organisms would be fully exposed to all of these changes, it could
have a substantial negative impact on their survival as individuals and potentially as
a species. The ability of single and multicellular organisms to create and maintain
an internal milieu results in homeostasis and provides more stable conditions for
the internal processes of the organism. Homeostasis is the result of autoregulation.
However, the mechanisms of homeostasis are not fully understood. In fact, our
knowledge about the mechanisms of homeostasis are typically approximations that
may describe the autoregulation within a narrow range of the normal state but not
within the larger context of the organism’s development and its overall function.
Also, diseases are very likely to involve interactions among the mechanisms of
homeostasis but are rarely understood in the larger context of systems biology.

A deeper understanding of diseases and their relationship to health requires an
approach beyond the statistical significance of linear correlations. Peter Macklem
had actively argued for such an approach [1, 2], and published an excellent review
article titled “Emergent phenomena and the secrets of life” [3]. Revisiting his article
inspired a review of the literature and further analysis of the origins of emergent
behaviors that are the foundations of life and of evolution.
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1 Basic Mechanisms Allowing the Emergence of Life

Deeper understanding of health and disease requires insights into the basic building
blocks that are the foundation for structure and function of organisms. What were
the physical constraints for the development of life on earth? The structure of
organisms requires obviously some stable arrangement of molecules. Such stable
arrangements exist in the physical world in the form of crystals where molecules are
confined to their position within a three-dimensional grid. Their thermal movement
is very small and there is no rearrangement among neighboring molecules in crystal.
However, that stability is a problem for the function of organisms because it does not
allow any rearrangements among molecules in response to a stimulus. Freedom in
the molecular arrangements exists in the physical world in the form of liquids. The
thermal movement of molecules in liquids is higher than in crystals, and neighboring
molecules are free to move along each other, which allows functional responses
but no stable structures. Since living organisms require both structural stability
and functional rearrangements, it seems as if these two physical states lead to a
confinement of life at the very edge of chaos in the transition between the frozen
world of crystals and the chaotic world of liquids (Fig. 1).

Crystals or liquids consist of many individual elements. But, this is largely
irrelevant if the behavior of the individual elements is virtually the same, if all
interactions hold the elements tightly together as in crystals or all allow the free
flow of elements as in liquids. In this case, the behavior of the whole system
is characterized by the average behavior of the individual interactions among its
elements.
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Fig. 1 Schematic of the relationship between energy and the level of complexity. In crystals,
particles are locked in a frozen state that is highly ordered. In contrast, the behavior of particles in
liquids is very chaotic and unsuitable for a persistent structure or information storage
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A fundamental change occurs, however, when changes in conditions lead to
unstable interactions among the elements, and positive feedback mechanisms
amplify small fluctuations. In this case, the constructionist approach that extrap-
olates from single elements to the whole system behavior breaks down [4], and
emergent behaviors arise that are “more than the sum of the elements.”

1.1 The Role of the Chemical Bond

The first emergent phenomenon that is relevant for the evolution of life is the
chemical bond between two atoms. Unlike the three-dimensional fixation in a
crystal, chemical bonds lock the atoms in their distance in one dimension. That
results in complete freedom for the orientation of the bond. In case of multiple
bonds like in a water molecule, the relative position of the bonds may assume a
somewhat confined state, which has in the water molecule a v-shape, but without
fixing the atoms otherwise.

Peptide bonds link consecutive amino acid monomers in long chains resulting in
peptides or proteins. The Nobel laureate Erwin Schrödinger described such chains
as quasicrystals, and they are truly crystal-like in one dimension meaning that the
atoms in peptides are stable in their sequence [5]. But, there is a second feature that
is fundamental for life, and that is the high degrees of freedom in the links between
the elements of the chain allowing the emergence of protein folding and highly
complex protein structures that can interact with other proteins. In the context of
how life is possible between the world of crystals and liquids, proteins are clusters
of atoms in a relative solid state that float a protein soup behaving like a liquid.

1.2 Phase Separation

Phase separation, like between solid and liquid states, is a key concept of emergent
behavior, and has long been assumed to be involved in many biological processes.
But, experimental results provided only recently direct evidence that this is true. One
extraordinary example of phase separation in cells is observed in T cell signaling
[6, 7]. In a very elegant paper, the authors demonstrated in a model system of the
cell membrane using only 12 components that a stimulus can trigger the emergence
of a dotted pattern separating different components, and that another stimulus can
resolve the pattern. This process is linked to T cell receptor signaling that triggers a
signaling cascade and leads to actin polymerization.

Similar emergent behaviors have also been observed in the physical world. For
example, a temperature difference between two sides of a liquid layer leads to
heat transfer by the random movement of molecules in the liquid, called Brownian
motion. Higher temperature differences increase the movement of the molecules
resulting in a higher heat transfer. But, there is a critical point for the heat transfer
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at which a positive feedback mechanism leads to self-organization among the
molecules triggering a phase separation in the movement of the molecules and the
emergence of convection cells, called Rayleigh–Benard cells. Demonstrations of
the spontaneous emergence of the Rayleigh–Benard cells are truly fascinating [8].
Another extraordinary visual display of an emergent phenomenon is the Belousov–
Zhabotinsky reaction where an autocatalytic reaction leads to local waves in color
patterns [9] clearly demonstrating how local feedback can lead to strong spatial
discrimination between different states.

The previous examples of emergent phenomena at different length scales illus-
trate that the principle is essential for life. It plays also an important role in the
self-organized development of individuals from a single egg cell to a complex
organism. It is obvious that describing an egg cell with average values would not
yield any insight into interactions among elements of the egg cell that lead to phase
separation and increasing differentiation during the development of the organism.
Similarly, genetic determinism should fail if it is assuming that genes completely
program an organism, and that interactions among elements of the system or with
the environment of the organism are irrelevant.

2 Emergent Processes in Disease

In disease, most of the mechanisms that are relevant for the homeostasis of a healthy
organism may be perfectly normal but could nevertheless contribute to the disease
state. In asthma for example, an asthma attack causes severe difficulties in breathing,
and experiments with isolated airways or tissue strips of airway smooth muscle have
shown that airway smooth muscle constricts in response to a stimulus. However,
studies have not yielded any consistent difference in the properties of airway smooth
muscle between patients with asthma and healthy subjects. This shows that patients
with asthma may not have different airway smooth muscles compared to healthy
subjects although they are clearly affected by the constriction of airways during
asthma attacks.

2.1 Patterns of Ventilation Defects in Asthma

Imaging studies of the lung during airway constriction have led to the remarkable
discovery of an emergent behavior in asthma: regions with very low or no
ventilation, also referred to as ventilation defects (VDefs), in positron emission
tomography images of ventilation suggesting regional clustering of severe airway
narrowing or complete airway closure (Fig. 2), and a mathematical model showing
that the emergence of these VDefs could be explained by self-organized clustering
of airway constriction [10]. This emergent behavior is the result of interactions
among airways and occurs only after airways reached a critical point of airway
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Fig. 2 Gas trapped in the lungs during an asthma attack. The regional concentration of the gas
shows that severe airway narrowing or closure during an asthma attack is highly clustered in some
regions of the lungs while regions remain relatively well-ventilated. The gas concentration in the
lungs is visualized with a color scale that is fully transparent for low values and shows increasing
concentrations in red, yellow, and white for the highest. The lungs are visualized like glass with a
blue glow. The three-dimensional rendering is based on imaging data from a study using positron
emission tomography and computer tomography (PET-CT) to investigate the effects of asthma
attacks on regional ventilation

narrowing. In principle, it is a phase separation in airway behavior resulting in a
separation between VDefs and well-ventilated regions. The basic mechanism of the
feedback loop causing VDefs can be explained on a single bifurcation of the airway
tree: assuming that a perturbation leads to a slightly lower airflow in one of the
two daughter airways resulting in lower expansion of the parenchyma surrounding
the airway, the lower parenchymal forces would allow increased constriction of
its airway smooth muscle, narrowing its lumen, increasing its resistance, and
further decreasing the airflow, which triggers a vicious cycle of constriction in this
airway. The redistribution of airflow to the other daughter airway increases the tidal
expansion of the parenchyma surrounding this airway, which increases the forces
pulling on the airway wall counteracting the smooth muscle and that leads to some
degree of dilation [11] (Fig. 3).
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Fig. 3 Schematic of the single airway model that describes the dynamic behavior during airway
constriction. The forces of the airway smooth muscle pull the wall inwards, while all other forces
including the parenchymal tethering, the increase in parenchymal tethering from the airflow filling
the lung parenchyma, and the pressure difference across the airway wall pull outwards. The key
feature of that model is that a critical level of airway narrowing leads to airway instability and
closure. Adopted from [12]

Are VDefs associated with asthma symptoms? No study has investigated the
direct relationship between asthma symptoms and the emergence of VDefs yet.
However, the theoretical model suggests that the critical point of the transition from
homogeneous and stable airway diameters to instability and VDefs is affected by a
variety of different factors including, for example, the wall thickness of the airways,
lung volume, and degree of airway smooth muscle stimulation [11]. Assuming that
asthma symptoms are indicators of changes in some of these factors then VDefs
should emerge at a lower level of smooth muscle stimulation, which is thought to
correspond to an increased sensitivity in tests of airway hyperresponsiveness.

2.2 Asthma Phenotypes

Identification of different asthma phenotypes (Fig. 4) has been a focus of recent
research to improve treatment. The current evidence suggests that there are different
underlying causes for asthma. For example, many patients with asthma are allergic,
and an allergic response inside the airways of these patients is associated with their
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Fig. 4 Schematic representation of asthma. Schematic representation of asthma with its key
clinical features of severity (symptoms, exacerbations, and lung function), TH2 immunity (inflam-
matory characteristics), and their division into not fully characterized phenotypes. Adopted from
[13]

asthma. Choosing treatments that target specifically the allergic response in this
phenotype of asthma is expected to improve the efficiency of the treatment and
reduce the burden of asthma for these patients. But, the allergic response cannot
explain why other patients without allergies have asthma.

3 One Symptom: Different Mechanisms?

A puzzling question is: why do clinical symptoms of asthma not allow us to
differentiate the different phenotypes? It is possible that the underlying mechanisms
of different phenotypes do propagate into clinical symptoms, and that the symptoms
are simply too unspecific to allow a clear differentiation. However, the examples
of emergent behaviors show that interactions among the different elements of a
larger system such as the organism are highly relevant and may prevent a direct
propagation from underlying mechanisms to clinical symptoms. This is similar
to the failure of the constructionist hypothesis [4], where extrapolation from the
behavior of an element to the behavior of the whole system fails when interactions
among elements result in emergent behaviors.
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Implications for emergent behaviors in diseases with different underlying mech-
anisms constituting phenotypes may be:

1. That treatment of the actual cause rather than the symptom can restore the healthy
state of homeostasis, which would be the optimal outcome; or

2. That the disease may originate from different underlying mechanisms but
perturbations of the healthy state have led to manifestations of changes at a
different level such that both the mechanism related to the phenotype and the
subsequent change elsewhere require treatment.

In the case of asthma, it seems that the mechanisms of different phenotypes may
all have in common that they increase the thickness of the airway wall, increase the
stimulation of force of airway smooth muscle, or affect both. Such changes would
result in increased risk for the emergence of VDefs, and the severe constriction
of airways within VDefs could cause secondary airway injury and amplify asthma
symptoms. Under these conditions, treating the underlying mechanism related to the
phenotype only may not restore the healthy state of homeostasis if the secondary
injury persists.

4 Conclusions

In summary, understanding emergent behaviors is essential for our understanding
of the development of life, the development from an egg to a complex organism,
and for a deeper understanding of the origins of diseases. For complex behaviors
that underlie major changes in the behavior of a system, it is essential to take the
whole system and interactions among its elements into account. Emergent behaviors
may explain why different phenotypes with specific underlying mechanisms of the
disease may not have different clinical symptoms. The implications for treatment
are that targeting of the phenotype’s specific disease mechanism is relevant but may
not be sufficient to cure the patient. In other words, focusing on a single mechanism
of a phenotype may fail to address the overall emergent behaviors in the disease
process, or as Peter Macklem had argued: “To focus on the moves of the individual
pieces without understanding the strategy misses the point.” [1].

The Transformative Aspects of this Study

Emergent phenomena are a key principle for development and evolution of life,
which can only exist at the edge of chaos where phase transitions of elements
of the system and interactions among the elements create an infinite world of
possibilities with stable structures in crystal-like states and liquid-like transitions
between different states. In disease, different underlying causes related to disease
states could potentially lead to different clinical symptoms. But in the human
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body, different underlying causes interact with other processes like the interactions
among the elements of a complex system, and such interactions may trigger an
emergent behavior that is the same for different underlying causes so that the clinical
symptoms may—in the end—be identical.

Take Home Message
• Emergent phenomena are the biggest secrets of life.
• Transitions between crystal and liquid states provide both stability and

flexibility.
• If different underlying causes of a disease would radiate like an evolution-

ary tree, then the disease should show different symptoms for the different
causes.

• In a complex system like the human body, different underlying causes of a
disease may interact with other processes triggering an emergent behavior
that leads to the identical disease symptoms.
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Complexity Sciences Dramatically
Improve Biomarker Research and Use

James Caldwell Palmer

“Panta rhei” Everything flows.
Lucretius [1]

Most of an organism most of the time is developing
from one pattern to another not

from homogeneity into a pattern.
Alan Turing [2]

1 Introduction

1.1 How Average Can Be “Below-Average”—An Analog
to Remember

Consider you are departing Denver International Airport, as I have done many times,
plane lifting, turning west toward massive mountains, up to 14,000 feet high. The
pilot announces a new altimeter has been installed that provides the average altitude
over the previous 10min of flight. It is easier to use than the last altimeter and much
cheaper. The challenge is that average altitude could mean a below-average flight
for you—or perhaps the last!

Like average altitudes, average readings of vital signs in medicine may not be
adequate but are easy to calculate. Point measures or thresholds are often used
in medical practice—beats per minute (bradycardia or not), current temperature
(febrile or not), and 750 Hounsfield units (emphysema or not). Average is easy to
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calculate. Point measures can be done once. But, the scientific method does not
endorse doing what is easiest—it calls for using the right measures and tools of
inquiry appropriate to the subject of study.

The core clinical practice and applied research topic of this chapter asserts that
complexity sciences and mathematics can significantly improve the finding and
application of biomarkers that improve patient care. This will be demonstrated
throughout this chapter focusing on the rather ancient standard four vital signs—
heart rate, respiratory rate, blood pressure, and temperature.

1.2 Why Is It That Complexity Sciences and Mathematics Do
Particularly Well in Pursuing Biomarkers?

Complexity sciences provide explanations of particular types of change. Complexity
sciences add value by improving insights into previously unrecognized or unana-
lyzed dynamic patterns and pattern dynamics. These patterns can be emerging and
self-organizing, being thermal disequilibrium or nonthermal disequilibrium based—
with relevance to a myriad of medical topics—and their biological, bioenergetics,
physics, and chemical foundations.

The corollary theoretical proposition of this paper is that human interactions are
characterized by qualities and capacities for interaction with the continuous dynamic
variability of the exigencies of existence. Humans exist as patterns of interactions
with self, others, and environments—built and natural. Humans experience wellness
and illness not just in the sense of resisting change, but in the sense of resilience
or endurance to change. Embodied self-aware humans engage and interact fully
with change in such ways as to proactively leverage and shape change to fit
the fundamental requisites of the human organism—to survive, replicate, and
thrive.

Complexity sciences support the core proposition that: Continuous dynamic
variability of human interactions provides the primary sources of continuous
sustained viability.

The various complexity sciences have provided useful insights for improved
clinical care. Heart rate variability dynamics (HRVD)—as R–R interval
fractal patterns—can provide early detection of neonate ICU infection/sepsis.
Blood pressure variability (BPV) can serve as an indicator for risk of stroke
and the efficacy of different hypertension drug classes [3–5]. Complexity
analytics of temperature curve complexity were predictive of survival or
mortality [6].
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1.3 Vital Signs as Biomarkers

To locate our topic in clinical practice and research, we will use examples involving
the long-used standard vital signs—pulse, respiratory rate, blood pressure, and
temperature—as biomarkers.1

The following definition of biomarkers by Snell and Newbold [7] is used in this
chapter:

. . . any measurement that predicts a patient’s disease state (a diagnostic or prognostic
marker) or response to treatment (a clinical endpoint or surrogate for such a measure) can
be called a biomarker.

Biomarkers are not just physical samples, nor just measures of direct effect—as
shown in this chapter changes in variability of function can indicate physiological
alteration, and change in variability of structure can identify anatomical alteration.
Responding to changes in the “biomarker” HRVD in the context of a febrile patient
is about combating imminent sepsis, rather than the direct change of “the measure”
HRVD.

1.4 Mathematics of Complexity Sciences

Complexity sciences are now multiple research fields of particular concepts and
methods, measures, and analytics. These include: Complex Responsive Processes
[8], Coordination Dynamics [9], and Complex Dissipative Systems [10]. Others
include Chaos [11], Complex Adaptive Systems Type I (agents and rules do
not change) and Type II (agents and rules can change, innovating what can be
done), Synergetics [9, 12], Criticality [13], and Statistical Mechanics (e.g., the
Tsallis generalization of Boltzmann–Gibbs applied with wavelet and Tsallis entropy
analysis).

Fractal analysis, for example, detrended fluctuation analysis (DFA) and mathe-
matical information entropies (MSE, SampEn, and Tsallis entropy) have become
key contributors over the last 30 years to understanding heart rate variability as a
diagnostic and prognostic biomarker.

Fractal analysis is derived from fractal geometry [14] and can be used to
analyze time series data (like HRVD, and temperature variability) or structures
(branching lung structures, vasculatures, and blood clots). Fractals are temporal–
spatial scaling symmetries that are adept at quantifying patterns within seemingly
biological irregularities across the human phenotype (healthy heart rate variations
or vasculature patterns).

Mathematical information entropies, simply stated, look at complexity as prob-
abilities of patterns of expected/unexpected patterns in numerical runs in data.

1Arterial pulse has been measured over 2000 years in Asia and Europe.
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Fig. 1 BP mean and SD does not distinguish a healthy from a diseased heart. Mean and standard
deviation of heartbeats per minute may not differentiate between health (A): mean 65.0 SD= 4.8
and disease (B): mean 65.0 SD= 4.7. From variability and complexity, Goldberger and DaCosta,
www.physionet.org

Generally, a higher entropy numerical calculation indicates a greater degree of
complexity, whereas a lower one indicates a greater degree of order. Humans exist
in continual critical transitions, in Turing’s terms they are “becoming new patterns”
[15]—a dynamic balancing between patterns as “too orderly” or “too disorderly.”

2 Vital Signs Variability

This section will look at pragmatic examples of nonlinear, dynamic complexity
sciences analysis of vital signs variability—heart rate, respiratory rate, blood
pressure, and temperature variability.

2.1 Heart Rate Variability

Heart rate variability dynamics (HRVD) refers to the continuously variable pattern-
ing of size and frequency of R–R intervals, typically measured in milliseconds.
This provides very different information as a dynamic biomarker than often used
“average variability,” “standard deviation,” or other summary statistics (Fig. 1).
Averaging removes and obscures information. An important example highlighting
the advantage of dynamic analysis of HRVD is the earlier detection and diagnosis of
infection and/or sepsis. Time is particularly vital for effective treatment of infection
and especially sepsis.

www.physionet.org
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2.1.1 HRVD for Neonate Infection and Sepsis, Clinical Use, and
Significance

A heart rate characteristics (HRC) biomarker is in daily clinical use in over
30 neonatal ICUs across the USA and in Europe [16]. Combined with other
patient risk data, it helps provide up to a 24-h added window of diagnostic and
prognostic warning of imminent infection/sepsis. Mortality reductions around 20%
have been achieved [17]. The index measures heart rate dynamics with SampEn,
Standard Deviation, and Sample Asymmetry (transient accelerations—transient
decelerations). Clinical use was preceded by a multiyear NIH-sponsored RCT with
3000 infants at nine ICUs [17].

In contrast to information from HRVD about infection/sepsis, the systemic
inflammatory response criteria (SIRS) have included heart rate of 90 or greater,
along with respiratory rate of ≥20 breaths/min or PaCO2 ≤ 32mmHg. In the latest,
3rd Sepsis Guidelines, heart rate and respiratory rate have been dropped as not being
of significant contribution. However, these measures were not replaced by their
variability counterparts—indeed, it appears that this has never been considered.

2.1.2 HRV Dynamics Potential for Increased Prognostic Window of
Infection/Sepsis in Ambulatory Bone Marrow Transplant (BMT)
Recipients

The compelling HRV dynamics tracings below show HRV dynamics of ambulatory
BMT recipients at high risk for sepsis—14 had an infection/sepsis, and three who
remained healthy. The HRVD of those who developed infection/sepsis declined and
became more orderly (in red)—calculated using a discrete wavelet transformation
(other analytics including DFA confirmed results)—and showed a 35-h prognostic
window before the clinical onset of infection. These findings illustrate the strikingly
large window for earlier treatment that HRVD might afford to diagnosing and
treating infection and/or sepsis—and the attendant implications for outcomes
(Fig. 2).

2.2 Blood Pressure Variability

Common practice of blood pressure monitoring almost exclusively focuses on
mean—generally interpreted as “true”—blood pressure. However, Peter Rothwell’s
and colleagues’ research on blood pressure variability over the last decade [3–5]
has shown that BPV is a better prognostic indicator of stroke risk. Their work also
showed differential effects of antihypertensive drug classes on BPV, concluding that:

The opposite effects of calcium-channel blockers [reduction] and β blockers [increase]
on variability of blood pressure account for the disparity in observed effects increase
on risk of stroke and expected effects based on mean blood pressure. To prevent stroke
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Fig. 2 Heart rate variability (HRV) in patients with sepsis. Solid black line indicates treatment
administered, taken as point of sepsis diagnosis in these high-risk, immunocompromised patients
of sepsis. Dotted black line indicates that HRV has dropped 25% below baseline (reproduced from
Ahmad et al. Continuous Multi-Parameter Heart Rate Variability Analysis Heralds Onset of Sepsis
in Adults, PLoS ONE. 2009;4(8):e6642. (Creative Commons Attribution License))

most effectively, blood-pressure-lowering drugs should reduce mean blood pressure without
increasing variability; ideally they should reduce both [4].

These findings have implications for the design of “flexipills” (i.e., compounding
several drugs in one tablet) for the treatment of hypertension and the prevention
of strokes. As O’Brien [18] a member of the Rothwell group explains, such
combinations give physician the ability to achieve two treatment objectives—
lowering mean blood pressure levels and reducing BPV.

Blood pressure variability (BPV), which predicts cardiovascular outcome, especially stroke,
should be considered as a target for treatment. The recent introduction of variable doses
of combination drugs in “flexipills” . . . provides a means of not only lowering BP, but
of also reducing BPV by using medication with contrasting modes of action. Recently,
amlodipine/perindopril has been show to significantly reduce total and cardiovascular
mortality, compared with atenolol/diuretic.

These findings show that average can be a below-average in terms of one
measure relating to a desired outcome—obsessional attention to mean blood
pressure ignores the role of BP variability.
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Peter Rothwell argues that the management of hypertension has been clouded by the fact
that physicians and scientists have been distracted from consideration of variability by
giving obsessional attention to mean blood pressure (BP). The hypertension guidelines,
which insist on reduction of BP per se and remove BP variability from consideration, may
have done science a disservice by obscuring the influence of BP makes a very valuable
contribution to outcome, it does not always account fully for the benefit of therapeutic
intervention, which might also be due in part, to a reduction in BPV [19, p. 25].

Shifting or broadening the perspective to include variability of a vital sign, like
blood pressure, has implications for clinical practice. As O’Brien [19] observed:

. . . the sternest historical indictment from future generations will be directed at our
insistence on permitting isolated BP measurements to dictate diagnostic and management
policies of hypertension in the light of an abundance of evidence . . . Howmany patients have
been subjected to unnecessary or inappropriate therapy and continue to be so mismanaged
at the time of writing.

O’Brien cites predecessors to current BPV studies, particularly the landmark
publication in 1904 of Theodore Janeway’s work and the later work during the 1960s
by Pickering’s Oxford group. Their research showed marked elevation in BP during
doctor visits—the “white-coat effect”—resulting in much unnecessary prescribing,
overtreatment, and patient harm.

The introduction of ambulatory blood pressure monitoring in the 1960s pro-
vides multiple measures taking into account temporal and contextual conditions,
providing a reasonable idea of BPV. Rothwell’s team [3, 4] limited their analysis
to summary statistical methods, and future work on BP variability will use more
advanced analytics as this applied research advances. More important than issues
of measurement is the general acceptance of the importance of variability for
clinical care.

2.3 Temperature Curve Variability

Use of the clinical thermometer gained routine use in the 1800s with innovative
reduction of thermometer length from a foot to about 5 in. and time to take a
reading from twenty minutes to five [20]. Expected human temperature, discerned
in the history of temperature taking, is generally viewed as the set-point of, or range
around, 98.6 ◦F or about 37 ◦C.

Varela [21] noted the challenge arising from temperature averages—“Measuring
body temperature is one of the oldest clinical tools available. Nevertheless, after
hundreds of years of experience with this tool, its diagnostic and prognostic value
remains limited.” Papaioannou [22] pointed out the paradox that temperature is in
fact a “continuous quantitative variable, [but] its measurement has been considered
[only as a dichotomous] snapshot of a process, indicating . . . [a] febrile or afebrile
[state].”

The works by Varela, Papaioannou, and others illustrate the “nonlinear dynamic
turn,” in which researchers across sciences are turning away from averages,
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set-points, and linear approximations arising from complex adaptive data-sets. Tem-
perature Curve Complexity analysis mines the data between temperature measures
to improve diagnostic and prognostic insights. Varela and colleagues [23] showed
that temperature curve complexity2 in critically ill patients suffering multiple organ
failure has high clinical utility:

• An inverse correlation between the clinical status and ApEn temperature curve
complexity

• Reduced mean and minimum ApEn complexity indicating high likelihood of
fetal outcome

• An increase in 0.1 units in minimum or mean ApEn increased the odds of
surviving 15.4 and 18.5-folds, respectively

Papaioannou [22] confirmed Varela et al.’s. [23] earlier findings showing that

. . . complexity analysis of temperature signals can assess inherent thermoregulatory dynam-
ics during systemic inflammation and has increased discriminating value in patients with
infectious versus non-infectious conditions, probably associated with severity of illness.

and that:

. . . the analysis of a continuously monitored temperature curve in critically ill patients using
sophisticated techniques from signal processing theory, such as wavelets and multiscale
entropy, was able to discriminate patients with systemic inflammatory response syndrome
(SIRS), sepsis and septic shock with an accuracy of 80% [25].

2.3.1 Temperature Curve Variability in Preterm Infants

Preterm infants are at increased risk of morbidity and mortality due to poor control
of their body temperature. Temperature curve complexity dynamics, expressed as
scaling exponent α (Tα) calculated from DFA of a temperature time series, showed
a negative association with gestational age and a positive association with the
need for ventilatory support. Tα provides an assessment of an infant’s autonomic
maturity and disease severity. These findings point to possible added diagnostic
and prognostic insights, and improve decision-making when to transfer a neonate
from the incubator to an open cot which currently is more trial and error based on
weight [26].

2.4 A Multiple Variability Biomarker Index for Sepsis

These findings suggest that it might be possible to create a multiple variability
biomarker index for sepsis status and morbidity and mortality risk incorporating
HRC/HRV, BPV, and temperature curve variability.

2Measured as ApEn (approximate entropy) [24].
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3 The Fractal Nature of Structure and Function

The fractal nature of structure and function allows for the most energy efficient vital
organ function. This section briefly describes the fractal branching structure of the
airways on respiratory physiology.

3.1 The Fractal Nature of the Branching Airways

As a measure fractal dimension (DF) quantifies how the branching structures of
airways make more use out of the available chest cavity than an equivalent Euclidean
structure could make [27]. Calculating DF can distinguish healthy from diseased
lungs [28] (Fig. 3).

Fig. 3 Three-fractal dimension distinguishes healthy and diseased lungs. A measure to quantify
and differentiate healthy vs diseased lung. (A) and (B) Healthy control subject fractal dimen-
sion= 1.83. (C) and (D) Asthma patient, fatal attack reduced fractal dimension= 1.72
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The advantage of the fractal lung structure seems to be at least two-folds, given
the volume used: the surface exchange area is increased and transport costs are
reduced. Other branching structures, such as the retinal vasculature, also tap into
this advantage.

3.2 Respiratory Rate Variability

Papaioannou and colleagues [29] used several complexity analytics to study diffi-
culties of weaning from mechanical ventilation. DFA, SampEn, fractal dimension
(here applied to time series), and largest Lyapunov exponent (measures phase
space divergence in three-dimensional space of system states). They concluded that
“. . . complexity analysis of respiratory signals can assess inherent breathing pattern
dynamics and has increased prognostic impact upon weaning outcome in surgical
patients.” The team thought advantages of variability analysis included:

• Observing over longer time periods
• Different perspective—why and how much values deviate from the mean
• Continuous real-time information for any weaning process point

They did not assume stationary time series behavior.

3.2.1 Biologically Variable Artificial Ventilation

Biologically Variable Artificial Ventilation describes the use of noisy mechanical
ventilation. This approach overcomes the disadvantages of set-point, fixed parame-
ter ventilation, mimicking the breathing patterns of healthy people. As Brewster et
al. [30] pointed out:

Most ventilators monotonously deliver the same sized breaths, like clockwork; however,
healthy people do not breathe this way. This has led to the development of a biologically
variable ventilator—one that incorporates noise.

They applied a static compliance function [31] with insights from Jensen’s
inequality about nonlinear averaging [32] to determine the best way to add “noise”
to vary ventilation rate and tidal volume.

The benefit of adding “noise” leads to “higher mean volume (at the same mean
pressure) or lower mean pressure (at the same mean volume) . . . [resulting in]
enhanced gas exchange or less stress on the lungs. [31]” The fractal nature of
structure and function improves respiratory performance—increased gas exchange
area at reduced respiratory effort—and improves post-anesthetic outcomes (Fig. 4).
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Fig. 4 Graphs illustrating
Jensen’s inequality. From
Denny [32]. (a) Linear
function average value equals
function evaluated at average
input. (b) Convex function
average is greater than
function evaluated at average
input. (c) Concave function
average value is less than
function evaluated at average
input
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4 Jensen’s Inequality—or the “Fallacy of the Average”

This section explains in more detail Jensen’s inequality proposition used in the work
above by Brewster et al. [30] for Biologically Variable Mechanical Ventilation.
Jensen’s inequality is a durable example (since 1904!) of how to understand
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difficulties in biology and medical inquiry using (1) averages and summary statistics
and (2) assumed bell shape/normal distributions. Denny [32] states:

Biologists often cope with variation in physiological, environmental and ecological pro-
cesses by measuring how living systems perform under average conditions. However,
performance at average conditions is seldom equal to average performance across a range
of conditions. This basic property of non-linear averaging—known as ‘Jensen’s inequality’
or ‘the fallacy of the average’—has important implications for all of biology.

Averages are not necessarily helpful to detect, diagnose, or extrapolate informa-
tion from typically nonlinear biological processes, but more importantly, they may
well overlook proper therapeutic choices or suggest incorrect/harmful treatments.
This is clearly seen in Brewster et al.’s [30] analysis in relation to mechanical
ventilation where fixed parameter “monotonous” mechanical ventilation results in
lung injury and is prevented by biologically variable “noise-assisted” ventilation.

Uses of Jensen’s inequality occur across research fields and disciplines. It is
progressing in ecology and evolutionary studies to better explain, e.g., population
dynamics. The evaluation of risks and uncertainty in the “human generated financial
asset market” reveals the flaw—or fallacy—of averages; they are below average in
usefulness for evaluations of nonlinear functions [33].

Denny [32] concludes:

Because nature is variable and biological response functions are typically nonlinear, it is
dangerous to assume that average performance is equal to the performance under average
conditions. Ecological physiologists and evolutionary biologists have heeded this warning
in their attempt to predict the effects of the looming shifts in Earth’s climate. For example
. . . increased variance in temperature is likely to have greater impact [on species] than the
increase in average temperature .

Jensen’s inequality provides the mathematical scaffolding for the role complexity
sciences are providing for biomarkers and cautions about nonlinear averaging
superseding use of averages and linear assumptions.

5 Implications

The future is already here, it’s just unevenly distributed.
William Gibson [34]

Vital signs variability analysis provides major advantages over the use of averages,
point measures, and threshold indicators in detecting important diagnostic and
prognostic signs. The demonstrated advantages of vital sign variability described
herein indicate how the use of averages, point measures, and thresholds may gen-
erate missed diagnostic and prognostic insights. These insights raise two important
questions:

• What is the cost of missing the early signs of sepsis for the patient’s morbidity
and mortality arising in the context of constant time pressures on care staff? and

• How can we design better search strategies for variability biomarkers?
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Ongoing applied research will find added uses for the integration of dynamic
biomarkers. The “Nonlinear Dynamic Turn” is not just a matter of better data
analysis compared to mechanistic models [35] but also entails the need to change
our fundamental assumptions of the nature of health, wellness, and illness—we need
a new theory of disease. The abductive question that comes to mind is:

• If omnipresent variability characterizes human interactions and requires proper
analytics—then, what abductive explanation, what theory, describes ontological
fundamentals of being human, as having qualities and capacities that enable
continuous variability for continuous viability?

Besides of these philosophical questions, we also need pragmatic questions to
enhance the future of clinical care like:

• What applied research can develop a biomarker variability index for infec-
tion/sepsis? Candidate markers could include [36, 37]:

– HRVD (infection/sepsis risk, vasopressor independence)
– Temperature curve variability (survival prospects)
– Systolic BPV (28 days mortality)
– Clot structure variability (sepsis coagulopathies)

• How do humans actually embrace and leverage, not just survive, and be
resilient to continuous change? How does the embrace of change help generate
persistence?

• A thread to follow here is that fractals are “fractal temporal–spatial scaling
symmetries” [14]. Mathematical symmetries, in a simple definition, describe
actions taken on a particular object that leave that object changed in its essential
aspects [9]. For example, the heart as it was at the start of the day resembles the
heart as it still is at the end of the day (ceteris paribus). How do fractal symmetries
help understand that persistence?

The implications of bio-symmetries of interaction point to the entrained presence
(pari passu as to biological not physics symmetries, q.v. Longo & Montévil [38])
of conservation laws (inherent in symmetry mathematics), here in the biological
context of energy and momentum. This indicates, importantly, that when an
integrated bio-symmetries variability index is altered—episodically like in sepsis, or
chronically like in COPD—information may be present to investigate the correlated
disruptions of useful energy generation in the body, e.g., the higher resting energy
expenditure (REE) seen in various chronic diseases.

Acknowledgements The learning by my colleague, David Introcaso, is much appreciated from
our conversations with multiple clinicians and researchers over the last few years. Thanks for
conversations about HRV and infection/sepsis to Drs. Ryan Arnold, Barnaby Douglas, and Andrew
Seely.
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The Transformative Aspects of This Study

• Consolidates evidence-based examples of current or potential advantageous
clinical use of particular complexity sciences and mathematics to improve care
processes and outcomes.

• Highlights a general mathematical analysis issue of using averages across
nonlinear functions by illustrating Jensen’s inequality.

• Points to integrative potential and lines of research on the implications of biolog-
ical mathematical symmetries as characterized by the ubiquitous usefulness of
analysis by fractal temporal–spatial scaling symmetries.

Take Home Message
• Complexity sciences, applied as Dynamic Variability Analysis, already has

improved clinical care arising from variability biomarkers.
• More resources should be used to apply complexity sciences to search for

and accelerate the clinical use of dynamic biomarkers.
• The “Nonlinear Turn” of improved dynamic analytics of process and

structure (epistemology) invokes the abductive question: How do we
develop a matching processual human ontology—what does it mean to be
continuously dynamically variable?
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Analyzing Complex Medical Image
Information: Convolution Versus
Wavelets in a Neural Net

Jason H. T. Bates, Elena A. Doty, and C. Matthew Kinsey

1 Introduction

The recent revolution in deep learning applied to image recognition is demonstrating
how bio-inspired computer architectures can achieve levels of object classification
accuracy that, in some cases, rival the abilities of the human brain [1]. The number
of application areas for this new technology is virtually limitless. Perhaps one of the
most compelling from a societal perspective is the diagnosis of disease frommedical
images, something that plays a central role in modern medicine. For example,
pathologists diagnose disease by identifying pathologic features in micrographs of
human tissue samples, while detection of anatomic abnormalities using a variety of
imaging modalities is the domain of the radiologist. Reading a medical image of
any kind typically takes a great deal of training because what separates normal from
abnormal usually rests on a relatively small number of features that must be parsed
out from a background of irrelevancy. This can be extremely difficult even for an
expert. The potential benefits of a machine learning tool to assist in these tasks are
obvious, especially given that such tools may obviate variances in human capability.

The specific problemwe address here is the detection of malignant lung tumors in
CT images of the thorax. Lung cancer is the most common form of cancer in western
society, and is largely due to smoking exposure [2]. It also has a very poor prognosis
unless caught early, usually before symptoms appear. Regular CT screening of
high-risk subjects based on the two most prominent risk factors, heavy smoking
and advanced age, thus seems an obvious public health strategy. Unfortunately,
the vast majority of suspicious lung nodules identified in this way turn out to be
benign [3]. This means that most screened individuals who are pulled aside for
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further invasive investigation are subjected to rather unpleasant and potentially
dangerous procedures that may be unnecessary. Improving the specificity of lung
cancer screening is thus a very important public health problem.

Lung nodules are identified as being suspicious largely on the basis of their size
[4], yet there is presumably a substantial amount of information contained in the
appearance of the surrounding parenchyma as well as in the shape of the nodule
itself that pertain to its likelihood of being malignant. For example, the nature of
any emphysematous changes surrounding a nodule is known to contain information
related to malignancy since emphysema is also a smoking-related disease [5].
Extracting this information seems perfectly suited to deep learning. Indeed, we are
certainly not the first to pursue this notion (e.g., [6]), and a web-based competition
entitled the “Data Science Bowl 2017” [7] has recently been instigated to stimulate
research in this area.

Nevertheless, there are innumerable ways in which a deep learning net can be
designed, with limited theory as to how best to do this in any particular situation.
Accordingly, current practice tends to be somewhat empirical [1]. For example, a
set of convolutional filters are often included at the start of a deep learning net,
being inspired by the structure of the visual cortex of the brain [8]. The power of
such convolutional nets appears to accrue from their ability to isolate key primitive
features in an image (e.g., lines of various orientation together with other simple
local structures that can be detected at specific locations throughout an image).
When such nets are trained, the filter coefficients must be learned along with all the
(usually very numerous) synaptic weights connecting neurons of different layers.
Training is thus typically a very time-consuming process. In the present study,
we develop a theoretical basis for replacing the trainable filters with pre-specified
wavelet filters, and investigate the relative merits of the two approaches on a set of
CT images of lung nodules.

2 Theoretical Aspects of Convolutional Deep Leaning

We have a set of CT images of the thorax (512 × 512 pixels each) that we wish to
segregate into two mutually exclusive classes corresponding to cancer and benign.
The goal is to assign each image to its correct class on the basis of a set of measured
attributes contained within the image. The most immediately accessible attributes
are the Hounsfield unit values of each pixel in the image. Radiological diagnosis of
lung cancer rests on there being a unique mapping between all possible thoracic CT
images and the two diagnostic classes, and that this mapping can be expressed with
a useful degree of accuracy by some function only of the Hounsfield unit values.
That is, if {Oi}, i = 1, . . . , m is a set of m images, {Hj }i , j = 1, . . . , 512 × 512
is the set of Hounsfield units associated with the ith image (defined, for example,
as the linear array created by concatenating each consecutive row of image pixels),
and {Ck}, k = 1, 2 is the set of 2 diagnostic classes, then we seek a function Ω

such that
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C(Oi) = Ω({Hj }i ) (1)

is a usefully accurate mapping of {Oi} on to {Ck}.
When this problem is solved by a deep learning net,Ω is comprised of a sequence

of operations performed by layers of artificial neurons and ancillary structures.
For the purposes of the present development we will suppose that the input data,
namely the Hj , are first processed through a set of parallel convolutional filters.
In the deep learning literature, it is common to see the operations associated with
convolution expressed as cross-correlations, but this is immaterial since the weights
of the convolutional filters are typically learned as part of the training of the process
(so filter direction is of no particular importance). The output of a convolutional
filter applied to an image can thus be expressed in tensor notation (i.e., using the
summing convention) as

Aj = Hiaij (2)

where the aij are the filter coefficients. In general, there are n different such filters
that process the image in parallel, but we will track the path of one of these here.

We assume that this first convolutional layer proceeds directly to the first layer of
a multi-layer perceptron such that every one of the outputs from the convolutional
layer is passed to each neuron of the first perceptron layer after being scaled by a
synaptic weight. That is,

Bk = Hiaijwjk (3)

Next, the Bk are processed by the neurons of the first perceptron layer. This means
they are subjected to the activation function, f , of each neuron which is a saturation-
type nonlinearity shifted by a neuron-specific bias β. The outputs from the neurons
are thus

Ck = f (Hiaijwjk − βk) (4)

This proceeds through the next neuron layer with weights u and biases γ to give

Dl = f (f (Hiaijwjk − βk)ukl − γl) (5)

and so on. Important additional dimension-reducing operations, such as max
pooling, take place along the way. These have the effect of reducing the number
of values of the indices in the equations that describe operations taking place in the
deeper layers of the net until eventually reaching the output layer [1]. The patterns
of activity of the output layer correspond in some coded way to the various classes
that the input data might possibly belong to.

In order to develop a conceptual picture of what the above operations are
achieving, note that a CT image can be represented as an individual point in a
512 × 512-dimensional feature space relative to a coordinate system having axes
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Fig. 1 A set of images can be represented as a cloud of points in n-dimensional feature space,
where different image classes (shows as the green and red dots) may be well separated as on the
left (A), or intermingled as on the right (B)

that correspond to the positions of each of the pixels [9]. The coordinates of an
image along each of these axes are the Hj , so the origin of this coordinate system is
the point at which all the Hj are zero. The Hj thus define a vector in feature space
corresponding uniquely to a particular image. The vectors corresponding to sets
of CT images thus correspond to a cloud of points in feature space. Segregating
such a cloud into a sub-set corresponding to cancer and a remainder sub-set
corresponding to benign requires that feature space be partitioned into sub-regions
that respectively encompass all possibilities of the two classes. The boundaries
of these sub-regions are hyper-surfaces expressible as functions of the coordinate
axes. If the classes are well separated, then the classification problem may be
straightforward (e.g., Fig. 1a). These functions may be quite complex, however, if
the sub-regions exhibit significant overlap within feature space (e.g., Fig. 1b), in
which case the classification problem can be very challenging.

A vector corresponding to an image can be expressed in terms of any other coor-
dinate system so long as this other system spans feature space. A straightforward
way to construct an alternative coordinate system is to rotate and scale the axes
of the original coordinate system. The new system will continue to span feature
space so long as none of the new coordinates are collinear, meaning that the new
system will continue to have 512 × 512 independent axes. Rotation and scaling of
coordinates is achieved via linear transformations, expressed in general as

H ′
k = ajkHj (6)

This is precisely the same kind of operation as performed by a convolutional layer
(Eq. (2)) and by a set of synaptic weights (Eq. (3)). It therefore seems reasonable
to posit that the classification enhancement properties of a convolutional layer in a
deep learning net derive from the way that it re-expresses an image vector in terms
of a system of rotated coordinates that are more naturally aligned with the different
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classes. It presumably also allows some of the coordinates to assume the majority
of the classification load while the remainder can be discarded as inconsequential,
similar to the retention of only the largest eigenvalues of the covariance matrix
in principal component analysis [10]. This is done in a number of different ways
corresponding to each of the filters used in the convolutional layer.

Simply realigning the axes in feature space, however, is not enough to completely
facilitate a complex classification problem because the vectors corresponding to the
different image classes are usually highly intermingled in feature space as defined by
the image pixels (i.e., as in Fig. 1b). In order to separate the vectors corresponding
to the two classes, cancer and non-cancer, it is therefore necessary to perform
some kind of nonlinear operation that distorts the image space basis vectors in
an appropriate way. This is presumably where the highly nonlinear function f

becomes crucial. The final operation, Ω , is thus composed of a combination of
rotations, scalings, and distortions of the original basis vectors in feature space,
with the retention of only those basis vectors that contain significant discriminating
information about cancer versus non-cancer. What started out as highly convoluted
boundary in the original feature space separating two mutually invaginating regions
becomes transformed into a simpler boundary between two well-separated regions
in a feature space of much reduced dimension.

The particular problem we focus on in the present application is how best to
perform the initial axis rotations and scalings that are performed by the convo-
lutional layer. In the conventional convolutional net these linear operations are
learned as part of the training process, and are done in different ways by each of
the convolutional filters in the convolutional layer. Each convolution involves the
passage of a relatively small set of filter weights over the entire image, and the
output that is fed to the next layer of neurons is a space-frequency analysis of the
image. The space component of this analysis is provided by the location of the filter
as it moves over the image, while the frequency component is provided by the spatial
frequency content of the small patch of image covered by the filter at each location.
It is not surprising that these two sets of information are important for identifying
complex objects within the image. As a simple example of this concept, consider
the 1 large, 2 medium sized, and 6 small circles shown in Fig. 2a. This collection of
simple objects of different sizes does not convey anything in particular, yet when
the same circles are arranged in a different juxtaposition they are immediately
recognizable as a smiley face (Fig. 2b). This recognition is based on the relative sizes
of the circles (i.e., their respective spatial frequency contents) and their positions
relative to each other. In other words, our recognition of the smiley face is based on
a space-frequency analysis of the image.

A convenient general approach to the space-frequency analysis of an image is
provided by the wavelet transform [11], which is provided by convolving the image
with a set of spatially scaled wavelets of common basic shape. This essentially
generates a series of spatial band-pass filters of the image for which the frequency
bands are equally spaced logarithmically. The output of the wavelet transform thus
converts the original image pixels into a map of the spatial frequency components
of the image and where in the image these components are located. In other words,
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(A) (B)

Fig. 2 The recognizability of an object depends on the sizes of the components of which it is
composed as well as the relative spatial locations of those components. The collection of circles
shown on the left (A) are not recognizable as anything in particular, but when these same circles
are arranged differently as on the right (B) they are immediately recognizable as a cartoon face

feature space is now expressed in terms of a different set of basis vectors that are
arguably better suited to segregating images in terms of the different objects they
may contain. Furthermore, pre-specifying the wavelet filters significantly reduces
the training burden because the filter weights do not have to be learned, as is
typically the case with a convolutional neural network [1].

3 Application to Lung Cancer Detection

A set of DICOM CT images of the thorax from the National Lung Screening
Trial (NLST) was obtained through a data sharing agreement with the National
Cancer Institute (NLST-163). The NLST randomized over 50,000 current or former
smokers between the ages of 55 and 74 with at least a 30 pack-year history of
smoking to annual screening with either chest X-ray or low-dose CT scan. The CT
scans had a reconstructed slice thickness of 2.5mm and a reconstruction interval
of 2.0mm. We used 10 slices through each of 637 images of lungs with cancerous
nodules and 959 images with benign nodules for our study. An example from each
group is shown in Fig. 3, demonstrating that there is not an immediately obvious
difference between the two groups.

We used the freeware software platform Tensor Flow [12] to construct a multi-
layer perceptron (MLP) neural network in which three layers of hidden neurons with
48, 24, and 12 nodes, respectively, connected to two output neurons corresponding
respectively to cancerous and benign. We also constructed two extended versions
of the MLP by adding a preceding layer consisting of: (1) 64 3 × 3 parallel
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Fig. 3 An example of a cancerous lung nodule (T1 stage, 11× 6.5mm in size, located in the right
upper lobe) is shown on the left. On the right is a visually similar benign nodule (11 × 9mm in
size located in the left upper lobe)

convolutional filters with learnable weights (CONV), and (2) 4 wavelet band-pass
filters with pre-assigned weights (WAVE). MLP, CONV, and WAVE were each
trained on 450 CT images of cancerous lung nodules and 845 images of benign
nodules, using batch sizes of 30–100 images run over 30–150 epochs. MLP, CONV,
and WAVE were tested on a separate set of 187 cancer and 114 benign images.

CONV andWAVE achieved very similar classification accuracies of 74.3±1.4%
(combined mean). The training times for MLP and WAVE were within a mean of
1.5% of each other, but CONV took an average of 87 times longer to train as a result
of its much greater number of free parameters. We thus found little difference in
performance between the three approaches, which perhaps suggests that all three
nets extracted the maximum discriminatory information about malignancy from
the images they were trained on. If so, this underscores the inherent difficulty in
detecting lung cancer in CT images of the thorax. On the other hand, the nets
correctly classified cancer about 75% of the time, which compares favorably with
the performance of expert radiologists, supporting the notion that deep leaning has
an important role to play in this arena.

A singular advantage of this approach is that the filter coefficients of the wavelet
transform are known a priori and therefore do not have to be learned during training.
This presumably saves considerably on both training time and the size of the data
set needed for training. Also, the wavelet transform can be performed with different
wavelet functions, and we do not yet have a good idea of how to choose the functions
that best suit a given problem.
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4 Implications

Our study suggests that the conventional design of a convolutional deep learning
net may be usefully replaced by a design that uses pre-specified wavelet transform
filters in place of learned convolutional filters, thereby saving substantially on
computational time without undue loss in performance. To place this preliminary
conclusion on a solid footing will require larger data sets than the somewhat limited
set we employed here, but the results at this stage are promising and performance
may be further enhanced with the inclusion of details about smoking history, family
cancer history, and relevant co-morbidities such as degree and type of emphysema.

Our study also has implications for the general theory of image recognition
and classification. Although much is now known in general terms about how deep
learning achieves its spectacular feats of image recognition, many of the precise
details about how to optimize deep net performance remain on an empirical footing
[1]. Here we view the general classification problem in terms of the manipulation
of basis vectors in feature space, something that has a certain natural alignment
with the mathematical operations that are performed on information as it percolates
through a deep convolution net. As a consequence, we are led to the notion that
recognition of objects within an image is based on the sizes of the components
of the object (i.e., their spatial frequency content) and the relative juxtaposition of
these components (i.e., their spatial locations), as illustrated in Fig. 3. This leads
to the notion that transforming an image from a set of pixel intensities to a set
of characteristic spatial frequencies and their associated spatial locations would
facilitate the subsequent parsing of this information by a multi-layer perception
neural net, and the tool most obviously suited to performing a pre-processing step
of this nature is the wavelet transform [11].

Acknowledgement This study was supported by NIH grants R01 HL-124052 and K23
HL133476.

The Transformative Aspects of this Study

The work reported herein contributes to the growing body of evidence that deep
learning algorithms allow computers to perform feats of image recognition that,
until recently, were considered the exclusive purview of the human expert. Indeed,
pattern recognition in general has consistently been resistant to recipe-like algo-
rithms based on sequences of logical decisions about apparent features in complex
data sets. Neural networks of sufficient structural richness have revolutionized this
field by replacing the use of a priori logic with result-based learning, something
that has compelling similarity to what apparently transpires in the human brain. The
potential impact of deep learning on the practice of medicine is enormous because of
the central role that high-resolution imaging has assumed in the diagnosis of many
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diseases. It is tempting to imagine that computational analysis of medical images
may surpass, and thus eventually replace, what is now routinely performed by
medical specialists such as radiologists and pathologists. In reality, these techniques
will likely be used to complement rather than replace the activities of human experts,
allowing the medical professional to focus on the intrinsically human aspects of
health care. In any case, there remains much work to be done in determining
how the application of deep learning to medical diagnosis can be optimized, and
in discovering what is really going on when deep learning nets perform their
remarkable feats.

Take Home Message
• Improving the specificity of CT screening for malignant lung nodules is an

extremely important public health problem, and one that would appear to
be an ideal candidate for deep learning.

• Using a deep learning convolutional net with pre-specified wavelet filters
on the front end in place of the conventional learned general convolutional
filters may substantially reduce learning time.

• Given that the key information in an image relevant to object recognition
relates to the relative sizes of the image components and their spatial
locations relative to each other, wavelet transformation of an image prior
may represent a natural way to parse out this information in a way that
makes it easily digestible by a subsequent deep multi-layer perceptron.

References

1. Goodfellow I, Bengio Y, Courville A. Deep learning. Cambridge: MIT Press; 2016.
2. Siegel RL, Miller KD, Jemal A. Cancer statistics, 2015. CA Cancer J Clin. 2015;65(1):5–29.
3. National Lung Screening Trial Research Team, Aberle DR, Adams AM, Berg CD, Black WC,

Clapp JD, Fagerstrom RM, et al. Reduced lung-cancer mortality with low-dose computed
tomographic screening. N Engl J Med. 2011;365(5):395–409.

4. Kazerooni EA, Armstrong MR, Amorosa JK, Hernandez D, Liebscher LA, Nath H, et al.
ACR CT accreditation program and the lung cancer screening program designation. J Am Coll
Radiol. 2015;12(1):38–42.

5. Hohberger LA, Schroeder DR, Bartholmai BJ, Yang P, Wendt CH, Bitterman PB, et al.
Correlation of regional emphysema and lung cancer: a lung tissue research consortium-based
study. J Thorac Oncol. 2014;9(5):639–45.

6. Hua KL, Hsu CH, Hidayati SC, Cheng WH, Chen YJ. Computer-aided classification of lung
nodules on computed tomography images via deep learning technique. Onco Targets Ther.
2015;8:2015–22.

7. Worley P, Prideaux D, Strasser R, Silagy C, Magarey J. Why we should teach undergraduate
medical students in rural communities. Med J Aust. 2000;172:615–7.



94 J. H. T. Bates et al.

8. Matsugu M, Mori K, Mitari Y, Kaneda Y. Subject independent facial expression recogni-
tion with robust face detection using a convolutional neural network. Neural Netw. 2003;
16(5–6):555–9.

9. Beale R, Jackson T. Neural computing—an introduction. New York: Taylor & Francis; 1990.
10. Jolliffe IT. Principle components analysis. 2nd ed. New York: Springer; 2002.
11. Chui CK. An introduction to wavelets. San Diego: Academic Press; 1992.
12. Sulmasy D. Is medicine a spiritual practice. Acad Med. 1999;74(9):1002–5.



The Mechanisms of How Genomic
Heterogeneity Impacts Bio-Emergent
Properties: The Challenges for Precision
Medicine

Henry H. Heng, Guo Liu, Sarah Alemara, Sarah Regan, Zachary Armstrong,
and Christine J. Ye

1 Introduction

Bio-systems are typically considered complex adaptive systems. It is now well-
accepted that in bio-systems, there are multiple levels of complexity coupled with
increased uncertainty. Research areas dealing with complex features of a system can
be focused on any level (from molecules to cells, from tissues to organs, and from
individuals to populations, all the way up to Earth’s biosphere), but the combination
of levels can be extremely challenging, not only because “the whole is greater
and different than the sum of its parts,” but also because different laws govern
different levels of complexity [1]. While there are valid examples that specific
genetic changes of lower-level agents have profound effects on the higher levels of
the system (e.g., some gene mutations can be linked to disease phenotype with high
certainty), the majority of gene mutations do not. Similarly, higher-level constraints
can impact lower-level agents’ behavior (e.g., a healthy tissue organization can
suppress cancer cells), but cancer will still form from time to time. To fully grasp
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the idea of such uncertainty, we need to acknowledge the uniqueness of emergent
properties of bio-systems.

An emergent property is the key feature for any given complex adaptive system.
For various nonliving systems, it is often easier to predict the higher level’s emergent
properties based on the order or combination of lower-level agents, especially
when these agents display homogeneity. For example, it is easier to comprehend
that the metal sodium combines with the poisonous gas chlorine, forming the
edible compound sodium chloride with a salty taste. In contrast, it is much more
challenging to predict emergent properties in biological systems based on a known
gene’s profile. Although some gene mutations are recognized as cancer causing
genes, the relationship between gene mutations and cancer still maintains high
uncertainty, as even a pair of identical twins with identical cancer gene mutations
can have drastically differing phenotypes [2, 3].

To reduce such uncertainty between the characterization of agents at a lower-
level and emergent properties at a higher level, it is anticipated that by using
advanced high-throughput -omics technologies, especially with the help of cutting
edge computational tools, quantitative profiling at a large-scale level will have
high predictability for diseases. Surprisingly, despite the vast amount of data we
are dealing with, the only thing we are certain of is that the massive amount of
heterogeneity across multiple levels of bio-systems is overwhelming. Furthermore,
we are observing an increasing amount of features that display less specificity,
challenging our core belief that bio-specificity corresponds to high efficiency at its
maximal level. For example, when dealing with DNA–protein interactions, there are
many other factors involved in addition to the DNA sequence defined specificity of
binding, like the nonspecific “noise.” Similarly, a large number of substrates (in the
order of thousands) have been identified to various enzymes, suggesting decreasing
specificity. Another example is the cancer genome project. This costly project
has generated many high-profile publications but has failed to identify common
driver mutations (the key initial goal of this project). The most valuable finding
was perhaps the high levels of genomic heterogeneity in cancer, as reflected by
massive stochastic gene mutations and chromosomal aberrations. Such genomic
heterogeneity provides no correlation in accordance to the current framework of the
cancer gene mutation theory, where specific common cancer drivers are key. While
the result of the cancer genome project was a big shock to many molecular cancer
researchers who are sequencing the cancer genome, the results were anticipated by
us based on our observations of the patterns of cancer evolution and the fact that
cancer represents complex adaptive systems [2, 4, 5].

When faced with such setbacks and even confusion, one must ask: can profiling
lower-level agents (gene mutations) explain/predict the emergent properties of can-
cer (such as overgrowth and invasive phenotypes)? If the answer is no, which factors
contribute to this unpredictability? Since increased heterogeneity and nonspecificity
are two obvious features of genomic agents following various -omics studies, it is
logical to investigate their impact on the predictability of emergent properties. By
comparing various types of genomic heterogeneity and their potential contribution
to disease phenotypes, we realized that the types of heterogeneity at different levels
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of a system are responsible for the increased uncertainty in predicting emergent
properties based on the genetic profiling of agents. As a result, these analyses shine
a new light on the unique features of emergence of bio-complex adaptive systems.
Such analysis is crucial to evaluating the significance and limitations of current
precision medicine methods, as the rationale of using genomic information to build
prospective medicine has ignored the key issue of heterogeneity-mediated emergent
properties.

2 Heterogeneity Alters Emergent Properties

Emergence can be classified as weak and strong emergence: the stronger the
emergence, the more challenging to predict. Unlike nonbiological systems with
weak emergence, the task of studying emergence in biological systems is daunting.
Due to the fact that the component properties of biological systems are highly
state dependent, biological systems belong to very strong emergence types. The
reconstruction of emergent properties from lower levels requires a vast amount of
information regarding the state dependency of its component properties [6]. Clearly,
one of the key component properties (as well as higher levels’ system behavior) is
bio-heterogeneity.

Indeed high levels of heterogeneity are a key feature for most bio-systems, as
heterogeneity should not be considered “noise,” but an important adaptive feature
[3, 7]. In addition to the fact that there are over 20,000 different genes (agents) in
the human genome, and “more is different,” some unique yet often ignored features
of genomic heterogeneity should be considered to understand emergent properties,
especially when the status of agents’ heterogeneity can change the pattern of
emergent properties and its overall predictability. The following are examples that
illustrate how genomic heterogeneity alters emergent properties.

2.1 Topological Arrangement of Agents (Genes) Changes the
Properties of the Genome: Why Chromosomal Coding
Rather than Gene Coding is Important for Both Cancer
and Speciation

Current gene-centric molecular genetics has focused on the gene itself and ignored
its physical location within the chromosome. Information regarding chromosomal
location was used to assist in gene cloning prior to the completion of the human
genome sequencing project. For chromosomal translocation studies in cancer, too
much emphasis is put on the identification of the fusion genes resulting from the
breaking-fusion points, assuming that the function of individual genes outside of
the translocation sites will remain unchanged.
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In contrast, our studies have revealed that large-scale chromosomal changes
are actually the key driving force in cancer evolution, as both translocations and
aneuploidy change the genomic topology of all genes [3]. According to the genome
theory, the order of genes and regulation elements along and among chromosomes
represents a new genomic coding, named chromosomal or karyotype coding, which
codes for “system inheritance” (to differentiate between the gene-coded “parts
inheritance” and blueprint). Such information determines the boundaries of the
genetic network and defines the platform of gene–gene interactions in 3D nuclei.
Recently, increased evidence has supported this new coding system [1, 3, 8–
10]. Examples include that karyotype changes can rescue the yeast that loses
specific key genes for its essential function, as well as the correlation between
karyotype, transcriptome, and various phenotypes. More details can be found from
Ye et al. [11].

It makes sense now why chromosomal alterations are a common phenomenon
in most cancers. Reorganized genomes produce new systems that represent the
most effective ways to system evolution (Fig. 1). Only these fundamentally new
systems can break up the normal tissue/immune system constraints and become
successful cancers. This is the reason why changing the topological relationships
(chromosomal coding) among the same or similar agents (genes) can lead to new
emergent properties of cancer. Naturally, the majority of new systems will fail,
except for those selected by somatic cell evolution.

Fig. 1 Cancer evolution. The proposed timeline illustrates the relationship between various
molecular mechanisms (summarized by the hallmarks of cancer), aneuploidy, CIN (often coupled
with other karyotype alterations such as structural alterations and polyploidy), macroevolution,
microevolution, and the clinically detectable tumor. As NCCAs can be detected from earlier
developmental stages, the relationship between various molecular mechanisms and aneuploidy
is less clear. It is clear, however, that there is a complex, interactive relationship. Furthermore,
elevated CIN is important for triggering macrocellular evolution, followed by microcellular
evolution, leading ultimately to the proliferation of the cancer cells with the winning genome.
This diagram highlights the complex, dynamic relationship between aneuploidy, CIN, and the two
phases (macro and micro) of cancer evolution. Reproduced from Ye et al. [11]. Under Creative
Commons Attribution 4.0 International License
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Equally important, the same mechanism can be used to explain speciation. It is
known that most mammals have similar genes but different karyotypes. Since the
main and initial function of sexual reproduction is to preserve the order of genes
along chromosomes, changes of gene orders in the germline is the main mechanism
of speciation. According to the genome theory, genome reorganization leads to new
species, while gene/epigene alterations modify some features of the genome-defined
species [3, 12, 13].

Note that there are also nonliving cases of how the topological arrangement of
agents can change emergent properties, like the eight allotropes of carbon (including
diamond and graphite, for example). Still, bio-heterogeneity is remarkably more
complex than these nonliving forms. The amount of heterogeneous states can be too
much to comprehend. In addition to the multiple levels of heterogeneity, the large
number of agents are different. Unlike the properties of individual carbon atoms,
which are identical in bigger or smaller pieces of diamond or graphite, population
size clearly changes bio-properties. The system can also change the function of
an individual agent, as within a different genome, the same gene plays different
functions.

2.2 Quantitative Heterogeneity Leads to Different Emergent
Properties

By tracing genome alteration patterns during cancer evolution using in vitro models,
we have unexpectedly demonstrated the importance of the non-clonal chromosome
aberrations (NCCAs) in cancer evolution [4]. Not only do the frequencies of NCCAs
serve as an index to genome instability, they also provide cell population hetero-
geneity by supplying different genome systems too. In contrast, the anticipated
clonal chromosome aberrations or CCAs are relatively limited, as there is no
common CCAs that are shared by the majority of cancer cases in the same type
of solid tumors (unlike liquid cancer types (blood cancers) and where recurrent
types of CCA is more common). Furthermore, the elevated NCCAs are associated
with cancer evolutionary potential, the macrocellular evolutionary transition, and
drug resistance [9]. The quantitative nature of NCCAs has drawn our attention.
The frequencies of NCCAs seem to correlate with the patient’s phenotypes and
the treatment response of the cancer [2, 4]. In addition to cancer, the elevated
frequencies of NCCAs have also been observed in lymphocytes from individuals
with different disease or illness conditions such as Gulf War Illness [9, 14, 15]. Even
though genome instability can be linked to many common and complex diseases, as
somatic cellular evolution requires genetic components, the specific mechanism of
why small portions of NCCAs can lead to different diseases is unknown. We have
two hypotheses:
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• First, the different genome can generate stress which triggers the succeeding
system response. Our data has linked the frequencies of NCCAs to increased
ER1 stress for example [Heng et al., unpublished data].

• Second, the degree of genome heterogeneity itself leads to emergent variable
properties at the tissue or organ level, which can be considered an abnormal
system response [15].

Interestingly, the heterogeneity of mtDNA2 (an intracellular mixture of mutant and
normal mtDNAs, called heteroplasmy) is well known, and a relatively subtle change
in the degree of heteroplasmy can have dramatic impacts on a patient’s phenotype
displaying different types of diseases [16]. For example, the 3243A>G mutation
(mtDNA transfer RNA mutation at nucleotide 3243A>G) disturbs mitochondrial
protein synthesis leading to amino acid misincorporation and electron transport
chain deficiency. When this mutation is present at 50–90% mtDNA heteroplasmy,
it can cause multisystem disease, including the mitochondrial encephalomyopathy,
lactic acidosis, and stroke-like episodes (MELAS) syndrome. When the same
mutation is at lower heteroplasmy levels, it can contribute to autism and type I
and type II diabetes in Eurasians, and at very high levels it can lead to Leigh
syndrome (or perinatal lethality) [17]. The phenomenon could be considered a good
example of heterogeneity leading to different emergent properties. Surely, when the
transcriptome was analyzed for a series of degree of heterogeneity (using mtDNA
3243G mutation as an example, from 0%, 20%, 30%, 50%, 60% 90%, and 100%,
within the same nuclear genome background), it showed that the heterogeneity of a
single mtDNA point mutation can cause different cellular transcriptional responses.
This data set not only explains the mechanism of heteroplasmy but also supports
the concept of fuzzy inheritance. Equally important, it also provides evidence of
heterogeneity leading to different emergent phenotypes of diseases [13, 15, 17], as
the experimental design has set up an excellent model system to illustrate how the
quantitative changes of a heterogenic subsystem impacts the emergent properties of
a whole system.

In addition, cell density can influence the switching of pathways. For example,
the cell density can lead to pathway changes between the e-cadherin-beta catenin
(e-cadherin/β-catenin complex plays an important role in maintaining epithelial
integrity) and the TCF (T-cell factor) pathway.

1Endoplasmic reticulum.
2Mitochondrial DNA.
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2.3 Selection Pressure Swings the Patterns of Emergent
Properties: The Advantages of Average vs. Outliers within
Physiological vs. Pathological Conditions

Current technology of genomic profiling of cancer cells is mainly based on
collecting the average data of the cellular population, which unavoidably washes
away heterogeneity. Since heterogeneity is inevitably the key feature of cancer, this
averaged data no longer truly represents the cancer cell population. To illustrate
this point, we have compared single cell growth and its contributions to population
growth. The average growth dominates in cell populations with relatively stable
genomes (the growth profile among individual cells are similar to average growth),
while for highly unstable cancer populations, the main contribution to population
growth is often contributed by rapid and massive growth from a few cells (the
majority of cells did not contribute to the growth) (Fig. 2). Further syntheses
have concluded that unstable cell populations are not reliably characterized by the
arithmetic mean, and cancer evolution is the game of outliers [18]. It is thus likely
that the emergent properties of the outliers vs. average growth are determined by the
overall stability of the cellular population, as well as the level of selection stress. In
physiological conditions, for example, selection pressure is lower, and the relatively
stable cell populations display homogenous behavior. In pathological conditions
however, under high selective pressure, most cells are not able to survive, and only
outliers survive and repopulate the new population.

Moreover, during normal development and physiological processes, the kary-
otypes of most cells are unchanged and the gene/epigene level regulation domi-
nates. In contrast, in the pathological condition, many genomic changes involve

Fig. 2 Averages can be misleading. Averages do not always reflect the true distribution of a data
series. The higher average of the distribution pattern represented in line 2 is caused by the “outliers”
at the end of the distribution curve (For original data, see [18])
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karyotypes (much more profound changes). Similarly, under low stress, cellular
adaptation can be achieved without inducing new genome formation, while under
the highest stress (such as high dosage of chemotherapy drugs), only cells with new
karyotypes can survive. In a way, cell killing can also trigger the genome chaos-
mediated survival strategy [3, 19, 20]. A recent experiment also illustrated that while
a moderate suppression of Rad51C reduces HR activity,3 strong or near complete
suppression of this gene paradoxically activates HR activity (15–>50%), possibly
by activation of RAD51 independent HR pathways [21].

Clearly, the population emergent patterns are different, even for the same agents
under different selection conditions.

2.4 The Dynamics of Emergent Properties: Transitional
Populations Are Important for Macrocellular Evolution

Genome chaos or karyotype chaos, a rapid and massive genome reorganization,
was initially described in the cellular immortalization model [4]. During recent
years, this has been confirmed by various cancer genome sequencing projects,
although many different names were introduced to describe various subtypes of
chaotic genomes including chromothripsis and chromoplexy [20, 22, 23]. Using
drug-induced genome chaos as a model, the process of induction, chromosome
fragmentation, initial chaotic genome formation, and the selection of stable genomes
were studied. Interestingly, most of the initial chaotic genomes were often replaced
with simpler and more stable genomes at later stages, despite their crucial impor-
tance in serving as transitional karyotypes which pass along features of fuzzy
inheritance among cellular generations.

Many initial chaotic genomes are highly dynamic with complex translocations.
Some of them display hundreds of chromosomes coupled with new processes of cell
division and fusion by which one cell division can generate 20–60 cells (Fig. 3). We
hypothesized that the main function of the rapid dividing and fusing is to form a
genome package that can survive. These transitional chaotic genomes are essential
to passing genetic information to the proceeding stable and fit population. Thus,
the same emergent properties can be produced by different agents. Interestingly,
the transitional genome chaos can be observed in all major cancer evolution
episodes including immortalization, transformation, metastasis, and survival of drug
treatment.

Moreover, among many transitional chaotic genomes, we have observed cells
with only one giant chromosome. Evident from its size and morphology, this giant
chromosome was formed by chromosomal fusion. Due to genome reorganization

3Homologous recombination: a type of genetic recombination in which nucleotide sequences are
exchanged between two similar or identical molecules of DNA, particularly to repair DNA damage
affecting both strands of the double helix.
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Fig. 3 Genome chaos. Examples of NCCAs: (a) DMF image (reversed DAPI image) detected
from mouse cell culture. Left portion shows the decondensed chromosomes tangling together,
while some normal condensed chromosomes are nearby. (b) SKY image of a chaotic genome
detected from a Dox-treated mouse cell. Each normal chromosome should have one unique color.
However, for these massively reorganized chromosomes, there are multiple colors detected from
each single chromosome, indicating the multiple events of chromosomal shattering and stitching.
Note that there are many extremely long chromosomes. (c) An image of a giant nucleus (DAPI
image) detected from HT-29 cells cultured in situ. Typical normal-sized nuclei are surrounding
the giant nucleus. (d) An image of a cluster of cells derived from one giant nucleus. Since
many of these cells are stochastically generated and display different amounts of DNA, these
cells represent NCCAs when they enter into metaphase. Live imaging shows that there are
continuous division/fusion events for unstable cancer cells, suggesting a new means of generating
fuzzy inheritance. Reproduced from Heng et al. [10]. Under Creative Commons Attribution 4.0
International License
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during crisis, the entire genome became one new chromosome. Clearly, this type
of giant chromosome is only observed from earlier stages of genome chaos. It
is likely that they lost the evolutionary competition, as all robust genomes have
much simpler karyotypes. Recently, one giant functional yeast chromosome has
been formed by linking 16 individual chromosomes together with CRISPR-Cas9-
mediated genome editing technology (another research group also obtained a yeast
with only 2 giant chromosomes using similar technology) [24, 25]. Even though
this artificial yeast can grow under lab conditions and displayed similar features
compared to its parental wild type, the new yeast cell with one giant chromosome
displayed incompetence when co-cultured with a wild type and will likely be
eliminated if prolonged in culture. This supports our viewpoint regarding the drug-
induced giant chromosome formation in our experiments.

Nevertheless, these transitional unstable genomes might represent an important
step for the success of system emergence. Despite that they are often invisible, they
are essential for the process as a whole.

2.5 Emergence Based on Collaborative Agents

Studying cancer drug resistance has revealed an interesting phenomenon: while
many clones become stable displaying clonal karyotypes following selection, some
surviving clones can keep a highly heterogeneous population for years of culture.
When the majority of the cellular population is highly dynamic, the population is
stable.

Different explanations can be considered: there are powerful collaborations
among these unstable individual cells. It is likely that these highly dynamic cells
cannot survive on their own but are able to when collaborating together. If true, then
survival can be managed through the emergence of independent unviable agents.

It is also possible that some of these transitional genomes function as collabora-
tive agents necessary for transition (more details can be found in Sect. 3).

There are many examples that support this idea:
Heppner and Miller have pointed out that the heterogeneity from the mixture of

sublines is essential for tumorigenicity. Moreover, tumor subpopulation interactions,
influencing both growth and drug sensitivity, resulted in treatment responses that
were either better or worse than would be expected [26]. Clearly, emergence is
different in terms of function and predictability than individual agents.

Recently, using the mouse model, Heppner’s observation that interclonal cooper-
ation is essential for tumor maintenance has been confirmed [27].

In our drug resistance experiment, isolated clones were not viable, even though
the highly heterogenous population was fine (unpublished observation).

Finally, it has concluded that phenotypic heterogeneity and cell-to-cell dif-
ferences in stress tolerance are emergent properties when cells cooperate in
metabolism [28].
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2.6 Multiple Levels of Heterogeneity

To further complicate the situation, there are multiple levels and multiple stages of
heterogeneity involved in most biological processes, which unavoidably contribute
to many human diseases. Recently, there have been some important realizations as to
why there is an overwhelming amount of genomic heterogeneity in human systems,
and why many common and complex diseases are difficult to cure.

First. Heterogeneity is the key feature for most bio-systems with advantages in
evolutionary selection. Systems with high levels of heterogeneity display high
resilience and robustness, as well as evolvability, even though this means a larger
cost for both individuals and populations. Karyotype heterogeneity is especially
important for macroevolution [1, 3, 13]. Furthermore, separation of the germline
and somatic cell allows somatic heterogeneity to rise to the highest level. As long
as the germline displays the same karyotype, the somatic genome can be drastically
altered in delivering the adaptive function.

Second. The genomic basis of heterogeneity has been identified as fuzzy inheri-
tance. Different than traditional inheritance, fuzzy inheritance suggests that most
genes code for a range of potential phenotypes. From this “fuzzy” range of
phenotypes, the respective environment can then allow the best-suited status to be
“chosen.” Meanwhile, a similar range of potential phenotypes will be passed on to
offspring, and again, environments will select the specific phenotype [3, 13, 29].
This new concept points out that the genetic coded message is rather fuzzy, which
serves as the basis for inherited heterogeneity or phenotypic plasticity.

Third. Successful cellular adaptation requires increased heterogeneity to deal with
dynamic environmental changes. Increased heterogeneity can have big advantages,
particularly during development, aging, repair, and regeneration. However, as a
trade-off, the altered genomic landscape can contribute to diseases [30]. In a sense,
as long as cellular adaptation is needed, variant-mediated diseases will stick around
[31].

3 The Challenges for Precision Medicine

Precision medicine (or personalized medicine) refers to the personalization of
medical treatment to the individual characteristics of each patient. Following a
research initiative from the Obama administration, precision medicine has become
a popular term [32].

Precision medicine represents one of the biggest promises since the original
human genome project (which was completed 15 years ago) as well as the current
cancer genome project (that is why the short-term goal of the US government’s
initiative focuses on precision medicine in cancer research). Despite the fact that
precision medicine was designed to combine different approaches including the
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profiling of people’s genes, environments, and lifestyles, and due to the popularity
of current various -omics technologies, profiling genomics has become the priority.
The rationale seems rather straightforward:

• There is a strong correlation between genotype and phenotype. Since envi-
ronmental factors are too diverse and hard to control in a human population,
accessing genotypic information is more reliable and practical.

• Even though many gene mutations have been identified so far, by sequencing
many cancer patients, the list of key driver gene mutations will be identified.

• Sequencing and other efforts will provide precision genomic profiles and molec-
ular causation for each patient, including cancer-specific pathways, which offers
the individualized molecular targets for medical benefit.

The massive cancer genome sequencing data is now available. Surprisingly, it
challenges the original rationale of the cancer genome project.

• The anticipated common driver mutations cannot be identified from the majority
of cancer patients. There are actually many more diverse gene mutations that are
not shared among patients, and most of the gene mutations identified do not make
sense based on current gene mutation theory of cancer.

• There is a high level of chromosomal changes and epigenetic changes. The
multiple levels of genomic heterogeneity are overwhelming.

• The genomic landscape is often unique even among different portions of the same
tumor, not to mention the heterogeneity among different patients.

• The genomic landscape is highly dynamic. When targeted by tailored molecular
treatment, a new genomic landscape will emerge to replace the previous one,
with altered targets.

Clearly, only focusing on a snapshot of a gene mutation is not very useful in
predicting the trend of cancer evolution. To monitor the overall heterogeneity and
system stability, as well as to distinguish the phases of cancer evolution (either
micro- or macrocellular phase), is of more significance. For example, multiple
studies have illustrated the power of using genome instability (CIN) to predict
clinical outcomes, which is more reliable than using gene mutation profiles. This
raises some important questions for precision medicine:

• Which genomic level should we monitor, and what types of biomarkers (gene
mutations, molecular pathways, or instability-mediated system behaviors) should
we develop?

• How do we deal with the concept of heterogeneity?
• Knowing the aspect of fuzzy inheritance, should more attention be turned to

environmental factors?
• How do we integrate system constraints into disease management?
• And how do we apply molecular medicine in the context of holistic medicine?

Many physicians and researchers have started studying these issues through the
lens of complex and adaptive systems prior to the era of precision medicine [5, 33–
35]. Since multiple levels of genomic heterogeneity are the key features of many
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diseases such as cancer, studying how genomic/epigenetic heterogeneity contributes
to emergence is of ultimate importance. Our analyses of this issue will directly
benefit our understanding of precision medicine in terms of its goals and limitations.
Hopefully, knowing the limitations of the characterization of lower-level agents,
especially with a high level of heterogeneity involved, precision medicine will adjust
its goals and strategies by focusing more on holistic medicine, as monitoring system
dynamics and measuring system heterogeneity will not only simplify the process but
also provide enhanced benefits for patients.

Acknowledgement This chapter is part of a series of studies entitled “The mechanisms of somatic
cell and organismal evolution.”

The Transformative Aspects of This Study

While the promise of precision medicine has generated excitement and high
expectations, there are challenges for some key assumptions on which the concept is
based. Since most common and complex diseases belong to adaptive systems where
fuzzy inheritance interacts with the dynamic environment during nonlinear somatic
cell evolution, both disease progression and treatment response are less predictable
if based only on the precision of gene profiles. Although increasingly voices have
expressed their concerns for this neo-reductionist approach (reduction based on big
data), few have directly studied the conceptual limitations of precision medicine.
In this chapter, we have focused on the relationship between bio-heterogeneity and
emergent properties, a subject crucial to understanding why the targeting of lower-
level agents (genes and pathways) provides unsatisfactory results at higher levels
of this system such as clinical outcomes, which is practically the ultimate goal.
Such analyses illustrate that dynamic interactions of heterogeneity in lower-level
agents lead to the unpredictability of complex adaptive systems. As a result, stress-
induced multiple genomic heterogeneity-mediated evolutionary processes present
the greatest challenges for precision medicine.

Take Home Message
• Multiple levels of bio-heterogeneity impact emergent properties.
• Heterogeneity is the key factor that complicates the goals of precision

medicine.
• Further studies are needed to illustrate the relationship between hetero-

geneity and emergent system behaviors.
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The Health System Quartet: Four Basic
Systems—Cure, Care, Heal, and
Deal—To Foster the Co-production of
Sustained Health

Jan van der Kamp and Thomas Plochg

1 Introduction

The development of life on Earth was an emergent process, which is called
evolution. If evolution is the natural process of development, we ought to ask the
question how can we harness emergent properties for healthcare policy and practice.
The theory of complex adaptive systems (CAS) provides tools to understand the
features of this question.

Millions of years ago life began, developed and sustained itself without human
interventions. It is only for the past 200 years, with Semmelweis seen as a founding
father, that medical sciences were developed, mainly focusing on pathology and
cure. It is curious that almost at the same time Darwin launched the theory of
evolution; however, medicine hardly learned anything from it for use in the health
sciences, while evolution resulted in the features of growth, maintenance and
recovery.

Our observations demand us to think about how to harness the intrinsic features
of health, in particular our self-healing capacities, back into the healthcare system.
Positive support of biological, mental and behavioural characteristics is rapidly
gaining in importance to restore health and to make health systems sustainable.

A better insight in the possible use of the self-healing potential of human beings
can facilitate the emergence of a more ecological approach to health and health care.
Like the wind and the sun can help us with energy transition, the energy of life and
well-being are important sources to sustain health. Utilising resources without using
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them up—the principle approach to ecological management—is the basis for an
ecological approach to health, and as a consequence, the sustainability of healthcare
systems. This idea resonates with the call for the adaptation of systems thinking
in public health [1], in medical sciences (e.g. [2, 3]) and in policy making more
general [4].

Life, health, evolution, biology, neurology, behaviour, social systems, culture,
economy, management, organisation and communication, amongst others, are
normally studied trying to isolate cause–response relationships.

When agents in an open system are sensitive to external influences and interact
with each other over time, relationships become complex and this is typically the
case in matters of health and disease. For instance, Friel et al. [5] showed that the
dietary behaviour of neighbourhood residents might depend on local availability
of healthy food choices, while the choice of available foods in shops depends on
the buying behaviour of the same people. In a complex adaptive system (CAS),
the aforementioned interaction (or feedback loop) between agents over time results
in agents adopting new properties, i.e. systems become emergent. This way of
thinking helps to distinguish between the multidimensional aspects of health, and
their single-dimensional representations in disease, which is crucial to advance our
understanding of health and disease.

Thereby, the term “complex adaptive system” refers to a system that emerges
over time into a coherent form, and adapts and organises itself without any singular
entity deliberately managing or controlling it [6]. These complex relationships can
be seen at all possible levels and scales: global, national and local policy, the health
care system, two or more people dealing with each other, a person dealing with his
health (health problem/s), the immune system, homeostasis, the functioning of a
cell and more. Systems and scaling in CAS are bottom-up self-organising and self-
balancing dynamic processes, adaptive at all scale levels. The adaptivity results in
positive developments by creating conditions such as that nourish, challenge and
support.

Modelling is a powerful tool to understand the agents and their possible
interactions within a CAS. Understanding the current behaviour of a CAS allows
one to develop different scenarios by changing agent configurations or interactions
and evaluate these changes on the system as a whole. Comparing different scenarios
allows one to find patterns of successful system change. It is the means of
understanding “emergent practice” [1].

The central thrust of this chapter is that applying CAS understandings to
human health, medicine, public health and healthcare systems is needed to better
understand the processes of health and disease, and it ultimately will help to
improve the functioning of our healthcare systems. Notwithstanding leading health
scientists have made the case for CAS in health research (e.g. [2, 3, 7]); however, the
consequences of CAS-based health knowledge for the functioning of medicine and
health care more generally remain poorly understood. Thinking in terms of CAS
will require the rethinking of the cure and care dominated healthcare systems. We
will argue that it will be the driver for a so-called heal and deal support system that
complements the existing cure and care ones: the health systems quartet.
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2 Human Health as a CAS

Let us look after a human being in another way than usual. One is familiar with the
different levels of the human body’s structure, such as the molecule level, the cell
level, the organ system level, the human as a whole level, and the context in which
the person resides, all of which influence his health. Normally, we are looking after
horizontal relationships within these levels, like cells in a tissue (e.g. cells of the
immune system). Only recently did we start to look after the processes between the
different levels—how they are interrelated. Figure 1 provides a simplified schematic
overview how human health functions as a whole across different levels. In this
model, five horizontal levels are used—molecule, cell, functional system/organ, man
and context/environment. These levels are functionally integrated vertically.

The core of the system consists of molecular agents that create the functional
systems around the cell and ensure homeostasis. Around the functional system
of cells and the man as a whole arises the living system or life. The man living
in his context and interrelated systems results in well-being. Homeostasis, life
and well-being, together forming the human biotope-a dynamic system. Whereas
the component levels behave as adaptive agents, working together they entail the
complex adaptive system of health.

Can it be helpful to see a human’s health as a CAS to be able to improve his/her
health? Recently, a published obesity study showed a relationship between cellular
fat content (cell level), exercise, food intake and individual rates of metabolism
(function system level), and the microbiome and gene expression (molecule level)
on well-being [8, 9]. This study demonstrated that metabolic change occurred within
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Fig. 1 The human ecosystem is horizontally and vertically integrated
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physically active children resulting in the formation of easily burnable brown fat
instead of structural, metabolically inactive white fat. Changes solely focused on
one factor without taking account of others, this factor had little impact on overall
weight control. The authors concluded that insight from self-organising systems
theory can be helpful to solve the obesity problem.

Within this theory, all the different factors and their interrelationships behave like
agents and are adaptive. As such, the problem of obesity could be approached as a
CAS problem—including all identifiable factors into a system model could identify
which ones are dominant, and which ones are easiest to influence to reduce being
overweight and to help maintaining a steady normal weight. Then, the objective is no
longer the fight against obesity as a risk factor, but to create a system that maintains
optimal body weight. It could be that improving self-respect and well-being are the
key for the majority of people, whereas the few with a “lazy metabolism” or an
“unfavourable gene expression” require more specific treatments. Behaviour in the
system “well-being” will play an important role as a conductor of the underlying
systems [10]. Let us next have a look at the role of acting and adapting human
behaviour and well-being in CAS.

2.1 The Evolving Human Role

During the WHO Alma Ata Conference (1978), one of the turning points in
health policy was the acknowledgement of the role of human beings in the
healthcare system. No longer only an object requiring good practice approaches,
attention shifted to their participation in the healthcare system. In the Alma Ata
Declaration, this participation mainly concerned the emancipatory role arising from
the democratisation of the system—active participation in health care, recognising
that health is a human right, and the importance of lay care for health, well-being
and system sustainability.

Ten years later during the WHO Adelaide Conference on Healthy Public Policy
(Adelaide Recommendations [11]), the Director General Mahler underlined the
importance of participation, by mentioning the parable of the chicken and the pig
discussing a joint venture to start a ham and egg restaurant. The pig suddenly
became aware of a problem and said to the chicken: “for you it is only participation,
but for me it will be total involvement”. Humans are constantly involved in
their health responding to their biological, emotional, cognitive and behavioural
experiences [12, 13].

At that time, there was a strong belief that achieving best possible health would
be achieved by identifying disease conditions and for the health system to provide
necessary services to control or cure them. In that view, people with health problems
were mainly seen as victims of their biological systems that had failed them. Health
policy makers were left behind—the emancipation movement had caught on and
people were willing and able to manage their own lives. Nothing much has changed;
in 2018, we still have ethical problems dealing with the tension of policy being
responsible to protect human health as much as possible whilst at the same time
recognising the importance of individuals having a right to make—albeit at times
poor—decisions for themselves. Respecting the human right for health includes both
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people having the right to be protected as well as being respected in their autonomy.
Recognising this duality can help to bridge the gap between both sides with an
open mind.

Thirty years ago, human behaviour was mainly seen through medical eyes—
one mainly saw what was going wrong. The relationship between behaviour and
conditions/diseases became an area of do’s and don’ts. This is an impediment to
recognising “the human spirit” as a positive resource for health. The change in
appreciation can be exemplified in relation to sport—initially, sport was highly
suspected to be a potential cause of injuries, but today we recognise the importance
of sport as a resource for health even in those with severe and disabling conditions
and the frail.

The positive appreciation of human behaviour deserves more attention. Basically,
humans are competent to manage their own lives, including their health. Through
their essential involvement, they are natural partners; people are no longer only
“consumers of healthcare services” but should be regarded more and more as the
“co-producers of their own health”. Self-determined people develop their commit-
ment and skills to become as independent as possible. Not at least this is facilitated
by the digitalisation of society as manifested in web-based information, e-health
applications and social media. Thereby, empowering people’s competence is a
major goal.

2.2 Competence

It is clear that not everybody is equally competent at managing their own health
[14]. And even when they are, it is far from self-evident that people will manage
their own health in a societal context that incites them to behave unhealthily. Starting
from their existing competence, most people can improve their skills, self-reliance
and commitment to look after themselves. However, there are also groups who will
need more specific approaches to engage them in their own health care.

Figure 2 depicts the possible combinations of levels/lack of commitment and
available skills, the intersection between the two indicating the level of competence
for self-care [14]. Strengthening self-care competence will vary for each of the four
segments:

1. People, with an ordinary level of skills and commitment (segment 1), can main-
tain/enhance their competence by both maintaining/increasing their commitment
and available skills for self-care.

2. People, committed but with a lack of skills and an inability to develop them, will
need an additional (individual) services (segment 2). Many adolescents belong
to this group.

3. People with neither the skills nor the commitment to look after their own health
(segment 3) will require special individualised help to increase their skills and
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Fig. 2 Enhancing people’s health competence

commitment for self-care. This group often has “multiple—congenital and/or
acquired—problems”.

4. People, who have the skills but no commitment to look after their own health
(segment 4), will require professional help to change their attitudes towards a
more appropriate balance between personal and professional healthcare expecta-
tions. They exhibit the typical behaviour of “free riding”, i.e. they demand that
health professionals and society will come to their help and fix their illnesses
whenever they occur.

3 A New Era in Health Care

If people are considered competent to manage their own health, healthcare services
need to adapt accordingly opening up a whole array of innovative health inter-
ventions. The traditional way of healthcare professionals to provide cure and care
services and patients consuming those services does not fit any more. People and/or
patients co-produce their own health, being actively involved in their own treatment,
which would require the transformation of professionals’ expertise, and ultimately
the nature of employed interventions [15].

This latter point can be illustrated by the management of intermittent claudica-
tion. Traditionally, this was a choice between surgery and angioplasty. Nowadays,
walking exercises are the preferred approach, stimulating the production of collat-
erals resulting in symptom reversal [16]. Both, surgical interventions and simple
walking exercises have one aspect in common—both achieve recovery. Whereas the
former is “high-tech” and requires a highly trained surgeons, the latter is “low-tech”
and merely requires commitment, as well as social network pressures, either positive
or negative, to “co-produce one’s own recovery”.
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Similarly, evidence is emerging that the treatment of non-insulin-dependent (type
2) diabetes by lifestyle modification can achieve full recovery in most patients
[17]. Lastly, physiotherapy achieves low back pain resolution in most patients, and
physiotherapists teaching patient-specific exercise programmes can prevent most
recurrences [18].

Facilitating the conditions to heal, with or without full recovery, requires a pro-
fessional support system. In addition to professional care, people help themselves
and each other by learning to cope (deal) and recover (heal) or to adapt to disability
(deal). Finding a balance between relative dependence and independence is an
ongoing process; however, the skills to expose patients to the possibilities of healing
and dealing remain underdeveloped. The latter begs for attention—especially given
the unsustainability of most healthcare systems worldwide. When people can better
rely on themselves and keep themselves more fit, they will consume less cure and
care services.

4 The Health System Quartet

Given the relevance and urgency of heal and deal, it is now timely to explore
and operationalise the relationships and interactions with the professional-led cure
and care systems. The latter are well-described in the literature. In its simplest
form, we conceptualise cure as professional-led causal interventions aiming at the
full recovery from a problem, e.g. reducing and fixating a broken leg. The care
system entails professional-led services aiming at the care for people recovering
from curative interventions or for whom cure is no longer possible to overcome a
problem, e.g. home nursing, running therapy or activities-of-daily-living support.
On the other hand, prevention can entail professional-led interventions to remove or
ease risk factors that have the potential to ultimately result in disease requiring cure
and care system interventions.

Professional-led cure and care are developed on the basis of scientific method-
ologies and are continuously under development. Interventions are discovered by
causal relationships and statistical significance. The direction of the action is
causal (Fig. 3).

The person-led heal and deal systems are of a very different nature. In line
with complexity science thinking, both can be considered as self-organising. The
co-evolving processes within these systems can result in growth, development,
learning, resilience and recovery. Desired outcomes are more difficult to achieve
than those within the cure and care systems. Based on the principles of complex
adaptive systems, heal and deal are autonomous, sensitive to initial conditions
and attractors. A better understanding of the “dynamic causes” of heal and deal
conditions is crucial to enable health professionals to steer patients towards their
desired outcomes.

The delivery of relational services incorporating positive feedback will benefit
the majority of patients by enabling them to act as co-producers of health. Here,



120 J. van der Kamp and T. Plochg

Fig. 3 The health system
quartet
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healthcare providers and patients behave like adaptive agents, and the focus thus
is on better understanding their interactions and their emergent potentials. Put
differently, how can we—as health professionals—mobilise the huge potential of
biological and mental properties inherent in every individual to enhance “their
ability to adapt and to self-manage” [19]?

Both acute and time-limited conditions as well as chronic diseases can be studied
within this model. More importantly, it provides the conceptual basis for shifting the
focus to health rather than disease, as one key lever to more sustainable healthcare
systems and healthier societies in general. Supportive professionals’ coaching and
enabling will help patients to better use their heal and deal abilities and to become
healthier as well as easing current pressures on our healthcare systems.

Paying attention to the dynamics of healthcare delivery within the framework of
the Health Quartet has society-wide implications—it will achieve better health and
lower the burden of care on health professionals and it will make health systems
more effective, more efficient and also more sustainable.

To illustrate this point, consider a person who had a car accident. The surgeon
can cure the fractures and allow the patient to let his wounds heal. Rehabilitation
services provide care during the recovery phase, but the patient has to deal with
the ongoing consequences like the need to adapt to a stiff leg. The patient becomes
independent again after dealing with his physical and mental shock—only then has
he managed to heal as a person.

Until now, health professional intervention predominantly focuses on physical
cure, care and recovery. Giving greater attention to the personal participation in care
and developing greater coping capacities by dealing with the person’s illness allows
the emergence of true healing. Making this process explicit will allow the person to
enhance his recovery.
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5 Discussion

The ideas outlined in the Health Quartet will not be realised overnight. They
will result from studying possibilities that appear achievable. This can be seen as
“trend watching”, i.e. placing a point at the horizon for orientation guiding the
direction to search for solutions. The reality is that progress can only be made
step by step. We regard as important those initiatives that focus on well-being,
positive health and system approaches that promote personal health development.
The focus on personal growth might show more success and sustainability for health
than—still prevailing—approaches to behaviour change based on “do’s and don’ts”.
Nevertheless, there always will be specific cases in which to demand a patient to
change his/her attitudes and approach to his/her care.

The dynamic processes between behaviour, mind and biology are continually
evolving, preferably in such a way that they are mutually reinforcing. Positive
support by health professionals will enhance these dynamics in a positive way and
reflects the human relational level for self-sustainability.

Adaptive and self-organising learning makes growth possible. The relationships
in the figure show the evolving processes which—hopefully—will be recognised by
practitioners and policy makers in due course as they are requirements for keeping
the health system affordable. Only awareness strives for a fit. Think of a string
quartet—the beauty emerges from co-adaptive self-organisation.

The output of professional interventions can lead to sustainable outcomes by
positive co-operation between behaviour, biology and mind amongst co-producing
people. This positive co-operation will become increasingly important to make
health systems effective and sustainable. In the Netherlands, we see positive devel-
opments exemplified by “Buurtzorg”, “Institute for Positive Health”, “Immunowell”
and the dynamic description of “Health as the ability to adapt and to self-
manage”. The co-adaptive self-organising synergy is promising better health and
the sustainability of the health system.

In this paper, well-being and behaviour were the focus. As a next step, we want
to include mental health, biological health and the environment in this framework.
We believe that this will not only sustain personal health but also has the potential to
substitute professional level care with personal level self-care and personal growth.
This outcome can be expected when health professionals not only provide best
possible curative interventions but simultaneously act as change agents to facilitate
their patients to heal. As part of a system where self-confidence and competence
can grow, substitution between professional and self-care may be expected.

6 Conclusions

The natural healing capacity and the ability of people to adapt and to self-manage
should be given a much greater prominence in the healthcare system. The initiatives
for this deserve systematic attention in research, policy and practice. Given that
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the functions cure, care, heal and deal, being partly independent, when acting
together can provide added value (emergence) to patient care and health system
organisation—the Health System Quartet offers a coherent framework for such an
endeavour. In practice, a relative contribution of the four functions will must always
be considered and need to be adjusted in the course of a treatment. The promise is
that it will relieve the pressures on healthcare systems as people will better use their
own abilities, arguably leading to less healthcare use, and thus contributing to the
imperative of making our healthcare systems more person-centred, equitable and
sustainable [20].

Acknowledgements The authors like to acknowledge the useful comments and edits of Joachim
Sturmberg on earlier drafts of this chapter.

The Transformative Aspects of This Study

The chapter proposes the juxtaposition of “heal and deal” next to the existing “cure
and care” based focus of healthcare systems. In its simplicity, it unifies key dynamics
within health policy for the future sustainability of health care: (1) the focus
on prevention and health promotion, (2) more integrated and holistic approaches
towards health and disease and (3) the empowerment of people and patients.

Take Home Message
• The healthcare system’s Cure and Care focus can cooperate with people’s

agency to Deal with their biological and mental dynamics to Heal.
• The interactions of Cure, Care, Deal and Heal are at the heart of the Health

Systems Quartet, a framework to form a simple basis for the complex
transdisciplinary approaches to achieve “health”.

• It opens a new perspective for sustainable health policy, health system
organisation and health praxis.

• The intrinsic emerging powers of life and well-being have a huge potential
to guide health system redesign.
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Humans and Big Data: New Hope?
Harnessing the Power of Person-Centred
Data Analytics

Carmel Martin, Keith Stockman, and Joachim P. Sturmberg

According to the Oxford English Dictionary the term ‘Big Data’ was first used in
1941 to describe what now is popularly been known as the information explosion
[1]. And, there are high hopes that Big Data can improve what we do as exemplified
by these two quotes:

Hiding within those mounds of data is knowledge that could change the life of a patient, or
change the world.—Atul Butte, Stanford School of Medicine

The goal is to turn data into information, and information into insight.—Carly Fiorina, CEO

Big Data is a term used to encompass the expanding information systems includ-
ing the ‘internet of things’ that are increasingly pervasive in society internationally.
While many ideas are linked under this umbrella term, the major themes include the
‘three V’s’—Volume (vast amounts of data), Variety (significant heterogeneity in the
type of data available in the set), and Velocity (speed at which a data scientist or user
can access and analyse the data) [2]. Defined as such, health care has become one
of the key emerging users of ‘big data’.

Big Data can create both major opportunities and major challenges for health
services. In order to make sense, data must be translated into information that
informs the personal nature of health care, and the individual heterogeneity of
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illness dynamics and responsiveness to illness interventions [3]. Data science
predominantly focuses on the metrification of human health and the biomedical
or natural sciences, particularly in clinical cardiology and neuroscience with their
disease-oriented goals [4]. Vast patient genomic data promise to deliver even greater
personalised medicine. The ‘internet of things’ and the ‘quantified self’ together
with health system data collections present a tsunami of data which provides major
challenges for analysis and sense-making. The IT industry is pressured to deliver
processing, networking and database infrastructures that are capable of handling the
data volumes and variety of information fast enough for real-time decision-making.

While such Big Data might be manageable, is it useful or necessary? There is
a tendency to associate Big Data with data mining techniques to encompass every
possible facet of human existence to identify patterns. Researchers and scientists,
however, still need to ask critical questions:

• What is the nature of human-centric care systems in the context of Big Data?
• How are data likely to reflect and influence individual personal health?
• What are the implications?

Many hold that Big Data in health care will create improved health outcomes and
contain costs [5]. On the other hand, there has been much historical and contem-
porary concern about the utility of Big Data as stated by Tilly: “the investigators
tend to lose their wit, grace, and sense of proportion in the pursuit of statistical
results, that none of the big questions has actually yielded to the bludgeoning of
the big-data people” [6]. Alternatively, there are concerns about privacy and how
big data analytics might be used for profit, surveillance or other nefarious purposes.
Increasingly, the public are raising concerns over privacy, confidentiality and control
of shared personal data with the potential for ‘intrusive inferences’. On the other
hand, the IT industry and other organisations are acquiring ‘big data’ by stealth with
little scrutiny for various purposes other than improving quality of life or health [7].

This chapter explores data analytics in human-centric health care and science in
potentially preventable hospitalisations.

1 Modelling Health Journeys

This work is situated in the context of prevention of avoidable hospitalisation.
Patients classified as ‘avoidable hospitalisation cases’ are on one hand a vulnerable
cohort of poorly managed people, intractable chronic diseases such as heart failure
and COPD and frailty, and on the other a problem for hospitals in terms of their
inability to cope with their needs and cost inefficiency without making people worse
[8]. The big question is how to provide anticipatory care that firstly meets the needs
of this cohort and secondly applies limited resources in a more cost-effective way.
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1.1 The Need for a Model

Frames are the mental structures that shape the way we see the world [9]. Theories,
facts, data and models only have meaning in the context of their frame. Most data
collected for the purpose of health care has some type of relationship to the real
world and an implied anticipation of outcomes, so that there is an ability to update
or refine care. Rosen calls this the modelling relationship. He identified anticipation
as a fundamental characteristic of all living complex systems [4] and subsequently
provided a relational model of living complex systems [5]. Anticipation is both a
“specification of what the system is like at any particular instant of time, with the
associated concept of the instantaneous state of the system, and a specification of
how the system changes state, as a function of present or past states and of the forces
imposed on the system” [10].

All systems have in their trajectories information about their future trajectories.
However, the model representing the natural system constantly needs to adapt and
refine the formal system. This concept underpins artificial intelligence and machine
learning; however, it is most importantly the basis for human systems who are able
to use constructivist and open learning rather than reductionist and rigid protocols.

1.2 Complex Adaptive System Dynamics and Health

Complex adaptive systems describe the interconnected and interdependent nature
of phenomena. Complex adaptive systems exhibit many-to-many relationships
that typically create feedback loops which define the dynamic behaviour of the
system. Changes to the configuration and/or relationships within the system alter its
behaviours and its observable characteristics (or outcomes) in predictable or almost
unpredictable ways. Emergence is thus based on feed-forward and feed-backward
dynamics.

Complex adaptive systems are layered with each layer describing the features
of the system at a different scale and at a different level of detail. This has been
described as every system (or system level) being part of a larger supra-system and
itself being constituted by any number of smaller subsystems.

Ellis [11] stated: “complexity [in biological systems] consists of modular hier-
archical structures, leading to emergent levels of structure and function based on
lower level network [function]”. Top-down influences provide contextual constraints
on possible bottom-up functions. Biological systems behaviour is neither linear nor
random.

Complex adaptive system dynamics result in unpredictable outcomes which form
discernible patterns. Importantly though, one cannot deduce from the observed
outcomes which system component or which interaction has caused this outcome,
a point already emphasised in 1976 by Harvard epidemiologist Rothman [12] who
termed it sufficient causes.
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A cause is an act or event or a state of nature which initiates or permits, alone or in
conjunction with other causes, a sequence of event resulting in an effect. A cause which
inevitably produces the effect is sufficient. The inevitability of disease after a sufficient
cause calls for qualification: disease usually requires time to becomemanifest, . . . . Common
usage makes no distinction between that constellation of phenomena which constitutes a
sufficient cause and the components of the constellation which are likewise referred to as
“causes”. Another qualification for sufficient causes is restriction to the minimum number
of required component causes; this implies that the lack of any component cause renders
the remaining component causes insufficient.

Health is the outcome of complex adaptive processes across the scale from the
micro-level of biology and physiology through to the macro-level of the physical
and sociocultural environments. Health thus is a balanced experiential state—
between the physical, emotional, social and cognitive (sense-making) domains
[13, 14]. Perturbations in each of these domains can result in illness (or non-health)
experiences, and adaptation to these disturbances restores the experience of health
(Fig. 1).

In line with Ellis’s logic, health and illness are ‘caused’ by top-down
political/socioeconomic contextual constraints that limit the bottom-up biologi-
cal/physiological potential. At the functional level of the person, the ‘causative
pathways’ responsible for the health and illness experience as well as the
development of overt diseases are principally regulated by the psycho-neuro-
immunological pathways [15], and responsible as much for disease production
as the person’s illness behaviour [16]. Figure 1 schematically summarises how
health results from the interplay between the perturbations resulting from our social
situatedness with that of our biological and physiological blueprint.

2 The Human Dimension

Ian McWhinney’s 1989 paper ‘An Acquaintance with Particulars . . . ’ highlighted
an important weakness of reductionist science—namely, that its efforts to produce
abstractions strip away the all-important contextual dimensions. However, context
matters greatly, especially in the domain of caring for people/patients. In his paper,
McWhinney provides a different approach to understanding patients—as particulars
[17]. As particulars they “occup[y] a region of space, [that] persists through time,
has boundaries and has an environment” [18]. Besides, they have a history that
persists and impacts on future behaviours [18]. Therefore, a better understanding
of people and their health experiences requires an understanding of the complex
adaptive nature of health, and the need to respond to each person’s needs for care in
an adaptive way [17].

McWhinney described five features that distinguish human from natural sciences
all of which entail key characteristics that place medicine in the realm of complex
adaptive system sciences (CAS), although he never explicitly used the term:
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Fig. 1 Health and illness are experienced within the constraints of one’s social situatedness
limiting one’s biological and physiological potentials. A framework for multi-layered systems
influencing human health from the genomic to the whole person to the care system nested in the
socio-political-economic. Health ultimately results from the interplay between the perturbations
resulting from one’s social situatedness with that of one’s biological and physiological blueprint.
Note that the hierarchical nature of the system results in the higher levels constraining the emergent
possibilities of the lower levels
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1. Human science is about meaning—the meaning of events, experience, symbols, utter-
ances, and behaviour. There is no objective test for meaning. The only way to establish
what an experience means to a person is to enter into a dialogue with him or her, from
which the meaning gradually emerges.

2. The scope for generalization in human science is limited. No human event ever recurs
in exactly the same way. . . . Complex natural systems are “particulars.” To make general
inferences from studies in these sciences we must have good descriptions of the contexts
in which they were conducted.

3. In human science, causality is not linear and unidirectional. A complex, self-organizing
system does not respond to change in a simple unidirectional manner. Reciprocal effects
and feedback loops are circular, not linear processes. As Gregory Bateson observed,
when causal systems become circular, any event in the circle may be both the effect of
a previous event and the cause of a subsequent event anywhere in the circle. . . . it does
require a change from simplistic causal thinking to thinking about how change can be
facilitated in complex systems.

4. . . . prediction is not the prime objective in human science. . . . The goal of human science
is understanding. Human science helps us by deepening our understanding of the
“particulars” we see every day in our practices.

5. Human science is interactive–person to person. Natural science relies on objective
methods for validation. . . . There is no . . . test for the meaning of experience. This can
be established only inter-subjectively, by a dialogue between people from which the
meaning gradually emerges. Both participants may be changed by the dialogue: the
investigator revising original interpretations, the subject gaining new insights.

2.1 Personal Dynamics

Multiple dynamics of internal and external network interactions result in the
emergent observable state of a person’s health [13, 14]; however, despite the
availability of Big Data we cannot fully predict what specific intervention will result
in a change in health.

Essentially, healthcare professionals provide patterned responses to pattern-
recognised conditions, i.e. as health professionals we are generally good in man-
aging the uncertainties and unpredictability of individual condition variability,
which is ‘hidden’ in ‘his personal Big Data set’. Critically, in an environment of
great interpersonal condition variability evaluating healthcare achievements would
require the measurement of changes in health at the subjective and objective levels.

The personal dynamics of one’s state of health have been shown to be reliably
measurable by the single-item measure of self-rated health [19], and self-rated
health has emerged as a reliable predictor of one’s future health service utilisation
[20] and mortality [21].
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3 Big Data Disturbing Human-Centric Health Care

Healthcare delivery is at a crossroad between its traditional—and widely accepted—
approaches and the emerging drive to treat—and prevent—disease pushed by
the precision medicine and pharmacogenomics movements, often underwritten
by big business. Are these approaches compatible and in the best interest of
people/patients? And if so, who will most likely benefit?

3.1 Competing Frameworks for Care

New models of integrated disease care seek to enhance continuous, coordinated
access to a comprehensive array of specialist care [22, 23], but have neglected
to describe—and deliver—whole-person focused care [22]. In so doing, they are
contributing to new problems like overwhelming treatment burden [24], over-
diagnosis [25], and problematic polypharmacy [26] in ageing populations living
with multimorbidity; as well as underdiagnosis and management of the growing
phenomenon of symptoms without clear biomedical explanations [27].

In contrast, person-centred care is a model of health care that prioritises the goal
of supporting ‘a life for living’. Recognising health as a necessary resource for daily
living [28], the goal for health care is to enable—certainly not undermine—that
outcome.

The rapid technological and computing advances enabled genome and gene-
regulation research and has opened the promises to improve health care through
precision medicine and pharmacogenomics:

There is a lot of overlap between the terms “precision medicine” and “personalized
medicine.” According to the National Research Council, “personalized medicine” is an
older term with a meaning similar to “precision medicine.” However, there was concern that
the word “personalized” could be misinterpreted to imply that treatments and preventions
are being developed uniquely for each individual; in precision medicine, the focus is
on identifying which approaches will be effective for which patients based on genetic,
environmental and lifestyle factors. The Council therefore preferred the term “precision
medicine” to “personalized medicine.” However, some people still use the two terms
interchangeably [29].

Pharmacogenomics is a part of precision medicine. Pharmacogenomics is the study of
how genes affect a person’s response to particular drugs. This relatively new field combines
pharmacology (the science of drugs) and genomics (the study of genes and their functions)
to develop effective, safe medications and doses that are tailored to variations in a person’s
genes [30].

These competing frameworks raise important issues for the future of medical
care.
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4 Hype and Hope: Tensions and Contradictions in
Real-World Clinical Practice. The Case of Preventable
Hospitalisations

A real threat to the sustainability of western health systems is the burgeoning
problem of avoidable hospitalisations, overdiagnosis, problematic polypharmacy
and ineffective medical, surgical and allied health professional care. Equally
threatening for the patient are increasing instances of underdiagnosis and missing
opportunities for cure with aggressive treatments. These problems are rarely evident
from routine collated hospital performance reports—in fact, they are lost in the
inefficient and coarsely grained analytical approaches of routinely collected hospital
and other clinical data sets. More sophisticated data collection and analytics are
needed.

4.1 Measure (and Analyse) What Matters

What really matters in health care is simply: does the care we receive help us
experience healthy again regardless of the nature of our diseases. In that regard,
as already alluded to, the metric of self-rated health has emerged as the most reliable
measure of one’s whole state of health.

Self-rated health perceptions are based on interoception—our sense of the
internal state of our body—and helps us to make sense of our ever-changing personal
health journey [19]. Self-rated health emerged as being a more sensitive measure
than the objective findings of the presence or absence of diagnosable diseases
or their level of control. Determining one’s personal health state (and anticipated
health) is a consciously reflective process and involves the processing of information
about one’s bodily state (based on diagnosis, functional status, level of personal
control and prognosis) and one’s personal interpretation of meaning [13, 14] and
takes into account one’s socio-cultural environment [19, 31].

In addition, self-rated health measures one’s adaptive capacity associated with
ageing and increasing morbidity [32, 33]. In particular, these adaptive changes show
nonlinear relationship—older people with greater pre-existing multiple morbidities
typically have a smaller drop in self-rated health compared to younger, healthier
individuals, and diseases with a major impact on life like the diagnosis of a
malignancy, paralysis or dementia have far greater impacts [34].

Loss of self-rated health is not alone caused by the mere presence of a condition
(yes/no) but related to the condition severity and likely contextual factors such as
other morbidities, frailty and family and social support [35–38].

In short, self-rated health is a measure about what matters, and should be in
the forefront of studying the efficacy and effectiveness of healthcare delivery.

Self-rated health is a predictor of mortality, morbidity and is highly correlated
with hospital admission [39]—it is “a condensed summary of information about
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[one’s] bodily condition that in one way or another [is] involved in [the causal]
biological chains [of decline]” [19]. Hence, the observation of a negative change in
self-rated health can indicate the approach of a tipping point in health and the need
for medical intervention.

4.2 Case Study of Predicting Avoidable Hospitalisations:
Improving Human-Centric Health Care by Harnessing the
Power of Person-Centred Data Analytics

Monash Health is the largest public hospital and community care system in
Victoria servicing one of the lowest socioeconomic and ethnically diverse areas of
Melbourne. Its 15,000 staff work at more than 40 sites, providing over 3 million
occasions of service, admitting more than 238,000 hospital patients, and handling
more than 206,000 emergency presentations. Over 3000 patients had 4+ admissions,
and a proportion of the over 12,000 with 3+ admissions had at least one potentially
avoidable admission per year [40].

The challenge for Monash Health remains how to best detect those patients
at high risk of readmission or worsening health in a low-cost flexible manner.
To that end Monash Health implemented the Patient Journey Record System
(PaJR) methods, a tool that applies a complex adaptive person-centred approach to
understand and manage potentially avoidable hospitalisations. Lay telecare guides
regularly converse with “at risk” individuals to track their concerns and self-
perceived health (for a detailed description of the PaJR model see [41]; Fig. 2 shows
a schematic overview).

Three cases were randomly selected to illustrate human-centric health care
augmented by the power of collecting, analysing and acting upon person-centred
data. Table 1 summarises the study design which has been described previously in
reference [42].

4.2.1 Three Case Studies

Three cases—patient identifiers (PID) 20, 1024 and 1040—with more than 25
calls were randomly selected to demonstrate distinct patterns of health journeys
‘hidden’ in the person’s health data time series. Understanding the dynamics
of individual patterns may allow anticipation of the need for pre-emptive care
interventions immediately or in the near future and achieve both, better personal
health experiences and reduced avoidable hospital attendances. The MW team
assess needs and provide some direct services but mainly provide brokerage across a
broad spectrum of clinical, social, welfare, financial, legal and any other appropriate
services.
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Fig. 2 Schematic view of the PaJR model. A lay telecare guide calls a patient at regular intervals,
using a semi-structured assessment guide to record data relating to self-rated health experience,
medication, drug and alcohol use, available support and changes in health. Predictive analytics
compute a score indicating the likely need for early intervention

• PID 20 is a 60-year-old male who had multiple brief admissions to hospital
for gastroenterological conditions related to his previous alcohol and depressive
history with concerns about his partner’s health. He lives with his partner.

• PID 1024 is a 76-year-old male who did not have any admissions during the
period of study. His main problems relate to his eyes, his arthritis, his tremor and
lack of transport. His partner is overseas during the study period.

• PID 1040 is a 86-year-old female ex-smoker who has respiratory problems—
chronic obstructive pulmonary disease and recurrent chest infections. She lives
alone as a widow and her family lives nearby.

PID 20 had the worst average self-rated health, and more changes in his health care
needs. PID 1024 had the most medication changes, while PID 1040 had the most
change in social support arrangements. PID 1040 was away for a trip for 3weeks
and therefore had fewer calls.

Table 2 provides an overview of the main journey characteristics of the 3
cases over an approximately 6-month study period. ‘Self-Rated Health’ (SRH—0
excellent, 1 very good, 2 good, 3 fair, 4 poor and 5 very poor); ‘Health/Care Change’
(0 no, 1 yes); ‘Medication/Drug/Alcohol Change’ (0 no, 1 yes) and ‘Support
Structure Change’ (0 no, 1 yes) were extracted from the dataset.

What is the meaning of these average values over time? Only health and health
care change was similar across all the 3 cases which is not unexpected. This is
confirmatory of the unstable nature of these selected health journeys.
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Table 1 The MonashWatch model

Model elements MonashWatch cohort

Case finding through ‘Big Data’ Health links chronic care algorithm [43] identifies people
at risk of 3+ potentially preventable hospitalisations using
state-wide public hospital data

Setting Monash Health Dandenong Hospital Catchment (low
socioeconomic status urban)

Participants 300 intervention; 195 control—systematically 3:1 allocation
before recruitment

Time 18months (ongoing)

Phone calls 12,000+ using the PaJR system

Age (median) 65 years (31–91)

Gender 55% female

Baseline profiles are described previously and represent
a group with frailty, poor physical health and fluctuating
quality of life [41]

Lay care (telecare) guides 3 full-time equivalents

Clinician coaches 3 full-time clinicians—nursing, physiotherapy and occupa-
tional therapy

Service model Integrated community sector—hospital outreach with
guides and clinician coaches with general practitioner
remaining as main medical provider with a back-up from
hospital internal medicine/geriatrics and psychiatry

Process In-time monitoring and brokerage of resources in a rapid
and timely manner including clinical, drug and alcohol,
community, volunteer and family resources

To describe the patterns that generated these statistical summaries, we plotted
the indices of ‘SRH’, ‘Health/Care Change’, ‘Medication/Drug/Alcohol Change’
and ‘Support Structure Change’ over time from monitoring information acquired
via the PaJR programme.

PID 20
The trajectory of PID 20 demonstrates a change in SRH pattern around 10th of
May 2017 with a shift to worse health experience associated with persistently high
levels of healthcare changes (i.e. he repeatedly sought medical care services—
GP, Emergency Department care and other medical care), high levels of alcohol
and medication changes (repeated drinking bouts and then needing medication)
and ongoing problems in the relationship with his wife due to persistent concerns
about her illness (Fig. 3). His trajectory included >20 days in an acute admission in
hospital with 9 episodes, the first being just before he entered the program (Table 3).

Factors Triggering PID 20’s Hospital Admission
The factors that probably triggered admission were severe pain in a backdrop
of good to fair self-rated health with pain being the most consistent reason for
change in health and health status reported consistently before admissions. PID
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Table 2 Overview of the main journey characteristics of the 3 cases over an approximately
6-month study period

Calls Mean Std. deviation P-value differences

PID 20 (n = 71 calls)

SRH 1.93 0.99 ***

Health/care change 0.746 0.438 **

Med/drug/alcohol change 0.761 0.43 *

Support structure change 0.817 0.39

PID 1024 (n = 87 calls)

SRH 2.816 0.518 ***

Health/care change 0.644 0.482 **

Med/drug/alcohol change 0.874 0.334 **

Support structure change 0.816 0.39

PID 1040 (n = 58 calls)

SRH 2.948 0.804 ***

Health/care change 0.552 0.502 **

Med/drug/alcohol change 0.621 0.489 *

Support structure change 0.983 0.131 **

Average values of ‘Self-Rated Health (SRH)’ (SRH—0 excellent, 1 very good, 2 good, 3 fair, 4
poor and 5 very poor); ‘Health/care change’ (0 no, 1 yes); ‘Medication/drug/alcohol change’ (0
no, 1 yes); ‘Support structure change’ (0 no, 1 yes) in a case study of 3 patients—PID20, 1024 and
1040. ***p-value > 0001; **p-value > 001; *p-value > 0.05 using t-test for 2 samples repeated
among samples (https://www.xlstat.com/en/solutions/premium)
ANOVA (analysis of variance) demonstrated statistical significant differences among the different
parameters in each of these three journeys in the patterns of ‘SRH’, ‘Health/care change’,
‘Medication/drug/alcohol change’ and ‘Support structure change’; and across all journeys for
the domains ‘SRH’, ‘Medication/drug/alcohol change’ and ‘Support structure change’ (p-value
< 0.005). Only ‘Health/care change’ was not statistically significantly different across all patients
(p > 0.5) (http://www.openepi.com/Mean/t_testMean.htm)

20 had consistent changes in his medication/drug/alcohol use before admission (in
this case, a relapse of alcohol misuse and changes in prescriptions to deal with
his pain related to reflux oesophagitis and pancreatitis; and post-admission this
fluctuated even more than before admission with reduced alcohol consumption). His
social support structure (relationship with his wife and concerns about her illness)
remained very changeable in the days before and after admissions.

PID 1024
The trajectory of PID 1024 demonstrates a change in his SRH pattern around
12th of October 2017 with a shift to worse health with persistently high levels
of healthcare changes (repeatedly seeking medical care services—GP, Emergency
and other medical care) and frequent changes of medications. While health/care
change and medication/drug/alcohol change were at high levels (1024 was not an
alcohol misuser), there was no time during this period that he had an admission.
His daughter moving away around 22nd of February 2017 and reducing his support

https://www.xlstat.com/en/solutions/premium
http://www.openepi.com/Mean/t{_}testMean.htm
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Fig. 3 Health trajectory of PID 20. SRH Self-Rated Health (SRH—0 excellent, 1 very good, 2
good, 3 fair, 4 poor and 5 very poor); DAC Medication/Drug/Alcohol Change (0 no, 1 yes); SSC
Support Structure Change (0 no, 1 yes); HCC Health/Care Change (0 no, 1 yes); arrows indicate
hospitalisation

Table 3 PID 20 profile of admissions and diagnostic related group (DRG)s

Admission Discharge
date date DRG description

14/12/16 16/12/16 Disorders of pancreas, except malignancy, major complexity

17/12/16 20/12/16 Disorders of the biliary tract, major complexity

30/01/17 01/02/17 Disorders of pancreas, except malignancy, minor complexity

03/03/17 05/03/17 Disorders of pancreas, except malignancy, minor complexity

06/04/17 10/04/17 Disorders of pancreas, except malignancy, major complexity

06/05/17 08/05/17 Disorders of pancreas, except malignancy, major complexity

29/07/17 31/07/17 Disorders of pancreas, except malignancy, minor complexity

23/08/17 24/08/17 Other digestive system disorders, minor complexity

10/09/17 10/09/17 Trauma to skin, subcutaneous tissue and breast, minor complexity
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Fig. 4 Health trajectory of PID 1024. SRH Self-Rated Health (SRH—0 excellent, 1 very good, 2
good, 3 fair, 4 poor and 5 very poor); DAC Medication/Drug/Alcohol Change (0 no, 1 yes); SSC
Support Structure Change (0 no, 1 yes); HCC Health/Care Change (0 no, 1 yes)

another was associated with a general worsening of SRH but did not significantly
affect his overall trajectory into an admission. PID 1024 did not have an admission
during the period of observation (Fig. 4).

PID 1040
PID1040, generally, reported very good to good SRH with several dips to fair health
related to her disease fluctuations. Her social support was very problematic except
on one occasion. Her frequent changes in health and health care and medication
(she only used prescription medication) indicate very unstable health and continual
changes of medication. However, support structure change did significantly alter at
one point in time when one of her children (daughter) came to stay with her from
interstate to assist her in her worsening condition (Fig. 5). Her 3 admissions were
for her COPD and were only for 1 day in duration (Table 4).
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Fig. 5 Health trajectory of PID 1040. SRH Self-Rated Health (SRH—0 excellent, 1 very good, 2
good, 3 fair, 4 poor and 5 very poor); DAC Medication/Drug/Alcohol Change (0 no, 1 yes); SSC
Support Structure Change (0 no, 1 yes); HCC Health/Care Change (0 no, 1 yes); arrows indicate
hospitalisation

Table 4 PID 1040 profile of admissions and diagnostic related group (DRG)s

Admission date Discharge date DRG description

05/04/17 05/04/17 Chronic obstructive airways disease, major complexity

19/05/17 19/05/17 Chronic obstructive airways disease, minor complexity

22/07/17 26/07/17 Other respiratory system disorders, minor complexity

31/07/17 31/07/17 Chronic obstructive airways disease, minor complexity



140 C. Martin et al.

5 Discussion

These three case studies demonstrate the variability in data of unstable individual
health journeys. In none of the cases was it clear when and why an admission would
be triggered.

Prediction would seem to be a very imprecise activity in a patient with nonlinear
multiple unstable trajectories in different domains—‘SRH’, ‘Health/Care Change’,
‘Medication/Drug/Alcohol Change’ and ‘Support Structure Change’. Anticipatory
care, i.e. care that recognises the nature of the living organism’s journey moving
forward, is a highly nuanced clinical activity [44]. These cases demonstrate that
admissions occur in the context of fluctuating self-rated health triggered by apparent
progressive disease processes, compounded by persistent health and care service
changes and frequently exacerbated by lacking and/or discontinuous social support.
Many admissions occur as a consequence of early life lifestyle choices—e.g. alcohol
binges and smoking in PID 20 and smoking in PID 1040.

At a more systemic level, these dynamics are emergent from multiple intercon-
nected nonlinear processes that are occurring and have occurred at different times
as identified in Fig. 1—the framework of multi-layered systems influencing human
health from the genomic to the whole person to the care system nested in the
socio-political-economic environment. The concept of allostatic load—a gestalt of
multiple stresses and adaptive and maladaptive responses—aims to quantify some
of these processes and their effects, and requires further exploration in the context
of our broader framework [45, 46].

5.1 How Data Can Depict an Individual’s Personal Health
Journey?

5.1.1 Person-Centric Data

The three cases presented illustrate how the theoretical framework of health and
illness care ‘plays out’ in real life. They highlight the phenomenon of unstable
illness journeys and their effects on ‘potentially preventable hospitalisations’ which
have been linked to increasing allostatic load arising from the dynamics within
the patient’s physical, treatment and social support domains [45]. These individual
patterns emerge from the types of dynamics depicted in the multi-level framework
in Fig. 1.

These cases also demonstrate that in each context, the circumstances surrounding
each person’s health and biopsychosocial situatedness are unique. The prevailing
approach of exploring cohorts defined by a one-dimensional feature like ‘avoidable
hospitalisation’ places significant limitations on a ‘one size fits all’ predictive
approach—each of these three individuals from the ‘avoidable hospitalisation
cohort’ are likely to require different care and social support brokerage as well as
tailored interventions to alter their journey and ultimately avert potentially avoidable
hospitalisations.



Humans and Big Data: New Hope? 141

Indeed, for those with the most unstable health journeys, it is difficult to see
how monitoring any of the specific parameters—‘SRH’, ‘Health/Care Change’;
‘Medication/Drug/Alcohol Change’ and ‘Support Structure Change’—on their
own would be sufficient, even though they are based upon everyday reality. In
longitudinal studies, SRH has been shown to reflect a sense of current and expected
wellbeing with links to epigenetics, internal circulatory systems and total load of
stress on an individual’s system as a whole [18–20, 45, 47]. The levels of social
structure and support are similarly linked to health outcomes (https://www.xlstat.
com/en/solutions/premium).

What is more real and different from previous studies is the addition of the
dynamics of ‘Health/Care Change’, i.e. changes in perceived health and health
service use and/or ‘Medication/Drug/Alcohol Change’, i.e. substance ingestion
whether it be prescribed, self-medicated, licit or illicit alcohol and drug use. In
practical terms, as evidenced by the dynamics demonstrated in the cases studies,
they are highly important in triggering or maintaining stability or instability.

Unravelling the demonstrated complex dynamics of highly variable and perhaps
feed-forward and/or feed-backward loops in an individual trajectory, even by the
PaJR close monitoring approach, is highly challenging. They did not allow highly
precise predictions of deterioration to allow for quick fix linear interventions.

Do we need to measure everything at all times? Does big data provide more
or better information for decision-making than judicious ‘small data’ at the ‘right
level’ with ‘human science’ that is interactive—person to person and experiential.
To paraphrase Rosen: anticipation requires a ‘simple’ model of the future at any one
time t1 that can be acted on today in order to optimise one’s current trajectory at
a future time t2 [9]. Anticipation is a process of living systems-not a mechanistic
process [48], and the relationship between the real world and the model needs to be
organic and dynamic [48]1.

5.1.2 Big Data

In contrast, MW participants were identified from a big data program with an
entirely different model based on generic disease and service profiles in hospital
administrative datasets.

Such big data analytics identified the HLCC cohort in real time and are a very
important contribution [43] and with the predictive analytics that underpin the PaJR
system should form an information system that enables human sensemaking [41].
Arguably, the collection of individual trajectories over time in different settings
would itself become a form of big data.

1The closer the t1 model is to actual reality (the modelling relationship), the more likely
anticipatory actions are to be useful. Of course ‘simple’ models in dynamic systems are constantly
being adjusted with feedback. For example, my body tells me ‘I am thirsty’ at t1 so I drink water;
however, I am thirsty because I need increased intravascular volume despite increasing dependent
oedema which more oral fluids will not fix. Hence, I need to reframe my anticipatory model at t1
else I will be worse off at t2.

https://www.xlstat.com/en/solutions/premium
https://www.xlstat.com/en/solutions/premium
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5.1.3 The Future

Multi-layered information systems need to be generated to capture the detail of each
of the levels indicated in Fig. 1. Only then can the role of biomarkers in the very
unstable phases of health journeys be fully explored. In the interim, biometrics may
be useful in better managing the preceding phases of a health journey when they are
still more amenable to genomic, proteonomic and anti-inflammatory interventions.
These include greater understandings of how human biological systems and human
sensemaking work together.

No doubt, big data analytics, artificial intelligence and deep learning will improve
exponentially ensuring better predictive capacity. However, will our respect for the
capacity of the ‘human science’ of sensemaking and our human capacity to support,
care and anticipate changes in wellness and illness be disregarded, blinded by our
overwhelming fascination with any form of ‘hype’—here the technical buzz and
brilliance of informatics.

5.2 What Are the Implications for Health Care and Health
System Planning?

A model is, in ideal terms, a simplified external and explicit representation of our
mental model about the world, it is not the real world itself [49]. Data—‘big’ and/or
‘human centric’—are needed to provide the necessary input to validate a model
and its dynamic behaviours observed in the real world. If the data do not validate
the model, either the mental model is wrong, or we collected the wrong data. On
the other hand, data driven models without theory, have problems of validity and
coherence.

No one approach fits all clinical problems of concern. The PaJR model, while
both model-based and data-driven, still requires ‘human sensemaking’ input to help
appropriate decision-making in the context of the particulars of each individual’s
health journey. In other words, in order to make sense data must be translated
into information that apprises the personal nature of health care, and the individual
heterogeneity of illness dynamics and responsiveness.

Hence, the best of all worlds would be an agile approach to modelling health jour-
neys with the most appropriate ‘big data’, ‘small data’ and ‘human sensemaking’ to
answer the questions being posed. The question or problem to be solved should drive
which data need to be collected rather than vice versa—the still dominant ‘one size
fits all’ approach to solving complex health care and health system problems will
never fit all.

‘Big data’ brings information that generally speaking provides greater detail
about an individual or cohort. A major critique of this data-based approach to
strategy is that it is based on the underlying assumption that more data will provide
the necessary information that ultimately will lead to greater success. Clearly, this
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assumption is embedded in the move to ‘big data’—it may provide the material to
support, but not create, greater knowledge and wisdom for human action [50]. At
this stage, it remains unclear if ‘big data’ may create nothing more than an industry
of data collection, with little real value to human health and clinical decision-
making.

6 Conclusions

Using a complex adaptive systems framework builds on the works of intellectual
leaders including McWhinney, Ellis and Rosen. Anticipation is a feature of living
systems, while prediction is a feature of big data analytics. These approaches may
be contradictory; however, the emergence of the sciences of human sensemaking,
which encompasses human perceptions and experiences as central in data models,
provides new hope to improve best possible individualised care.

Our case studies on data use in preventing avoidable hospitalisations in the
MonashWatch program describe the potential of data in human sensemaking.
Personal health monitoring was conducted in patients with unstable health journeys
leading to repeated hospitalisation. For the MW care team, personal journey
monitoring provided insights related to when, how and why deteriorations were
likely to occur, allowing for anticipatory care based on patterns but not precise
predictions. The implementation described in this chapter highlights the dynamics
amongst the four different domains of ‘Self-rated health’, ‘Health/Care Change’,
‘Medication/Drug/Alcohol Change’ and ‘Support Structure Change’ that arguably
have significant impact on patients’ vulnerabilities and risk for hospitalisation. A
first step to understanding the specific systemic nature behind the particulars of an
individual can emerge from mapping various features of the person’s presenting
state.

‘Big data’ and ‘human-centric data systems’ and ‘human sensemaking’ are all
equally needed to understand and manage unstable health journeys that otherwise
may lead to potentially preventable hospital admissions. To that end, ‘big data’
should be an adjunct and enabler, not the objective fact.

While hospital and public health systems can use ‘big data’ analytics to identify
cohorts at risk of avoidable hospitalisations. The analytics provide little information
about when, how and why to intervene in the care of a particular patient. Ultimately,
patients, their networks and their health professionals have to make everyday
decisions about individualised care, and no information system can replace these
human-to-human interactions, given that no data system can truly anticipate human
behaviours.
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The Transformative Aspects of This Study

The implementation of a data system that takes a human science perspective in the
context of big data analytics is a step forward to an integrative approach to clinical
information systems.

Take Home Message
• A model is ideally a mental representation of the real world, not the real

world itself. If data do not validate a model, either the mental model is
wrong or we collected the wrong data.

• Data systems that closely model the realities of everyday human systems
are likely to be useful for clinical care. This approach is novel as
much emphasis is placed on large-scale ‘objective’ data systems which
can provide information but little insight into the dynamic realities that
underpin an individual’s health journey.

• While data can provide information, knowledge and wisdom arise from the
human capacity of sensemaking.
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Is Decision-Making of Women
Concerning Their Violent Relationships
Truly Nonlinear . . . and Why Is That?

David Katerndahl, Sandra Burge, Robert Ferrer, Johanna Becho,
Robert Wood, and Maria Del Pilar Montanez Villacampa

1 Introduction

Intimate partner violence (IPV) is a blight upon human civilization. Globally,
30% of women report having ever experienced IPV [1]. Over 35% of American
women experience IPV or stalking, with 15–42% sustaining injuries and 8–12%
requiring medical care [2]. The impact of assault is long term and not limited to
injury. Battered women are 2–7 times more likely to suffer somatization, anxiety,
depression, and phobias compared to women who report no abuse [3, 4]. Victims
of violence also report poorer physical and mental health overall [2]. Victims’
health costs are higher with more frequent hospitalizations and more visits to
emergency departments, outpatient clinics, and mental health services [4]. Yet, our
understanding of women’s decision-making about IPV is still rudimentary.

2 Nonlinearity of Partner Violence

Dynamics of day-to-day violence can be characterized in two ways: (1) the degree
of nonlinearity (nonlinear phenomena are characterized by irregular trajectories,
dynamic and variable relationships, and a disproportional response to interventions,
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leading to unexpected events and changing patterns), or (2) dynamical pattern
(categorical description of periodic, chaotic, random dynamics).

When system dynamics are “nonlinear,” they are unpredictable. Three types of
nonlinearity measurements are available [5] (see Table 1 for details). In addition
to sensitivity to initial conditions (speed with which two adjacent points diverge
over time) as measured by the largest Lyapunov’s exponent [6], nonlinearity can

Table 1 Types and sources of nonlinearity

Types of nonlinearity Sources of nonlinearity

Chaos-based Nonlinearity of underlying predictor(s)
Lyapunov’s exponent—indicates the rate at Measure of predictor nonlinearity—

which information about the initial irregular trajectories, dynamic and variable

conditions is lost relationships, and a disproportional

Interpretation response to interventions lead to

positive: system is chaotic and unstable unexpected events and changing patterns

negative: system attracts to a fixed point (e.g., nonlinearity of his violence reflects the

0: system is in a steady-state mode nonlinearity of her feelings of emotional

distance from him)

Algorithmic complexity Interdependence among predictors/
LZ complexity—indicates the circular causality
repetitiveness of a particular characteristic Vector autoregression—uses multiple

(e.g., alcohol consumption) over a time concurrent predictors’ time series to

period develop models explaining each other’s

Interpretation variable time series (e.g., his violence is

0: fixed point predicted by prior-day levels of her feelings

low positive periodic and hassles, of distance, her degree of

increasing positive: increasingly random upset, but distance, upset, and hassles

predict each other/distance predicts his

violence but his violence predicts her

distance)

Degree of irregularity Catastrophic phenomenon
Approximate entropy—indicates the Cusp catastrophe modeling—applies

amount of regularity and the catastrophe theory to model the

unpredictability of fluctuations in time- discontinuous relationship between

series data (e.g., prior day alcohol predisposing factors and outcomes due to

consumption and occurrence of violence variables that distort the relationship (e.g.,

escalation) relationship between violence burden and

Interpretation behaviors her use of negative coping

0: fixed point distorted by her use of violence

low positive periodic

increasing positive: increasingly random

Measures of nonlinearity fall into one of three types, each having several ways of measurement. In
addition, nonlinearity in general can develop from a variety of sources, each having unique ways
of assessment
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be measured as algorithmic complexity or irregularity. Algorithmic complexity
is a measure of the amount of information needed to describe the data and can
be measured by statistics such as Lempel-Ziv (LZ) complexity [7]. Degree of
irregularity of time series can be measured by statistics such as approximate entropy
(ApEn) [8]. Previous work on IPV found that most couples’ violence is nonlinear
and that violence nonlinearity is a significant predictor of women’s negative coping
strategies, positive violence appraisals, as well as hope and social support, and it
can be a stronger predictor of outcomes than either violence frequency or severity.
In addition, there is a curvilinear relationship between violence nonlinearity and
symptoms, function, and readiness-for-change [9]. Prior research has found that
violence in these relationships generally follows nonlinear trajectories [9].

Dynamics can also be classified into three dynamical patterns.

• Periodic dynamics, in which the system cycles its behavior, results when actions
and outcomes are tightly coupled, and when current behavior is dependent on
previous behavior. Periodic systems have strong attractors (repeating patterns of
phenomena) influencing possible behaviors and are stable and insensitive to small
changes in their state. Periodic systems are predictable and respond predictably
to interventions.

• In chaotic dynamics, the overall pattern of behavior recurs but the specific path
is unpredictable; this results when actions and outcomes are separated in time,
and when feedback within the system varies in strength and direction. Chaotic
systems also have attractors influencing their behavior but they are sensitive to
small changes in terms of the specific path they follow. Chaotic systems are
unpredictable, long-term, and do not respond predictably to interventions.

• A type of random dynamics (pink noise or criticality) is common in complex
systems. Criticality results from constant stress on a system composed of
interdependent components with varying predilections to respond, yielding a
random pattern of responses of varying intensity. Systems characterized by
criticality have no attractors influencing their behavior, and may or may not
be sensitive to initial conditions. Random systems are unpredictable and do not
respond predictably to interventions [10].

Hence, dynamical patterns can range from linear and predictable (periodic) to
mid-level nonlinear (chaotic) to extremely nonlinear and unpredictable (random).
Prior work on IPV found that, while 12% of couples exhibit periodic dynamics, 30%
show chaotic dynamics and 58% demonstrate random dynamics [11]. Nonlinearity
itself suggests either chaotic or random dynamics.

Prior research on the dynamics of violent relationships suggests that such rela-
tionships may have both predictable and unpredictable components (see Table 2):

• predictable in their lack of emotional reaction to relationship dynamics and stress
[12],

• but unpredictable in the shifting power dynamics within the relationship [13].

The prevalence of nonlinear chaotic and random violence within couples creates a
challenge as we attempt to understand and intervene in these relationships.
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Table 2 Types and sources of nonlinearity

Variables Key findings from previous studies

Background (B)
Demographics • Social networks of women in violent

Relationship and violence history relationships are smaller, less interconnected

Childhood abuse and less support received than given

Relationship history and function • 70% of women in violent relationships

Depression taken prior action, with both positive

Social network and negative results; few women have gone

Prior experience with actions to shelters

Factors affecting progress through stages (B, E)
Violence appraisal • Just participating in the study resulted in

Hope better sense of control of the violence, less

Support/stress use of denial to cope and more readiness to

Coping strategies leave the relationship, but no change in

Awareness awareness

Daily violence and environment (D)

Level of husband/wife violence • Daily levels of violence and perceived

Husband’s stalking needs-for-action depend on a variety of

Violence escalation prior-day predictors

Perceived violence control • Although association between his violence

Husband’s/wife’s alcohol intake and alcohol use is consistent, the nature of

Level of stress its relationship remains unclear

Level of marital harmony • Although forgiveness by her is publicly

Forgiveness sought/given condemned, it is associated with less marital

Concern: children, safety, finances distance, alcohol use by her, stress,

Desire: move on, keep family together argument frequency on the following day,

Need: leave, coping, legal but NO effect on her decision-making

Readiness-for-action (B, E)
Help counseling • Taking action depends upon a combination

Legal assistance of prior experience with taking action,

Leaving readiness-to-act and immediate perceived

need-to-act, varying depending upon the

specific action

Action taken (W)

Counseling • Action can happen without immediate

Legal action sense-of-need

Leaving

Frequency of measurement: B baseline; D daily; E end-of-study; W weekly
As a complex system, to understand the violence of women’s decision-making process requires
in-depth assessment of background, context, and events measured at different frequencies. This
table presents the wealth of variables assessed during this study



Decision-Making of Women Concerning Their Violent Relationships 151

3 A Focus on Decision-Making in Partner Violence

“Decision-making” is the process of making a choice between a number of options
and committing to a future course of action. Hence, it is a process over time that may
involve a series of steps, beginning with a perceived need to make a change. For a
decision to be made, more than one option must be available and choice is based
upon inputs, values, and constraints. Finally, the decision-making process involves
action, even if that action is to delay the change [14].

3.1 Decision-Making of Women in Violence Relationships

In addition to seeking informal support, formal actions among women in violent
relationships can be grouped into three categories: (1) leaving the household, (2)
seeking help or counseling, or (3) taking legal action, with leaving the relationship
being the most studied. Studies on action-taking among women in violent relation-
ships have generally used quantitative methods to document events (i.e., leaving)
with cross-sectional correlates of those events or qualitative methods to study
factors women consider important in those decisions. Qualitatively, the process
of taking action for these women is described as a nonlinear, fluctuating process
[15], reflecting a sequential process of “two steps forward and one step back”
[16]. Leaving an abusive partner may be considered the initial step in recovery
[17], and the beginning of a gradual but difficult process [18]. However, leaving
may not represent the only path to recovery. Bell et al. [19] found that, among
206 women seeking general help for IPV, over the course of a 1-year period, 57%
women left the relationship soon after seeking help and never returned, while an
additional 15% left within 9 months of help-seeking. The remaining women either
remained in the relationship (15%) or spent time in and out of the relationship
(13%). Cattaneo et al. [20] found that victims of IPV commonly seek both legal
and non-legal help repeatedly over the course of a year. Those who leave soon after
seeking help reported the highest quality-of-life and lowest frequencies of physical
or psychological abuse or stalking 1 year later [19]. The complexity of this decision-
making trajectory suggests the presence of a variety of factors in tension.

In general, decision-making processes include social, cognitive, and cultural
factors as well as perceptions, interpretation, judgment, motivation, and post-action
reflection [21]. A woman’s decision to separate from her violent partner or seek help
from the health care or legal systems is related to a number of internal and external
factors, such as the level of violence and alcohol consumption of both partners
in the relationship [22, 23], the man’s stalking behavior [24], pragmatic factors
such as financial independence [25], partner infidelity [26], relationship quality and
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safety [26–29], perceived barriers and support [27, 30], and her prior experience
with taking action [31]. Personal attitudes concerning the violence may also play a
role [32], and perceived or real external family pressures, relationship investment,
and alternatives are important [33]. The presence of children can be critical to the
woman’s decision to take action, creating conflict between concern for the child’s
well-being [26, 27] and desire to keep the family together [34]. These stressors and
risks may represent important factors in building the perception of need-for-action
(and eventually taking action) in the abused woman, contributing to its nonlinearity.

3.2 Studying Decision-Making in Partner Violence

To date, the framework mostly used to study action-taking among abused women
is the Transtheoretical Model [15] because the stages of moving from no perceived
need-for-action to taking action correspond to the five stages in the model [35]. The
Transtheoretical Model of Change [36] states that behavior change moves through
five stages: precontemplation, contemplation, preparation, action, and maintenance.
Those in the “precontemplation” stage are characterized by disinterest in change,
perceiving that there is no need for change; those in “contemplation” are considering
a change, and ambivalent about the “pros” and “cons.” In “preparation,” abused
women are convinced that change is necessary and are actively preparing to make
a change (they are ready for change), taking small steps in that direction. In the
“action” stage, they make key changes and wrestle to maintain them, dependent
upon many forces that push toward and pull away from the change. “Maintenance”
differs from “action” in that the change has been maintained for at least 6 months.
Those in action and maintenance are at risk for returning to the abusive relationship,
especially under stress [15].

Several contextual factors appear important in fostering the perceived need-for-
action that moves women through these stages, including awareness of the violence
and the reality of their situation [26]. Awareness is the primary factor in moving
women from precontemplation to contemplation [35]. Two factors that encourage
action-taking among abused women are insight into the violence [22], and a sense
of empowerment to act [27]. While consciousness-raising is important at all stages
of the process, self-evaluation is particularly relevant during the contemplation–
preparation–action stages [37]. Social support also correlates with seeking legal
assistance [38] and leaving the relationship [31, 39]. Hence, while awareness
and appraisal may be important in promoting perceived need-for-action, coping
style and support may be critical in spurring her into action once a decision is
made. Action-taking is dependent on problem recognition and support factors [40]
along with the recognition of important individual, interpersonal, and sociocultural
influences. But decision-making, in general, and specifically for IPV is qualitatively
nonlinear. Is it quantitatively nonlinear as well? If so, it has important implications
for healthcare providers encouraging women in abusive relationships to take action.
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3.3 Potential Sources of Nonlinearity

Measuring nonlinearity quantitatively in IPV is challenging. This requires complete
time series data of sufficient length to result in stable measures, difficult to achieve
from women scrutinized by a controlling, abusive partner. If present, nonlinearity
could have a variety of sources. Nonlinearity in taking action could be due to
nonlinearity of perceived need-for-action, which may in turn be due to (1) the
nonlinearity of underlying partner-perpetrated violence as observed in prior studies
[9], or (2) the presence of multiple, interdependent predictors or (3) circularly-causal
predictors [41]. Or nonlinearity in taking action could be present if readiness-for-
change is (4) a catastrophic phenomenon (“Catastrophe theory” seeks to explain
sudden, large changes in behavior based upon small, continuous changes in one or
more control variables; cusp catastrophe theory is one of the simpler catastrophic
models of change). Determining the source of the nonlinearity in decision-making
could suggest action-specific interventions to promote action-taking among women.

4 Research Approach

To determine the degree of nonlinearity involved in women’s decision-making and
its source(s), we used methods similar to those of a prior study [42], enrolling
women from primary care clinics who had a recent history of IPV. At baseline, all
143 women completed measures designed to assess background characteristics as
well as factors which may affect the decision-making process. Prior work found that
religious variables [43], awareness [35], depression and hope, childhood abuse, cop-
ing and violence appraisal, and partner’s controlling behaviors contribute to violence
dynamics and outcomes, including healthcare utilization [44]. To provide contextual
information concerning subjects’ support, we asked subjects to describe their social
networks (immediate social contacts), using a social network analysis matrix. The
effect of social support on women’s actions is complex. While victims of IPV are
more likely to seek legal assistance when they receive adequate social support [38],
they are more likely to leave the relationship if support is inadequate [39], especially
if support is sought but not received [31]. Finally, women completed measures of
decision-making and behavioral change at baseline and end-of-study. The Transthe-
oretical Model of Change is appropriate for describing the decision-making process
of leaving an abusive partner [37]. “Readiness-for-change” includes “readiness-
to-leave,” “readiness-for-help-coping,” and “readiness-for-legal-assistance.” While
“readiness-for-leaving” included leaving relationship, entering a women’s shelter,
or moving in with a friend or family member, “readiness-for-help” included seeking
counseling or seeking help through the Family Justice Center. “Readiness-for-legal-
action” involved getting a lawyer, filing a police report, applying for a protective
order, filing for child custody, or filing for divorce. In addition, women were asked to
complete a daily assessment using Interactive Voice Response (IVR) via telephone
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for 8 weeks, describing the previous day’s experience. In addition to reporting
on violence severity and alcohol use by both partners, women assessed violence
escalation and stalking behavior. Women also assessed daily potential predictors
of abuse, including arguments, stress, marital distance, and forgiveness sought and
given. In addition, the woman’s perceived need-for-action (seeking help, taking
legal action, leaving) was assessed as well as factors that could potentially affect
this need, such as perceived control of the violence, concerns for children’s safety,
the effect of violence on the children and/or about money, and desires to move on
and/or keep the family together.

5 Analysis

To compute nonlinearity measures, complete time series data is needed. While
study completers reported an average of 75% of days, missing data was imputed,
using an approach shown to least distort nonlinear characteristics of time series
when compared to traditional methods [45]. Using these complete time series, we
calculated nonlinearity scores with higher scores indicating a greater degree of
nonlinearity, using two measures of nonlinearity: LZ complexity and approximate
entropy. These were applied to each subject’s time series for partner-perpetrated
violence, and each assessment of perceived need-for-action.

To predict severity of violent events and environmental variables, vector autore-
gression (VAR) was applied to the IVR time series. Vector autoregression seeks
predictors of each dependent variable (i.e., need-for-help) from prior (lagged)
measures of itself and other independent time series variables (i.e., his violence,
her alcohol use, stress). In the example above, variables A, B, and C are predicted
by the two prior A scores as well as the two prior levels of B and C. Because pre-
dictors of need-for-action were analyzed individually for participants, to combine
results across participants, we applied methods traditionally reserved for meta-
analyses. Individual study statistics were combined across studies to estimate overall
statistics; thus, statistics were combined rather than the raw data, using weighted
coefficients (weighted by SE) [46].

Finally, readiness-for-action was modeled using cusp catastrophe modeling
(CCM). In CCM analysis, the impact of the asymmetry (variables expected to
linearly predict the outcome) and bifurcation (variables that could distort the
asymmetry–outcome relationship) variables on the outcome is modeled using
regression analysis, comparing the CCM against linear models to determine which
model accounts for the most variance in the outcome. Based on theory, asymme-
try variables focused on violence burden including husband-perpetrated violence
frequency and mean episode severity, partner’s controlling behaviors, and mean
daily level of need specific to the action being modeled (i.e., leaving). To reduce
the number of asymmetry variables used in the analysis, a principal component
analysis with varimax rotation was performed using these variables. One asymmetry
factor (“violence burden”) was extracted for each readiness-to-take-action outcome,



Decision-Making of Women Concerning Their Violent Relationships 155

accounting for 38–40% of the variance. Bifurcation variables were chosen based
upon their potential to yield both positive and negative reactions; these included
social support (betweenness, indegree), hope and positive coping (hope, active
coping, reinterpretation coping), forgiveness (frequency of his asking forgiveness,
frequency of her forgiving), and number of children at home. To reduce the number
of bifurcation variables, a principal component analysis with varimax rotation
was performed using these eight potential bifurcation variables. Four factors were
extracted, accounting for 75% of the variance, corresponding to “hope and cope,”
“support,” “forgiveness,” and “number of children.” Outcome variables included the
three readiness-for-action variables from the baseline and end-of-study surveys.

To determine whether CCM explained more outcome variance than linear
methods, CCM was compared against two linear models. For each dependent
variable three models were compared, using the asymmetry factor and the four
bifurcation factors. To establish that CCM explained an outcome, the CCM had
to be statistically significant, and both the Y1

3 term and at least one bifurcation
term had to be significant [47]. To conclude that CCM was at least as good as linear
modeling in explaining an outcome, the CCM had to account for at least as much of
the variance as both linear models.

6 Results

Of the 143 women enrolled, 105 completed the end-of-study interview and 93
provided enough daily reports to be included in nonlinearity analysis. Those who
completed were very similar demographically to those who enrolled. Overall, the
sample was predominantly low income and Hispanic. The mean duration of the
relationship was 14.8± 12.2 (SD) years with the mean duration of abuse being
10.6± 11.2 (SD) years.

Women provided 4696 daily reports which included 1005 (21%) reports of
partner-perpetrated abuse and 622 (13%) reports of wife-perpetrated abuse. Table 3
compares nonlinearity measures across perceived needs. Both the mean level of
perceived need-for-legal-action and its nonlinearity were less than those for either
need-for-help or leaving. Using datasets of known dynamics as benchmarks, most
approximate entropies were more nonlinear than known chaotic time series while
most of the LZ complexities were in the ranges seen in random dynamics. To
assist in identifying the source of nonlinearity of needs, regression analyses were
performed to predict measures of nonlinearity for all three perceived needs. The
nonlinearity of violence only predicted nonlinearity of need-to-leave.

VAR is useful in addressing questions of causality. In complex systems, causality
may be difficult to determine due to issues of (1) circular causality and (2) the
presence of multiple, interconnected predictors [41]. First, nonlinearity of need
could be a product of circular causality in which predictors of need are themselves
predicted by the need. Need-for-help and for-legal-action (see Figs. 1 and 2) predict
the perception that violence is increasing which, in turn, predicts both needs. In
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Table 3 Types and sources of nonlinearity

Partner’s Need-for-

Nonlinearity violence Help Legal action Leaving

Mean level of needa – 2.66 2.05 2.75

Nonlinearity of violence

LZ complexityb 0.861 0.853 0.693 0.885

Approximate entropyb 0.450 0.453 0.362 0.480

Differences in level and nonlinearity of needs-for-help, legal action and leaving among women
in violent relationships showing that both the level of need-for-legal-action and its degree of
nonlinearity are less than those of the other needs.
aLegal Action < Help/Leaving
bLegal Action < Others

Fig. 1 Significant relationship between prior-day predictors and the need-for-help. Interrelation-
ships among prior-day predictors of need-for-help (Adapted from Katerndahl et al. [48])

addition, lower perceived control and husband’s lower alcohol intake predict lower
next-day need-for-help which, in turn, predicts lower next-day perceived control and
his alcohol intake. Lower perceived control is also circularly-causal with need-for-
legal-action, but no such circular causality exists for need-to-leave. In addition, four
predictors (his violence, her readiness to move on, her forgiveness, and her concern
about the effects of violence on children) have a negative feedback relationship with
need-to-leave (see Fig. 3). Second, all three perceived needs have interdependent
prior-day predictors. Of the seven predictors of need-for-help, 20 (48%) of the
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Fig. 2 Significant relationship between prior-day predictors and the need-for-legal action. Inter-
relationships among prior-day predictors of need-for-legal action (Adapted from Katerndahl et al.
[48])

42 possible links among them are actually observed. In need-for-legal-action, 21
(38%) of the 56 possible links among its eight predictors are statistically significant.
Finally, for the six prior-day predictors of need-to-leave, 12 (40%) of the 30 possible
links are observed.

Table 4 presents the results of the CCM analyses along with their linear model
comparisons; in all three actions, CCM accounted for more variance than the linear
comparisons. Violence burden was not significant in CCMs of readiness-for-legal-
action and readiness-to-leave, suggesting that the CCMs were not complete and
other asymmetry factors may be important. The CCM for readiness-for-help did find
that violence burden contributed to the variance, and forgiveness was an important
bifurcation factor. Number of children served as the bifurcation factor for readiness-
for-legal-action. Readiness-to-leave was more complex; both number of children
and hope-and-cope were bifurcation factors in this analysis.
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Fig. 3 Significant relationship between prior-day predictors and the need-to-leave. Interrelation-
ships among prior-day predictors of need-to-leave (Adapted from Katerndahl et al. [48])

7 Interpretation

Quantitative assessments of nonlinearity using daily IVR reports of needs-for-
action show wide variation in their day-to-day nonlinearity measures, but generally
indicate that the patterns are nonlinear. The mean level of perceived need-for-
legal-action was less than that for either need-for-help or need-for-leaving, and its
nonlinearity measures were also lower. Yet, needs-for-help and leaving exhibited
negative feedback from day-to-day [48], which should minimize nonlinearity [41].
For example, if need-to-leave increases 1 day, the tendency is for it to decrease
the next day, preventing rapid, progressive increases in perceived need. In contrast,
nonlinearity of need-for-legal-action was lower (more predictable), but displayed
feedforward dynamics which should promote greater nonlinearity [41]. Such posi-
tive and negative feedback would serve to keep nonlinearity for all three needs at a
midrange. In general, while linear periodic dynamics implies predictable response to
intervention, it also suggests limited options. Extreme nonlinear (random) dynamics
implies many possible states but unpredictable response to intervention. Hence,
midrange nonlinearity may be optimal in terms of combining adaptability with
enough variability to permit adaptation [49]. In fact, previous work with women in
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violent relationships found that, when violence nonlinearity was indeed midrange,
those women reported fewer psychiatric symptoms and better emotional functioning
while recognizing that the violence was not her fault [11, 44].

Using regression analysis of baseline characteristics, the degree of nonlinearity,
or (unpredictability), of need-for-action generally depended upon a few factors.
The unpredictability of all three needs was greater when partners attempted to
isolate the women. Yet, social network variables particularly predicted nonlinearity
especially for needs-for-help and legal action, suggesting that the interplay between
his attempts to isolate her and her interactions with her social network were
important to the nonlinearity, or unpredictability, of her need to take action. Lack of
awareness was important to the unpredictability of needs-for-help and leaving. Only
nonlinearity of need-to-leave was predicted by the nonlinearity of the underlying
violence [50].

7.1 Explaining Nonlinearity of Action in IPV

The nonlinearity of action may be related to nonlinearity of perceived need-for-
action due to (1) the nonlinearity of the underlying partner-perpetrated violence,
(2) the presence of multiple, interdependent predictors, and/or (3) circularly-causal
predictors; or it could be due to (4) an underlying cusp catastrophic phenomenon in
which the relationship between violence burden and readiness-for-action is distorted
by factors affecting the violence–readiness relationship. By combining analyses [48,
50, 51], we can determine which of these explanations best explains the nonlinearity
of action.

7.1.1 Nonlinearity Due to Nonlinear Nature of Underlying Violence

If perceived need is linked to his violence, then same-day and prior-day violence
should correlate with perceived need, and the level of nonlinearity (unpredictability)
should be similar for both violence and need. In this scenario, perceived need would
be nonlinear because his violence is nonlinear. Prior analysis found that, although
same-day violence is associated with all three perceived needs, prior-day violence
is not [48]. This study found that the degrees of nonlinearity of violence and
need-for-help are similar, but regression analysis found that violence nonlinearity
was not predictive of nonlinearity of need-for-help. The level of nonlinearity of
need-for-legal-action is significantly lower than (more predictable than) that of the
violence. And prior-day violence is inversely-related to need-for-legal-action [48].
The nonlinearity of need-to-leave may well be due to the nonlinearity of his violence
for the following reasons. Both same-day and prior-day violence are associated with
need-to-leave [48], and the degree of nonlinearity is similar to that of violence.
Furthermore, the nonlinearity of violence predicts the nonlinearity of need-to-leave.
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Hence, only for need-to-leave can we make a strong case for its nonlinearity being
due to the nonlinearity of the underlying violence.

7.1.2 Nonlinearity Due to Dependence upon Multiple, Interdependent
Predictors

Based on prior analysis [48], all three perceived needs have interdependent prior-
day predictors. Of the seven predictors of need-for-help, 48% of the possible
associations among predictors are actually significant predictors. In need-for-legal-
action, 38% of the links among its eight predictors are statistically significant.
Finally, for the six prior-day predictors of need-to-leave, 40% of the possible links
were significant [48]. Hence, the case for nonlinearity of need being due to the
interdependence of its predictors is strongest for need-for-help, but could be made
for all three needs.

7.1.3 Nonlinearity Due to Dependence upon Circularly-Causal Predictors

Nonlinearity of need could also be a product of circular causality in which predictors
of need are themselves predicted by the need. Based on prior analysis [48], a strong
case for this explanation can be made for need-for-help in which three predictors
(perceived control, his alcohol use, increasing violence) are circularly-causal rela-
tionships with the need itself. Needs-for-legal-action and leaving predict each other.
Although need-for-legal-action has two other circularly-causal predictors (perceived
control, increasing violence), it also has two predictors (stress, his alcohol use)
with negative feedback relationships with need-for-legal-action. Such relationships
would be expected to dampen nonlinearity. In the case of need-to-leave, there is
little evidence that circular causality is responsible for its nonlinearity; other than the
circularly-causal relationship with need-for-legal-action, none of its other predictors
have such a relationship. In addition, four predictors (his alcohol use, desire to move
on, concern for effect of violence on children, forgiveness) have a negative feedback
relationship with need-to-leave [48]. Hence, only for need-for-help can a strong
argument be made that circular causality may explain its nonlinearity.

7.1.4 Nonlinearity Due to Catastrophic Nature of Decision-Making

Finally, the existence of sudden, reversible changes in readiness-for-change suggests
that action-taking may be best modeled as a catastrophic phenomenon using cusp
catastrophe modeling. Indeed, based on prior analysis of readiness-for-action [50],
such catastrophic models accounted for more variance in readiness-for-action than
either of the two linear models. For readiness-for-help, forgiveness (a key prior-day
predictor) was the significant bifurcation variable, distorting the linear relationship
between violence burden and readiness-for-help. However, the presence of children
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Table 5 Support for potential causes of nonlinearity of perceived need-for-action

Action

Potential cause Measure Help Legal action Leaving

Nonlinearity of violence Need-for-action + 0 +++

Interdependent predictors Need-for-action +++ ++ ++

Circular causality Need-for-action +++ + 0

Cusp catastrophe Readiness-for-action + +++ ++

Levels of evidence supporting the potential sources of nonlinearity for need-for-help, legal action,
and leaving
0 no evidence, + minimal evidence, ++ moderate evidence, +++ strong evidence

at home was important for readiness-for-legal-action and leaving (with wanting
to keep the family together and concern for child safety important prior-day
predictors), while hope and positive coping were also important as bifurcation
variables for readiness-to-leave [51]. Hence, the nonlinearity of all three actions
could be due to an underlying catastrophic relationship.

Overall, the cause of nonlinearity of help-seeking can be made for all expla-
nations except the first one (due to a relationship with nonlinear violence), but
interdependent predictors and circular causality are the most strongly supported.
While the nonlinearity of need-for-legal-action is lowest of the three, it is still
nonlinear. Yet, the best explanation for nonlinearity of seeking legal action is
that it is a catastrophic phenomenon. This may explain the suddenness of legal
action without same-day correlates [48]. Finally, for the nonlinearity of leaving,
nonlinearity of need-to-leave is best linked to the nonlinearity of the underlying
violence (see Table 5).

8 Discussions

Prior studies suggest that women want nonjudgmental, nondirective, individualized
intervention from providers [52]. If we want women in violent relationships to make
quality decisions, such decision-making should involve clarifying values, identi-
fying alternatives, obtaining necessary information, combining them to balance
heart-and-head factors to make a sound decision, and then committing to act [53].
This framework is compatible with the IPV-specific approaches of Liang et al. [40].

Can we intervene to assist these women with their decision-making? Three
factors that appear to be important in spurring abused women into action are
insight into the violence and their own decision-making [22, 26], and a sense of
empowerment to act [27]. Empowerment programs for victims of IPV promote
awareness of violence patterns, engagement in developing safety strategies, and
practice of behaviors designed to reduce violence [54], and social support correlates
with both seeking legal assistance [38] and leaving the relationship [31, 39].
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However, this study found that need-for-action among women in violent relation-
ship was nonlinear and unpredictable, making optimal decision-making (and efforts
to encourage it) difficult. We should expect that women’s actions will seem sudden
and unexpected, and that our interventions will produce unpredictable results. If we
choose to intervene in such nonlinear phenomena, then the nature of the intervention
should match the potential source(s) of the nonlinearity.

Women in violent relationships tend to cope through minimizing the abuse,
increasing defenses, or relinquishing parts of themselves [18]; in the face of
increasing or severe violence, these strategies do not work and need-for-action
builds. Her choice of which particular action to consider may be a sequential
narrowing process. Most women (72%) experiencing IPV report prior having
taken action in the past, most commonly seeking counseling (54%), leaving the
relationship (41%), moving in with others (32%), or filing police reports (33%);
with the exception of police contact, these actions were generally rated by women
as positive [55]. Once, she has narrowed her choice, then specific factors seem
to reinforce particular needs. Thus, to assist a woman in promoting her need-for-
help through counseling, discussing those factors that predict need-for-help (i.e.,
increasing violence, her violence, his stalking, forgiveness and child safety) may
help, while to promote her need-to-leave, discussing level of violence, increasing
violence, forgiveness, and effects of violence on children might promote leaving.
But establishing need is only the first step (and not that helpful if she is considering
legal action). Once she perceives a need-for-action, the next step is to prepare her
for action by focusing her on those prior-day factors that were significant (control
for help-seeking, stalking and concern for child safety for legal action, his alcohol
use, and increasing violence for leaving).

The recognition that readiness-for-legal-action was best modeled as a catas-
trophic phenomenon with number of children as its bifurcation variable means that
we should expect sudden extreme changes rather than progressive linear changes
in readiness-for-action in response to progressive changes in violence burden.
Second, current decision-making theory supports such modeling because several
characteristics important in the decision-making process involve factors that could
result in sudden reversals. For example, decision quality depends upon sound
reasoning based upon the weighing of information, values, and alternatives. Thus,
the process represents a balancing of “head and heart,” susceptible to the distorting
effects of unstable interpretation, due to fluctuating rationalization, wishful thinking,
egocentric effects, and mental illness [53]. Based upon these findings, if we try
to intervene with these women, not only should we expect sudden changes in
readiness, but our efforts to facilitate decision-making should focus on addressing
those factors that may distort her interpretation of reality (her children).

Finally, the nonlinearity of need-to-leave depends upon the nonlinearity of the
violence itself. If we could lessen such nonlinearity, it may create an opportunity
for predictable intervention. Constraints can reduce a system’s nonlinearity; such
constraint in a relationship could take the form of minimizing couple interaction
or introducing a factor known to limit the perpetrator’s behavior (i.e., a parent).
An alternate method of reducing the nonlinearity of violence could be to use
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interventions under the woman’s control (i.e., limiting her behaviors known to
trigger his violence). Hence, she may minimize arguments, her alcohol intake, or
her violent responses.

9 Conclusions

While all three needs-for-action were nonlinear, the level of women’s perceived
need-for-legal-action and its degree of nonlinearity were lowest compared with
needs-for-help and leaving. Positive feedback of need-for-legal-action coupled with
negative feedback for both need-for-help and need-to-leave serve to maintain the
nonlinearity of all three needs. Of the four possible explanations for nonlinearity
of need-for-action, need-for-help is best explained by its multiple, interdependent
predictors and circular causality, while need-for-legal-assistance is best understood
via cusp catastrophe modeling; nonlinearity of need-to-leave is best explained by its
dependence upon the underlying nonlinear violence itself. Tailoring provider inter-
vention to the source of action-specific nonlinearity may maximize predictability of
response and promote women’s action-taking for IPV.

Acknowledgements This project was funded by a grant from the National Science Foundation
(#1260210).

The Transformative Aspects of This Study

This work can transform how we study violence and care for its victims. This
project has demonstrated that it is indeed possible to quantitatively determine
the degree of nonlinearity of a variable whether it is the level of violence or
perceived need for action. And, once identified, it is possible to assess the source(s)
of that nonlinearity using quantitative approaches. These realizations can enable
investigators to pursue studies they deemed impossible before, leading to new (and
transformative) knowledge.

In addition, the observation that needs-for-help and leaving (both very nonlin-
ear) display negative feedback upon themselves while need-for-legal-action (less
nonlinear) shows feedforward dynamics suggests that all three needs are inherently
kept at midrange levels on nonlinearity. Such optimal variability has often been seen
in complex systems and suggests that it provides enough predictable linearity as a
foundation to build upon while providing enough flexible nonlinearity to adapt; rigid
periodicity minimizes options and ephemeral randomness lacks the consistency
needed as a base for the development.
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Finally, this study has transformative practice implications. First, it explains
the frustration many clinicians experience when dealing with women in violent
relationships and why simple interventions rarely work in these situations. Second,
as mentioned above, interventions that target the source of nonlinearity may foster
more predictable responses to intervention. Third, the study suggests that tailoring
intervention to the dynamic pattern the woman displays (if it can be determined)
may yield the best results. While women whose perceived need varies cyclically
may respond to simple interventions, those exhibiting random fluctuations in need
will not. Random dynamics may only respond to constraints designed to reduce
nonlinearity (i.e., limited options) or mindfulness activities (i.e., journaling) to
improve self-awareness of her situation and future. When perceived need variability
is neither cyclic nor random, the woman may respond to timed interventions which
foster epiphany moments or interventions targeting attractors that discourage action.

Take Home Message

• Decision-making of women in violent relationships is qualitatively and
quantitatively nonlinear.

• Nonlinearity of need-for-help is primarily due to its numerous, interdepen-
dent, and circularly-causal predictors.

• Nonlinearity of readiness-for-legal-action is a catastrophic phenomenon,
distorted by the number of children at home.

• Nonlinearity of need-to-leave is largely due to the nonlinearity of the
underlying violence.

• Intervening with women to encourage action needs to focus on the source
of the action-specific nonlinearity.
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Co-producing Healthcare Interventions:
Transforming Transdisciplinary
Research to Develop Healthcare Services
to Meet the Needs of Patients with
Complex Problems

Susanne Reventlow, Alexandra B. R. Jønsson, Marlene C. R. Møller,
Annette Sofie Davidsen, and Line Olsen

1 Introduction

Patient-centred health care must take a starting point in people’s experiences of
health [1–3], and involvement of patients in co-production of healthcare service
has gained increased focus during the last decades [4]. Co-producing healthcare
interventions at various stages of the process have been shown to improve the
quality and feasibility of interventions [5]. Particularly concerning the complex care
for people with multiple chronic diseases, so-called multimorbidity, co-production
holds the potential for comprehensive responsiveness to the needs of both patients
and health care providers [6]. This chapter deals with the experiences from an on-
going study, The Phy-Psy Trial (PPT), co-producing a healthcare intervention for
patients with severe mental illness (SMI) and concurrent physical diseases. This
group of patients has particularly complex health problems, requiring collaboration
between primary health care, municipal social psychiatry, and hospital-based
psychiatry. In the longer term, we anticipate that an intervention developed to help
this group of patients with SMI will also prove useful for other patients with somatic
multimorbidity.

Using the PPT as a case, we aim to describe and discuss the co-producing
processes in developing an intervention for patients with complex health problems.
The intention of the PPT is to lower the mortality and increase the quality of life for
people with SMI by using a co-produced, coordinated care plan as well as including
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information and communication technology (ICT) to support collaboration across
sector borders. The development of the intervention uses a co-production approach
building on the perspectives and experiences of all actors involved, including
patients, healthcare professionals, and policy makers. In this chapter, we address
possibilities and complexities that may occur when planning or taking part in the
co-production of interventions for patients with SMI, including a discussion on the
challenges associated with practising co-production.

In the PPT, co-production takes place on two levels: firstly, in the inter-
disciplinary research group; secondly, in the encounter with and collaboration
between the involved actors from the care settings, the patients and their networks,
and the researchers. Inspired by Frodeman’s [7] distinction between inter- and
transdisciplinarity, we use the term ‘transdisciplinary’ for the research practices that
we have started to develop through creative co-production between clinical, social,
technology sciences and the humanities, an approach that extends beyond academia.
In the PPT, co-production denotes the involvement of patients, their network, the
health professionals working in the healthcare services, and policy makers. The
project is currently at its second year out of a 9-year period. The first 2 years are
devoted to the development of the intervention; afterwards, the intervention will be
run in a randomized controlled trial followed by a process- and effect evaluation.

2 Complex Health Problems: Patients with Severe Mental
Illness and Physical Co-morbidity, and the Care They Need

Multimorbidity is most often defined as the co-occurrence of two or more chronic
conditions in a person [8, 9]. Among patients with multimorbidity, patients with SMI
have the greatest burden of illness [10, 11], and their excess mortality is mainly due
to physical diseases [12], which are under-diagnosed and under-treated in this group
of patients [13]. Because of these particularly complex health problems, patients
with SMI and physical co-morbidities are used as a critical case of multimorbidity.
Studies reveal the complexity in living with mental and physical multimorbidity
[14]. The diversity of the comorbid diseases, the limited personal resources, and
the severe social challenges of these patients increase the complexity of their
life situation [15] and their care [16]. One of the major reasons for this rests
with the structure of the highly specialized healthcare system focusing on distinct
diseases rather than intricate and complex combinations of diseases. Consequently,
patients with several diseases are treated with a separate focus on each disease,
leaving them with the feeling that they are not being treated as whole persons
[17]. Furthermore, the independent treatments of the single diseases are only partly
coordinated—if coordinated at all. Therefore, the various treatments and the lack of
overview place a heavy burden on the individual, and the lack of coordination and
cooperation across sector borders makes it difficult for the individual to navigate
the system [18–20]. This is especially challenging for patients with SMI, because
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they often need additional support from municipal social psychiatry to adhere to
their treatments. Different initiatives using integrated care models—developed with
or without the partial involvement of patients and healthcare providers—have been
tested, but with disappointing results due to difficulties in engaging both patients
and general practices [21]. These experiences show that there is a need for critical
examination of clinical practices, and a need to develop new care plans based on
the principle of participatory research and action learning [22]. For patients with
SMI and other complex health problems, there is an additional need to develop new
care approaches that can secure collaboration across sectors involving the locally
governed services.

3 Co-producing Healthcare Interventions: Theoretical
Perspectives

According to Batalden et al., a doctor cannot per se make another person healthy.
Health outcomes (good and bad) are co-produced as a consequence of the dispo-
sitions, capacities, and behaviours of both doctor and patient [4]. This makes the
patient-centred approach essential. Co-production is therefore relevant both for the
individual consultation and for the development of the healthcare services in order
to ensure meaningful, sustainable, and health optimizing interventions.

Our work with co-production is inspired by Batalden et al.’s concept of co-
production as a new way of relating to the healthcare service depending on both
the individual and the healthcare professional. Earlier models of chronic care stress
the importance of collaborative management of chronic diseases and personalized
care planning, supported by responsive policy and governance. The organizational
processes and workflows and the capacities, dispositions, and behaviours of indi-
vidual healthcare professionals and patients are also significant [23]. Sturmberg
and colleagues stress people-centredness as the driver of a complex-adaptive health
system and the importance of taking a bottom-up approach [1, 24]. Batalden et
al. propose a model for co-producing healthcare services in which patients and
professionals interact as participants within a local healthcare system in their
community. According to this model, co-production is the interdependent work of
all users—patients, relatives, and professionals—to design, create, develop, deliver,
assess, and improve the relationships and actions that contribute to the health of
individuals and populations [4].

From a post hoc analysis of the randomized trial Diabetes Care in General Prac-
tice (DCGP), we have evidence that supports the value of co-production between
patient and general practitioner. DCGP showed that an intervention structured
around individualized personal care greatly reduced the mortality of patients with
diabetes and SMI [25]. In the DCGP intervention model, the GP and the patient
worked together to identify the patient’s major health problems and goals and
determine which treatment and care plan the patient had the capacity to follow
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[26]. This co-production approach of structured, individualized, goal-oriented care
in general practice has served as an inspiration for the PPT, pointing to the need
of personalized care planning in which patients, health professionals, and social
workers from the municipality engage as co-productive partners. The results from
the above-mentioned study highlight that finding a balance between the patient’s
‘capacity’ (i.e. time, resources, and health literacy) and the ‘workload’ associated
with care is essential [27] and may be strengthened by a patient-centred approach
that enhances patient involvement.

Hence, healthcare services should provide a framework for the patient and health
care professionals to co-produce in the individual consultation. However, in the
PPT, we want to develop an intervention model that can embrace and support co-
production both in the individual consultation and in the coordinated care across
sector boundaries to optimize the overall outcome of care.

We use the term co-production to designate the inclusion of all aspects and
perspectives of all the different actors involved in the development of the interven-
tion. We regard patients, healthcare professionals, social workers, and researchers
as equal contributors to the intervention. On-going dialogue between the actors is
employed as a systematic tool in the process of developing the intervention. The
dialogue is stimulated by input from the literature, observations, interviews, and
register studies, which intend to substantiate the evidence base for the intervention.
Interactive methods such as cross-sectorial and cross-disciplinary focus groups
and workshops are applied to stimulate reflection on the different elements of the
intervention, e.g. care plan, communication, collaboration, and ICT. These methods,
combined with repeated pilot testing of intervention elements, will enable us to
address potential unintended consequences during the design phase. The results will
drive the development of the final intervention model, including the supporting ICT
care platform.

4 Co-producing the Phy-Psy Trial: The Interdisciplinary
Research Level

The PPT is a broad, interdisciplinary collaboration coordinated by the Section
of General Practice, University of Copenhagen, and involving research groups
from three Danish universities, representing different perspectives and competences
within medicine, science, humanities, social sciences, economy, and design and
IT engineering. This complex healthcare intervention, which is the goal of the
research collaboration, is developed during these first 2 years of the project and
will combine medical, social, technology sciences, and clinical practices (Fig. 1).
Both qualitative and quantitative research methods are used in the co-production
process. Researchers from different backgrounds work together within and across
different work packages, focusing on areas supporting the development of the final
intervention, e.g. user needs, technology solutions, preparation of the clinical trial,
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Fig. 1 The Phy-Psy Trial working groups

care planning, coordination, and support. The research team meetings have been
tape recorded, and notes have been taken to document the interdisciplinary work of
the co-production processes.

The User Needs group is responsible for exploring the experiences, needs,
preferences, and values of all users. This is done by ethnographic methods, taking
into account both situational and cultural contexts. The researchers in this group are
anthropologists, sociologists, and medical doctors from general practice. In the co-
production research meetings, this group keeps a particular focus on participatory
design and the development of outcomes that are relevant for and requested by
both patients and health professionals. During the early interdisciplinary research
meetings, it became clear that the gathered knowledge about user needs was required
immediately for the other working groups to initiate their work, and that data,
experiences, and produced knowledge had to be shared early in the process of
analysing and contemplating. This inopportune timeline has turned out to be one
of the most frequent challenges of the scientific PPT co-production work, which has
to focus both on the exchange of knowledge for the intervention development to
progress and on the production of the scientific knowledge base for the work.

The group responsible for the RCT and the clinical intervention involves
researchers with medical backgrounds, bio-statisticians, and medical pharmacolo-
gists. They employ epidemiological methods to develop the knowledge base for
the RCT, describe the profile of the intervention target group and the recruitment
procedures as well as making suggestions for the clinical content of the intervention
based on previous research. Their work also involves defining measurable outcomes.
At the research meetings, the group exchanges plans, needs, and results with the
other groups. For example, the other working groups help define the specific patient
group for the intervention and offer their suggestions to the clinical content of the
intervention. This work is challenged by the needs of the epidemiological research
discipline for providing a study design which enables a scientific evaluation of
the impact of the intervention, while at the same time ensuring a framework that
complies with national laws, ethics, and the interest of the multiple stakeholders
creating and receiving the intervention.
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The group responsible for the development of care plans has the time and
resource demanding challenge of finding and meeting professionals working in
different contextual settings. Their focus is on roles and responsibilities of the
different actors as well as on communication and coordination between these actors.
Previous studies have shown that this could in fact be the most difficult part of the
study—to gather and include all the relevant professionals from different sectors
in responsible collaboration [28]. At research meetings, discussions addressed the
aspiration level of a coordinated care plan involving actors across different sectors
and its implementation in the forthcoming randomized trial.

The ICT group consists of engineers and software developers, among others. This
group aims at developing tools to support the intervention. This could be a platform
engaging both the care team and the patients in monitoring and treating the diseases
or a tool to help support cooperation and communication. Their work depends both
on knowledge of healthcare system procedures and current technologies, and on
results from the User Needs group—the ICT group must identify and solve these
challenges prior to the start of the PPT. At research meetings, the members of
the ICT group have repeatedly brought up the difficulties they were experiencing,
arguing that their work depends on the delivery of inputs from the other research
groups.

4.1 The Challenges of Research Collaboration

The activities of the different working groups run in parallel. Hence, while the co-
production of the intervention elements is initiated and begins to evolve, other PPT
researchers prepare a catalogue of potential clinical intervention elements to be
included in the co-production process. One challenge is that such parallel courses
are not well suited for projects where the deliverables from group are required for
the other groups to get started. Another challenge is the inherent tension in the
interdisciplinary research group and in the work with the production of knowledge
supporting the intervention. Different perspectives are put into play in this large
jigsaw puzzle, covering epidemiology and the design of the RCT, the measurability
of outcomes, and the goals of the co-production process, which is to include the
patients’ and the professionals’ perspectives based on knowledge produced by more
action-based research methods. Co-producing at the research level can at times be a
chaotic, time consuming, and opaque process. Still, the process of co-production
aims to find meaningful elements across disciplines and research groups and to
integrate these fields of knowledge in the co-production process with all users.

While initiating the work of developing an intervention model, the project group
has faced the challenges of forming and consolidating the team. From the beginning
of the project, it has been the intention that the project team members should be able
to work openly and across working groups. However, since the different groups of
researchers are employed at different institutions and have specific competences
and responsibilities, their interactions with other groups mainly take place at
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research meetings, seminars, and workshops. This challenges the need for a close
collaboration and the feeling of ‘being part of a group’. Hence, it is hard to facilitate
the usual social forming processes of a project group and its group dynamics (i.e.
project groups are physically co-located and constantly informally interacting).

Indeed, the need for momentum in the research working groups as well as the
shifting needs for deliverables and exchange of knowledge across the working
groups are challenged in the existing structure. The core element of learning from
the first year of the PPT is that the research groups have to interact much more
than anticipated to understand and learn from each other’s pre-understandings and
perspectives; that there must be clear and well-articulated shared purposes and
values, sufficient available resources, and well-defined processes and workflows.
Hence, a restructuring of meeting frequency with more face-to-face interaction
between the groups and team members from the different groups is in progress.
Furthermore, the structure of the research processes, partly defined by the initially
developed protocols, may include the possibility to be re-organized.

5 Co-producing Healthcare Service Involving Both Health
Professionals and Patients: The Practice Level

In order to be implemented in real life, a cross-sectorial care model must make sense
for the involved patients, their networks, and the professionals involved in their care.
This level concerns the co-production of the intervention with all the actors that are
and will be involved in the practical work with the care model.

In the project, the co-production of the intervention involves patients and their
networks along with actors from the different care services—covering general
practice, hospital psychiatric services, and locally governed health authorities in
social psychiatric services in the municipality (Fig. 2). The starting point is the
investigation of the mechanism and practices that enable the improvement of care
and patient health from the perspectives of all actors.

Coulter and Collins describe patient expertise as knowledge on how disease
and treatment affect the patient’s everyday life, attitude towards risk, and values
and preferences [29]. It has been argued that living with mental disease provides
a certain kind of experience-based expertise [30]. According to Jønsson and
colleagues, patient knowledge contains both particular knowledge used to cope with
the disease and knowledge and experiences in general that have a great influence
on everyday health management—all aspects have to be considered [31]. Hence,
understanding how people experience the complexities of mental and physical
multimorbidity may be crucial when designing and delivering interventions to
support successful self-management [14].

In interviews with patients, conducted as part of the PPT, patients with SMI
often recount that health professionals fail to listen to their stories about physical
symptoms, resulting in the patients not feeling heard and taken seriously. They feel
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Fig. 2 Overview of the potential healthcare providers that can be involved in the care of patients
with psychiatric and somatic illnesses. The patient is placed at the centre of this model

that their mental disease overshadows the physical symptoms, and they tell stories
of overlooked physical illness. Many of them say that they usually wait until there
are visible signs of a disease before seeing a doctor, because otherwise they are
afraid that they will not be believed. They also express that they have practical
difficulties making an appointment. If, for example, they have to wait days or
weeks for an appointment, they are uncertain if they will be able to show up. Some
feel uncomfortable in the waiting room with other patients. In addition, they have
problems with medications, for example, concerning whom to talk to about the side
effects, how to administer them, and how to be able to pay for them. The informants’
experiences that the different professionals do not share their information result in
their belief that they have to manage the coordination of their treatments themselves.
It is difficult for them to navigate the system without sufficient support.

Professionals from the municipalities have been interviewed and observed during
their daily work routines at different places of residence for people with severe
mental illness. They find that many different professionals are involved in the care
and treatment of the patients, and that the lack of shared knowledge and coordination
of care makes it difficult for both professionals and patients to know who is doing
what—and when. They often experience errors and loss of information at the time
of service sector transitions. They see a need for improving the levels of shared
knowledge, so that all the professionals dealing with the patients should have the
same knowledge base to act upon.

The professionals from the municipality support the experiences of patients
about difficulties with fitting into the consultation system in general practice, e.g.
with getting an appointment, showing up at a definite time, and waiting in the
waiting room. In addition, the patients’ problems are often too complex to be
addressed in a normal 10-min consultation. Due to legal issues, there is no sharing
of information between general practice and social psychiatry. Therefore, the social
workers have no information about physical diseases and treatments. Moreover,
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the social workers recount that patients with low self-esteem, withdrawal, and
cognitive impairments need support to make an appointment with the health care
system and to overcome the transport difficulties, including costs. However, in some
municipalities the approaches to physical recovery at times counteract the social
workers’ support. Regarding who should have the coordinating role in an integrated
care plan, community-based professionals expressed doubt as to whether general
practitioners would commit themselves to more intensive cooperation and a change
in accessibility for these patients.

General practitioners participating in focus groups expressed that the most
pressing challenge is to get an overview of their patients’ suffering of SMI. Some
expressed that the consultations with patients with SMI are often difficult and
demanding. The patients frequently fail to turn up, are late, or have a different
agenda when they show up. Furthermore, none of them have very good cooperation
with the staff at municipal psychiatric facilities. Most of the GPs expressed
frustration that there was no health-trained staff at these facilities, a fact that made
the clinical observations and communication about physical symptoms and diseases
more difficult.

In a focus group with staff from general practices, insecurities were expressed
about how to deal with noisy and at times aggressive patients with SMI. The
staff from general practices expressed frustration that even though a lot of the
responsibility for coordination is on their shoulders, procedures on what to do and
whom to contact in social psychiatry or psychiatric facilities are inconsistent and
difficult.

These statements illustrate some of the differences—and parallels—in how
professionals experience the challenges of working with patients with SMI and
physical co-morbidity, how they view the cooperation across sectors from their
position, but also what their attitudes are towards other professionals, pointing to
the importance of defining and delineating roles and responsibility. The statements
also emphasize the fact that the different professional groups do not know enough
about each other’s working conditions, and they all work with the patient from
their specific theoretical standpoint and the goal defined by this. For example, as
in regards to the concept of recovery, the difference between aiming at clinical or
social recovery became clear. In order to be able to develop a cross-sectorial care
model, one must understand and take a starting point in the diverse experiences and
attitudes of the different actors involved [32, 33]. Furthermore, to develop patient-
centred care, the needs of patients and their networks must come to the forefront
when formulating shared intervention goals and the impact on the organizational
level.

To include the views of the isolated clusters of actors in care management, we
bring the disparate actors together in focus groups and workshops to address and
connect their views, experiences, and perceptions, but most importantly to focus
on possible solutions which can be developed in collaboration. Representatives
for patients and their networks are equally represented at separate workshops
focusing particularly on the patients’ experiences. A specific challenge here is that
patients themselves have difficulties attending such workshops. The most vulnerable
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Fig. 3 This figure illustrates how the co-production will be conducted through iteration of
explorative studies followed by joint workshops involving all actors

patients’ views are instead collected through ethnographic studies and individual
interviews. Lastly, to make sure that the results from the workshops are feasible and
supported at a policy level, we will invite strategically selected leaders in different
managerial positions to participate in framing the ideas for the future care of patients
with multimorbidity and SMI (Fig. 3).

6 Discussion

The experience of many healthcare reforms shows that it is often difficult and
resource intensive to bring healthcare practices into line with externally formu-
lated policies, recommendations, and standards [34, 35]. It is thus a major work
to implement and anchor new knowledge and technology in a heterogeneous
healthcare system. This is especially true when it comes to so-called complex
interventions involving more active components, multiple types of actors, and
relatively high demands on behaviour and competencies among actors performing
and/or receiving intervention [36]. Recent health service research increasingly rec-
ognizes the complexity associated with developing, implementing, and evaluating
new quality initiatives, and underlines the importance of exploring the processes
and work needed to make these initiatives an integral part of practice in healthcare
organizations [37].

The preliminary data from the PPT show that the complexity of both the internal
research lines and the actual development of the intervention with many different
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actors and perspectives require continuous work and reflection on one’s own practice
and the development of knowledge, and on the definite work with the content of
the intervention and its implementation. One challenge lies within the potentially
conflicting goal of developing an intervention, which meets the needs of both the
patients and the professionals across different sectors, while at the same time being
suitable for an RCT, meaning that it has to meet the standards of medical knowledge
generation and scientific research.

The PPT deals with patients with serious mental illnesses, requiring collaboration
across both health care and social sectors. This calls for an extended co-production
process to develop the collaboration between the parties, and for an agreement
on roles, relationships, and purposes of actions as a prerequisite for a new way
of delivering care that meets the needs of both patients and professionals, and
which can be implemented in real life. Therefore, the question is if it is possible
to integrate the perspectives of all actors in the emerging intervention, or—if not—
which aspects to prioritize according to existing resources. Regarding the PPT,
diversities between structures in the municipalities may require many resources to
support the work with the implementation of an intervention.

Previous studies of the development of complex interventions have shown the
importance of using a co-production process [10, 24, 38]. In a study of a primary
care-based complex intervention for patients with multimorbidity living in deprived
areas, Mercer and colleagues showed how the co-production process led to a system
change involving longer consultations with relational continuity, change of patient–
practitioner interaction, training and support for staff to deliver the intervention,
and support for patient self-management [10]. The development of this intervention
involved patients, patient representatives, and primary care providers working in
areas of very high deprivation. However, many interventions have primarily focused
on parts of the healthcare service, e.g. general practice, single hospital departments
or sectors in the municipality, and have not involved patients.

According to Batalden, good service co-production requires civil discourse
with respectful interaction and effective communication. Shared planning results
in a deeper understanding of one another’s expertise and values. Shared execu-
tion demands deeper trust, cultivation of shared goals, and mutual responsibility
and accountability for performance [4]. The work with the development of the
intervention in this study has shown the need for interactive work between the
researchers to gain understanding of one another’s view of problems, competences,
and theoretical and methodological approaches as a starting point for the production
of a knowledge base for a complex intervention. Furthermore, exploring experiences
of involved actors and user needs have shown how they understood the problems
from their perspectives and have exposed the need for interaction between actors and
researchers to find solutions which can be part of the approaching implementation
of the intervention.

The fact that co-producing is a new way of developing interventions means
that there is still a lack of knowledge on how best to coordinate the work of the
research groups that are at the same time working together and separately, and the
co-production processes across sectorial boundaries, involving both patients, their
relatives, and professionals on equal terms.
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Patient involvement in health research is based on the rationale that patients and
relatives are affected by implementation of research knowledge in health care and
therefore have the right to influence; and their experiences and insights complement
those of the researchers, contributing to more relevant research [39]. Patients’ and
relatives’ involvement in research and in the development of the healthcare service
has gained ground [29, 40] and is also asked for in research funding. However, in
this project some of the patients are in a vulnerable position and do not have the
capacity to participate in workshops or group meetings. We have tried to manage
this by interviewing patients and involving them in alternative ways. Malterud
and Elbakken suggest, from a systematic review of outcomes and experiences,
that patient involvement does not necessarily lead to more advanced knowledge.
Their analysis indicates that involving patients or relatives as co-researchers and
peers with academic researchers will not guarantee the assumed deliverables [41].
Therefore, there is a need in co-production in health care to continuously reflect on
the question who should be involved, why, when, and how. Furthermore, there is a
need of more research in the area of co-production.

In our research group, we work towards the development of new knowledge in
an interdisciplinary forum that integrates different facets of knowledge and thus
ensures the emergence of new innovative ideas and opportunities. The research
group aims specifically to enhance the interdisciplinarity among the researchers
in order to ensure that instead of merely being juxtaposed, the different bodies of
knowledge are synthesized [7, p. 35], whereby they help produce more sustainable
knowledge. Frodeman uses the concept of transdisciplinary knowledge as knowl-
edge that is developed partly across research disciplines, but which, in addition,
involves experiences and knowledge from society. The process in our project is
partly a co-production process in the interdisciplinary research team and the co-
production of the intervention in various interactive processes with the involved
parties, and therefore a case example of a process of transdisciplinary knowledge
production.

The Transformative Aspects of This Study

This study contributes to the development of methods and strategies for tackling
complex health issues, both with regard to meeting the needs of individual patient
through the development of coordination in across the healthcare system, with
care coordination eventually being a dimension in patient-centred care. The present
chapter emphasizes the different levels of co-producing and the issue of transdis-
ciplinarity as being necessary to fully enabling the co-production of healthcare
services for patients with complex health problems. At the same time, it stresses
the importance of documenting the long term effects of an intervention on health
and quality of life for patients, and more broadly, society. The case of the Phy-Psy
Trial raises several reflections concerning methodology and how to involve different



Co-producing Healthcare Interventions 181

areas of knowledge, patients, their networks, and their caregivers in the development
of new care models.

What is new in this study is the range of co-design, not only focusing on patients
or healthcare providers, but also taking all other actors into account. Furthermore,
this work implements transdisciplinarity—it takes the social science emphasis on
co-design and involvement and brings it into the traditionally medical sphere of
RCTs without compromising either. It is our belief that the PPT will benefit the
treatment of multimorbid patients with concurrent mental illnesses—as well as
patients on the whole—on more than one level.

Take Home Message
• For patients with severe mental illness and other complex health problems,

there is a need to develop new care approaches involving patients, their
networks, and professionals across health and social care sectors.

• Co-producing new interventions in healthcare service means to involve all
aspects and perspectives of all parties involved, which, on the other hand,
requires continuous reflection on one’s own research practices.

• In the co-production process questions including who should be involved,
why, when, and how must be repeatedly answered.

• Working transdisciplinarily in research is an inspiring learning process, it
takes time and face-to-face interactions, and contributes to the development
of new innovative ideas and opportunities.
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Part IV
Education and Leadership

The final part of this book describes a novel approach to sharing the experience of
complexity—through art.

Why art? Art provides a means of expressing thoughts, feelings, and responses
that may otherwise be difficult to communicate.

As Shelley Esaak1 emphasised that a piece of art tells a story in context, here
the shared understanding of the nature of systems and complexity sciences in health
care.

The final art installation—co-produced through intermittent conversations
between the artists and the scientists/health professionals/health system managers—
reflected the three key functions of art:

• the physical artefact,
• the reflection of a collective understanding, and
• the stimulation of personal reflection.

1https://www.thoughtco.com/what-are-the-functions-of-art-182414.

https://www.thoughtco.com/what-are-the-functions-of-art-182414


Coordinated Tension: The “Secret Sauce”
to Enable Decision-Making in a Global
Health Complex Adaptive System

Robert C. Hausmann, Ferdinando Regalia, Emma Iriarte,
and Jennifer Nelson

1 Introduction

The theory and practice of complexity science has helped to create a new under-
standing of an organization as a complex adaptive system. Complex adaptive
systems, a subset of non-linear system dynamics, are systems that have (1) many
interacting heterogeneous people who (2) self-organize to (3) coordinate actions
that lead to innovative solutions [1–4].

Global health innovations can be best described as a complex adaptive system
[5], and health care was recently described as the most complex system, and that
no other industry has the range or breadth due to numerous stakeholders, intricate
funding models, options for treatment, and complicated client needs [6].

A global health system has many interactions among patients, families, clini-
cians, hospital staff, nurses, community health workers, program managers, devel-
opment banks, donors, and many other partners who interact with the goal to reach
mutual objectives such as high-quality effective care for at-risk populations. This
objective has not yet been achieved through incentive systems that only focus
on measurement and key performance indicators [6]. Instead, a system could be
designed with learning as an explicit goal that enables clinicians, operators, and
administrators to experiment with creative self-organization to achieve a collective
agenda. In turn, this system could create feedback loops to try to build momentum
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for change [6]. With shared goals and learning established as a priority, coordinated
tension is needed to enable others in the system to scale-up what has been learned.
The coordination mechanisms of a complex adaptive system are the focus of this
chapter and how we intend to get at what Hazy (2018 3rd International Conference
for Systems and Complexity Sciences for Health, Auburn, VA) described as
“simplicity on the other side of complexity.”

1.1 Tension: The Go Behind the System

Tension is seen as an inherent and essential feature of complex adaptive systems; it
provides “the go of the system, the force behind the elaboration and maintenance of
structure” [7, p. 99]. As organizations become more complex, “adaptive tensions
give rise to emergent self-organization” [8, p. 343]. Hausmann [9] agrues, “as
adaptive tensions create a far-from-equilibrium state, the emergence of social
innovations is more possible” (p. 11). This definition of tension is compatible
with theories of structuration [10–12] where actors in organizations reacting to
the tension associated with the action (exploration) and institutional (exploitation)
system stretch and break social structures. In a complex adaptive system, the agents’
actions lead them to change, adapt, co-evolve, and transform their structures and
practices in order to ensure their survival [13].

Tension is an important construct to complex adaptive systems and has been
described as “adaptive tension” [14] or “opportunity tension” [15]. Tensions
such as “stability-flexibility, commitment-change, and established routines-novel
approaches have competing demands and pose challenges that require new practices
that seek creative solutions that can enable fast-paced, adaptable decision making”
[16, p. 58]. Hazy [17] suggests, “the tension between the forces of exploitation and
those of exploration is a constant of experience in life” (p. 182). Hazy goes on
to argue “new possibilities emerge from exploration, and these demand resources.
Thus, they conflict with established capabilities that may be losing their luster” [17,
p. 182].

We have found that a complex adaptive system requires coordination of ideas,
resources, time, and people so that they can be recombined in such a way that new
value is created for others in the system. Coordinated tension is created through a
continuous cycle of pushing and pulling between exploiting what we believe we
know and exploring what is possible which inherently involves learning. We came
to understand that coordinating tension was the critical factor to enable innovation in
a complex adaptive system. We share the practices that enable leaders to effectively
coordinate tension in the following pages.
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1.2 Coordinating the Tensions Between Exploration
and Exploitation Systems

Coordinated tension mediates the interaction between exploration and exploitation.
We call it coordinated tension because it focuses on the interaction between the
exploitation system of rules and the exploration system of actors. The mechanism
in the center coordinates how people will interact in order to create value together.

This coordination mechanism is like Hazy’s [17] explanation of unified leader-
ship in that it “manages membership and boundaries internal and external to the
system. It defines and maintains unity within the system [18] in the face of tension
between convergent and generative activities within the system, and it makes sense
of these tensions for the organization’s members [19] to find meaning.” Furthermore,
“it creates and dissolves boundaries, determines the boundary’s permeability to
information [20] and establishes and enforces the rights and responsibilities of
system membership.” (p. 175)

Coordinated tension is similar in that it creates and reinforces boundaries
through which actors in the system will interact. However, it extends this in that it
necessitates a requirement for learning among the actors. This learning component
is what holds the system together so that members can make sense and negotiate
a set of shared goals and measurements that define how they will reach their
desired collective impact. In this case, the impact is to improve health outcomes for
women and children. Using coordination tension as our framework, we describe the
methods, tools, and approaches of the coordination unit of the Salud Mesoamerican
Initiative.

2 Salud Mesoamerican Initiative as a Coordinated Learning
System

In 2010, the Inter-American Development Bank, the Bill and Melinda Gates
Foundation, the Carlos Slim Foundation, and the Government of Spain created a
global partnership to improve the health of the poor in Mesoamerica, while testing
out an innovative results-based financing (RBF) model, placing incentives at the
national level, to generate evidence about RBF to increase aid effectiveness and
reduce maternal and child health inequalities. This partnership resulted in the Salud
Mesoamerica Initiative (SMI).

The SMI rules of the game include:

• Countries must work within the poorest 20% of their populations, selected based
on poverty incidence data;

• SMI funds can only finance evidence-based, cost-effective interventions for
maternal and child health;
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• All projects are co-financed by SMI and countries (50% average cost-sharing);
and

• All results are externally verified by an independent third party through both
household and health facility surveys.

If countries meet 80% of their goals, they receive 50% of their original
investment to use freely within the health sector.

In the region, SMI interventions are directly benefiting 1.8 million women of
reproductive age and children less than 5 years of age. Indirectly 4.5 million people
living in the poorest areas are also benefiting from these interventions. Through
its RBF plus model, SMI has achieved results through a combination of national
level incentives at the population outcome level, external verification, and technical
assistance. Detail program description can be found in Eichler et al. [21] and
baseline survey results and methodology can be found in Mokdad et al. [22].
A process evaluation conducted by El Bcheraoui et al. [23] found that regional
competition, sense of a true partnership, technical assistance, and an experienced-
based learning environment were drivers of success of the partnership.

The partnership has demonstrated impressive results. After 5 years of imple-
mentation, changes in coverage and quality of care were externally verified by the
Institute of Health Metrics and Evaluation. The use of family planning methods
went from 53% to 75%, which represents an increase of 22% points in 5 years in
El Salvador. The typical acceleration rate in this indicator is less than 1% points
every year [22]. Care for mothers and babies also improved: Early prenatal care
increased by 31% in Nicaragua, institutional birth increased by 23% in Honduras,
and early postpartum care increased in Belize by 81%. In Honduras, Nicaragua, and
Belize, the quality of care during obstetric complications according to international
standards improved between 17% and 61% and quality prenatal care in El Salvador
improved by 24%. Children under 5 also benefited, coverage of measles, mumps,
and rubella vaccination improved in El Salvador by 39%, and 95% of children with
diarrhea were treated with both oral rehydration salts and zinc in Honduras and
Belize, an innovation introduced to health systems by SMI. All four countries met
80% of their targets, resulting in $3.7 million in incentives for the Ministries of
Health. Results from the remaining four countries will be available by January 2019.

In the SMI context, the main challenge proposed is not what to implement; cost-
effective, evidence-based intervention packages exist in maternal and child health.
Rather, the challenge is how to accelerate scale-up of implementation of these
packages with quality in the hardest to reach areas of the region.

We believe this context qualifies SMI as a complex adaptive system. In complex
systems, learning is imperative to creating and testing the innovations necessary to
improve health outcomes. The complexity stemmed from the need to coordinate a
collective agenda that included actors from a mult-lateral bank, two private sector
foundations, one public agency, and multiple sovereign governments in order to
have an effect on the poorest communities in the country. In complex development
contexts, cause and effect do not exist in any meaningful way—and where such
dynamic change exists, uncertainty, vague inter-relations, and problematic feedback
loops also pose problems.
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2.1 SMI’s Coordinated Tension Model

SMI’s coordination model has three elements:

• The exploitation system of rules;
• The exploration system of actors; and
• The coordination system of learning.

The exploitation system refers to the specific SMI rules of engagement and the
boundaries put in place by the institutions involved, including incentives and control
through policies and protocols. The exploration system of actors refers to all
the many individual actions, perceptions, and experiences happening at various
levels of the system, which create many weak signals throughout the system. The
coordination system of learning refers to the system designed by SMI to manage
the tension between exploitation and exploration. The system required a robust
learning-performance feedback loop that coordinated specific data, the right actors
and spaces for reflection within the programs infrastructure, resources, and incen-
tives mechanism. This required enabling factors such as influential partners, timing
of the Millennium Development Goals, and regional competition. Key adaptive
coordination abilities were required including: creating a learning environment,
experimentation, translation, and brokering.

The conceptual framework (presented in Fig. 1) provides a way of thinking about
how the new value was created through the coordination mechanisms in a complex
adaptive system.

Learning and performance functions are not done in isolation from other work:
they support wider efforts to make progress. This means it is not possible to fully
evaluate their success without assessing how successfully the learning was used. It
also means that it is impossible to separate “pure” learning functions from the other
project or program activities, especially due to the intrinsic nature of SMI in which
learning is embedded in many processes triggered by the Initiative’s components.

Learning was embedded in the everyday coordination practices of SMI operators,
a process that was non-sequential, something other than an orderly march from
intervention to success and results frommany micro-interactions among participants
over time. It included activities of both exploration and exploitation and needed to
be systemically monitored before taking action.

2.2 Making Sense of Data in Coordination System

The ability to collect useful data, to achieve a thorough understanding of the
problem, and to provide proper analysis is crucial to recommending effective
interventions and programs. Operational leaders in global health settings have an
array of approaches in which to make sense of the data that is coming their way
about the efficacy of the efforts. The art is to know when to use which approach to
make sense for the challenge.
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SMI intentionally mixed quantitative and qualitative data in order to understand
the way in which people make decisions, and the context in which those decisions are
made. These two together support decision-making in a coordination system. This
formed a rich dataset that permitted a combined qualitative–quantitative assessment
for generating deep insights. Taken together, quantitative data (surveys, routine
health information systems) and qualitative data (observations, stories and their
meanings, discussions with experts) provided a perspective with both depth and
breadth: broad enough to inform the regional program strategic thinking about the
next years of operations, yet deep and real enough to provoke specific and immediate
follow-up actions by the countries in planning their next year of operations. Each
data source has a specific use case, audience and frequency, and was designed in an
aligned and complementary fashion.

2.2.1 Quantitative Data Sources

SMI used three main sources of quantitative data: external household and health
facility surveys; rapid household and health facility audits, and dashboards powered
by routine health information systems. Some data sources, such as external house-
hold and facility data, were a program requirement. This data generated high-quality
data from an externally credible source that was used for both policy dialogue and
program design, in addition to determining if countries received the performance
incentive. Some countries also used rapid household and health facility audits to
measure progress prior to the external survey and to adjust their courses of action,
in addition to providing sub-national performance incentives to primary healthcare
teams. Lastly, countries used their routine health information systems to monitor
progress towards their targets at local and aggregated levels using proxy indicators
for external survey indicators. The frequency, quality, and use varied by source as
outlined in Table 1; however, all indicators were related and aligned.

These data sources mainly answered complicated questions, for example, did
countries meet targets or key milestones? Is implementation going as planned?What
health facilities are the top/lowest performers? What household characteristics are
associated with care seeking behaviors? This data helped to provide critical data
about the program’s theory of change of specific interventions. For example, surveys
revealed if interventions were associated with behavior changes; households that
were using micronutrient powders for point-of-use fortification of food to reduce
anemia had also received counseling and had correct knowledge of their use, or if
women who lived far from a health facility and opted for institutional birth were
provided transportation vouchers.

2.2.2 Qualitative Data Sources

SMI also used three main qualitative data sources: observational data, expert
opinion, and narrative data. Every 3 months, IDB/SMI staff and MOH personnel
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Table 1 Making sense of data from multiple sources in a global health initiative and intentionally
creating spaces for reflective learning environment

Data sources

Type of data Data source Description and use case Audience Frequency

Quantitative data External
household and
health facility
surveys

• Household and health
facility data collected by
external evaluator
(Institute of Health
Metrics and Evaluation)

• Generates high-quality
data for policy dialogue,
program design, and
course correction

• Used to determine if
countries receive the
performance incentive as
part of the program

Donors, IDB,
countries,
public

18–24
months

Rapid household
and health
facility audits

• Household and health
facility surveys collected
by external consultants
within countries (BE,
ES, HO, NI)

• Used to determine if
local providers receive
the performance
incentive (BE, ES)

• Used by teams to
course-correct during
program implementation
prior to external survey

IDB, national
and local
level
implementers

Quarterly
(BE) 6
months
(ES) 1
time (NI,
HO)

Dashboards:
routine
information
systems and
program
implementation
data

• Dashboards were
created to harness
routine information
systems. Proxies related
to performance
indicators were selected.
Key implementation
milestones related to
implementation were
also selected.

• Monthly targets were set
and monitored by
national level teams
through supervision
missions and local teams
through their quality
improvement process.

IDB, national
and local
level
implementers

Monthly

(continued)
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Table 1 (continued)

Data sources

Type of data Data source Description and use case Audience Frequency

Qualitative data Observational
data

• Field visits are held
every 3 months with
IDB and national
authorities to identify
bottlenecks and propose
solutions.

IDB, national
and local
level
implementers

Quarterly

Expert opinion • SMI consulted with
regional and local
experts to gain insight
on challenges and
potential solutions

IDB, national
and local
level
implementers

Ongoing

Narrative data • SMI ran an experiment
to collect
micronarratives about
program successes and
failures with local and
national level program
implementers (300 per
country)

• Workshops were
designed to analyze
these micronarratives as
part of the design of the
second phase of the
program.

Donors, IDB,
countries,
public

One time
per
country

Intentionally created spaces for reflective learning environment

Space Description Actors Frequency

SMI regional meetings • Meetings hosted by SMI
to disseminate results
from external surveys

Donors, IDB,
countries,
public

3 years

(COMISCA) Meetings • SMI was invited to
participate in
COMISCA meetings
every semester to share
program progress with
ministers of health and
partners

IDB,
COMISCA,
regional
partners

6 months

Cross-country exchanges • SMI hosted
cross-country exchanges
between countries facing
similar implementation
challenges or policy
dialogue decisions

IDB,
countries

4 in total

(continued)
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Table 1 (continued)

Intentionally created spaces for reflective learning environment

Space Description Actors Frequency

IDB supervision missions • Every quarter, IDB and
MOH authorities meet to
review program
progress, conduct field
visits, identify
bottlenecks, and make
decisions

IDB,
countries

Quarterly

Quality improvement meetings
and collaboratives

• SMI provided technical
assistance to countries to
design or improve
continuous quality
improvement strategies.

• Quality improvement
teams in health centers
and hospitals collected
and reviewed data as
part of the PDSA cycle

• Collaboratives were
hosted within countries
to allow quality
improvement teams to
share data, best practices
and challenges

Subnational
and local
country
implementers

Monthly/
quarterly

from the national level conducted field visits to program implementation areas to
collect feedback by discussing issues with frontline providers and local managers
and through direct observation. After-action reviews were held following field visits
to discuss findings and next steps. SMI also called experts in the field to gather
feedback on findings or implementation questions. Teams also held focus group
discussions with beneficiaries to gather feedback regarding intervention processes,
messaging, barriers, and perceptions as part of intervention design and implemen-
tation. SMI also piloted a micronarrative data collection trial using Sensemaker® to
collect and analyze over 2000 micronarratives. These data sources were mainly used
to answer complex questions, for example: How was an intervention implemented?
Why did it work or fail? What were the challenges? What are recommendations for
going forward? What was the context?

2.3 Reflecting on Findings with the Right Actors

The various stakeholders involved in the initiative already had several opportuni-
ties for interactions during the activities that are necessary to execute, monitor,
supervise, evaluate, and share for implementing health and nutrition intervention
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at scale. SMI created and took advantage of existing spaces to intentionally use the
data generated as part of the program for course correction summarized in Table 1.
At the regional level, SMI hosted regional meetings to disseminate results of the
external surveys at the end of each phase of the program. These meetings provided
donors, IDB, and country implementers the opportunity to discuss both successes
and failures and provide feedback to the RBF model. Countries also learned from
each other’s experiences, shared best practices and challenges. International partners
also participated in these meetings. SMI also hosted cross-country learning visits
between countries facing similar implementation challenges or policy dialogue
decisions. For example, Panama visited Nicaragua to learn about the maternal
waiting home and transportation voucher strategy. SMI also participated in existing
spaces, including the Council of Ministers of Health from Central America and
Dominican Republic (COMISCA) meetings every 6 months.

Every quarter as part of the SMI Supervision and Monitoring strategy, IDB/SMI
conducted a supervision mission with the country to review financial and technical
progress within the program. Both high level authorities and subnational and local
implementers were invited to attend the meetings. The SMI rules of engagement put
the focus on small voices in the proverbial “long-tail of innovation” by creating an
intentional feedback loop between operators closest to the action and policy makers
who control resources. By systemically probing for many small observations, or
stories, from the local level, SMI was able to detect, make sense of, and amplify
voices across the program.

Tools such as a dashboard and project execution plan were reviewed. Field visits
were also conducted to collect insights from local program implementers. The SMI
coordination unit assisted missions in all countries and provided program staff with
a space to share lessons learned and demonstrate successful intervention strategies.
This provided fertile ground for iterative design and cross-fertilization. For example,
the hoja filtro para mujeres en edad reproductiva or screening form for women of
reproductive age was first created by a local team in El Salvador and shared during a
supervision mission with IDB and national levels. Given the team’s success with the
tool in increasing early prenatal care and family planning use, it was decided that
it would be scaled-up to other primary healthcare teams in the SMI area. Within
1 week, the tool went through six iterations and was finalized for printing and
training. SMI shared the tool with four other countries, who also thought the tool
was promising and adapted and implemented it locally (Fig. 2).

Lastly, SMI supported countries in the design and implementation of continuous
quality improvement strategies. SMI’s QI approach has been a blend of total quality
management and continuous quality improvement and seeks to create both system
wide and sustainable change. SMI has approached this challenge at the national level
by providing direct technical assistance to countries to create quality improvement
strategies and standards. At points of service (in outpatient clinics, maternal clinics,
and hospitals) SMI has provided technical assistance to identify, map, and optimize
critical processes related to SMI targets; develop and measure standards; prioritize
areas for improvement; and develop improvement plans. SMI has developed tools
to facilitate data collection and analysis to support the creation of a reflective
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El Salvador Iterations

Honduras

SISTEMA DE HOJA FILTRO Y REFERENCIA COMUNITARIA (HFR)

DATOS DE LA MUJER EN EDAD FÉRTIL
NOMBRE CÉDULA FECHA DE NACIMIENTO EDAD

/        /

DISTRITO CORREGIMIENTO COMUNIDAD ZONA

REFERENCIA DE UBICACIÓN DE LA VIVIENDA TELEFÓNO

A
P
L
I 

C
A
C
I
Ó
N

�

FECHA DE APLICACIÓN PERSONA RESPONSABLE CARGO/FUNCIÓN
/           /

PREGUNTA RESPUESTA
1 ¿Tiene pareja actualmente? No Sí
2 ¿Cuándo fue la última vez que tuvo su periodo? Día: Mes: Año:  
3 ¿Quiere tener un bebé? No Sí
4 ¿En caso de que no quiera tener un bebé, ¿conoce algún método para no quedar embarazada? No Sí
5 En caso de que la respuesta a la pregunta anterior haya sido Sí, preguntar: ¿utiliza actualmente el método?  No Sí
6 Brindar información sobre PF y preguntar: ¿Desearía emplear algún método para no quedar embarazada? No Sí
7 ¿Le han realizado examen de Papanicolau en el último año? No Sí
8 ¿Le han realizado examen de mamas en el último año? No Sí

PLATAFORMA COMUNITARIA DE LA RED DE SALUD
�PROGRAMA DE APOYOS COMUNITARIOS -PACO�

PROGRAMA DE EXTENSIÓN DE COBERTURA Y 
FORTALECIMIENTO DE LAS REDES INTEGRADAS DE SALUD

Panama

Family Planning Screening Tool
Screening tool for women in reproductive age 15-49 
years

Doctors and nurses to ask WRA the questions below and 
document in medical record, irrespective of motive for 
consultation

Abbreviated notes in medical 
records

Are you sexually active: SA SA? Yes or No

Date of last menstrual period: first day of last 
menstruation LMP more than a month ago, have a 
pregnancy test done STAT using the rapid pregnancy test 
and conduct prenatal care, order lab test and refer for  
subsequent  prenatal care

LMP: dd/mm/yyyy

Do you currently use a contraceptive method   ( 
CMethod) 

CU?: Yes or No

If yes, what type of contraceptive method (CMethod) 
is used?

CMethod: name of method

If no do you want to use a family planning method? 
Advise on where methods can be obtained

WCU?: Yes or No

If NO, the reason why no method is wanted NoCU: write reason why not 
wanting to use

Current intake of Folic acid tablets(FAcid) or folic 
acid containing multivitamins (FA-MV) or iron 
containing multivitamins (I-MV) or Iron + Folic Acids 
(IFA) tablets? If no, counsel on the importance of iron, 
folic acid and vitamins in the prevention of anemia and 
neural tube defects respectively besides others 

FAcid: Yes or No

IFA:
FA-MV:

I-MV:

Date of last cervical screening: pap smear or VIA.

If yes, obtain result note in medical record+ advise on 
next step or advise when to have the next one done ( 1 
every 3 years if no cervical changes noted)

Screening CACC: write date as 
dd/mm/yyyy

Belice

Visita 1 Visita 2 Visita 3 Visita 4

Fecha:_____________ Fecha:_____________ Fecha:_____________ Fecha:____________

SI                      NO SI                     NO SI                      NO SI                      NO

SI                      NO SI                     NO SI                      NO SI                      NO

SI                      NO SI                     NO SI                      NO SI                      NO

SI                      NO SI                     NO SI                      NO SI                      NO

SI                      NO SI                     NO SI                      NO SI                      NO

SI                      NO SI                     NO SI                      NO SI                      NO

SI                      NO SI                     NO SI                      NO SI                      NO

Acciones Recomendadas

Preguntas

Año:_________

¿Tiene pareja?

¿Qué método utiliza actualmente?

¿Está usando algún método para no quedar 
embarazada?

En caso de no estar planificando, ¿le gustaría utilizar 
algún método para no quedar embarazada?

Si la respuesta es NO, pregunte y anote el motivo

¿Cuándo fue la última vez que vio su menstruación / 
regla?

¿Actualmente esta tomando ácido fólico?

¿Actualmente esta tomando hierro?

¿Le han realizado papanicolau / IVAA en los ultimos 12 
meses?

Escriba su nombre y apellido

Escriba su cargo

¿Tiene relaciones sexuales?

15

14

16

17

18

19

20

21

23

24

25

26

27

23

22

Guatemala

Regional Replications

Fig. 2 Rapid iteration and replication tool
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environment. SMI has also facilitated collaboratives between health centers and
hospitals to share learnings. This alone was a great challenge, and many teams
for the first time are now running plan-do-study-act (PDSA) cycles and sharing
successes. Table 1 describes the coordination mechanisms for reflective learning
that were intentionally created.

SMI was able to make sure that the right people were in the room. For example,
Minister of Health and Finance, the Director of Primary Health Care Services,
the Director of Hospital Networks, or the Director of the Technology Department
attended these meetings to review latest available data and to make strategic
and operational decisions. IDB team leaders, fiduciary experts, technical experts,
subnational managers and providers also participated to provide “a holistic view” of
the system. In this process, SMI ensured that key decision makers and implementers
could jointly discuss issues.

2.4 SMI Practices to Effectively Coordinate Tension

The SMI coordination unit embodied key practices to effectively coordinate tension.
As mentioned, the team intentionally created learning environments for stakeholder
interaction. The team also actively practiced experimentation and agile management
within regional and country level strategies; many operational interventions, such as
the hoja filtro, were emergent. Given their coordination role, vertical and horizontal
translation between various levels of the systems was critical. For example, SMI
assisted teams in translating findings from data from the Institute of Health Metrics
and Evaluation (IHME) surveys or routine health information systems into action.
The coordination unit also asked as a broker to detect local innovations and share
them with actors from other countries facing similar challenges for adaptation.

In the case of SMI, this was achieved by creating a small, dedicated team with
clear individual and collective roles for coordination and learning. All members
had a commitment to a clear set of results and principals. The team operated with
intentionality to solve problems; they applied their data and deep knowledge of local
systems using a systems approach to intervention design and implementation.

3 What Did We Learn About the Mechanisms of
Coordination in a Complex Adaptive System?

Our approach to coordinated tension focuses on resilience which allows a degree
of failure and emphasizes learning as a priority. The system shifted from a tool
for planning to a system that was open to emergent outcomes and creating the right
environment where these outcomes could be capitalized on. This required designing
a coordinated learning system that fits the context.
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3.1 Coordinating the Long-Tail of Innovation

As discussed, coordination is needed to amplify and exploit the tensions that will
create the energy to change the system in some way. As Boisot and Mckelvey [24]
stated: “Many events connected under tension . . . are often distributed according
to a power law (p. 416)”. A power law suggests that in nature small events happen
quite often, but large events are very rare.

The “long-tail” representation of data indicates that data are most likely dis-
tributed according to a power-law—our findings suggest that coordinating the action
of the global health professionals across countries in the Mesoamerica Region was
about amplifying the voices of the actors in the long tail (e.g., community health
workers, doctors, nurses, local managers, country actors, etc.). These are the actors
found in the exploration system of our model. In fact, the actors in the long-tail
are often the ones that are breaking institutional norms often required to enact
sustainable change. The mechanism of coordination is important in understanding
the potential for scaling innovation by awaking the resources in the long-tail.

In SMI, we found local actors had the critical knowledge and resources to
help solve problems and provided ideas and stories from the long tail (exploration
system). The coordination unit saw patterns in those stories and experiences and
saw that they were often disconnected from policy makers or program manager
perceptions. The stories in the long tail sound like “this matters to me” or this
“matters to us.” This was in stark contrast to “They need this” that came from the
10% of people in the exploitation system creating rules and policies. SMI helped to
translate these experiences to those making decisions.

For example, one story we labeled “The lawnmower.” In the story, the community
health worker talks about using the resources to “buy a lawnmower” to improve the
look of the public health facility. As the facility improved, it attracted more women
because it appeared to be a more beautiful place to convene and access care. That
created an environment where they wanted to be and thus deliver their babies and
come for pre- and post-natal care.

So, why would one give up 10% of the output value, especially if novel system
change came from the other 90% of participants? If your system is designed where
one must give up the value of the long-tail of innovation, the system should be re-
engineered [25]. That is the value of “tension coordination.” The coordination and
scalable response does not ask “how do we manage these people,” but “what is their
contribution and how do we coordinate their action.” Therefore, the point of the
lawnmower story is not for the MOH to buy lawnmowers for every health facility.
Instead, create a process for local teams to make changes to facilities or processes
based on their local expertise and insights, which in Belize and El Salvador, was
achieved by providing teams with additional resources for these types of efforts.
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3.2 SMI’s Lessons Learned Implementing a Coordination
System of Learning

We find that SMI created a learning system within the global health complex
adaptive system to achieve results which relied on three main elements: (1) System
of rules (exploitation); (2) System of actors and variation (exploration); and (3)
Coordinated system of learning. To manage the tension between exploitation and
exploration systems, the learning system intentionally created a feedback mech-
anism that required specific data, the right actors, enabling factors, and adaptive
coordination abilities. Based on this experience, we find that to manage complex
adaptive systems and balance the tension between exploitation and exploration,
it is necessary to create coordinated learning system with four critical objectives:
creating a learning environment, experimentation, translation, and brokering. SMI
is not the only system that has found these elements to be important; looking
at achievements in healthcare delivery across 60 low, middle, and high income
countries, other research has found four factors:

• Begin with small scale initiatives and build up (experimentation),
• Convert data and information into intelligence and give this openly to the

appropriate decision makers (translation and learning environment),
• Remember the lone hero model does not work and that collaboration underpins

all productive change (brokering), and
• Always start with the patient at the center of any reform measure [6].

However, SMI had three key learnings from implementation: (1) Trade-offs exist
between data sources; (2) Context and culture must be taken into consideration; and
(3) Learning must be planned and intentional.

3.2.1 Trade-offs Between Data Sources

Data is a very powerful tool to influence strategy, design, and implementation when
used effectively. However, each of the data sources used by SMI had trade-offs
related to quality, frequency, cost to collect, and effort to use. Table 2 summarizes
the trade-offs observed and resulting decisions. These issues are important to
consider when designing and selecting data for feedback in the coordination system.

3.2.2 Context and Culture

Elements of the SMI program play a key role in generating an incentive for data
use. Time-bound targets, performance incentive, and regional reputation were found
to create a sense of urgency to use data to track progress. Technical assistance
provided by the IDB/SMI and data collection experts allowed for meaningful
technical dialogue. Data was transformed into visualizations that made it more
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useful for decision-making. SMI’s regional nature played a role in allowing for
cross-fertilization of ideas. These elements are important for program design.
Creating a culture for learning and reflection was also important. This was done
by creating a respectful, technical environment for discussion through facilitation
and leadership.

3.2.3 Learning Must be Planned and Intentional

SMI design included budget and milestones related to learning. The program
was committed to sharing successes and failures within and between countries
and donors. Quality improvement provided a platform to use data and reflect
on performance. Specific tools (quality and timely data, visualization, stories)
and abilities (creating a learning environment, experimentation, translation, and
brokering) were required to coordinate learning. In the case of SMI a dedicated
team was created to carry out these activities.

3.3 Remaining Questions for Scale-Up, Sustainability, and
Future Replications from a Complexity Perspective

As SMI enters its third and final phase, many questions remain around sustainability,
scale-up, and replication: (1) Is SMI sustainable in its current form; (2) Can it be
scaled-up nationally; and (3) Can it be adapted and replicated in other programs?

We find that a coordinated learning system can take on many forms. In the
case of SMI and in the newly launched Regional Malaria Elimination Initiative
based on SMI, this system was created and managed by a small, dedicated unit
within the managing organization, IDB. Regarding the sustainability and replication
of SMI, these insights could help create new rules, policies, or best practices
using exploitation mechanisms. For example, one recommendation is that future
programs working in complex and adaptive systems should have a coordinated
learning system with the four critical objectives mentioned. This system must be
intentionally created and monitored, requiring both time and resources. One way
to think about scale-up is by ensuring that actors outside of the those managing the
learning system (in SMI’s case, the coordination unit) acquire adaptive coordination
abilities. This could be achieved by creating a focused mentoring program to
key actors within the system, improving the ability of the system to experiment,
translate, and broker.
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The Transformative Aspects of This Study

We found that to manage complex adaptive systems and mediate the tension
between exploitation and exploration, it is necessary to create coordinated learning
system with four critical objectives: creating a learning environment, experimen-
tation, translation, and brokering. However, it is critical for programs considering
working in complex adaptive systems to design a system that fits their context.
Some programs may require dedicated teams, while others may intentionally assign
these functions to existing stakeholders. To effectively design these systems, it
is necessary to understand and map out the rules within the exploitation system
of interest. Likewise, it is critical to understand the actors and to permit and
detect emergent practices within their exploration system. Finally, it will require
intentionally coordinating tension between these systems through learning with the
right combination of data, actors and abilities to achieve meaningful change.

Take Home Message
• Conceptualizing the dynamic nature of a system through the coordinated

tension model is important when innovation is a priority. It makes explicit
how the micro, meso, and macro levels interact to create value.

• The bridge between exploitation and exploration is navigated through a
process of coordination.

• Coordinating a system of learning requires dedicated resources (time,
people, and money) to enable the mechanisms of (1) creating a learning
environment, (2) experimentation, (3) translation, and (4) brokering.

• Using the coordinated tension model allows leaders to make explicit the
priority they are placing on learning for the primary purpose of co-creating
value with their stakeholders.
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A Systems Perspective for Measuring
Features of Transdisciplinary Knowledge
Producing Teams (TDKPTs)

Gaetano R. Lotrecchiano and Shalini Misra

1 What Are Transdisciplinary (TD) Knowledge Producing
Teams (KPTs)?

The first use of the term transdisciplinarity is credited to the Swiss psycholo-
gist Jean Piaget. In his treatise on the subject, he framed transdisciplinarity as
a “higher stage of succeeding interdisciplinary relationships . . . which would
not cover interactions or reciprocities between specialized research projects, but
would place these relationships within a total system without any firm boundaries
between disciplines” [1]. Hence, from its inception systems thinking grounded
transdisciplinary economies of knowledge production. Systems thinking aimed to
understand entire multilevel networks of individuals, organizations, and knowledge.
Numerous scholars have continued to refine and expand upon the theoretical and
applied properties of transdisciplinarity in an attempt to bridge this definition
to applied problem-solving [2–6]. However, the application of the term as an
applied model of problem solving is credited to the Romanian physicist, Basarab
Nicolescu, who advanced the applicability of the term to contemporary problem
solving by emphasizing how transdisciplinary perspectives aided in understanding
the world beyond the frameworks of any one discipline [7]. A number of lines of
inquiry have focused on the conceptual work of defining transdisciplinarity and
have contributed to our understanding of the nature of knowledge integration—
complex and adaptive systems perspectives [8]; humanities discourses [9]; socially
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responsible science [10, 11]; defining and dealing with “wicked problems” [12];
reimagining disciplinary silos and boundaries [13]; and the multiplicity of realities
in science [7, 14].

This conceptual research over the past two decades has permeated the research
agendas of many sectors. Reference to the TD paradigm has shown up in doc-
umentation about learning, education, and science by organizations such as the
United States National Science Foundation (NSF), National Institutes of Health
(NIH), National Academy of Sciences (NAS), the United Nations Education,
Scientific and Cultural Organization (UNESCO), and the International Center
for Transdisciplinary Research (CIRET). Each has invited conversation about the
tensions and complexities in interchange across knowledge systems [15–18]. This
process of engaging in “boundary crossing” [3], “boundary blurring” [19], and
identifying “zones of interdependence” between boundaries is fraught with barriers
and challenges. Strategies and approaches to overcome some of these barriers and
manage the challenges of cross-disciplinary collaboration are critical for solving
global problems. As well, emphasis on the differences and fundamental limitations
of certain types of knowledge economies and methodologies are important topics
to address to facilitate knowledge integration and solve contemporary societal
problems.

Transdisciplinary knowledge producing teams (TDKPTs) explicitly aim to inte-
grate knowledge and address wicked problems. Transdisciplinary teams are distinct
from unidisciplinary, interdisciplinary, and multidisciplinary teams. While each of
these teams strive to produce knowledge and address a scientific problem, there
are several distinctions between these economies of knowledge and the level of
collaboration that occurs within each type of team. One set of differences concerns
the representation of distinct disciplines, the diversity of knowledge systems, and
attitudes toward other disciplinary worldviews and methodologies. Unidisciplinary
teams work within the confines of the traditions or expectations of a single
disciplinary history and scope. Sometimes, these teams have negative biases toward
other disciplines and deny the validity, rigor, and usefulness of certain disciplines,
approaches, ontological assumptions, epistemic foundations, and methods [20]. For
the purpose of comparison to other more cross-disciplinary interactive modalities,
unidisciplinary teams typically adopt the oneness of a disciplinary approach with
little consideration of parallel or adjacent disciplines.

Multidisciplinary teams involve individuals from two or more disciplines work-
ing together on a common problem [21]. This economy is employed in many
cross-disciplinary teams throughout many sectors that require professional expertise
to interface with scientific and scholarly expertise. Each participant brings to the
discourse their own theories, methods, and techniques and provides insights within
the confines of their own discipline. Multidisciplinary teams though extremely
effective in incorporating multiple perspectives to understand or address a problem
often lack the inventiveness to put forth new techniques or models, modify
mainstream approaches, or construct new frameworks that integrate or transcend the
confines of any one discipline. They are effective in solving problems that are less
complex than those attempted by other more interactive cross-disciplinary teams.
These teams often attempt to achieve greater understanding and knowledge through
the multiplication of methods and not through hybridization of approaches [22].
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Moving further along the continuum of cross-disciplinary collaboration, when
teams made up of individuals from distinct disciplines modify (or synthesize)
existing methods or theories stemming from the cross-pollination of two or more
disciplines, they are interdisciplinary in nature [22]. However, interdisciplinary
teams, though more intent on integrating knowledge are less focused on generating
new knowledge that might result in new methods or frameworks that are the result
of collaborative efforts. In both cases (multi- and interdisciplinary teams), a new
level of discourse does emerge which ultimately leads to a further integration of
knowledge [21, 22]. Klein suggests that interdisciplinarity is a paradox, generating
productive tensions that supplement, complement, and critique existing structures
[23]. This is in line with contemporary complexity thinking on adaptation in groups
and organizations where tension and conflict can breed change and innovation
[24–26]. The tensions promote the expansion of individual worldviews and the
creation of new frameworks to manage knowledge. Without the development of
new frameworks to manage such new knowledge, exchanges cannot have a lasting
impact on problems requiring new theoretical or constitutive lenses [3].

Interdisciplinarity offers new ways of working in teams. New styles of thought
begin to emerge and upend traditional methodologies and analytical enterprises
to generate new frames of knowledge [27]. This sentiment echoes that of earlier
theorists, who also focused on the shifts that occur between disciplinary boundaries
resulting in novel perspectives and paradigm shifts, but highlighted different mech-
anisms like scientific paradigm shifts, differentiation and integration of scientific
knowledge, and interdependences [28–30].

Multi- and interdisciplinary team approaches both fall short of knowledge
integration in a manner unique to TDKPTs. Transdisciplinarity is a departure from
mere considerations of hybridization and synthesis of disciplinary perspectives,
methods, or frameworks. While multidisciplinary and interdisciplinary teams focus
on exchange between disciplines, TDKPT teams operate from a fundamentally
different paradigm that endeavors to work across disciplines and non-disciplinary
knowledge systems with the goal of engaging in participatory knowledge creation
across epistemic and methodological boundaries [31, 32]. Maasen and Lieven
describe transdisciplinarity as a new mode of governing science where “. . . prac-
tices are directed toward solving complex policy issues and address scientific
knowledge production proper. It promises to circumvent the schism between scien-
tific expertise and policy-making by . . . the involvement of stakeholders [that] make
sure the ‘right problem’ gets addressed ‘in the right way’” [33]. Transdisciplinarity,
therefore, moves us from a consideration of science as bound by disciplines and
gravitates to a more holistic and systemic schema that considers the dynamics of
entire systems of actors and concepts [22, 34–36]. Maasen and Lieven [33] charac-
terize TDKPTs as “extending expertise,” and “legitimation through participation”
rather than “legitimation through knowledge.”

In TDKPTs, participants are challenged to relate to and reconcile with different
levels of reality [37] thus challenging the very core of their beliefs and assumptions
about knowledge. Furthermore, the transfer of power, reinterpretations of service
delivery, training and education requirements, and questions of legitimacy all
contribute to a general resistance to transdisciplinarity [38]. These tensions become
real as traditional roles and disciplines are challenged to change and evolve in
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TD collaborations. TD team interactions are subject to unfavorable conditions that
make it difficult to transition from an interdisciplinary mode to this more novel and
integrative one. TDKPTs therefore require a reappraisal and a reconsideration of
the systemic features and properties if integration and synthesis are to truly occur.
Figure 1 provides a graphical representation of the distinctions between uni-, multi-,
inter-, and transdisciplinarity. We now turn our focus to a systems analysis of the
features of TDKPTs.

2 Features of Transdisciplinary Knowledge Producing Teams
(TDKPTs)

To describe the overlapping themes in transdisciplinary knowledge economies and
TDKPTs, we look at complexity science to understand how one might strive toward
defining and developing the skills necessary to work within these teams. In the
sections below, we introduce a typology of TD features under two categories—
structural system complexities and interactive system complexities and elucidate
the complexity factors they parallel and skills required to work within these
environments. Underlying these features are several key assumptions about TDKPTs
that are important to consider as we articulate the shared elements of TDKPTs with
complex adaptive systems.

Assumptions About TDKPTs
TDKPTs operate within evolving environmental conditions as they strive

to create new frameworks for managing novel knowledge outputs [40]. This
evolving environment is recognizable through the dynamic interactions of
teams [41].

TDKPTs by nature express adaptive qualities (those required for change)
that are often manifested during moments of conflict and tension that are
byproducts of evolution and change [42]. These conflicts are moments of
knowledge awareness and exchange and not necessarily barriers to teaming
[43, 44].

TDKPT mechanisms are not bound to any one feature. There is an
enormous amount of overlap between different TDPKT features. To consider
otherwise would be contrary to the systems approach being adopted here.

TDKPT features are found on the individual, group, and organizational
levels of any system affecting individuals and teams as they interface with
their environment [45]. Any description of features needs to be cognizant
of the individual, team, and environmental factors that contribute to any
knowledge economy.

TDKPTs are complex and adaptive environments (complex adaptive sys-
tems) that utilize techniques for communication and exchange that ascribe to
principles found in systems theory like adaptation, nonlinearity, openness, and
self-organization [8].
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UNIDISCIPLINARITY MULTIDISCIPLINARITY

Singularized histories, traditions, and 
expectations
Linear perspective
Closed systems
Common knowledge within disciplines
Non-interactive, no interdependence
Codified reality
Adaptation not required

Shared histories, traditions, and expectations
Poly-linear perspectives
Permeable system
Shared knowledge across disciplines
Dialogic interaction, pooled Interdependence
Similar reality
No adaptation

INTERDISCIPLINARITY TRANSDISCIPLINARITY

Intersecting histories, traditions, and 
expectations
Intersecting perspectives
Interactive system
Adjusted knowledge across disciplines
Blended interaction, Sequential 
interdependence
Common reality
Adaptive

Holistic histories, traditions, and expectations
Amalgamated perspective
Open system
Generating knowledge across disciplines
Reciprocal interdependence
Multiple realities
Transformative

Fig. 1 Complexity perspectives of cross-disciplinary knowledge economies (adapted from [39])

Having delineated the basic assumptions for a systems understanding of the
features of TDKPTs, we present key features of TDKPTs, complexity factors at
play, and areas of skill development that respond to challenge areas within structural
system and interactive system complexities. Table 1 summarizes this information.
We follow with an explanation of these concepts.
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Table 1 Features of TD knowledge producing teams categorized by the type of system complexity

Structural system complexities
Challenges:

• Perceived inequitable contributions to the project [46]
• Unbalanced problem ownership, discontinuous participation, and fear of

failure [47]
• Variability in communication types and skills, overall lack of participant

satisfaction with the project processes and outcomes [48]

Feature Complexity factor/
Measurement of
effectiveness

Skill development foci

Complex prob-
lem solving

Information exchange occurs
through the interactions of
multiple elements
The measure of sameness and
difference in TDKPTs is
dynamic as it relates to end
goals and outcomes

• A heightened focus on anticipated
future states [10, 49]

• Goal alignment with conditions of
a changing world [50]

• Focus on dealing with
interpersonal team challenges

• Co-developed shared mental
models within KPTs [51]

• Social learning as part of team
engagement [52]

Stakeholder
involvement

CAS are open systems with
feedback loops, both
enhancing, stimulating
(positive), or detracting,
inhibiting (negative). Both
kinds are necessary
Interconnective relationships
in TDKPTs are measured by
external relationships as
much as internal team
relationships

• Translation of knowledge across
disciplines [53]

• Development and sustainability of
scientific and nonscientific
partnerships [33]

• Establishing interdependence
between knowledge partners [29]

Methodological
pluralism

Change is a continual steady
state in CAS where
equilibrium is equated with
death of the system
The ability to approach
problems with different
methods of inquiry is the
ability to adapt and assume
new orientations

• Boundary spanning over boundary
forming [54]

• Shifting awareness of problems
[55]

• Pluralism as a normative reality
[56]

• Translation of knowledge [57]

(continued)
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Table 1 (continued)

Praxis Interactions between
systems components is a
foundational feature of
CAS
Effective knowledge
production is as much a
matter of producing process
knowledge as much as it is
a matter of outcome
knowledge

• Experience-based learning is
necessary for impact-based
solutions [58]

• Combining formal and informal
knowledge [59]

• Reintegrating co-created
knowledge [47]

Interactive system complexity
Challenges:

• Differences in foundational training among team members, diverse and
changing career paths, geographic dispersion, a lack of awareness of the
breadth and complexity of the problem, perceived insufficient legitimacy
of a team to solve the problem, conflicting methodological standards, and
conflicting epistemological and ontological orientations [47]

• Differing levels of transdisciplinary orientation among team members [60]

Feature Complexity factor/
measurement of
effectiveness

Skill development foci

Open systems
capacity

Nonlinearity in CAS is the
result of a lack of any one
dominant framework
bounding the flow of
information
Nondirectional and
noncongruent thought and
actions may be measured
through confluence and
conflict

• Reception to knowledge from
outside of one’s system of
knowledge [34]

• Conflict and power struggles
can breed innovative thought
[61]

• Interdependent relationships
between actors need to
contribute to shared goals [62]

Different (shift-
ing) levels
of reality

CAS are open systems
where feedback loops serve
as entropy in the system
stimulating and inhibiting
flow at any given time
The degree of ability for
simple components in
TDKPTs to connect with the
entire system is an emergent
state that TDKPTs require
to be effective

• Navigation of multiple realities
related to a single problem
[63, 64]

• Mastering the consideration of
diversity over different
timescales, landscapes, and
experiential episodes [8]

• Adaptation through
self-organization [65]

Collaborative
construction and
reconstruction

The depth and history of a
complex adaptive system is
common
Effectiveness in TDKPTs is
dependent on the ability to
self-organize amidst change
in the systems

• Openness to rearranging
collaborative and knowledge
arrangements [66]

• Direct contact with those
affected by the problem
attempting to be solved [54]
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3 Structural System Complexities

3.1 Stakeholder Involvement

While it can be easily surmised that multiple stakeholders representing different
interests are needed to attempt complex problem solving, it is in the details
of this sort of engagement where unique challenges emerge within TDKPTs.
Interacting in ways that challenge unidisciplinary viewpoints requires an expansion
of perspectives about the breadth of knowledge required in a process of inquiry
and problem solving. Conflicts arise usually as a result of the lack of facility
in translating knowledge to ensure accessibility across a team of stakeholders
[67]. Maasen and Lieven find that these stifling dynamics can be observed when
stakeholders representing both scientific and applied concerns interact and highlight
“the separation between scientific expertise and policy making” [33, p. 401].

The emphasis here is not on conflict, but rather the barriers that are the result of
singularizing perspectives around a problem. It reminds us to consider the reasons
for multistakeholder interaction. Multistakeholder engagement is key to complex
problems solving [68]. In TDKPTs, multistakeholder involvement arises from the
need for task interdependence between actors to achieve a transdisciplinary end
goal. If there is no interdependence between stakeholders within the system, there is
no need for coordination across the system [29, 30]. Cohesion and interdependency
among stakeholders stemming from their unique investments and agendas can be an
opportunity for psychosocial investment in addressing a problem.

Differences in stakeholder understanding of problems in TDKPTs are not just a
matter of the degree of involvement but also the ability to embrace the totality of
the problem. The ability to integrate stakeholders with highly diverse perspectives
including those who personally experience the problem is markedly different than
that of other knowledge economies where knowledge production is left to those
identified as knowledge specialists [33]. While the integration and synthesis of
knowledge is of primary concern in these instances, such teaming engagements
might lack the breadth of experiential knowledge to adequately engage all stake-
holder perspectives. Translation between these factions requires an openness to
seeking solutions across disciplines [53] establishing interdependent relationships
as the core basis of teaming [29]. It is through the engagement of those who typically
solve problems with those who typically are burdened with real-world problems
where a unique stakeholder engagement specific to TDKPTs can be identified.

3.2 Methodological Pluralism

Complex problem-solving depends on the freedom to employ multiple approaches
toward understanding and resolving the problem, with no single methodological
approach dominating problem solving providing only a narrowly constructed
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solution [37]. If complex problem solving relies on a series of systematically and
contextually related real-world factors, then solutions to these problems are just as
complex. For this reason, no one method can adequately supply potential solutions.
Constellations of methods are often employed in TDKPTs and they coexist as do
the multiple realities that emerge as part of the problems seeking to be solved
[57]. The logic behind this construction of problem solving processes is antithetical
to many traditional unidisciplinary means to problem solving that rely on “risk
reduction” over “risk production.” Similarly, conflict becomes an opportunity for
knowledge production and boundary spanning. Increasing risk in problem solving
can be a means to expanding the scope of the problem and seeking greater input
from different actors toward the resolution of the problem [33]. This multimethod
approach to problem solving shows that more than one legitimate description of a
problem exists and more than one potential solution is possible within a complex and
adaptive system [8]. Different descriptions will decompose the system in different
ways and are not reducible to one another. Different descriptions may also have
different degrees of complexity [69].

Environments that adopt multiple methods toward problem solving are inherently
complex. The adaptive nature of these environments will require the consideration
of converging and diverging methodological practices and conflict may lead to
both tension and creativity within the same teaming environment. When team
members interface with different stakeholders and consider the ways in which they
might utilize standardized methodologies from a host discipline in their quest to
contribute to the solution of a problem, others will provide for complementary and
possibly even contradictory ways of knowing and solving problems. As stated, this
is a normative dynamic in a teaming environment where trust in methodological
pluralism [56] shifts in reality perceptions [57], and boundary spanning [54] is a
constant state. Translation therefore becomes the dominant behavior in TDKPTs,
where individuals and the team are continually challenged to show the relational
characteristics between different methods and how through selection and hybridiza-
tion they can provide novel approaches to complex problems [70].

3.3 Praxis

The term praxis is an often-used word with many contextual underpinnings. Here,
we draw on the Aristotelian definition that emphasizes the relationship between
thinking, making, and doing or transdisciplinary practice, knowledge, process, and
application. The term was a key cornerstone in Marxist philosophy that challenged
philosophical criticism to focus on the goals of philosophy to interpret the world for
the sake of change and not just for the sake of critical analysis [71].

For the purposes of the consideration of praxis as a feature of TDKPTs, one
should think about praxis as a process unique to the TD form of inquiry that
takes action, considers impact, analyzes through reflection, alters and revises
plans, and then implements plans for future actions. The praxical orientation of
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TDKPTs is not unlike what Kolb [58] refers to as the experiential learning cycle,
one grounded in experiential learning as a cyclical process of concrete learning,
reflective observation, abstract conceptualization, and active experimentation. Here,
new experiences give way to personal reflection on how the experience affects
the individual, and ultimately, abstraction and the application of new ideas into
practice. This is an interplay between what some would refer to as the intersection
of formal and informal knowledge, or that which is practiced and that which is
experienced [59]. This process is one where different forms of knowledge from
divergent sources are related and reintegrated so as to represent a co-created
knowledge form that is the result of the interactions between different components
within a complex system [8]. This reintegration results in evidence-based practical
applications incorporated into scientific discourse. All the while this process also
provides a means by which new ways of knowing and decision-making can be
observed as the byproduct of a praxical approach [47]. This process can contradict
implementation science that is based on linear planning processes like those often
found in scientific management [72] that emphasize the product orientation of
scientific inquiry for a more knowledge-based purpose for inquiry. Praxis provides
the vehicle for moving beyond system knowledge [10]. It is the summation of the
relationships and dimensionality of systems, target, and transformational knowledge
states.

In many ways, praxis underpins how individuals and teams might embrace the
transition from unidisciplinary knowledge to action-oriented transformational and
applied knowledge that results in structural change. In light of the coexistent mul-
tiple perspectives that make up the transdisciplinary environment, praxis becomes
the normative model for integrating multiplicity. Praxis assumes that theory and
practice are related, and each should inform each other in reciprocal relationship.
In itself the achievement of a praxical orientation to knowledge building is a type
of transdisciplinary endeavor. Wickson et al. [37] state that transdisciplinary praxis
“should co-evolve to a point where they are integrated and/or resonant. How this
process proceeds in practice is one of the integrative challenges” (p. 1053) yet to
be fully understood. However, it suggests that application and conceptualization are
unified entities in the transdisciplinary process [73].

4 Interactive Systemic Complexities

4.1 Open Systems Capacity

The wicked problem solving ability of teams rests on their capacity to operate as
part of an open system [74] allowing for knowledge from sources outside system to
permeate within the system and be considered alongside other types of knowledge.
An open system presumes interactions with entities from outside of a group of
bounded actors, ideas, and/or entities with the intended result of recirculating
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knowledge through outputs back into the greater environment. Open systems are
receptive to the input of tangible elements like resources and materials as well as
the actors and ideas that are part of the input–output relationship between bounded
systems (disciplines, teams, organizations, knowledge sets, etc.) and its interactions
with other entities outside of it [34]. The capacity to learn from this permeable
environment and adapt behavior for better fit can enhance knowledge integration.
Under these conditions, TDKPTs can integrate and synthesize disciplines by
providing “synthetic reconfiguration of available knowledge regarding the social,
economic, and ecological conditions” [75].

In an open system environment, team members must expand the range of
considerations beyond traditional outlets one is accustomed to. As input into
a system occurs, conflict, and power struggles between discipline-defined team
members can emerge as traditional ways of knowing are challenged by the
integration of approaches from outside system. Ideas and information are key
environmental inputs in this kind of open system. When ideas and information
are exchanged in a TD team, individuals’ internal knowledge frameworks are
challenged. This destabilizes the system and can lead to conflict. Engaging with the
information, questioning one’s own assumptions, reconciling with the limitations of
the discipline, and finding ways to synthesize ideas toward the common problem,
results in TD integration. These moments of tension and conflict are exchanges of
information which represent “triggers” of new awareness [43, 44] that have the
potential to bring about novel awareness related to knowledge development [61].
These energetic input–output boundary-spanning events highlight that TDKPTs
“consist of patterned activities of a number of individuals and the activities are
complementary or interdependent with respect to some common output or outcome”
[62] even though they may seem to be unrelated to a common goal as they are being
played out. This exchanging of energy between individuals (interdependencies)
within the system leads us to be able to identify the exchanges occurring within
and without a system [30].

A TDKPT working under these conditions deals with the challenge of including
all necessary inputs. Such inclusion may foster and breed conflict, as the multiple
inputs might require a team to behave in transparent and freely uninhibited ways.
This feature draws our attention to the input–output mechanisms associated with
all groups and organizations that must include knowledge from alternative sources
and provide outputs that are targeted to multiple audiences. Here, input–output
interactions strive to develop a new integrated perspective [62]. This is a highly
nonlinear pattern as outputs of these interactions are a function of future inputs.
wicked problem [69]. The state of the system is determined by the values of the
inputs and outputs over time and in relation to the evolution of new problems within
the same.
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4.2 Different (Shifting) Levels of Reality

One of the trademarks of scientific inquiry is the ability to frame and identify
problems in light of their context within an agreed upon conceptual lens and analytic
strategy [76]. TDKPTs engage in inquiry that challenges this trademark based on
the possibility that in doing so a series of divergent realities can be considered
alongside one another. Nicolescu [64] describes the intersection of these sometimes
oppositional or conflicting realities as a zone of nonresistance where human-based
considerations like political, social, and individual realities intersect with natural
realities like the environment, the cosmos, and physical law. This intersection is
where exchanges in knowledge can flow freely [63, 64]. A systems perspective to
complex problems includes experiences of multiple actors and approaches from a
range of lenses that may suggest that multiple realities exist in problem solving
depending on one’s proximity to it. In addition, reality itself can be skewed based
on one’s disciplinary lens or even the level of comfort one has with the complexity
of a problem. Complex systems display reality over a diverse range of timescales,
environmental landscapes, and experiential episodes [8].

As adaptive complex systems themselves, the network of actors involved in
TDKPTs will display change as different stakeholders interface with one another,
adjust their own disciplinary perspective, and contribute to new and emergent
realities as part of their problem-solving efforts. Simultaneously, shifts occur
within these complex systems as they adapt to a changing environment and self-
organize themselves [65]. This is necessary in order for the system to cope with
its environment and in TDKPTs this adaptation brings teams closer to considering
problems with a more holistic viewpoint. Change is at the heart of such systemic
emergence and it is a constant state that requires adaptation as a constant function.
TDKPTs must adapt to changes to their environment quickly, as they can only
sustain themselves if at least part of the system changes at a slower rate than changes
in the environment [8, 77, 78].

Complex systems like those represented in TDKPTs display behaviors that are a
direct result of interactions between actors and the knowledge being generated. In
other words, the goal of generating new knowledge is more dependent on processes
of creating knowledge, even if measured using different or divergent realities, than
solely the synthesis of existing knowledge. Emergence is key to this feature as the
goal of TDKPTs is to develop holistic approaches that are not subject to the parts of
disciplines that make them up but rather are the culmination of including multiple
states of reality related to a problem. As such, the environment of these teams can
be one of disorientation where the environment is a constantly changing reality
requiring individuals to develop skills that are multidimensional and access multiple
states of reality as perceived through different stakeholders.
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4.3 Collaborative Deconstruction and Reconstruction

As teams work toward affecting new arrangements of knowledge in their problem-
solving activities, new arrangements of collaborators and stakeholders emerge
[37]. This is partly due to inclusiveness and partly due to the creation of novel
approaches and insights that may not lie within the perceived boundaries of a given
problem. This process of boundary spanning in the interpretation of the complexity
of problems invites new relationships between stakeholders that may be unusual
or novel either because of their novel disciplinary arrangement or because of the
viewpoint they may bring to solving the problem [66]. Often, these unexpected
relational arrangements are the result of involving those who are directly affected
by problems to work along those who merely work to solve problems [54]. Such
construction of relationships can often deconstruct others and create strong ties out
of loosely constructed ones [79].

Active exchanges between professionals of different disciplines or even from
the same traditions can develop into novel interdependencies [30]. As coordination
and collaboration develop into new interdependencies between actors of the system,
increasing complexity of these relationships can support a reordering of the
collaborative functions between those who work together in the same team [33].
These relationships may become more asymmetric than equal as team construction
becomes a reflection of the complex environment in which the team works adapting
to complex arrangements of relationships through an internal dynamic process.
Overall team structure is maintained even through the components themselves are
exchanged or renewed [8].

Groups, where changes in relationships and the strengthening and weakening
of ties is a normative activity, can make for a challenging team environment.
The consequences of these dynamics in parallel with the shifting landscape of
problems and their solution seeking processes can cause emotional strain to existing
relationships as disciplinary communal ties are tested and reshaped. There may even
be emotional stresses requiring stakeholders to reevaluate their dedication to a strain
of thought and the relationships with stakeholders that constitute one’s loyalty. Such
shifts can result in dissension from one’s previously espoused epistemological com-
mitments and require mediation and reflective skills as team members adapt through
recombination. Recombination is the process of taking existing compositions and
breaking them down into constituent elements and recombining them to form new
ones [80]. Such reorganization of one’s placement in the system of knowledge often
results in reevaluating team values and can result in modifying behaviors to better
navigate these relational changes.
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The Transformative Aspects of This Study

The paper bridges the gap between theories of transdisciplinarity, theories of
knowledge producing teams, and the practice of transdisciplinarity. Defining trans-
disciplinarity in real-life cross-disciplinary team settings is challenging. This is
coupled with a dearth of in-depth longitudinal field research on these types of
teams, widening the gap between theory and application. This paper brings us
one step closer to closing the gaps between theory and practice by identifying
the characteristics of TD knowledge producing teams using a complex adaptive
systems lens. In doing so, it distinguishes between different types of skills needed
for transdisciplinary knowledge production. The proposed constructs are highly
relevant to several sectors including health sciences and medicine, where knowledge
production is interlinked with collaborative behaviors and performance. Behaviors
and skills necessary for effective team science are system issues and fall into the
realm of complexity science as understood in this collection. The transformational
aspect of the work therefore is one of bridging the contributions of different sciences
to arrive at a more holistic systems perspective on knowledge production and
identifying indicators of transdisciplinarity that can serve as variables in research
on science teams.

Take Home Message
• Transdisciplinary knowledge economies are by nature interactive and

functional team environments.
• TDKPTs are evolving environments that are adaptive and generate knowl-

edge through adaptation and change.
• Features of TDKPTs are overlapping yet can also be the source of specific

inquiry and measurement of team effectiveness and the target of skills
development.

• TDKPTs possess features of complex problem solving, stakeholder
involvement, methodological pluralism, praxis, open systems capacity, dif-
ferent levels of reality, and collaborative construction and deconstruction.
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How and Why Effective Leaders
Construct and Evolve Structural
Attractors to Overcome Spatial,
Temporal, and Social Complexity

James K. Hazy

1 Introduction

Understanding how to succeed in an organization and to lead when needed are
two interrelated skills that are especially salient for healthcare professionals during
times of uncertainty. This article describes how individuals guide the emergence of
efficacious organizing structures that facilitate coordinated action. By doing this,
individuals enact organizational leadership that furthers the organization’s purpose
in ways that also further their own individual purposes.

1.1 Structural Attraction

This chapter contributes the conceptualization of a new analytical framework called
structural attraction. It uses a mean-field approach to describe how structures that
have information and knowledge embedded in them bias and coordinate the choices
and actions of individuals within population. They do this even as individuals pursue
their own perceived self-interest in the context of efficacious cooperation with others
who are like them. In a manner analogous to gravitation in general relativity, the
information and knowledge embedded in physical and social structures are the
“mass” that draws human activities toward the attractor. This bias creates order by
making relevant events more predictable. In this way, structural attractors distort the
spatial and temporal field of human interaction [1]. Observers see this as correlation
patterns among individuals as they are drawn to the use of these structures: hospitals,
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healthcare clinics, or firms, for example. “Structural attraction” as a social force
arises in populations from the value of the information embedded in structure to
those individuals who have access to it [2].

1.2 Value Potential as a Driver of Attraction

The value potential of knowledge comes from its ability to make relevant events
more predictable. By acting on this information, individuals expect to achieve
greater benefit while also taking less risk. When the predictive value of an informa-
tion signal encoded in the structure decreases, the distribution of individual choice
across the organization become increasingly random and noisy. This background
noise further exacerbates the confused and distracted conditions experienced by
individuals who seek to decode the structural signals.

More precisely, we define value with respect to an outcome as an increase in
the probability or expected value of that outcome (this benefit, called alpha, arises
from the first statistical moment) or a decrease in variance (this benefit, called beta,
arises from the second statistical moment) that the event will occur. Combined,
these moments quantify the value of the attractor’s signal as a predictor of a given
outcome. Individuals make their choices in the context of the perceived value in this
signal; structural attraction force flows from this value potential.

1.3 Overview of the Argument

The chapter unfolds in four main sections. The first section shows how individuals
experience more success (alpha) and lower risk (beta) by constructing models that
take into account the implications of complexity. The second section identifies three
types of complexity and describes the nature of structural attractors that individual
leaders can construct to “simplify” choice and action in organizations. The third
section describes how leaders use structural attractors to form communities and
organizations and offers some caveats. The last section highlights key implication
of this framework for research and practice.

2 Leaders Guide the Emergence of Structural Attractors

One of the key discoveries of complexity science is that in very complex envi-
ronments, even ones that are apparently unpredictable in the fine-grain details, the
observed outcomes that are relevant often continue to be predictable at the coarse-
grain level. One simply has to peer through the complexity of the moment to see
this. A river is a river, for example, and somewhere one has to cross. When viewed
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up close and only for an instant, the flow of water during a storm can be confusing
and unpredictable, but this distracting fluctuation does not change the fact that a
river is a river, until, that is, it no longer has the properties that define it as a river.
Physical objects with a predictable benefit, such as a river, or a mountain pass, a
freshwater spring, a highly visible landmark, or the Pole Star, make relevant aspects
of lived experience predictable, at least in the short term. As a result, they “attract”
activities toward them. These artifacts are “structural attractors” [3].

2.1 Human Agency and Structural Attractors

This article argues that life often seems simple because human beings have actively
constructed structural attractors over the millennia to create collective experiences
that are purposefully predictable. According to Goldstein [4], self-transcendent
construction (STC) is the process of conceiving the bigger picture and actualizing
that vision in the world. Managers do this by encoding the information from an
abstract model into a locally experienced physical version of reality that can be
accessed by those who possess the algorithms to decode it.

The notion of STC identifies the unique relevance of artifacts that past gen-
erations constructed over the millennia [5]: Today’s human communities largely
live in a constructed world of their own making. These constructions are prototype
models that contain stored knowledge that at one time enabled effective short-term
action in the world [2]. Human beings build and live in the safety and comfort of
these interconnected and intermingled über-nests that were built by those who came
before [6]. However, as robust and ubiquitous as they appear, these artifacts still
exist within a more complex and uncertain physical world.

2.1.1 The Map (Model) Is Not the Territory (Reality): Three Types of
Complexity

Complexity is ubiquitous because individuals cannot predict events as they unfold
along three dimensions of complexity. First, they cannot predict where expected or
surprise events will happen (spatial complexity). Second, they cannot predict when
certain expected or surprise events will happen (temporal complexity). Third, they
cannot predict who will take what action, follow or imitate which actions of others,
or will believe whom about what (social complexity).

To act under complexity conditions, one needs a simplified “map” of the spatial
territory, whether physical or conceptual, a forecast of temporal expectations about
how events might unfold, and a playbook that clarifies how social interactions are
expected to develop over time. All of these simplified “models” guide one’s choices
and actions over time—and influence the actions of others—even in the context of
complexity. However, the map is not the territory. The next three sections describe
how leaders construct distinct types of structural attractors that resonate with aspects
of simplicity on the other side of these types of complexity.
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2.2 Physical Structural Attractors (PSA) Simplify Spatial
Complexity

The most straightforward type of complexity is spatial. This means that surprising
events can occur anywhere in an abstract space of multiple dimensions. This is not
limited to physical space, but can also be associated with a mathematical space that
supports an abstract economic or some other type of model. To illustrate, it is useful
to consider the simple example of clearing and paving a highway to make travel
by automobile easier, which is to say more predictable. One might observe that
by constructing relatively straight and smooth roads one transforms the experience
of travel into one that approximates a proportional cause and effect relationship
between time and distance. Thus, although variations in terrain and uncertainty with
respect to temporal events are complex, this basic human experience is simple in the
abstract, as simple as getting into a car, driving an hour at 50 km/h, and ending up
50 or so kilometers down the road. Human beings have constructed an environment
that makes this thinking rational.

By clearing and paving roads and highways—and engineering efficient
machines—one creates conditions where inputs of work or resources imply
proportional levels of specific outcomes. One can therefore compare approaches and
select the most efficient one. Thus, when one paves the road, builds a bridge, or bores
a tunnel one is creating a predictable one-dimensional path through complexity from
one point in space to another (at the coarse-grain scale of human activity). If one
ignores traffic congestion and irrelevant details or “noise,” then paving the road
makes the travel experience very much the same at each point along the path. When
an individual is sensing the environment, an object in the visual field is recognized
because the observer is able to ignore details, implicitly assuming a type of native
equivalence that is objectively present in the physical world. Similarly, in the context
of the relevant outcome—a random variable intended to predict “travel time,” for
example—once a paved road is identified, on the human scale, one can safely
assume that each point along it is “equivalent.” By doing this, one is implicitly
assuming translational symmetry along this path and, by Noether’s theorem [7],
that relevant coarse-grained properties are conserved everywhere along the path
regardless of “noisy” local fine-grain events. This symmetry implies that within an
acceptable range of error, one can assume away a good deal of spatial complexity
at least along this one-dimensional path.

By paving more roads in a fractal pattern, starting from one’s position, the
entire space can eventually become “covered” with paths, and this fractal space
can eventually be “closed” in the abstract so that travel experiences along a two-
dimensional surface also become predictable. Crossroads become cities; these
become metropolitan areas, and so on, as human imposed simplicity is scaled [8].
Average velocity connects distance and time in a proportional relationship that
reduces temporal complexity for the “travel time” random variable.

Thus, although a model is not the territory, the territory can begin to act like the
model if human beings export their simplified models into the territory for use by
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others. This STC results in structural attraction if a value potential field arises from
improved predictability of specific relevant outcomes. This actionable simplicity
objectively exists in the environment behind or on the other side of real-world
complexity. The next section extends these ideas to another type of complexity and
a distinct type of symmetry.

2.3 Dynamic Structural Attractors (DSAs) Simplify Temporal
Complexity

The highway example demonstrates that human beings simplify their environment
by developing conceptual models of the world that resonate with real-work sym-
metries and then build these abstract models into physical structures, like a road
or a bridge that withstand local fluctuations. In this way, individuals transform
and simplify their own experience and that of others. What had once involved
living in an unpredictable and complex environment—with its surprising pitfalls,
obstacles, twists, and predators—is transformed into a lived experience that is more
predictable when connecting inputs to outputs. Predictability creates value and
attracts individuals to them in order to participate in their use [2]. This idea of
externalizing structural attractors also extends into other areas of experience and
other types of complexity.

Temporal complexity relates to predicting exactly when events will happen.
Uncertainty results because relevant aspects of unfolding time are not consistent
with translational symmetry alone. Although to a certain extent, time passes with
translational symmetry as the moments tick by, one like the next, in addition,
many relevant temporal events unfold in cycles: periodicity drives daylight cycles,
annual seasonal cycles, and lunar tidal cycles, and many related phenomena. Thus,
although events unfold with temporal complexity, one can model time in the abstract
under the dual assumptions that beneath some of this complexity there is localized
translational symmetry that operates in resonance with longer-term periodicity
described by rotational symmetry groups.

Humans who make use of rotational symmetry do so by developing models that
help to make certain events more predictable. When an individual is physically
sensing the environment, the auditory system recognizes when periodicity in air
compression is recognized, the observer can ignore ambient noise, implicitly
assuming a type of equivalence in the cyclic pattern in the temporal environment.
Similarly, in dynamic environments generally, predictability exploits periodicity
in the environment. Just as human beings construct translational symmetry into a
physical highway system to simplify experience, in the dynamic case, human beings
construct rotational symmetry into a dynamic structural “model” in the physical
world—for example, the workday or work week—to make events more predictable
over time. These self-transcendent constructions are dynamic structural attractors
(DSAs).
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To illustrate, consider those who live on a farm. If one individual works a little
harder or uses extra seed (an increased input), a little more of a particular type of
food (output) will result, within a probability distribution, in a proportional output
level at a predictable point in time. Dynamic models of farms are constructed to
provide signals about when, where, and how to plant, tend, harvest, gather, and
safely store seed for the next season. The location and temporal availability of var-
ious crops are predictable because the growing cycle has the predictable simplicity
of periodicity (the growing season) on the other side of temporal complexity. In
contrast, as one forages in the wild, absent a DSA, even if one works a little longer,
that person may or may not find more food. Furthermore, if one does find food,
one cannot predict what and how much one will find. The constructed environment
of the “farm model” makes human experience, including human needs and wants,
predictable over time so that planning the timing and location of work can be
coordinated with more precision. As long as those participating in the dynamic
structure called a “farm” stay within the abstract dimensions of its construction,
proportional cause and effect remains easier to predict. As in the case of highways,
like the force of gravity, these simplifying constructions “attract” individuals to their
use because they provide value potential for them: They make the achievement of
their goals more predictable within the spatial and temporal environment.

More generally, dynamic structural attractors (DSAs) take into account periodic-
ity in the physical world. They amplify and sustain an approximation of abstract
rotational symmetry and by doing so they offer promised value as long as the
“model” accurately reflects and resonates with the objective periodicity on the
other side of real-world complexities, which is to say, the model only works if
the underlying symmetry that it assumes is actually present in the environment.
Thus, because some real-world events repeat themselves (e.g., sunrise, the seasons,
flooding and weather cycles) in a certain sense, one can find this simplicity by
focusing on the inherent rotational symmetry and ignoring details that might distract
or perturb this discovered underlying simplicity on the other side of complexity.

To maintain this constructed simplicity, however, periodic forcing by individuals
(i.e., knowledge-driven work) within the system-model is required to sustain reso-
nance with actual rotational symmetries in the ecosystem. Individual must develop,
share, and use algorithms to implement recursive operations that reinforce the cyclic
simplicity in the models in resonance with periodicity in the environment. These
self-transcendent constructions (STCs)—including iterative recursive operations
that demand resources and work as inputs—result in dynamic structural attractors.
The next section conjectures about a way to extend these ideas to potential
symmetries within social network interactions.
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2.4 Social Structural Attractors (SSAs) Simplify Social
Interaction Complexity

Structural attraction would also seem to be relevant when individuals seek to predict
the social interaction patterns of others. This article hypothesizes that norms are
social structures that allow patterns of collective behavior to seem predictable.
This predictability suggests potential value that might support the formation of
social structural attractors (SSAs). To find simplicity on the other side of social
complexity that would enable prediction, one must identify an analytical framework
that suggests some symmetry group operation across some categories of social
interaction—analogous to translational or rotational symmetry—that exhibits long-
range correlation across a subset domain of the population over time.

In analogy with paving a road (PSA) or constructing and running a farm (DSA),
an SSA would involve defining a subspace within social interaction space that, for
some relevant random variable, has recognizable spatial and temporal symmetry
across the population. In particular, one must identify a symmetry group operation
on a particular domain associated with individual choices that supports an abstract
model that predicts—that is, it provides a “path” through—the anticipated choices of
others across a social network. The challenge is to identify the particular partition
of the population that can serve as this beneficial domain. By analogy, when an
individual is using smell or taste to scan the ambient surroundings for beneficial
chemical agents versus toxic or innocuous ones, one must classify molecules as
beneficial or not. Once classified into a category of beneficial agents, the observer
can ignore other details, implicitly assuming a type of equivalence is present within
the domain of beneficial agents. This article conjectures that symmetry in social
choice may be based on an equivalence relationship among individuals who share
a social identity [9, 10] and experience “generalized trust” [11]. This social choice
symmetry holds due to an assumed equivalence across individual choices within a
particular domain, but the domain itself may be specific to individual norms.

A potential mechanism that might enable this equivalence in the social interac-
tion equivalence is an endogenously determined parameter called social sensitivity
[12]. This parameter reflects each individual’s tendency to “go along with what their
neighbors are doing.” Researchers [13] have shown that under certain conditions,
a long-range correlation in the value of this parameter (that is, the tendency to,
“just go along”) can emerge across individuals in a social network and stabilize into
two distinct phases. In one phase, which this chapter is calling the “social identity
phase,” there is a high probability that individuals will choose to cooperate with
like others. In the other phase, which this chapter is calling the “autonomy phase,”
individuals choose to act independently across the population. During the social
identity phase, there is a context for members to assume an equivalence across the
domain of the organization’s members with respect to the choice to go along with
what others are doing. This would seem to imply that when an organization is in the
social identity phase, each individual can effectively “trust” that an arbitrary “like-
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other” will “go along,” i.e., cooperate, with and support him or her in pursuit of
organizational purposes [14]. This opens the door to generalized trust [11].

The benefits that accrue from belonging to a community with a shared identity
suggest that individuals would be attracted to participate in these communities.
This attraction is conceptually similar to the well-documented tendency called
homophily [15–17]. Individuals experience this “social structural attraction” as a
sense of “belonging” to a “community” that is essentially an equivalence class of
like-others who are aligned to provide mutual support. This implicit heuristic, what
one might call a “norm of assumed interdependence” offers potential value to its
members who believe that they can predict the behavior of others within such a
community.

Individuals recognize the benefits of belonging to communities. In the abstract,
they model SSAs as abstract organizations composed of an equivalence class of
like-others along one or more normative dimensions. They then actualize these
abstract models by constructing economic firms and institutions that encompass
various types of PSAs and DSAs in the physical world. These firms and institutions
provide benefit to their members by encouraging cooperative choices, coordinating
action, and synchronizing iterative and recursive algorithms in ways that create
value potential (both alpha and beta) for them in the world. The social identity
phase tends to dominate the “autonomy phase” when “we” are in a better position
to benefit from an opportunity than “I” am by acting alone. In other words, social
identity dominates when potential value is available for those who participate and is
the mechanism of social structural attraction.

3 Leaders Construct Structural Attractors

Individuals facilitate self-transcendent construction through actions that test one’s
expectations about the environment. Action is at root a search for predictability,
a search for causal connection [2]. To find causal connections that are consistent
across space and time, prototypical actions of a certain type must be comparable
to one another along at least one dimension. This means that one must discover an
underlying symmetry in the environment that implies equivalence between objects
and events.

Individuals, “leaders,” pave a more predictable pathway through an uncertain
ecosystem by simplifying complexity across space, time, and social interactions.
Once a “leader” has discovered and shared the better pathway, those who “follow”
share in the opportunity to exploit the identified symmetry. Thus, leadership that
“leads from the front” begins with potentially risky—but thoughtful—preemptive
actions that probe the environment to identify cause and effect relationships. The
generative process of iterative probing, reflection, and experimentation, followed by
the construction of a physical prototype, gradually builds a structural attractor [18].
Once constructed, followers can exploit these structures and leaders can exploit their
attractive force to organize others as well as themselves.
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Structural attractors contain the embedded knowledge that comes from thought-
ful experience. This information is stored for the use of others and is available for
use by members of the collective for their own advantage [2, 5]. This structural
knowledge, developed though the reinforcing feedback of collective experience,
influences individual choice and action as they become norms within the organi-
zation. This occurs through what Hazy [19, 20] calls “influence process structural
learning.” The norms that express this learning require generalized trust that the
benefits to individuals that accrue from these facilitating structures outweigh their
costs [15]. Generalized trust in like-others clarifies the predictability of social choice
as individuals navigate the ecosystem such that, by acting in their own self-interest,
they also serve the organization’s purposes.

3.1 While Structural Attractors Are Fragile, Dissipative
Structures Are Emergent

Finally, some cautionary observations are appropriate for individuals who would
use structural attractors to organize the activity of others. Even though some aspects
of experience appear to have underlying dynamic stability, the environment itself
always holds the possibility of surprises along all three dimensions of complexity.
Furthermore, any given organizing state can appear to be stable in a relatively certain
or “fixed point” way, in a more complex or “periodic” way, and even in a very
complex or “strange” way that is sometimes called “chaos.” As systems switch
among various states, some stable some not, a given system does not necessarily
cross a clear boundary between stability regimes nor does it necessarily remain in a
stable region. The boundary is not smooth and transitions can involve critical points
such that change can be catastrophic: There can be a tipping point, a sudden change
from one type of stability to the next. Change can be abrupt and unpredictable [21].

Furthermore, when a bounded system, like an organization, is under pressure
from the outside, the system may respond by spontaneously changing its structure
in ways that no one can anticipate or drive. The changes occur simply to alleviate
pressure [22, 23]. These emergent “dissipative structures” release local tension, but
do not necessarily serve the goals of the organization. In fact, these spontaneously
forming structural attractors can channel choice and behavior in ways that run
counter to overarching organizational purposes. An example of this would be the
formation of corrupt subsystems within organizations [24].

4 Concluding Thoughts and Implications

Individuals can have a lasting impact on the direction of their organizations by
identifying opportunities for simplicity on the other side of complexity, and through
self-transcending construction, making their abstract model real in their organiza-
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tions. Leaders can use structural attractors intentionally to clarify and amplify native
simplicity in the environment. By doing so, they support the activities of other
players in their organizations as they pursue their objectives. To summarize:

1. Individuals encounter spatial, temporal, and social interaction complexity that
makes specific events difficult to predict.

2. To cope, individuals construct physical, dynamic, or social structural attractors
that guide individual choice and action in order to achieve organizational
purposes and by doing so, their own.

3. Structural attractors of three types, physical, dynamic, and social, exert a social
attraction force due to the value potential they offer by making prediction more
accurate for agents who choose to participate in the organization.

4. Just because a model enables prediction it does not imply there will be no
surprises.

5. The model is not reality. Leaders must reinforce the models that work, and erase
models that no longer work.

6. Sometimes structural attractors form to resolve local tensions and the attractive
force of these structural attractors can run counter to organizational and individ-
ual purposes.

7. This process is iterative and never ending . . . Ṙeturn to (1) and repeat.

The Transformative Aspects of This Study

This chapter suggests an analytical framework that allows researchers and practi-
tioners to construct and use the emergent coarse-grain properties of human organi-
zations to achieve individual and organizational objectives. It introduces a putative
force called structural attraction that describes how coarse-grain organizational
properties influence the choice and action of individuals in ways that result in consis-
tent behavior patterns within populations. The chapter proposes that as individuals
decode and use information signals encoded as the order in structures, a mean-field
structural attraction force emerges that reflects a consistent biasing that affects the
behavior of individuals. It describes three distinct types of structural attractors, each
exploiting a different symmetry in the environment. Physical structural attractors
exploit translational symmetry to reduce spatial complexity. By doing so, these
attractors make physical action more efficient and predictable. Dynamic structural
attractors exploit periodic, rotational symmetries that reduce temporal complexity
and make iterative dynamic processes more effective and adaptive by improving
their temporal predictability. Finally, social structural attractors exploit symmetry
within social groups that share a social identity. This reduces social complexity by
sorting people into formal categories as a means to make social interactions and
task coordination within and among groups more understandable and predictable.
Leaders can guide the construction of each of these attractor types from the fine-
grain to the coarse-grain as a means to serve various individual and organizational
purposes.
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Take Home Message
• Individuals encounter spatial, temporal, and social interaction complexity

that makes specific events difficult to predict. Leadership enables action by
simplifying prediction.

• Structural attractors simplify prediction and by doing so create value
potential that exerts a social attraction force that draws individuals to
participate in the organization.

• Leaders construct physical, dynamic, or social structural attractors that
guide the choice and action of followers toward achieving organizational
purposes and by doing so, their own.

• The model is not reality and must evolve. Just because a model enables
prediction does not imply there will be no surprises.

• Sometimes structural attractors form spontaneously through suboptimal
fine-grain interactions that emerge to resolve local tensions; the attraction
of these structural attractors can run counter to organizational purposes.
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Physician Burnout: A U.S. Public Health
Crisis in Need of a Socio-Ecological
Solution

Suzie Carmack

We tell physicians to get more sleep, eat more granola, do yoga,
and take better care of yourself. These efforts are well
intentioned. The message to physicians however is that you are
the problem, and you need to toughen up . . . We need to stop
blaming individuals and treat physician burnout as a system
issue. It affects half of our physicians, so it is indirectly affecting
half of our patients.

Dr. Tait Shanafelt [1]

Chief Wellness Officer for Stanford Medicine
Director of the Stanford WellMD Center and

Associate Dean for Stanford School of Medicine

1 Why I Care (My Personal Burnout Story)

Late one night, after I had taught two yoga classes, after I had put my children to
bed, after I had written payroll checks to the instructors in my yoga studio, I sat
down to work on finalizing a paper on well-being for the doctoral program I was
in. My instructor was so disappointed in my prior draft that he made a point to
call me to discuss the paper—saying that I really needed to learn more about well-
being measurement tools if I was to call myself a well-being researcher. “If we can’t
measure it, it doesn’t exist,” he told me.

I had mixed thoughts about his assessment of my work. On the one hand, I knew
I had a lot to learn from him. As the academic equivalent of a walk-on player
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in my PhD program—a researcher who was not published—I was just beginning
to discover what was expected in scholarship. On the other hand, I had over 20
years of experience in the field of well-being promotion—what I now know is
called “grounded experience” in the qualitative research community. I had not yet
connected all of the dots between my real-world experience working with clients as
a yoga and movement therapist and integrative health coach, with my scholarship
in health communication and well-being promotion. All I knew is that I had worked
with a lot of people to solve their real-world stress, burnout, and work/life balance
challenges—to help them to improve their well-being—and that I was being told
by my professor (who was 10 years younger than me) that I better figure out how
to define and measure well-being if I was going to hang my professional hat as a
well-being promotion scholar.

So, knowing I had a lot to learn, and wanting to do this whole PhD thing the right
way not the easy way, I sat down at 11 pm at night, after my regular responsibilities
were concluded for the day, and got to work on the paper.

At the time, I had no idea how ironic this moment was. I was in the doctoral
program in the first place because I wanted to learn how to promote well-being
more effectively—through the science of health communication—and yet here I
was jeopardizing my own well-being by pushing myself too hard with unrealistic
demands on my time (i.e., pursuing a PhD as a single mom of three teenagers;
owning and running a yoga studio; teaching classes and clients in my yoga therapy
practice; presenting yoga teacher training workshops; and teaching courses at the
university where I was earning my PhD as part of my graduate assistantship). At
the time, I saw this all as quite normal and necessary for the mosaic of my life—I
was trying to turn myself around professionally and personally after an unexpected
divorce, and I had to support my family. I was also driven to excel, as a self-made
geek who put herself through school to survive.

In the months prior to this night, I had spent the past several months trying to find,
understand, and evaluate well-being assessment tools as per my professor’s request.
I unearthed an underworld of what I now call the “Beauty and the Beast” sides of
well-being assessment. On the one hand, well-being assessment tools can measure
the beautiful aspects of our lives and our well-being, such as thriving, flourishing,
happiness, resilience, grit, hope, meaning/purpose, and joy. On the other hand, well-
being assessment tools can measure the not-so-beautiful aspects of our lives and
well-being, such as burnout, compassion fatigue, depression, and suicidal ideation.
The more I looked at them and their respective questions, the more I realized
that these constructs were not mutually exclusive—e.g., one can be depressed with
suicidal ideation and still experience joy. One can have high meaning and purpose
and still be burned out.

So, when I sat down at 11 pm to finish this paper—with the added heat of
knowing it was due the next day—I decided to pull back and take an aerial view
of all of these well-being assessment tools, and categorize them by their subjective
or objective approach. Subjective well-being assessment tools are self-rated; they
are completed by the individual to rate themselves. They are inherently vulnerable
to subjective bias—our inability to see ourselves holistically and/or realistically. As
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humans we have innate tendencies to either over-criticize or over-glamorize our self-
assessments; so, asking us to subjectively self-rate ourselves is complicated; where
is the reality in the midst of our own perception of truth?

Objective well-being assessment tools are completed by some type of other—at
the individual, local, regional, or national level. Our friend tells us “we look great
today” or “we don’t look so good”—informal and qualitative assessments to be
sure, but objective well-being assessments nonetheless. A public health specialist
analyzes our water to tell if it is safe or not safe for us to drink.

Together, these subjective and objective appraisals—whether qualitative or
quantitative—form the full 360 degree view of our well-being. Here we can
hopefully blend the best of both rating (assessment) worlds—we know ourselves
well enough to know when we are and are not doing well (experiencing and/or
having well-being) through our own subjective self-appraisals, and we pay attention
to the people and organizations and agencies that are looking out for our well-being
objectively—so that we know how well we are doing with respect to national trends,
health guidance, and public safety.

After grouping these subjective and objective assessments, I realized how biased
the well-being assessment world is to subjective analysis. There are many validated
subjective well-being assessment tools; there are very few objective ones. This
makes it interesting from a well-being promotion perspective: How was I to start
taking a systemic approach to promoting well-being, when everyone is using
different tools, everyone is defining it differently, and not everyone has the ability to
be fully candid with themselves in their subjective appraisal and/or is open to candid
appraisals from “others”? As a well-accepted axiom in the mental health community
states, “the people who need the most mental health support are usually the last to
know.”

All of this begs the question, if we are going to promote well-being, who gets
to measure how well we are or are not doing that, and how do we measure our
success?

At that point, I realized I had the central premise for my paper—what would end
up becoming a key chapter in my doctoral dissertation [2].

After I finished the draft, around 3 am, I felt pretty good about my ability to
meet the professor’s call to action for my paper. I had stepped up my social science
game, and although I knew I had a long way to go, I felt like I could see a place
where I could do what many of my more academically thoroughbred colleagues
thought was functionally and phenomenologically impossible—that I could actually
contribute to the health communication literature. This was what we think of as a
good professional day in academia.

But then, as I got into bed, ready to get exactly 2.5 h in of sleep before I needed to
get up to start another demanding day, I had a personal moment that was not pretty.
It was a really, really bad day.

I realized that I might be that very person I was writing about—that person
that had a mental health issue who was the last to know.
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I decided to pull out one of the assessment tools on well-being that I had been
avoiding looking at more closely in my analysis. It was an assessment of worker
engagement and burnout. I knew that self-diagnosis does not yield “valid” results,
and that it is never a great idea, but I was sitting there with the publicly available
instrument and I figured it could not hurt.

“Why not fill it out myself?,” I thought.
So I did.
And in that moment, at 4 am, I realized the irony.
I had burnout.
Yep, me, the well-being promotion scholar/practitioner.
Do you see the irony? If not, I will explain.
In the act of researching burnout, so I could teach people not to have it

(i.e., promote their work/life balance and well-being through health education,
promotion, and communication), I realized that I had it.

I had become my own subject.
After this moment, I had a lot of shame about the fact that I had committed my

entire professional life to helping people to “optimize their work/life balance,” and
be more “happy peaceful and centered” as a yoga teacher . . . and that I was burning
myself out in the process of doing that. What was painfully true, and equally painful
to accept, was that I really knew better about the importance of “self-care” and
“health behaviors” that could mitigate and even prevent burnout.

Here is the really scary, ironic, and hard-to-admit part:
I was not engaging in the very healthy activities and habits that I knew from my

grounded, empirical, and formative research to be preventative to burnout—because
I was so committed to protecting other people from burnout and promoting those
solutions to them.

This discussion leads me to the central point of this introduction—how I became
fascinated with the idea that healers (people who help other people to be happier
and/or healthier) can easily hurt themselves if they do not balance their desire to be
of healing service with their own self-care needs. This fascination fuels my desire
to promote well-being, but also challenges me to take a much different approach to
it than I did prior to my doctoral work researching the beauty and the beast sides of
well-being. Today I realize that there is great complexity in promoting well-being
to populations that are in healing fields in general, and healthcare professions in
particular. In their (our) desire to be of service, our work often asks a lot of us:
sleepless nights to complete a shift, respond to an emergency, complete a continuing
education activity, finish a paper, prepare a lecture, and analyze data. And, as part
of our giving, healing role, we are expected to be of service without fail—to ensure
the safety and well-being of those we are serving. We can’t afford to fail those who
we are helping; but at what point, in our accomplishment of the demands of our
work, do we fail ourselves by ignoring own personal and quite physiological needs
for self-care?

Now that you know why I care so much about the issue of burnout in general, and
how it applies in healthcare settings in particular, I would like to walk you through
a very specific discussion of physician burnout in the USA. I hope that the reader
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does not misconstrue my choice to discuss physician burnout as implying that this
is the only healthcare provider role in need of burnout intervention. Instead, think
of this discussion as one that begins a host of other discussions I feel we all need
to have about other professionals in other healing fields—in traditional healthcare
settings and in complementary and alternative healthcare settings, too.

This chapter will limit its discussion to physicians in the USA due to space
demands, but this real-world discussion should not be limited solely to the USA.
When I originally presented the content in this essay (in Fall 2017 at the 3rd
International Conference for Systems and Complexity Sciences for Health at George
Washington University), I was originally focused on data researched of U.S.
physicians because I had only 5 min to present my findings within the confines
of the conference’s “TED-style” format. After delivering that presentation, I had
many colleagues come up to me on breaks to share with me that this issue of
physician burnout is also burgeoning in their respective host countries. Although
I was personally glad to make some new professional acquaintances based on my
talk, I am neither professionally nor personally glad to know that the problem is
bigger than I imagined—and that, globally, it is getting bigger every year.

2 Defining the Problem: What Is Burnout, Really?

Before we review the rising prevalence of physician burnout in the USA, and before
I offer a few possible solutions for addressing it from a socio-ecological point of
view, I would like to first articulate what I/we mean by “burnout”. Burnout is a
term that is often used loosely in everyday speech, in everyday conversation but is
much less known as an ideological construct. Making its study more complicated
is the fact that like well-being, burnout is very complicated from a scholarly
and investigative point-of-view: like well-being, burnout is defined and measured
differently by different scholars. All of these scholars define burnout differently, and
therefore measure it differently—which makes tracking it from an epidemiological
point-of-view quite difficult both domestically and internationally.

Burnout is considered a life management disorder [3], but it is also closely
related to work engagement. However, engagement and burnout are not mutually
exclusive—similar to the ways that depression and happiness are not mutually
exclusive. In other words, a person can be depressed and still experience happiness;
a person can be highly engaged and still experience burnout.

Despite these complexities, the most popular definitions of burnout that are
cited in the literature include the following. Burnout has been defined as a
“progressive loss of idealism, energy, and purpose experienced by people in the
helping professions as a result of the conditions of their work” [4] and there are three
key characteristics of burnout: physical and emotional exhaustion, cynicism, and
inefficacy [5]. Burnout is listed as a problem condition (Z-73) and life management
difficulty but not as a psychiatric disorder in the International Classification of
Diseases (ICD-10) [3].
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Burnout is not to be confused with compassion fatigue, a separate construct
that is measured differently and stems from different fundamental issues—but is
experienced symptomatically in ways that present to the individual experiencing
them in ways almost identical to burnout (i.e., exhaustion, feelings of distress, mood
disorders, feelings of hopelessness, and overwhelm). Unlike burnout, compassion
fatigue is considered a secondary post-traumatic stress disorder—it stems from
a caregiver or clinician “taking on” the biopsychosocial effects of the stress of
caregiving and/or the stress of those they are caring for, it is therefore considered
a psychiatric disorder. One way to conceptualize the distinctions between burnout
and compassion fatigue is to consider burnout as being grounded in professional
identity questions such as “Why am I here?” Compassion fatigue is grounded in the
body’s inability to adapt to interpersonal demands of caregiver-related stress and/or
prolonged bouts of caregiving.

Since they are not well-recognized by the general public as illnesses per se,
and because “no diagnostic criteria for burnout have been developed” [6], it is
quite possible that the alarming trends we see with regards to burnout are actually
misinformed if not inaccurate. In other words, if we have not trained providers or
the public in standard practices for diagnosis or self-disclosure, it is safe to assume
that the prevalence rates we do see are at least inaccurate and at most woefully
underreported. Moreover, in the cases of burnout we do know about and have
measured, we have differences of scholarly opinion with regards to burnouts sub-
constructs and their measurement, which only further dilutes our ability to track
burnout epidemiologically at a public health level. And, since compassion fatigue
and burnout present so similarly, we may not be seeing the whole compassion
fatigue/burnout picture; we may be misdiagnosing one as the other and/or we may
not realize both issues are present because we are only measuring for one of them
(if at all).

2.1 Conceptualizations

Asking the reader to at very least accept that there is great confusion surrounding
what exactly it is we are or are not talking about when we refer to, discuss, or
measure burnout, I will now highlight two measures of burnout which I feel are
both pertinent and important for the reader’s understanding of this chapter’s over-
arching discussion of physician burnout. Although other measures (beyond those in
this discussion) are also quite capable of helping to illuminate the prevalence of
physician burnout, I have chosen to focus on the following two instruments for
simplicity’s sake. I also will admit both for the transparency that is needed for
autoethnographic essays such as this and to alert the reader to the inherent bias I
have with regards to these instruments that I have a personal connection and bias
with regards to both of these instruments. The first was the instrument that helped
me to discover I had burnout (as described earlier in this essay), while the second
instrument was conceptualized by my colleague, friend, and former boss Dr. Anne
Nicotera of George Mason University.
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With full acknowledgement of these personal biases with regards to these
measurements, I can now share why I have chosen to highlight these two measures
for this discussion. First, as mentioned earlier there is a well-established notion
in research that states “if we can’t measure it, it doesn’t exist.” By understanding
how something is conceptualized and measured, we can better understand the thing
itself—because it tells us more about what that thing really is like and by default,
what it is not. Second, I highlight these twomeasures of well-being to give the reader
a small insight into the complexities of not only conceptualizing and measuring
burnout, but to ensure that the reader can feel the full weight of what it means to say
that approximately half of U.S. physicians are burned out today.

2.1.1 Maslach Burnout Inventory

The first measure of burnout pertinent to this discussion is the Maslach Burnout
Inventory, selected both because of the rigor used to develop it and because of the
ground-breaking work of its namesake Christina Maslach, who was instrumental
(pun intended) in both giving “burnout” its name and in finding ways to actually
measure it. In 1976, Maslach discovered in the process of conducting exploratory
research into the ways that workers in healthcare and human service occupations
coped with strong emotional arousal on the job that several workers were using a
term that was also used to refer to drug use at the time—“burnout.” Soon thereafter,
other scientists as well as the public shortened the term, to what we now know is
“burnout.”

In an intriguing retrospective of the history of burnout, Maslach and her
colleagues describe burnout as being more than an individual’s issue, but one
that emerges based on workplace relationships. She and her co-authors state that
“from the beginning, burnout was studied not simply as an individual stress
response, but in terms of an individual’s relational transactions in the workplace”
[7]. In Maslach’s pioneering work, she discovered during exploratory interviews
(qualitative research) that three common themes evolved which correlated with what
participants were calling burnout:

• Exhaustion or feelings of low energy,
• Depersonalization or feelings of inappropriate professional cynicism,
• Inefficacy or feelings of low self-competence for work performance.

She then developed an instrument to measure for these themes, the Maslach Burnout
Inventory (MBI) which is now well-recognized as being statistically valid. The MBI
has been adapted over the years to the needs of several professions—including
physicians most recently.1

1Because the MBI is proprietary, its questions cannot be included here.
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2.1.2 Structurational Divergence Instrument

An alternate instrument that is publicly available and that offers a more holistic
view of burnout is the structurational divergence (SD) instrument conceptualized
and initially validated by Nicotera, Mahon, and Zhao [8]. As its name might
imply, this measure does not examine burnout per se, but does describe the
experience of structurational divergence—i.e., the experience of becoming caught in
“negative communication cycles resulting from the interpenetration of incompatible
meaning structures” [9]. Because structurational divergence is highly correlated
with (predictive of) burnout, and because there are also strong statistical correlations
between SD and role conflict, bullying, depression, and intention to leave (the
occupation), as well as a negative correlation between SD and job satisfaction
[8], structurational divergence offers anyone interested in conducting burnout
investigations (for themselves, for physicians, or for anyone in or outside of the
healthcare system) a more comprehensive and systemic view of the entire “burnout
problem.”

So, what is structurational divergence exactly? In layman’s term, structurational
divergence is one way to describe those moments that you are “caught between
a rock and a hard place” and “feel damned if you and damned if you don’t.” (The
reader may smile upon learning that these are actually two of the questions on the SD
self-report scale). To understand structurational divergence as a construct it helps to
put it into a real-world context. Imagine that your boss tells you that it is imperative
that you are present for an important meeting, and you tell him you will be there
(because you want to maintain the performance expectations of your role as well as
your professional relationship with your boss and your colleagues). Then 5 min later
you receive a phone call that you are requested by a family member to accompany
them on an important and unexpected medical visit that has been scheduled at the
same time as your important meeting. Your role as worker is at direct odds with your
role as mother, sister, daughter, and/or caregiver, and you have a “structurationally
divergent” moment on your hands.

Although the example above illustrates my own theoretical understanding and
interpretation of this construct, and I have situated this example in a somewhat
cliché’d “work vs. life” scenario, I feel it is important to emphasize here that
structurational divergence can be experienced WITHIN either work and/or our
lives: we often have multiple roles we play at “work” and at “home.” And it is
also important to emphasize that structurational divergence is not just about being
overloaded by the multitude of demands these roles ask of us, it is the social norms
that surround each of these roles and the cultural norms and expectations embedded
within them that cause the trouble (i.e., incompatible meaning structures). When the
expectations of our roles are at odds, we find ourselves stuck in the middle in that
rock and hard space of structurational divergence.

Because the structurational divergence (SD) instrument was developed through
a study designed for nurses, the instrument measuring SD has a clearly healthcare-
oriented tone as shown in the following partial sample of questions from the SD
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instrument (survey). Participants are asked to rate the degree to which they agree
with statements such as:

• Administrative procedures get in the way of what is best for the patient.
• I feel like I am “between a rock and a hard place.”
• I am “damned if I do and damned if I don’t.”
• I feel like I am fighting “unnecessary fires at work.”
• The concerns of the hospital/organization surpass the needs of the patient.

The reader is invited to see the full instrument as well as its rating scale in Nicotera,
Mahon, and Zhao’s article [8].

2.2 Glimpses into the Complexities of Burnout

These two measures give you a small glimpse into the complexities of burnout. It is
clear that there is real need for more comprehensive solutions for conceptualizing
it, understanding it, and measuring it, so that we can more effectively track it and
eventually address it. Still, we cannot let the messiness of its measurement get in
the way of our pursuing clearer understandings of it as a construct in general, or
its impact on physicians in particular. As we will see in the next section, physician
burnout is an epidemic in the USA—one that calls for socio-ecological solutions.

3 The Crisis of Physician Burnout in the U.S. Healthcare
System

As of 2018, U.S. doctors are more burned out and less satisfied with their work than
the general U.S. working population. Both burnout and depression develop cumu-
latively and burnout peaks during residency [10]. According to Medscape’s 2018
national study of over 15,000 physicians from 29 specialties, the highest rates of
burnout occurred amongst critical care (48%), neurology (48%), family physicians
(47%), and ob/gyns (46%) and internists (46%) (see Fig. 1). Interestingly, 40% of
all physicians surveyed reported that they are both depressed and burned out, as
indicated on Fig. 2 [11].

When viewed from a systems-perspective, physician burnout affects the individ-
ual, the organization, the community, and the healthcare system as a whole. Some
scholars describe burnout not as an individual’s problem, but as a systems-level
issue. The individual experiences it, but it is caused by systems-level challenges
that impact the individual.

For the individual physician, burnout can be experienced as job dissatisfaction,
less altruistic values, broken relationships, and problematic alcohol use. Burnout
also threatens providers’ ability to improve patient outcomes, because burnout
and medical errors are positively correlated. Physicians who are burned out have
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Fig. 1 Physician burnout by specialty, 2018.
Source: Medscape (2018): National Physician Burnout and Depression Report

Fig. 2 Physicians with both burnout and depression by specialty, 2018.
Source: Medscape (2018): National Physician Burnout and Depression Report

decreased physician empathy and increased physician unprofessional conduct. Not
surprisingly, patients who are cared for by burned out physicians report lower patient
satisfaction and have reduced patient adherence to their treatment plans [10, 12].
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Like depression, burnout is also associated with suicidal ideation.2 In the
USA, approximately 1 doctor commits suicide every day—approximately 40,000
Americans commit suicide annually. Physicians have the highest prevalence rate for
suicide relative to any other professional group in the general U.S. population—
including the U.S. military—at a rate of approximately 28–40 per 100,000. Male
physician trainees commit suicide at a rate that is 40% higher than that of U.S. men,
while female physician trainees commit suicide at a rate that is 130% higher than
that of U.S. women [13].

While these prevalence rates at the individual (physician) and interpersonal
(patient–provider) levels are enough to qualify burnout as a U.S. healthcare crisis,
physician burnout also makes a crisis-level impact at other levels of the socio-
ecological model, namely, organizational, community, and policy levels.

At the organizational/healthcare delivery and practice level, burned out providers
are less professional in their conduct [14]. They have decreased productivity, make
more medical mistakes, and are more likely to engage in unprofessional conduct
and disruptive behaviors [10].

At the policy and U.S. healthcare systems-level, physician burnout today causes
a shortage of physicians tomorrow: the U.S. Department of Health and Human
Services estimates a shortage of over 50,000 physicians in the USA by 2020
[10]. Recruitment costs to replace a physician are estimated to be $ 250,000 per
physician [14].

4 Solving the Problem: Proposed Socio-Ecological Solutions

When considering solutions for the future, it is helpful to look at how solutions
posed in the past have or have not worked. Interestingly, a recent study examined
burnout in primary care settings, with 422 primary care physicians in 119 practices
and 1785 of their patients [15]. The study showed that there are four key variables
that predict burnout, and these are closely linked to the socio-ecological model [16],
as shown in Table 1.

This same study made recommendations for ways that practices can address
burnout, which the authors call “making primary practices safer.” They recom-
mended three key solutions: “(1) Emphasizing information systems; (2) Promoting
a culture of quality; and (3) Improving the hectic environment” [15].

While today (13 years later), the notion that information systems can improve
burnout is being challenged (since many physicians and providers today blame
electronic health information systems as a major source for their burnout [17]),
the idea that improving the hectic environment and promoting a culture of quality
are still relevant. Based on my grounded experience working with individuals and

2Author’s note: depression and burnout are separate illnesses, and as with compassion fatigue, are
not mutually exclusive.
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Table 1 Socio-ecological analysis of burnout predictors

Socio-ecological model Predictor of Burnout as per MEMO study

Individual level Work control

Interpersonal level Time pressure (time w/patients needed vs. available)

Organizational level Organizational culture

Societal/Policy level Work pace (including productivity demands)

Adapted from: Krugg EG et al. Violence—a global public health approach. World Report on
Violence and Health [16]

organizations (ironically, the same work that burned me out in ways described at the
beginning of this chapter), I can personally see several ways that public health pro-
motion and well-being intervention design can help address this physician burnout
crisis—at least domestically (within the USA) and potentially internationally.

First, at the individual, interpersonal, and organizational levels, awareness cam-
paigns in occupational settings—such as burnout and compassion fatigue awareness
campaigns—can address the workplace organizational culture and work control
variables that increase the likelihood of burnout. These types of campaigns can help
physicians to be aware of their vulnerability to these health risks and help to prevent
the likelihood that they fall prey to them and/or know how to treat their conditions
adaptively if they discover they have them. These trainings can also include training
in health communication practices, since there are seven pathways through which
communication can lead to better health:

1. Increased access to care,
2. Greater patient knowledge and shared understanding,
3. Higher quality medical decisions,
4. Enhanced therapeutic alliances,
5. Increased social support,
6. Patient agency and empowerment, and
7. Better management of emotions [18].

Additionally, these trainings can include self-care and self-compassion education to
help providers to not only express compassion to their patients more effectively but
to also protect themselves from compassion fatigue [19].

4.1 Principles of Preventing Burnout

Inspired by my own lived experience with burnout as well as the stories of my
yoga and integrative health coaching clients, I have conceptualized, designed,
developed, and disseminated two well-being promotion interventions aimed at
helping individuals to both prevent them and/or manage them should the need arise.
Well-Being Ultimatum [21] is a meta-intervention that empowers individuals to take
a strategic and holistic strategy approach to the many dimensions of their daily
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lives and well-being: physical, financial, social, mental, purpose, and emotional.
Participants are taught that through their commitment to daily self-care, weekly
social support, and monthly services (help-seeking) they will be able to optimize
their well-being strategically through the full continuum of surviving through
thriving. Participants of the intervention are taught to be “strategic healers”—who
recognize that in order to best care for others we must first care for ourselves and
treat ourselves with self-compassion.

The second intervention, Genius Breaks [19], teaches participants to take mini-
breaks of mindfulness, movement, and meaning (self-compassionate self-talk)
throughout the work or school day. Whereas Well-being Ultimatum [20] is strategic
in its approach to empowering individuals to transform their well-being over a 6- or
12-month period, Genius Breaks offers participants the ability to take mini-breaks
throughout the work or school day in as little as 10 min. The intervention is inspired
by research that indicates that both movement and mindfulness can improve phys-
ical, mental, and emotional well-being, while promoting and protecting longevity.
The intervention teaches participants to engage in a “mindful movement vitamin”
[19]—a kinesiology protocol which helps participants to know which movements
to engage in daily in order to fight sitting disease while ensuring they have engaged
in all three planes of motion.

The mindfulness and meaning dimensions of the Genius Breaks’ “3M” Method
add two other somatic dimensions to the experience of taking a regular stretch
break. The mindfulness theme is practiced through simple breath strategies, so that
participants do not have to feel as though they have to “go to a beach” in order
to practice mindfulness. (Closing one’s eyes and taking 10 deep breaths is a less
indulgent but still beneficial alternative.)

The third “M” in the Genius Break Method (framework) is “Meaning.” Par-
ticipants are taught to take time during their Genius Break of mindfulness and
movement to consider the meaning of the day’s events, and to decide if and how they
would like to reframe the meaning surround them. For example, a leader may feel
overwhelmed by the difficulties of the day’s demands, but upon reflection, reframe
the difficulties as an opportunity for her team to rally their collective expertise
and evolve. Participants in the intervention are taught to link their movement and
mindfulness to a meaning framework, which I call the Chakras of Communication
[19]. The framework includes 8 communication meaning themes, that are inspired
by and adapted from the chakra system. Participants are taught to link movement
to these themes in a form of stylized gesture, so that they are communicating non-
verbally with themselves. When they put movement, mindfulness and these meaning
things together, they have a system for moving through the blocks within their day
and inside of themselves, and for reframing the stressors of the day into a new (and
less stressful) narrative. I have seen their utility work both inside the yoga study (as
a structure for cueing classes) and in the board room (as a way to redirect energy
when I am facilitating an important discussion).

When practicing their Genius Breaks, participants learn the 8 Chakra of Com-
munication themes—Respect, Gratitude, Commitment, Courage, Kindness, Insight,
Community, and Consciousness—and how to link them to their body. This somatic
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approach enables each Genius Break to be more than just a mindfulness or
movement break; it becomes an opportunity for each participant to feel as though
they are in control of the way that they see their day—an important mechanism
for either preventing and/or managing burnout and as a way to reconnect with
themselves, their colleagues and their loved ones.

I designed both interventions—Well-Being Ultimatum (2015) and Genius Breaks
(2017)—to make them easy-to-implement for the busy folks they are designed
to help and easy-to-integrate for the organizations in which they work. Although
neither intervention offers a turn-key solution for the physician burnout epidemic,
anecdotal evidence (from my individual and organizational clients) indicates that
both interventions hold great potential for helping to prevent physician burnout.

In addition to these individual-centric approaches to addressing the epidemic of
burnout, workplace well-being campaigns at the organizational, community, and
societal levels can also help to address organizational and professional culture
issues, and help to raise awareness for needed policy changes for physician occu-
pational expectations. Although residency hours have been addressed in previous
policy mandates by the American Medical Association [21], these required changes
have not completely solved the physician burnout problem. Additional changes
can be made to occupational policies for physicians, similar to expectations in the
aerospace (pilot) and emergency response (lifeguard) communities where breaks
and “crew rests” are mandated to help these workers to sustain the high stress
demands of their work.

5 Limitations

This discussion is by no means intended to have all of the answers for solving
this healthcare crisis—domestically or internationally—but it is meant to stimulate
a discussion that can hopefully lead to viable solutions generated in both the
healthcare and public health contexts.

There are several limitations in this discussion that I feel the need to call out
into the open. As mentioned previously, physicians are only one type of healthcare
provider in the U.S. healthcare system who are burned out today; it is well-
established that there is rising prevalence in other healthcare roles, especially in
the field of nursing [22].

I also recognize the inherent limitation of taking on this discussion from an
autoethnographic point of view; it is my own personal reflections on the causes
of and potential solutions for an admittedly very complex systems-level crisis.
Though the use of autoethnographic structure [23], I attempted to use narrative and
personal experience to (hopefully) compel the reader to see beyond the numbers
into the real world of its complexity—from its diagnosis to its intervention design
to its prevention, treatment, and management. And while I admit freely that I am
not a physician, I am a provider in the integrative health community dedicated to
promoting well-being at all levels of the socio-ecological framework. I therefore
know both through my own lived experience navigating through burnout and
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through my work helping individuals and organizations to do the same that it
will take a concerted, collaborative, and calibrated approach to raising the public
awareness about the complexities and impact of burnout if we are to be successful
in treating it nationally and globally.

6 Conclusion

This discussion has provided the reader with both an individual- and systems-
level understandings of the rapid rise of physician burnout prevalence in the USA,
as well as an expanded understanding of how intervention and policy design
might address it. Ultimately, I hope that my personal experience and narrative
has helped the reader to see that burnout is not just an individual’s problem it is
a systems-level problem in need of socio-ecological approaches to its solution—
through intervention designed to recognize its complexities through the continuum
of formative research, conceptualization, design, delivery, message testing, and
dissemination.

With the prevalence rates of burnout rising rapidly, it is important that we
continue a systems-level awareness discussion that this chapter has hopefully
contributed to. If we now know that one out of every two physicians has been
identified as being burned out, and we also know that burnout is very difficult to
identify, diagnose, and discuss—then perhaps the problem is even larger than we
currently imagine. The time is now for us to look to socio-ecological solutions that
address the crisis as a public health systems-issue that negatively impacts individual
providers and patients.

The Transformative Aspects of This Study

Since physicians have the highest burnout and suicide prevalence rates of any U.S.
profession, it is important that we raise public awareness about its prevalence and
start discussing systemic solutions. If we are to address this U.S. public health crisis
of physician burnout appropriately, it is important that we understand the issue
through the lens of the individual, the community, the organization, and the national
healthcare landscape. This therefore challenges traditional thinking surrounding this
often undiscussed yet systemically pervasive national issue, and begins with an
overview of the complexities surrounding conceptualizing and measuring burnout,
presented through the lens of my own lived experience discovering that I had
burnout while researching it. After illuminating for the reader the difficulties of
being inside of burnout, I then examine the impact of physician burnout at other
levels on the socio-ecological framework: organizational, community, and societal.
After examining the problem with this socio-ecological approach to systems-
thinking, I then wrap up the discussion with possible solutions. I share two
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frameworks that I designed to prevent burnout and promote well-being that are
informed both by my lived experience realizing I had them and inspired by my
work as an integrative health (yoga and movement therapy) provider. Ultimately, I
hope that through my open and candid discussion that I will raise the awareness of
the public, patients, and providers of the prevalence of burnout and the importance
of burnout prevention and treatment.

TAKE HOME MESSAGE

• Burnout 101

– Burnout is not to be confused with compassion fatigue, although it is
experienced symptomatically in similar ways by the individual.

– Burnout is a systems-level issue, felt and experienced by the individual.
– Compassion fatigue is a post-secondary stress disorder, caused by the

repeated experience of “taking on” the stress of the people we care for.
– Most scholars agree that burnout is a combination of exhaustion, cyn-

icism/depersonalization, and inefficacy (low perception of professional
self-competency).

– It is difficult to know if you have burnout, compassion fatigue, or
both, making its identification, diagnosis, epidemiology, and treatment
difficult.

• Physician Burnout Today (2018)—A Public Health Crisis

– According to Medscape’s 2018 national study of over 15,000 physicians
from 29 specialties:

· U.S. doctors are more burned out than the general U.S. working
population.

· 40% of all physicians surveyed reported that they are both depressed
and burned out.

· Physicians have the highest prevalence rate for suicide relative to any
other professional group in the general U.S. population—including
the U.S. military.

– When viewed as a public health epidemic through the lens of the socio-
ecological framework, the impact of physician burnout is felt at all
levels:

· Individual: Job dissatisfaction, less altruism, less work/life balance,
less empathy, higher depression, higher anxiety, and higher suicidal
ideation.

· Interpersonal Patient–Provider Level: Worse patient outcomes, lower
patient satisfaction scores, and decreased patient adherence.

(continued)
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· Organization/Practice Level: Decreased productivity and increased
medical mistakes, increased unprofessional conduct, and disruptive
behaviors.

· Societal/Healthcare System Level: Reduced patient adherence to
treatment plans (means lower patient engagement and compliance), a
predicted shortage of over 50,000 physicians nationally by 2020, and
rising costs of replacing physicians who leave the field ($250,000 per
replacement).

• Potential Socio-ecological solutions

– Individual Level: Burnout and compassion fatigue awareness trainings,
as well as self-care and self-compassion based interventions can help
individuals to raise their health literacy with regards to burnout and its
solutions.

– Interpersonal Level: Burnout and compassion fatigue are both “quiet
challenges” that can be difficult to talk about; however, social support
has been positively correlated with well-being.

– Organizational, Community, and Societal Levels: Workplace well-being
campaigns can also help to address organizational and professional
culture issues, and help to raise awareness for needed policy changes
for physician occupational expectations.

– Societal/Healthcare Systems Issue: Policy changes can be made to
support and protect physicians, similar to expectations in the aerospace
(pilot) and emergency response (lifeguard) communities where breaks
and “crew rests” are mandated to help these workers to perform well
despite high stress demands of their work.
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Health Systems and Policy



Organisational Relativity—Changing
Our Perspective on Health and Health
Care

John Watkins

1 Introduction

On the 24th of November 1859, Darwin’s ‘On the Origin of Species’ [1] was
published. This was the culmination of ideas that had been fermenting in Darwin’s
mind since he travelled on the Beagle as a Naturalist some 25 years earlier. By the
late 1830s Darwin had formulated the basis of his theory of evolution but it would be
a quarter of a century before it was formally released to the world. Nearing the 160th
anniversary of this event it is important to reflect that Darwin himself made two
observations, firstly he noted, ‘survival of the fittest’ and equated this to the well-
known practice of selective breeding, whereby environmental change led to changes
in survival potential and hence ‘natural selection’ of individuals with traits that
gave them an advantage. His second, often overlooked, observation was the concept
of a ‘tangled bank’. During his long voyages in the Southern Hemisphere and
particularly the Galapagos Islands, he noted not only the biodiversity of the fauna
and wildlife compared to his home but also the variation between islands. Despite
this biodiversity on land, the thing that caught his attention was the comparative
paucity of species diversity and abundance of wildlife compared to the fertile Pacific
waters lapping on the shores. Underwater, despite what one may interpret as a
nutritionally impoverished environment, there existed a ‘tangled bank’ comprised
of hundreds of species, each interdependent on the other, an ecosystem in secular
equilibrium, the ebb and flow of populations dependent on each other—a food web,
not a food chain.
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2 Challenges to Darwin’s Original Ideas

Despite a turbulent and often difficult birth, Darwin’s concept of natural selection
has remained a central theme through successive iterations. As time passed into the
early twentieth century it was clear that the original Darwinian concepts needed to
be modified. His theory, as first conceived, could not explain adequately inheritance
of quantitative variation, such as eye colour, which is not driven by selection
bias [2]. In addition, Darwin and Wallace knew nothing of the extent of genetic
variation that existed within species [2]. In an attempt to accommodate Darwin and
explain these emerging ‘difficulties’, the Modern Synthesis was developed, bonding
together ideas from biology, the emerging field of genetics and palaeontology, the
modern synthesis sort to blend Darwin’s ideas of natural selection with Mendelian
inheritance accepting that genetic variation was giving rise to quantitative variation
[2].

The Modern Synthesis, despite its undoubted success in addressing issues of
evolutionary origins and variation, was, in it’s turn, unable to explain the unfolding
knowledge of the latter decades of the twentieth century.

Findings flowing from the new science of molecular biology demonstrated that
the genome was anything but what scientists at the time imagined, for example, the
most developed species on the planet, us humans, had less definable genes, around
20,000, than some very lowly creatures, e.g., nematode worms, and much of our
DNA did not appear to code for proteins, as Crick would contest in his central
dogma. In contrast, we now know that the genome itself is an historical collection of
DNA, partly made up of genes that code for proteins, a large proportion involved in
functions of control and expression of genes and some parts that have viral origins,
amongst others, from antiquity [3].

Rather than Darwin and Wallace’s concept of survival of the fittest,1 in relation
to species, many genes have been conserved over billions of years and inherited
independent of species survival, e.g., pax6 genes that code for proteins in the eye
[4].

1On the origin of ‘Survival of the Fittest’, the origin of the expression ‘survival of the fittest is
probably not Darwin’s, in that, he did not use this term in the first 5 editions of On the Origin of
Species. There are only two sentences that relate to the notion:

. . . the wolves inhabiting a mountainous district, and those frequenting the lowlands, would
naturally be forced to hunt different prey; and from the continued preservation of the individuals
best fitted for the two sites, two varieties might slowly be formed (p. 86). and But the utter extinction
of a whole group of species may often be a very slow process, from the survival of a few descen-
dants, lingering in protected and isolated situations (p. 300). It was Herbert Spencer—philosopher,
biologist, anthropologist, sociologist and prominent classical liberal political theorist—who first
used the term: This survival of the fittest, which I have here sought to express in mechanical terms,
is that which Mr. Darwin has called ‘natural selection’, or the preservation of favoured races in
the struggle for life (Principles of Biology of 1864, vol. 1, p. 444).
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Possibly the greatest discovery in biology, since Watson and Crick worked
out the structure of the double helix of DNA and it’s role in the genetic code,
has been the increased understanding of the role of epigenetic changes in gene
regulation. Epigenetic changes occur and accumulate throughout life and are
transmitted beyond a single generation. These changes arise due to host environment
interactions and are heavily influenced by individual behaviours [5], e.g., during the
Second World War, as the war-torn Netherlands were annexed by the Germans,
famine set in—‘the Dutch hunger winter’—when much of the population starved to
death. Interestingly, those pregnant women who survived this ordeal gave birth to
children who themselves had problems with obesity in later life, this trait passing
on in turn to their children. This is an example of how environmental/personal
behaviour can have lasting phenotypical consequences for inheritance outside of
classical Darwinian control.

3 Innovation, Variation, the Adjacent Possible and Complex
Adaptive Systems

We now know that rather than the genome being the book of life it would appear
to be more like a library, with individuals parts being defined as ‘genes’ and non-
coding regions. These non-coding regions, rather than being ‘junk’, as first thought,
now appear to have a role in gene expression and are the origin of some inherited
diseases [3]. We are therefore drawn to the conclusion that DNA rather than being
the all controlling centre defining a species, it is but a part of a complex adaptive
system, a point to which we shall return.

Andreas Wagner in his wonderful book, Arrival of the Species [2], poses the
question:

. . . where do innovations come from? . . .where do the new variants come from that selection
needs?

Wagner sets about answering his rhetorical questions by suggesting that ‘life can
innovate . . . while preserving what works through faithful inheritance’. Wagner
looks at the genome and the proteome for that matter, like the mythical ‘Library
of Babel’ [2] in which exists an infinite number of copies of the genetic code.
Any single genome, or protein coding gene, in this library will have multiple near
neighbours differing from the original by a single nucleic acid base, these new
‘books’, will in turn, have near neighbours that they themselves will differ from,
by a further single nucleic acid change. Wagner suggests that it is possible to ‘walk’
across this library, near neighbour, to near neighbour, slowly changing the genetic
code, without changing phenotypical characteristics, or biological function, arriving
at a distant place in the genomic ‘Library of Babel’, whereby the genetic code may
be different and individual proteins made up of different amino acid sequences but
in phenotypical terms have little, or no, impact on form, or function. This natural
variation in the genome can give rise to phenotypical variation which is neutral in
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terms of survival, or variation in characteristics that have their origins in a large
number of genes, e.g., human height, human propensity to develop disease, etc.

The cover of Steven Johnson’s best-selling book ‘Emergence’ [6] headlines a
number of questions, answered within its pages:

. . . why do people cluster together in neighbourhoods? How do Internet communities spring
up out of nowhere? Why is the brain conscious even though no single neuron is? What
causes a media frenzy?

to this we can add what causes the variation of life on earth? How do adaptations
arise to fit an ecologic niche?

Johnson brings together three themes to answer these questions [6]; the variation
that exists at all levels in the universe, the concept of the ‘adjacent possible’ defined
by Stuart Kauffman [7] and complex adaptive systems and what they mean for
biology, society and our place within it [8].

At its simplest Kauffman’s ‘adjacent possible’ [7] is eloquently defined by
Johnson, as

. . . a kind of shadow future, hovering on the edges of the present state of things, a map of all
the ways in which the present can reinvent itself. . . . captures both the limits and the creative
potential of change and innovation.

Another way to look at this, from both the biological and societal perspective, is
that any system or set of systems are peppered with variation, most of which confers,
at any given time, little, or no, advantage. However, now consider some change
in the environment that redresses the balance and perhaps confers an advantage
for some variants over others, or alternatively, a new innovation arising. In this
circumstance, some of those ‘shadow worlds’ that existed beyond the closed door
to the ‘adjacent possible’ now become available and redress the balance in favour of
one variation/adaptation over another. In the ‘real’ world people have traded goods
ever since societies have existed, but it was the invention of, first the telephone,
then the Internet and then Amazon and PayPal, that has allowed books to be traded
instantly from one continent to another.

The third of Johnson’s strands in ‘Emergence’ [6], complex adaptive systems,
were initially explored by Stuart Kauffman and the Danish physicist Per Bak when
they were at the Sante Fe Institute [8]. They worked together for a number of
years trying to come up with a consistent theory as to how the origins of life
could have started from a complex mixture of chemicals that self-organised to a
point of criticality. Ideas Kauffman would expand on in his book ‘The Origins of
Order’ [7], meanwhile Bak and colleagues [8, 9] published their seminal paper on
complex adaptive systems. What Bak and colleagues [8, 9] demonstrated, using a
very simple sand pile model as a metaphor for many complex adaptive systems
(e.g., earthquakes, economic fluctuations in market value, punctuated evolution,
etc.), was that such systems undergo avalanches of all sizes and scales which occur
with a power law frequency distribution. From this work they concluded that in
many complex adaptive systems the natural evolution of the system is to a point
of criticality, with regions of relative calm and other areas at the point of collapse
into chaos. In the sand pile analogy they describe and experimentally demonstrated,
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that when the sand pile reaches this critical point, the addition of more sand causes
avalanches across a broad spectrum of sizes and timescales—small avalanches more
common that large ones, periods of great turmoil are interspersed with periods of
relative calm.

4 Fitness Landscapes and Organisational Relativity

Both Kauffman and Bak built on the work of Sewall Wright [10], who, in 1932,
introduced the concept of fitness landscapes. In this concept, evolution by selection
will, within a particular environment, select out those traits that impart a survival
benefit. This benefit will lead to change whereby, over time, a species will evolve
upwards to an optimal survival/adaptive peak. In a static landscape, with multiple
peaks, the newly evolved species will be trapped at the top of its own local peak,
unable to travel to higher, more suitable, vistas without travelling down into the
adjoining valley and relinquishing some survival advantage. Both Kauffman and
Bak see such a landscape, both in biology and society, as being constantly changing,
like the surface of the ocean thrashing around in three dimensions. In reality, this
seascape will be multidimensional and hence always at a point continual change
in some direction. Bak has shown us that rather than being unique and unlikely
to arise by chance, complex adaptive systems evolve naturally to this point of
criticality [9], a point fromwhich the system can change quickly in response to small
perturbations in the fitness landscape. Sergey Gavrilets has explored this concept
of high dimensional fitness landscapes and their role in speciation [11], whereby
the interplay between environmental change genotypical and phenotypical variation
leads to evolutionary flow across multidimensional fitness landscapes.

Recently Denis Noble, Emeritus Professor of Cardiovascular Physiology at the
University of Oxford in the UK, in acknowledgement of Einstein, has coined the
phrase biological relativity to evoke the same liberating vision of there being no
universal point of reference in the biology of life, just as Einstein disposed of the
universal reference frame for space and time [12]. Noble contests that there is no
privileged position from which biology and life flows, the genome, in and of itself,
is neither the conductor of the orchestra, or the blind watchmaker. Noble sees life
as a whole and not just the sum of its parts, a complex interaction of the organism
with its cells, its intracellular environment and its genetic code. Life playing out a
constant complex dance between the environment, social networks (in their broadest
sense—be they colonies of bacteria, or humans), organisms, cells and intracellular
machinery. It is the environment and the reaction and interaction, of a species to its
changes, that brings out life in all its diversity. This co-evolutionary development is
in fact the underlying engine room of Darwin’s tangled bank.

Gavrilets, writing with Vose [13], explored the explosion of diversity, adaptive
radiation, that arises in a species that is rapidly growing and inhabiting a new
ecological niche. It was just such an ecological niche, the Galapagos islands, that
led Darwin down the road to the Origin of Species. Darwin’s finches have long been
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the ‘pin-ups’ for the Origin of the Species and it was their apparent adaptations to
niche environments that led Darwin and the generations of evolutionary biologists
that followed, to put this down to rapid evolutionary change. However, as Andreas
Wagner points out [4], the rate of change achieved by random variation and selection
is far too slow to drive this diversity. Noble [12] in ‘Dance to the Tune of Life’
cites recent work by Skinner et al. from Washington State University in which
they explore the interaction between the epigenome and the environment and the
role it may have played in contributing to the diversity in beak morphology in
Darwin’s Finches [14]. Skinner et al. found that between closely related individual
species of finches there were a far greater number of epigenetic changes detected
compared to genomic variation. This led the authors to speculate that it is the
environmental impact on the epigenome that is driving change and this change may
eventually result in permanent genetic sequence differences and not the other way
around [14].

5 Complexity—A Science for the Twenty-First Century

The nineteenth century was the period of time when man reached the pinnacle
of his engineering prowess, using the then known laws of physics, we were able
to harness hitherto unimaginable power and drive the industrial revolution. The
twentieth century was the golden age of reductionism, where we brought nature
itself under man’s control, we ‘split’ the atom and worked out the very elements
of how life is organised. However, the twenty-first century sees the dawn of a new
realisation that reductionist ideology, as powerful as it is, will not lead to a deeper
understanding of how the world, from atoms to academies, works. This realisation
will fundamentally change the way we think of ourselves and our place in the world.
With the discovery of the DNA by Watson and Crick in 1953, people felt that it
was only a matter of time before we were to gain the understanding required to
cure many diseases, but the promise of the human genome has come and gone and
we now realise that we need a deeper understanding of how the pieces we have
discovered fit together. Our molecular level understanding of many chronic diseases
today is like a metaphorical box of body parts, we could not possibly predict the
splendour of a Mozart symphony from examining his body, and by the same token
we cannot, at present, work out the complexities at play in the origin of disease. For
example, one of the greatest health challenges medicine faces today is dementia,
a disease responsible for the deaths of millions annually, as each year goes by
we discover another ‘gene’ implicated. The difficulty arises in knowing: How do
these ‘genes’ interact? Which are important? Where do we target? What are the
implications of this action? Small steps are being made in answering some of these
questions, e.g., Zhang et al. [15] using network theory. However, the challenges
in our fight for health and triumph over disease do not stop there, in that, once
we identify a target we need to discover and test the new drugs and treatments. For
example, breast cancer, once thought of as a single disease caused by a single cancer
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cell line, is now known to be a much more complex set of diseases, often treated by
combination therapies, which, in turn, moves us well away from either certainty in
outcome, or optimization.

6 Implications

So what does this mean for the way we think about ourselves, our interactions with
each other, the organisation of civil society, the organisation and delivery of health
care, the way we think about diseases, the way we diagnose and treat conditions and
the robustness and type of evidence we use on which we base our decisions. From
a young age we are taught to think in a hierarchical way, food chains with pyramid
structures, organisations with CEO’s and commanders in chief, reductionist science
that places the gene at the centre of health and disease, but are these concepts wrong?
Much of this chapter has concentrated on exploring and dispelling a number of
scientific ‘givens’; the gene is at the centre of the control of life that leads exclusively
to proteins, which in turn lead to phenotype and not the other way around, evolution
moves by a slow process of random variation, etc.

We now know that food chains/pyramids with a top predator are not how life
works; in reality, both society and predator/prey interactions are complex networks
with essential nodes that are vital for survival—it may be the loss of the bee and not
the ‘King of the Jungle’ that leads to the trophic cascade of a food web. Noble [12]
has directed us to the realisation that there are no privileged positions in biology
and the same can be said for societies. Cities and human endeavour are just as much
ecosystems as those of biology and are no more predictable. Just like any other
complex adaptive system, societies and a sub-organisational structure, like health
care, are akin to Per Bak’s sand pile model [8, 9], there will be areas of relative
calm and some areas of instability, most societies are in this inter-land poised on
the edge of chaos. Kauffman [7] contests that this poised edge gives systems the
potential for maximum adaptability able to take advantage of changes in the fitness
landscape [7, 8, 10] that allow access to the adjacent possible [6, 7]. Does this way
of thinking have any evidence to support it? One can draw on a number of events in
the recent past that have resulted in rapid change occurring in very short timescales:
the fall of the Berlin Wall and the reunification of Germany, the Arab spring driven
by mass communication outside of normal news and governmental channels. At its
heart huge social change is being driven, not by slow footed top down governments
but by highly connected citizens using social media, run on the same smart devices
that have spawned Google, Amazon and Twitter, to name but a few. These devices
have allowed unprecedented access to information, on-line market places and social
interaction. No one would have predicted, not even 10 years ago that ‘High Streets’
in the UK would struggle for shoppers, or that historical left wing socially deprived
communities would vote for right wing policies and politicians—Brexit and Trump.

Equipped with a new way of thinking about the world and its connectedness, at
all levels, we should embrace this knowledge and learn the lessons from biology.
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Man is not distinct from the ecosystem and our destiny, in health and disease, is part
of and determined by our environment. Our cities and civil societies are complex
adaptive systems that will evolve and emerge into futures that, by and large, we
cannot foresee, or control. We need to learn from life that we need to innovate,
embrace variation and adapt to change readily. There is no central control on life, or
society, it is all a collaborative endeavour, emerging out of simple rules which we
need to discover and define for ourselves.
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The Transformational Aspects of This Study

In this chapter we have set out to explode the myth that simple solutions can
be found to complex problems and that disease aetiology can be solved by
simple behaviour change. We have sort to demonstrate that, as a product of our
western culture and education, we erroneously try to solve problems we face in
life, particularly in health and health care, by breaking them down into simple
manageable parts and seeking solutions to these. For example, to solve long delays
in an emergency room we put in place waiting time targets for patients to be seen,
this action, in the UK, has resulted in a shortage of availability of emergency
ambulances, as they are forced to wait outside hospitals, delaying handover, while
those with the most complex health needs are ignored as being too time consuming
to ensure targets are met. In reality, to this problem, a more holistic approach is
required that not only ensures the availability of front line services but also changes
in the population’s health seeking behaviour and greater collaboration across and
between public services and health care.

In addition, it is commonly assumed that we are able to make predictions about
the evolution of a system going forward, such as health care and the future demands
placed on it—in management terms, we assume we can gear supply to this predicted
demand, hence maximising efficiency. The fallacy we highlight is the assumption
that an adaptive nonlinear network, such as a health system, is predictable, yet we
accept uncertainty in other aspects of life, such as the weather and to some extent
the performance of financial markets.

Society has many of the features of a complex adaptive system e.g., who just a
few years ago would have predicted that the UK would seek to leave the EU, or that
Donald Trump would be the incumbent in the White House!

On the issue of predicting future demand, in numerical terms and gearing supply
to match, there is an underlying assumption that demand is predictable and can be
calculated using simple parametric statistics, where we can specify, for any data set,
mean values with confidence intervals. The assumption that healthcare demand, for
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example, over time, is normally distributed following some linear process, giving
a fixed output for any particular input is clearly false. In reality, health seeking
behaviour is highly sensitive to multiple related factors and is highly sensitive to
small changes in the parameters, e.g. a media story that life-threatening influenza
is spreading in the population, or that a local service is in threat of closure. In
reality the decision to consult the healthcare system is a complex mix of social,
psychological and physical factors, driven by norms and peer pressure.

We need to learn the lessons from biology, outlined in this article, that complex
adaptive systems evolve in unpredictable ways, with emergent properties, in order
to cope with this, biology builds in surge capacity and resilience and does not
necessarily have efficiency as its sole guiding principle. In public services and health
care we would do well to recognise this.

Take Home Message
• The whole is greater than the sum of its parts, this cliché applies to human

health and society as much as it does to biology.
• Health and hence health seeking behaviour is a complex interplay of bio-

logical, physiological, psychological, social and environmental processes.
• Disease presentation is a result of all these agents at play with causal

relationships moving up and down in scale. For example, adverse events
in childhood lead to changes in brain structure and function, which in turn
lead to changes in mental health later in life.

• Pressing public health issues of today, such as drug dependency in
adolescents, need a whole system approach, addressing the whole ecology
of the illicit drugs industry; production, trafficking, drugs culture, etc., and
not just concentrating on those affected.

• Individuals and organisations need to awaken to the realisation we live
in a complex world and there rarely exists simple solutions to a complex
problem, failure to recognise this can have unforeseen and sometimes
catastrophic consequences.
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A Systems Model of HIT-Induced
Complexity

Craig Kuziemsky and Andrea Ghazzawi

1 Background

Health information technology (HIT) is playing a key role in transforming the
healthcare system into a collaborative patient centered system. However, unintended
consequences (UICs) such as workflow, communication, or information entry or
retrieval issues commonly emerge post-HIT implementation [1, 2]. Healthcare
delivery is a complex adaptive system [3] and UICs occur because of a complex
array of interactions between technology, users, organizational policies, and other
situational contexts [4, 5]. Understanding the nature of these interactions and the
manner in which they occur is a necessary first step to understanding and managing
UICs that arise from HIT implementation.

While there is a history of using complexity science to study healthcare delivery,
a criticism is that it has been used as a fad or descriptor for different healthcare
delivery issues and not as a robust method [6]. Addressing that issue requires
us to design systematic approaches for studying the complexity of a healthcare
system and why and how this complexity leads to UICs. Many of the existing
HIT evaluation models are static and fail to properly illuminate the complexity of
how users, processes, and technology interact [7]. Complex adaptive systems and
complexity science have been advocated for understanding HIT-induced complexity
[8–10]. However, there is still a need to understand how to use complexity science
to study HIT usage and UICs that emerge from it. A particular need is to understand
how HIT-induced complexity evolves over time. While UICs occur and may be
measured in the moment, they often are the result of ongoing interactions between
people, processes, and technology [11, 12]. While models of UICs exist [13, 14],
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a shortcoming with them is that they tell us about the occurrence of issues but
not about the development of them [15]. Counts of incidents of UICs need to be
complemented by observational studies that provide insight into the complexities
of clinical practice and how UICs emerge from it [15]. Others have described how
HIT-induced complexity is varied and that we need to understand both the degree
of HIT-induced complexity (e.g., simple vs. complex) and how complexity issues
develop over time [10, 16].

To develop evidence on how UICs occur we need to view healthcare systems
as complex adaptive systems rather than mechanistic systems [17] and study HIT
implementation issues from an upstream–downstream continuum [18]. This paper
addresses the above need and uses a case study of a perioperative information system
to study UICs and then develop a systems model of HIT-induced complexity.

2 Methodology

We use a case study of a perioperative system called the surgical information man-
agement system (SIMS) to develop an upstream–downstream model of HIT-induced
complexity. SIMS was implemented across all perioperative areas (pre-admit unit
(PAU), same day admit (SDA), surgical day care (SDC), operating room (OR), and
post-anesthesia care unit (PACU)), of a multi-campus hospital in a major Canadian
city. Other analyses of the case have been described elsewhere [19, 20].

2.1 Data Sources

Two data sources were collected during the case study. First, we conducted 150 h of
non-participant observations across all the perioperative areas and campuses. Sec-
ond, eight semi-structured interviews and three focus groups were also conducted
with different categories of users including anesthetists, nurses, and managers.
Interviews and focus groups were recorded and professionally transcribed.

2.2 Data Analysis

Figure 1 shows our analytical framework. Ash, Berg, and Coiera provided a
framing of UICs classifying them as errors of information entry and retrieval, and
communication and coordination [1]. We first analyzed our case data looking for
UICs according to this classification. Second, we further analyzed the identified
UICs using complex adaptive system concepts such as non-linearity, emergent
behavior, and requisite variety [21, 22] to understand the context of the complexity
of UICs and how they evolved from the interaction of people, processes, and
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Fig. 1 Analytical framework for UICs and complex adaptive systems

technology over time. Finally, we summarized our findings as a systems model for
HIT-induced complexity that describes the upstream–downstream evolution of UICs
and provides insight on how to manage them.

3 Results

3.1 Information Entry Issues

Several examples of complexity in information entry tasks were observed. One
example of information entry complexity was that although data entry tasks exist in
all perioperative areas, the tasks were non-linear. After the SIMS implementation,
users in some areas found the transition from paper to electronic to be quite manage-
able, while others struggled with the change and said the data entry workflow was
much more difficult using SIMS. Further analysis identified that requisite variety
was the primary reason for non-linear data entry issues. A specific example of
requisite variety was the difference between a general patient assessment and data
entry for a patient’s specific case. Prior to surgery all patients receive a common
assessment of overall health and other relevant data such as current medications
and medical, surgical, and anesthesia history. Because this assessment was common
to all patients a template could be built for it where data was entered category by
category. In contrast, once a patient had their surgery, the data entry became tailored
for a patient’s specific case as surgeries could require data entry fields for drains,
wounds, and external lines. While a post-surgical data entry template was created,
anesthetists in the OR and nurses in PACU still needed to supplement the template
with additional data to fit the patient’s surgical context. Some users said adding the
supplemental data added a lot of extra work as per the quote below:



270 C. Kuziemsky and A. Ghazzawi

They’re not really [patient] case-specific, they’re more, you know, start the GA, for all cases.
We tried to go generic, but they went middle of the road, not lowest common denominator,
and, so that’s . . . You can get maybe sixty percent, and then the outliers, whatever, it’s hard
to Satisfy. You end up doing a lot of manual entry . . . Anesthetist

Other information entry issues were less predictable and arose due to emergent
system behavior from both people and technology. An emergent issue nurses
described was a change in the OR to PACU handover process. In the previous
paper-based system, anesthetists provided nurses a written handover document,
but post-SIMS implementation nurses described how some handovers were hybrid
verbal-written handovers. Nurses described this as a substantial workflow change
as the OR-PACU handover is busy and now they had to receive and manage the
patient’s IV’s and other lines as well also having to process verbal handover data.
Further analysis of the issue identified that the UIC was actually a data entry issue
that originated downstream in the OR. One anesthetist described how he was not a
good typist and could not type fast enough to fill in the discharge template during the
short time transition between the end of surgery and transfer to PACU. Therefore,
this anesthetist changed parts of his handover process to a verbal one.

Evolving technological complexity also led to data entry issues. One benefit of
the SIMS system was that it supported direct interface and data uptake from some
clinical machines such as heart rate and blood pressure monitors. Some anesthetists
described this as a positive feature as it allowed them to focus on the wider array of
clinical tasks rather than having to manually enter vital signs. However, automated
data entry is not perfect and in the quote below by an anesthetist describes how over
time they realized that automated entry was leading to artifactual data appearing
in the patient record. Anesthetists had to adapt their data entry workflow to be
cognizant of the issue to prevent artifactual data from becoming part of the patient’s
record. Deleting electronic data created additional workload as formal auditing
purposes require a note made as to why the data was changed.

But we know that that’s an artifact. So, but there are mechanisms again to go in there and
literally, physically, change the number that’s presented to you with a little notation saying
“That’s an artifact.” We have a screen, which is, again, a bunch of descriptors that just,
you can put in there actually very quickly, saying “This number is artefactual.” And it’s
not really the patient has become very, very hypertensive, or a very, very high heart rate,
because there have been issues; it’s a complete artifact. So, you know, I’m trying to prevent
that sort of information from being captured, or not data mined, because it’s artefactual
. . . Anesthetist

3.2 Information Retrieval Issues

Information retrieval issues were common as a patient’s case data grow as the patient
moves down the perioperative trajectory. Nurses downstream in the perioperative
spectrum (e.g., PACU) were far more likely to encounter retrieval issues as there
will just naturally be more data downstream in the spectrum. Some anesthetists
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recognized that nurses in PACU were having trouble finding the relevant data on
a patient’s case which could lead to important data being missed. To facilitate easier
data retrieval some clinicians developed emergent solutions. In the quote below one
anesthetist describes a workaround he uses to make sure the handover document
from the OR to PACU was easier to read for the downstream users.

Well, that’s what, when I deal with residents, I tell residents to put their preoperative
assessment on the anesthesia record so that instead of just clicking off a bunch of anesthesia
history and physical review, meds review, the allergy review, blah blah blah, they actually
put in some meaningful information, like a little, like a little full of this, of pertinent medical
issues, pertinent medications, pertinent—that we’ll use. So in fact, in recovery, when the
nurse it’s the little note button, she can scan back and see a complete snapshot of that
patient in two seconds . . . Anesthetist

However, in further analyzing the data retrieval issue we found that not all of
the excessive patient data was necessary. Simple rules existed for how and when
data should be entered on a patient but such rules were not always followed. Users
found it very easy to just “click and enter” another data element and that led to more
data entry points than were necessary. Further, when these simple rules are ignored
early in the perioperative spectrum the excessive data ripples downstream to all
subsequent data retrieval tasks. At one point a perioperative manager commented
how she had to go to upstream users to remind them of the data entry rules.

I mean actually what we have to do with our staff in PAU is remind them that are standards
for charting where this, because people just automatically chart everything. And it’s like,
you don’t need to chart the patient’s color every fifteen minutes if, unless there’s a change.
So, a few years back we were reminding people. Because it’s all stuff that goes into the data,
you know, so it actually clogs it, there’s a lot of extra data . . . Nurse

3.3 Communication and Coordination Issues

SIMS was implemented as a corporate system at all clinical sites and used across the
entire perioperative spectrum. Thus, users assumed that data would pass seamlessly
across the different perioperative areas. However, a UIC that emerged was that
data transfer was non-linear and some data fields were not transferring across the
different areas. This issue was not apparent right away but rather emerged over time
as some clinicians began noticing inconsistencies in communication between areas.

[In] PACU, the nurses don’t seem to have access to all the information in anesthesia
manager that they could have access to. [. . . ] Sometimes I’ve actually gone onto the PACU
record and wanted to see if they could see what I was doing in the operating room and some
of the things just aren’t there. Some of the fields just aren’t there. [. . . ] The big key there is
to know what you can and cannot see. That helps you out at least with the thinking process.
‘Well they don’t know that so it’s not on there.’ . . . Anesthetist

The same communication issue was also described when patients move from
PAU to the OR. Patients would come into PAU on their day of surgery and disclose
an allergy or some other data item relevant to their surgery. However, those data
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fields would not transfer into the OR system and thus nurses in the OR stated that
they only found out about the issues when the patient arrived in the OR, resulting in a
scramble to deal with the issue. In further analyzing the above communication issue,
a number of emerging solutions were devised to deal with the issue. As described
in the above quote, anesthetists in the OR began consciously tailoring their data
entry based upon the fields that nurses in PACU would have access to. An emerging
solution to the PAU-OR issue involved nurses in PAU phoning the OR to pass along
relevant patient data.

The corporate design of SIMS was needed to standardize processes across the
perioperative spectrum. However, one issue that emerged was between coordination
at the individual and the unit level. At the individual level a common complaint
was that SIMS added additional workflow to users and that it took longer to do
clinical tasks than in the pre-SIMS paper-based system. Further analysis identified
that not all of the workflow issues were technological issues but rather some were
due to the corporate standardization imposed by SIMS. Despite its complexity, the
basis for much of the perioperative workflow is simple rules by which a patient is
assessed pre-surgery and then proceeds downstream for their surgery and recovery.
One example is the recovery score that determines when a patient can be discharged
from PACU. Pre-SIMS each campus had their own way of recording recovery
scores but the corporate design created standards for these simple rules. While the
rules for data entry of these concepts were straightforward and provide corporate
coordination, individual users found it challenging in that they had to learn both a
new IT system and a new process for doing recovery scores as described in the quote
below.

So they weren’t even all three using the same. And then the [] had a totally different recovery
score that had been developed for them years ago in collaboration with anesthesia and a
whole lot of other things. So that was a big learning curve for people, because it was one of
the items that we had to take really corporate and redo. So that was something brand-new
for some people. So if they’re learning a new system, and now all of a sudden they have this
new recovery score, so you’re trying to teach them that at the same time . . . Nurse

4 Systems Model of HIT-Induced Complexity

Figure 2 shows our systems model of HIT-induced complexity. The model sum-
marizes the findings from this paper into an upstream–downstream model that
defines four dimensions of HIT-induced complexity: temporal, policy, workflow,
and connectivity complexity. The model emphasizes that we cannot think of HIT
implementation as a static in-the-moment event. While specific tasks such as
information retrieval or care coordination are done in the moment, these tasks will be
impacted by downstream tasks and will impact upstream ones. Therefore, a first task
in defining HIT complexity is to understand the upstream–downstream continuum
where technology will be used. The more the clinical units and tasks that exist in the
continuum, the higher the potential for complexity. The top part of the continuum
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Fig. 2 Systems model of HIT-induced complexity

highlights how there will always be temporal complexity any time that patient care
is provided over time, as more patient data is collected over time it will lead to
retrieval issues. Particular attention needs to be paid to information retrieval tasks
that occur downstream as tailored solutions are required to support the increased
complexity of downstream data retrieval tasks.

However, the natural course of time is not the only complexity factor from HIT
implementation. Most of the UICs described in this paper were non-linear and
resulted from the interaction or evolution of different components of the complex
perioperative continuum. Policy complexity draws attention to the need to define
the simple rules by which clinical processes are done and to ensure that people
follow the simple rules when tasks are automated by HIT. We identified a UIC
where users were having data retrieval issues due to excess data but complexity
analysis identified that part of the excess data was due to people not following
simple rules for when data points should be assessed and instead using the technical
ease of “click and enter” to enter far more data on a patient than necessary. Policy
complexity can also cause UICs due to the standardization of data across different
care delivery units or settings. One example from our case study described how
users had to learn both a new HIT system and a new way of doing recovery scores
at the same time. While SIMS was blamed for having to learn a new recovery score
approach, it was in fact a corporate policy issue and not a technological issue.

Workflow complexity refers the manner in which people’s work practices will
change because of HIT. Our case study identified numerous examples of workflow
UICs including the change in handover from written to verbal and increased data
entry burden because of the need to customize a data entry template for a patient’s
specific case. However, these issues are non-linear and only occurred for certain
clinicians and patient cases. Workflow complexity raises the need to understand how
work practices will change before technology is implemented so that appropriate
training and data entry solutions can be developed. It also emphasizes that user
training is more than just technical training on the system being implemented [19].
Training on supplemental skillsets such as typing or data retrieval must also be
provided before HIT is implemented to minimize post-implementation disruptions
due to issues such as typing deficiencies.
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Connectivity complexity looks at the different ways in which people, processes,
and technology connect as part of care delivery. Interoperability of healthcare
systems is rarely linear and assuming that data will flow seamlessly through all
areas can be a precursor to communication issues and medical errors. Our case
study provided examples where key patient data was not being communicated
across different perioperative areas. Worse, this issue was an evolving one that
was only identified over time. Addressing this issue requires us to identify and
conduct a hazard analysis prior to HIT implementation to define the requisite data
that needs to be communicated across settings and to ensure that the data is able to
be communicated appropriately.

We also need to consider specific contexts of the complexity dimensions
and the UICs that arise from them. Some UICs are permanent such as clinical
process changes due to standardization or data entry or retrieval issues caused by
temporal complexity. While these issues cannot be eliminated, they can be managed
proactively such as developing better data retrieval templates and dashboards to
allow people to see relevant patient data in a concise summary form. Other UICs
are temporary such as poor typing skills altering handover between units. But again,
this issue requires proactive management such as training clinicians on ancillary
skillsets such as typing prior to implementing HIT. Finally, complexity science also
emphasizes the need to define the simple rules that define a particular context of
clinical care delivery and to use these rules as the basis for establishing common
ground across all users of HIT.

5 Implications

HIT implementation frequently causes a gap between users and technology. Com-
plexity science helps us understand this gap by drawing attention to the interactions
between people, processes, and technology and how these interactions evolve over
time. It emphasizes that we cannot look at UICs in isolation but rather we need
to look at both the upstream and downstream implications of them and how they
evolve over time. Some UICs start upstream but evolve in complexity downstream
due to the accumulation of data. Other issues emerged because users do not follow
simple rules such as when certain assessments should be done.

Our paper confirms what others [23] have said in that implementing in health
care cannot be done on a step-by-step basis because of the inherent complexity
in healthcare systems. We also confirm what others have said in that complex
health system issues must be studied using observational approaches and by eliciting
details of clinical practice from the front line users [15]. However, our paper also
addresses the call for more analytical approaches to applying complexity science
approaches in health care [6]. Our systems model goes beyond just describing com-
plex health system issues and provides a framing for how to study the occurrence
of UICs along the dynamic upstream–downstream continuum where care delivery
takes place. While the complexity of healthcare delivery prevents us from predicting
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the specific interactions that lead to UICs, our model enables us to make inferences
about the likelihood of some interactions and the contextual circumstances of how
they occur. Overall, complexity science provides an understanding of the nature of
these complex interactions so we can proactively manage them.

6 Conclusion

Implementing HIT in complex healthcare settings is a significant challenge. While
the complexity of healthcare delivery prevents us from predicting the specific
interactions that lead to UICs, our systems model of HIT complexity enables us to
make inferences about how certain interactions occur and the contexts where they
occur. Our model helps us understand the complexity of HIT implementation and
so we can proactively manage UICs.
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The Transformative Aspects of This Study

The research presented in this paper helps transform how we design and implement
health information technology (HIT). It reminds us that health care is not delivered
by technologies or models but rather by complex systems of people, processes, and
technologies that are wrapped in unique contexts. Our ability to deliver healthcare
outcomes such as safe, collaborative patient centered care will be dependent on our
ability to account for this complexity in the policies, tools, and services we design
to support healthcare delivery.

Complexity science enables us to look at the broader system where HIT is
used and how it interacts with people, processes, and technology during healthcare
delivery. HIT usage will not be equal across all providers or settings but rather it
will be non-linear, perhaps even within the same organization, as was the situation
in our case study. We also emphasize that HIT evaluation must go beyond simple
models of technology adoption and include longitudinal evaluation of the emerging
properties that will arise from the complex interactions between people, processes,
and technology. Our research also transforms how we study HIT and its use in
healthcare systems. We cannot just ask people about how they use technology or
do a survey about what they like or dislike about a system. To understand the
nature of complex system interactions we need to observe systems in their natural
environment such as by using ethnographic approaches.



276 C. Kuziemsky and A. Ghazzawi

TAKE HOME MESSAGE

• Health information technology (HIT) implementation is a complex adap-
tive system.

• Unintended consequences arise because of a failure to account for the
complex nature of interactions that occur between users, processes, and
technology.

• We developed a systems model of HIT-induced complexity to help us
understand the complexity of HIT implementation so we can proactively
manage UICs.
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Salutogenesis Revisited

Alonzo H. Jones

1 Introduction

Some are looking for solutions to the complex problems with which we are all
confronted, but most seem to get glassy eyed when more than two variables are
discussed. Complexity is seen as impossible to understand so why bother. But we
do live in a complex world and we need to try to understand it so that we can
manage it better. We have written on the subject in the past: looking at how Craig
Reynolds modeled flocking behavior we took his three rules and applied them to
our society and our health [1]; looking further into health care and evolution we
developed a nasal spray that optimizes our primary nasal defense system and when
used regularly eliminates most upper respiratory problems [2]; and elaborating on
the importance of evolutionary medicine we wrote of the paradigm shift from our
current illness care model of medicine to the evolutionary model that supports our
health by optimizing all of our evolutionary defenses [3].

1.1 Adaptation

Others looking at complex systems continue to use our analytical model; they find
help with big data and mathematical tools and models that help us find patterns
in the attractors of our complex systems. It seems to me, however, that there is an
added layer between the complex systems in the physical world and those of our own
making. That added layer is adaptation. Adaptation is a characteristic of all living
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organisms. It enables us, and every other living organism, to adapt to elements in
our environments. Adaptation does not fit into our equations; it is emergent, novel,
and unpredictable. It is on a different level. On a genetic level this adaptation is
not purposive, but in the long-term natural selection gives it direction: survival and
diversity.

Bacteria are the experts at adapting. If they are threatened they adapt to survive.
If they are not threatened, but constrained in their spread so they cannot easily get
to another host, they tend to adapt in a friendlier manner toward ways to live with
their current host. This pattern permeates nature.

It also extends into areas other than genetics. Adaptation on a mental and social
stage is purposive. Every animal constantly evaluates its environment and quickly
decides whether an object is a threat or safe to approach. We do the same thing.
These responses are a part of evolutionary psychology as described by Kahneman
[4] and Haidt [5]—and it is, to some degree, predictable. These psychological
researchers both point out that sensory input—which introduces our environment
to us—goes first to the midbrain where threats are identified. The midbrain has a
long history. In evolution it is first found in reptiles, which prompted MacLean [6]
to call it the “reptilian brain.” If a threat is identified here neural responses bypass
the cortex and go directly to trigger what we call the fight or flight response. The fact
that this response saved many lives in the days when our predators ate us has made
it both strong and durable. Haidt uses the metaphor of the rider on the elephant,
with the rider being the cortex and the elephant being the midbrain. It is a very
accurate portrayal of their respective powers. But it also shows the limits, for while
human responses to fear are more nuanced they are still mostly the tactical responses
of fight, flight, or freeze. They all fit into the survival pathway of evolution. We
need a way to open up the diversity pathway that adds strategy, novelty, resilience,
emergence, increases both the health of the members and the system, and as the
bacterial example suggests, helps us all get along better.

1.2 Evolutionary Perspective: Survival and Diversity

Some are looking at complex problems from an evolutionary perspective. Darwin
saw the two pathways: survival and diversity. But without understanding genes his
explanations were cloudy. Diversity is best seen in the variety of organic life on the
earth. The processes leading to it are seen on an evolutionary scale in the pattern
of punctuated equilibrium. In genetic evolution periods of survival seem to oscillate
with emergence. Cell walls, for example, got more defined in the archaebacteria,
which enhanced their survival, and then organisms with these cell walls were able to
protect and live with organisms—cyanobacteria—able to use light to create energy.
The result of this symbiotic relationship was the plant kingdom and a boost to the
oxygen in our life sustaining atmosphere.

A similar process occurred later when some bacteria learned to use the sugars
and oxygen created by the cyanobacteria and the plants to make energy. In a similar
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symbiotic relationship with a larger bacterial cell they became what we know as the
mitochondria—the energy producing part of every animal cell. This step, about 2
billion years ago, introduced the world of animals.

These two pathways—survival and diversity—are both necessary, but as anyone
familiar with complex systems will tell you, the health of any living system is best
seen in its diversity—much more than in the survival of its members. We know from
bacterial behavior that a threat stimulates mutation rate. We know for human and
animal behavior that threat and fear promote survival based resistance. It is entirely
appropriate to ask how to stimulate diversity.

2 Salutogenesis

Salutogenesis is the study of what makes good health. Some people are just
healthier than others and Aaron Antonovsky studied a group of them, mostly
female Holocaust survivors, in Israel more than 40 years ago. He found that healthy
survivors had what he called a sense of coherence, defined as:

a global orientation that expresses the extent to which one has a pervasive, enduring though
dynamic feeling of confidence that

1. the stimuli deriving from one’s internal and external environments in the course of living
are structured, predictable and explicable;

2. the resources are available to one to meet the demands posed by these stimuli; and
3. these demands are challenges, worthy of investment and engagement. p. 19 [7]

While the vagaries of life may be a bit more complex and unpredictable than
Antonovsky’s subjects thought it makes little difference. Salutogenesis is a sterling
example of Thomas’s theorem “If men define situations as real, they are real in their
consequences” [8]. Antonovsky’s three elements may be mostly mental advantages
but salutogenesis has been validated in a questionnaire [9] which measures one’s
sense of coherence and is available for clinical practice.

A sense of control or manageability has some carry-over from understanding
but is mostly related to how easily one is overcome by environmental stresses. It is
closely related to one’s financial ability to cope with these stresses. Understanding
is related to how one sees the physical elements of one’s world: as overwhelming
and mysterious, or rational and understandable. Meaningfulness is how one relates
to the environment and it is very much influenced by community support.

But with all due respect this is an analytical approach to a complex system and
complex systems, by their very nature, defy analysis—especially when they are alive
and able to adapt in totally novel ways. At the same time, however, the elements
of salutogenesis point to conditions that are fundamental in evolution and thus of
importance beyond the sociological perspective.
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3 Bacterial Adaptation: Mastering Survival and Diversity

Bacteria clearly show the survival aspect of evolution as they ramp up their mutation
rate in developing antimicrobial resistance when threatened with an antibiotic. But,
as stated above and explained by Paul Ewald in the Evolution of Infectious Disease
[10], if not threatened but constrained in their spreading—if the challenge is not
life threatening—bacterial adaptation tends toward a friendlier commensalism. If
they cannot spread to another host, as Ewald puts it, they must learn to live with
the current one. An example of these processes has been demonstrated in the study
of tooth decay and explored further in the next section. Other examples include
cholera shifting to a less virulent strain when water is cleaned up and HIV morphing
similarly when condoms are used regularly.

3.1 Tooth Decay

Tooth decay begins from the action of bacteria that produce acids from their
digestion of the sugars in our diets. The acids eat through the enamel surfaces of our
teeth and a cavity forms. Many studies have been conducted to look at the effects
of xylitol on this process. Xylitol is a five carbon sugar alcohol that is commonly
used as a sugar substitute and has been well shown in the “Turku Sugar Studies”
and others to decrease tooth decay when used regularly, and up to 80% when used
five times a day [11].

One of the most interesting studies with xylitol was done in Belize where decay
is rampant due to the plentiful sugar cane that is nice to chew on. The initial study
was done on young elementary school children and consistent with others showed
a xylitol benefit. However, the more interesting finding arose from a follow-up
study—children had stopped xylitol and their teeth were re-examined 5 years later.
Researchers found that the teeth that had erupted during the initial study had 90%
less decay than their neighbors in the samemouth [12]. This long-term benefit shows
the stability of the biofilm on our teeth and means that either the bacteria causing
the decay are not there any longer or that they have changed to not make the tooth
destroying acids. There are no other explanations. Consistent with this is a study
done feeding xylitol to the predominant type of these acid producing bacteria that
showed them to become “resistant” to xylitol in that they learned not to eat it [13].
But when they did they also stopped producing acids.

These are genetic adaptations in bacteria, and they are the experts in mutation.
Individual microbes do not have a brain so the sociological notion of salutogenesis
cannot be applied; however, they organize into biofilms, or communities of bacteria,
and these communities behave just as do our human adaptive systems. We know
microbes have a sense of control from their successes in adapting to our antibiotics,
and a sense of understanding by selecting mutation sites. If meaning comes from
community response the sharing of their successful mutations in plasmids with any
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other organism that needs it suggests that this element is present as well. They
suggest that we really can, as Ewald argues, negotiate with bacteria by playing with
their environment so that they are a challenge, but not a threat.

3.2 Cell Surface Adherence

Nathan Sharon, an Israeli researcher who helped to show how bacteria attach to us,
prosecutes the same argument. Attachment is a bacterium’s first objective when it
gets to a new host as if this fails it just gets washed out and there is no problem in the
host. Attachment occurs to sugars and sugar complexes on our cell surfaces [14].

Sharon studied how E. coli attach. They are responsible for most urinary tract
infections and they attach by holding on to mannose molecules which are plentiful
in the genitourinary tract. Sharon argued, and he and his colleagues proved, that
eating mannose regularly allowed the bacteria in the GI tract, which is the source of
most infections, to bind with the dietary mannose and get washed out—they are no
longer there to cause more infections [15].

Blocking adherence in this way applies the same pressure that Ewald sees in
blocking transmission. In a very real way this negotiation is salutogenesis applied
on a bacterial level. It is a win–win that enhances the health of both bacteria and
host.

4 Salutogenesis Is Ubiquitous

While the survival aspect of evolution has been our focus for some time the
things that make a system resilient—diversity, redundancy, and we add a sense
of coherence—are equally important. They lead to better health. When living
organisms are not confronted with an existential threat the challenges are those
that fit into the salutogenic model (Fig. 1). They have time to play with their
environment—a play that often leads to novelty and diversity, a play that often
results in win–win outcomes. It is not just the door to good health for us; it is the
doorway to the diverse, novel, and resilient adaptations that make all living systems
healthier. We see this as the simplicity on the other side of complexity.

4.1 Salutogenesis on a Genetic Level

Look at living organisms and see how they adapt. Bacteria are the simplest and one
of the most studied. As Ewald points out, if they are not threatened, but constrained
in their spread, and we add adherence, they adapt toward commensalism [10]—this
is salutogenesis on a genetic level.



284 A. H. Jones

Fig. 1 Salutogenesis

4.2 Salutogenesis on a Memetic Level

Memes have to do with the mental models we build to make sense of our world. It is
what children, the archetype of adaptive systems, do as they grow, and it appears to
have the same evolutionary pathways. No other organism adapts memetically into
such a wide range of environments and cultures as a child. If they are threatened
they can respond by fighting/biting, fleeing/copping out, and freezing, and even, as
ignored orphans showed us, by dying. But if raised in a safe, caring, and enriched
environment they tend to thrive—that is salutogenesis on a memetic level.

4.3 Salutogenesis on a Social Level

Social evolution deals with mental memes rather than genes. It is much faster
than genetic evolution but the evolutionary trends and the environmental conditions
pushing them are similar. Memetic survival is akin to the existential survival seen
with predator recognition and escape, but the memetic threat is to our ego or to our
sense of self, which includes our belief systems. It leads to what Kahneman calls
“System 1” or fast thinking [4]; threatening input is routed to the midbrain—Paul
MacLean’s “reptilian brain” [6]—and the responses are rapid. They saved our lives
when we had predators that ate us, but they persist in us despite the lack of existential
threats. Coming from the midbrain they are mostly those we see in reptiles: flight,
fight, or freeze. They are tactical and reactionary; they are not strategic.

As such they have a military aspect. Kalev Sepp, who teaches Defense Analysis
at the Naval Post Graduate School in Monterey, California, sees this pattern in our
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wars. In his historical study “Best Practices in Counterinsurgency” [15], he looks
at insurgencies that have been fought over the past century and concludes that the
empire tends to lose if the focus is only military—it becomes an existential threat
that promotes resistance. But if the empire addresses the underlying issues they
tend to win, and it is a win–win, it is not a zero sum game—it is salutogenesis on
an international social level.

4.4 Salutogenesis on a Business Level

When Lockheed-Martin needed more novel and creative solutions they created the
skunkworks—that is salutogenesis in business.

5 Salutogenesis in Health Care

5.1 Infectious Disease

Twenty years ago my wife Jerry and I played with xylitol to help prevent our
granddaughter’s recurrent ear infections. Xylitol draws water into the airway surface
fluid that lays on top of the cells lining the nose and this added moisture optimizes
our normal nasal defenses. It also, as discussed above, addresses bacterial adherence
and brings into play the same constraints that Ewald shows come with preventing
the spread of the infecting organism. It is negotiating with the bacteria in a war we
cannot win. It is not threatening—it is working with bacterial salutogenesis.

5.2 Mental Health

Tom Insel quit the National Institute of Mental Health (NIMH) 2 years ago because
he saw the truth in a comment to his presentation on the work his institutes were
doing: Dobbs [16], writing in The Atlantic (July/August 2017), tells the story:

Around this time, Insel told me recently, he’d just finished a talk describing the wonderful
things the NIMH was discovering about the brain when a man in the audience said, “You
don’t get it.”
“Excuse me?,” Insel said. “I don’t get what?”
“Our house is on fire,” the man said, “and you’re telling us about the chemistry of the paint.
We need someone to focus on the fire.”
“I heard that,” Insel told me. “I went home and thought, There’s truth to that. It’s not just that
we don’t know enough. The gap between what we know and what we do is unacceptable.”
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Now he is fostering online communities of those with mental health problems using
Google apps to predict crises and a professional who helps cope with them. That is
memetic salutogenesis.

5.3 Hospital Practice

Curt Lindberg, beginning with the Plexus Institute and now at the Billings Clinic,
uses positive deviance [17], a program that encourages employees to come up with
novel solutions to company problems. As with skunkworks he creates a safe place
to play, takes the experts who know the territory, and makes it meaningful with both
colleagues and rewards—that is applying salutogenesis to the business of health
care and health care in itself.

5.4 Salutogenesis in a Healthcare System

In any area where living adapting organisms are involved and we work to provide
an environment that is safe and non-threatening—where we are in control, rich in
elements with which to play—so we can understand them, and in a community
of agents that share the challenge—and foster the sense of meaning—the outcome
is much more likely to be creative, novel, diverse, and healthy for all adaptive
organisms. This model is in practice in Singapore where everyone has control of
their Central Provident Fund.

Paid for by individual and employer deductions, with other funds from govern-
ment if needed, it can be used for health care, housing, and education, and it can
be shared within the family. It goes a long way toward providing a sense of control.
Putting these elements into the sandboxes of our lives helps us to understand them,
and sharing the journey enhances meaning. Adding these elements to our healthcare
systems makes for systemically healthy adaptations as we all continue to evolve (for
more details see https://www.cpf.gov.sg/members).

6 Final Thoughts

Salutogenesis is working; it is part of what appears to be a universal law—we
cannot stop it. But we can fail to give it support by focusing on survival and the
profits to which it is so closely tied. Thomas Kuhn in his paradigm explaining
monograph points out that the major hurdle to the acceptance of a new paradigm
is a vested interest in the one it is replacing [18]. While we certainly are not against
the dominant pathway of evolution we are confident that our collective survival is
not at risk, except from our destructive abuse of nature—perhaps. But not from other

https://www.cpf.gov.sg/members
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agents and our translation of evolution into society and economy based only on self-
interest and survival is misguided. The first step in supporting a new paradigm is to
open our collective eyes and look.

Acknowledgements Much of this material and the ideas about children and their adaptations
comes from my wife, Jerry Bozeman, a Registered Play Therapist Supervisor who has spent many
years learning the language of a child’s play so she can put it into words.

The Transformative Aspects of This Study

We all live in a world with other living organisms, but the need to survive still
dominates in our thinking. Existential threats abound, but they are existential largely
because the amygdala of our reptilian brains makes them so. Sensory input to the
amygdala is routed differently depending on its threat level. If the threat is serious
our fight or flight response is triggered (to which should be added freeze). This
response is powerful—it saved many lives when we had predators that ate us. This
response center is akin to the elephant in Jonathan Haidt’s metaphor, while our
cortices—the parts of our brains that make us humans or Homo sapiens—are the
rider on the elephant. It is an accurate portrayal of their respective powers. Shifting
this emphasis on survival to the perspective that honors others and the resulting
diversity is not easy, it requires us all to control the elephants in us, but it is the
message of all the world’s religious leaders. Salutogenesis tells us about the steps in
the process:

• manageability—make the path (sandbox) safe for the elephant (the emotional
midbrain);

• understanding—create the conditions for fruitful play, i.e., lots of familiar, and
some new toys in our sandboxes;

• meaning—promote a rich social network and share the play.

Take Home Message
This is a paradigm shift in our thinking from survival (size, wealth, and power)
to diversity (novelty, resilience, redundancy, and health). Like all paradigms it
changes the way we see. But in this case we need both survival and diversity;
they are both a part of evolution and they both have value. The problem today
is that our focus has been on survival—we want to Make America Great
Again. We don’t see clearly the value of diversity—the pathway that goes
through the human cortex—which can Make America Healthy Again.
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Disappointment-Driven System
Improvement in Health Care

Kevin E. Nortrup

The reasonable man adapts himself to the world; the unreasona-
ble one persists in trying to adapt the world to himself.
Therefore, all progress depends on the unreasonable man.

George Bernard Shaw

1 Introduction

There is growing recognition that the complexity of health care mandates systemic
treatment. In May 2014, the President’s Council of Advisors on Science and
Technology (PCAST) issued a report to President Obama, Better Health Care
and Lower Costs: Accelerating Improvement through Systems Engineering, whose
cover letter recommended, “Systems-engineering know-how must be propagated
at all levels,” and “the United States [must] build a health-care workforce that is
equipped with essential systems engineering competencies that will enable system
redesign.” In an ever more complex world, the systemic disciplines—including
systems thinking, systems and complexity science, and systems engineering1—may
be the “killer apps.”

1Broadly distinguishing between these as examples of the range of systemic endeavors:

• Systems thinking = a fundamental, transdisciplinary understanding of the interrelated nature of
everything; a vital, adjunct capability of modern knowledge-workers in a complex world;

• Systems and complexity science = a constellation of theoretical inquiries into the universal
laws, patterns, and nature of systems of all types; and
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Yet this begs a vital question: how does an entire workforce acquire systemic
capabilities to facilitate “system redesign”—or at least, to improve health care
through a systems approach?

The journey begins by committing to a systemic perspective. It is counter-
productive to proclaim health care to be a system, then to approach it through the
traditional silos and lenses, such as management engineering, process improvement,
and quality management; instead, the focus must be on systems engineering,
systems improvement, and systems management.

Responsibility for the health of health care must be demystified and decentral-
ized. Subject matter experts may coach and coordinate, but the monitoring and
improvement of healthcare deliverables must be incorporated as a fundamental part
of everyone’s job-description.

Finally, the “sibling rivalry” between theory and practice must end. Practical
theorists must equip theoretically sound practitioners with simple, accessible yet
powerfully effective mindsets and methodologies to think and to act systemically in
performance of everyday responsibilities.

This chapter explores one possible approach to accomplish such an ambitious
agenda. It describes preliminary, in-progress work in emerging fields, born of
reflection on what previously has not seemed to work and why—not the first word,
nor the last, but a waypoint.

2 “The Quality Problem”

Quality management, process improvement, and similar disciplines have had
unquestionable success in addressing emergent issues and increasing efficiency in
mass-production systems. However, as those systems and their environments grow
in complexity, the disciplines and supplemental systems that seek to manage and
to improve them also become more complex—with growing risk of unintended
consequences from such compounded complexity.

Furthermore, traditional quality-management and process-improvement efforts
tend to center on individuals with extensively specialized skill sets, cloistered
in separatist departments whose objectives and initiatives may not always align
with those of other departments or the organization as a whole. This can create
adversarial objectives and an “us-versus-them” atmosphere within the organization,
further disenfranchising workers whose connectedness and motivation may already
be limited by organizational silos and bureaucracy.

Finally, such efforts also run the risk of localized or irrelevant optimization. As
Peter Drucker noted in The Effective Executive, “Efficiency is doing things right;

• Systems engineering= the application of systems sciences to real-world problems and objec-
tives.
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effectiveness is doing the right things.” Such a critical distinction is often lost in the
quest to quantify quality.

Presently, health care is transitioning from episodic intervention and manage-
ment of illness to the cultivation and facilitation of healthy, preventative lifestyles
that promote wellness. Shortfalls and setbacks would still require the temporary
imposition of external remedial structures (such as casts and crutches on broken
legs), but only until inherent, internal wholeness is restored. If the casts and crutches
remain forever, then health care will fail to deliver fully its objective.

Perhaps quality management and process improvement similarly could seek
to transition from episodic intervention and external imposition of structure to
the cultivation and facilitation of inherent, internal wholeness throughout the
hospitals and similar sociotechnical enterprise systems. The resulting focus would
become continuous, organic system improvement, for which everyone throughout
the organization would have contributory responsibility.

Such a transition requires a simpler, more efficient yet highly effective concept
of quality.

3 Inherent Qualitative Quality

A comprehensive definition of “a system” enumerates many important charac-
teristics. Perhaps two of the most fundamental characteristics of systems can be
summarized simply as:

• A system has input, and a system has output.2

• Between the input and the output, something happens.

Particularly for man-made systems:

• The “something” that happens is the purpose of the system—typically, to add
value:3 how the world is better because of the system’s behavior and operation.

• The inputs, outputs, purpose, requirements, and constraints—basically, all
expectations—are explicitly documented as the specifications of the system.

2A closed system does not have input or output; it only has interactions among its internal elements
(subsystems). Although some human conceptual models are abstracted as closed systems for
simplicity, the fundamental “interconnectedness of everything” suggests that the only truly closed
system is the entirety of the physical universe itself—and even that is dependent upon the absence
of any metaphysical context or interconnection.
3Arguably, all value is instrumental value as efficacy toward one or more ends, which may
be short-term or long-term, siloed or big-picture, concrete or abstract. The concept of the
“triple bottom line” and similar holistic perspectives of results seek to enlarge the “scope of
the system in question” and thereby to close the artificial gap between instrumental value and
system/ethical/esthetic value.
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For example, if the system under discussion is a single-serving coffee-maker:

• The system inputs are ground coffee beans, filter, water, electricity, and an empty
cup.

• The system outputs are a cup full of coffee, used coffee grounds, and used filter.
• The system purpose is to produce a cup full of hot, freshly brewed coffee.
• The system specifications (expectations) are summarized in the owner’s manual.

If the customer’s expectations are met or exceeded by their experience (a cup of hot,
freshly brewed coffee), then the customer is satisfied. If the expectations are not met
by experience (cold coffee, or nothing), then the customer is disappointed.

This is a qualitative assessment of quality that applies easily and equally to any
system:

Quality is the degree to which Experience meets or exceeds Expectations.
Experience < Expectations = Disappointment (low quality)
Experience >= Expectations = Satisfaction (high quality)

Accordingly, improving quality can be accomplished by increasing (improving)
experience and/or by decreasing (managing) expectations (Fig. 1).

This applies not only to expectations and experience between the system and its
environment, but also to expectations and experience between elemental subsystems
within the system itself. Furthermore, it applies bi-directionally at every interface
(external and internal): both the provider of output and the receiver of input have
expectations of the interaction’s unfolding.

Fig. 1 Qualitative quality. (Courtesy of Kevin Nortrup / Sugar Creek Solutions)
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If a patient walks into a hospital and asks for a flu shot, yet no such flu shot
is available, then that patient’s experience falls short of expectations, the patient
is disappointed, and poor quality is perceived. The possible location of the root
cause(s) of the perceived poor quality includes:

• An intermediate task within the hospital, perhaps far in time and space from the
patient: last week, inventory may have been miscounted, failing to trigger a re-
order of vaccine.

• An entity in the larger supersystem outside of the hospital: over-caution by a
regulatory agency may have delayed production or shipping of new vaccine by
the manufacturer.

• The patient’s own expectations: perhaps the hospital’s emergency department
does not advertise or have the resources to provide elective, walk-in vaccinations.

Therefore, patient experience of “poor quality” can originate anywhere within
the health-and-wellness supersystem, within the hospital itself, or even within the
patient’s own expectations. Such an understanding both demands and facilitates a
substantial shift in paradigm:

• “Quality” is not an esoteric alchemy with specialist wizards and separatist
departments; instead, it is a cultural commitment that experience will meet or
exceed expectations, for which everyone throughout the health-and-wellness
supersystem is responsible!

• A “Quality system” is not a department, infrastructure, process, or other supple-
mental system whose purpose is to impose quality onto an otherwise deficient
primary system (such as a hospital or a primary or community care clinic);
instead, it is a primary system of inherently high quality!

4 Disappointment-Driven System Improvement

Wherever and whenever experience falls short of expectations, the resulting dis-
appointment serves as a “check-engine” light, bringing attention to some part of
the system whose proper operation is suddenly in question, and thereby inviting
follow-up investigation into it. Harnessing disappointment can drive and fulfill the
promise of continuous improvement, utilizing the eyes, ears, hands, feet, and minds
of everyone throughout the system—not just a few select specialists—to be active,
participatory agents of quality and performance improvement.

This requires a cultural climate of trust, safety, and unity of purpose. The entire
system must value honest discussion, appreciative inquiry, root-cause analysis,
ongoing improvement, and the restoration of collegial professional relationships.
Everyone throughout the system must feel comfortable in expressing and addressing
disappointment, confident in ground-rules and processes that acknowledge potential
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emotional implications but moderate potential drama.4 Leaders must accept respon-
sibility to facilitate organic growth and wellness in the system.

Investigating disappointment must be a holistic inquiry, with minimal assump-
tions and no agenda other than bridging the “disappointment gap” by reconciling
expectations with experience in both directions of the interface, recognizing that
one or both may need adjustment:

• Expectations: identifying and articulating initial expectations; revisiting, validat-
ing, and adjusting as appropriate; documenting (specifications/job-descriptions)
when done.

• Experience: clarifying/validating/adjusting objectives; reviewing/verifying/
improving design; reviewing/verifying/improving execution.

Many instances of disappointment will be resolved simply between the individ-
uals involved—especially when handled early, before disappointment grows into
frustration, anger, bitterness, or worse. Some instances will require mediation by a
facilitator or escalation to higher authorities. Larger systemic issues may require
more extensive troubleshooting by a supplemental team. However, no report of
disappointment should go unaddressed.

All inquiry and investigation should be both systemic (holistic) and systematic
(methodical), going through all three prioritized stages of troubleshooting and
resisting the ever present temptation to conclude prematurely:

• Alleviate the symptoms that caused the disappointment.
• Find and fix the specific underlying problem(s) that caused the symptoms.
• Find and fix the general vulnerability(s) that facilitated the problem(s).

Metaphorically, fire-fighting always should transition into fire-investigation,
which always should facilitate better fire-prevention. Organizations that “don’t have
time” for post-firefighting follow-up, usually spend all their time fighting fires
(many of which could have been prevented).

5 Managing Healthcare Expectations

The first stage of investigating the root cause of disappointment includes examining,
validating, possibly adjusting, and then better documenting the expectations of both
parties. The systemic disciplines can bring innovative and useful perspective to

4Such openness initially may be awkward, even painful, as typically there is minimal precedent
or preparation for it. However, workplace morale will improve (and stress will decrease) when
everyone feels heard and sees positive response to their concerns, and job-satisfaction will increase
as everyone sees their contributions valued. Therefore, a better workplace environment is both
a prerequisite and a by-product of harnessing disappointment productively, and disappointment-
driven system improvement will become progressively easier over time.
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such investigation, both in identifying where to examine and in performing such
examination.

5.1 Purpose and Requirements Specification

Systems engineering emphasizes the need to identify, to clarify, and to document
why an effort is being undertaken and what to expect from its successful completion
before embarking on the actual design process. In the absence of a clear definition
of the destination, a route can be highly problematic to establish and to travel.

Certainly, the expectations of patients are of critical importance. There is growing
(and, arguably, long overdue) awareness within health care of “customer service”
and “user experience.” However, patient expectations are not just of “quality of
service” but also of “quality of life”: what does it mean to be healthy or well, despite
or amidst various conditions?

There are also expectations from providers, payors, and others—sometimes
consistent, sometimes in conflict, with patient expectations. Expectations in both
directions, at every interface, need to be discussed holistically, then validated or
adjusted, and documented as specified requirements.

There remains much divergence in thought—and little public discussion—about
the full expectations and specifications for health care, particularly at national levels.
There may be unspoken assumptions or contentious assertions by various groups
and individuals, but these must be collected, reconciled, and ratified authoritatively
before effective reform is possible.

This is especially problematic in pluralistic democracies with conflicting or
polarized, deeply held ideologies among their citizens. For example, the equilibrium
between individualism and collectivism must discuss and develop consensus on
enormously sensitive and difficult yet critically important questions as:

• To how much and to what types of healthcare services are which individuals
entitled, with how much at their own expense and with how much underwritten
by whom?

• To what degree do the potential underwriters have the fiduciary obligation to
prescribe lifestyle choices as conditions or disqualifiers of such services?

• What are reasonable and unreasonable expectations of patients?

The systemic disciplines can facilitate those discussions in several ways, includ-
ing underscoring the unsustainability of present or proposed models, and mediating
ideological common ground through polarity management and similar tools and
processes. Absent such consensus on the expectations for health care, experiences
that fall short of expectations are inescapable.
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5.2 Intentional Design

Design is the process of intentional craftsmanship toward specific objectives. It
may be a combination of analysis and creativity, of linear reasoning and nonlinear
inspiration, of function and form. Nonetheless, design starts with a sense of purpose,
then proceeds through a course of action that is chosen specifically to maximize the
likelihood of actualizing that purpose.

Health care has long lacked intentional, overarching, top-down design. Unfortu-
nately, many within the systemic disciplines assert that such design is not possible,
because health care—as a “system of systems”—can only be influenced at best, as
it evolves, emerges, and self-organizes.

However, emergent properties of systems are simply the results of deterministic
interactions of pre-existing properties of the system’s composite elements; any
inability to predict such results is based on limited human insight and understanding.
As the systemic disciplines mature, they will progressively better understand and
predict emergence, even in complex sociotechnical systems of systems such as
health care—and design of such systems will be far less daunting.

The success of ant and bee colonies is often used to illustrate the efficacy of
self-organization. However, all members of such colonies have the same genetic
programming and follow the same blueprint for their behavior, which evidences
neither creativity, innovation, nor purpose.

Evolutionary change happens over long periods of time; it seeks no result
and accomplishes no purpose other than survival through accommodation of its
environment; and it is pitiless toward the myriad individuals who were victims of its
failed iterative attempts. Conversely, health care needs to change relatively quickly;
it aspires to accomplish purposes in defiance of environmental pressures; the well-
being of individuals is valued highly; and as a system that is already in service
(literally with lives depending upon it), it cannot afford evolutionary trial and error.

A (re)design of health care will require a collaborative, interdisciplinary effort
by doctors, nurses, engineers, psychologists, sociologists, lawyers, economists,
ethicists, and scientists of many types. However, a broad base of participants does
not demand a purely bottom-up approach; a collaborative approach can produce a
high-level, top-down design for health care that includes a coordinating framework
for bottom-up innovation.

Systemic disciplines (including communications science and systems engineer-
ing) have accomplished feats of staggering complexity, such as mobile cellular
telecommunications and space missions to explore Pluto. They have shown that it’s
possible to be technically sound, financially responsible, yet still responsive to the
wants and needs of customers—an equilibrium with which health care still appears
to struggle. Such capabilities can and should be brought to a top-down design of
health care, to minimize unmet expectations in it.
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5.3 Scope

Systems engineering is keenly aware of scope: where the “dotted line” is drawn to
determine which elements are of primary interest in “the system” under discussion,
with surrounding elements abstracted as context or environment. Since everything
is connected to everything, this is only for convenience, a concession to the finite
limitations of human brainpower.

Inclusion of elements with minimal relevance can complicate the systems analy-
sis unnecessarily, but exclusion of vitally relevant elements can lead to unknowingly
incomplete analysis. Many of the seemingly intractable issues in health care may
yield more readily to solution when the scope of their “system” is increased,
bringing previously neglected elements for inclusion into the analysis for causality
and remediation, some examples of which will follow later.

One fundamental scope-extension is the transition from technical to sociotech-
nical systems. Stakeholder-analysis assumes the validity of a static snapshot of
individuals, their requirements, and their constraints. However, people can exhibit
highly complex, adaptive, variant, even chaotic behavior; and to build upon any
foundation that assumes human invariance is risky at best. Fortunately, people are
not totally unpredictable: psychology, sociology, and game theory are but a few
of the sciences that characterize human behavior. Such characterizations facilitate
expanding the scope of “the system” by relocating stakeholders from being external
inputs, outputs, and requirements to being inherent elements. This allows greater
anticipation and accommodation of variant and adaptive behavior of stakeholders,
substantially improving the ability to manage expectations throughout the system.

5.4 Metrics

With scope expanded to realize the sociotechnical nature of a system, metrics can be
understood as the input portion of system feedback, the output of which reinforces
or compensates certain outputs of the system. In human terms, this incentivizes or
disincentivizes certain behaviors and results. Typically, this is intended to seek and
to achieve specific objectives within the system.

Unfortunately, the consequences of such feedback can be unintended, even
counter-productive. Characteristics of desired objectives may be difficult to quantify
or to measure, but readily available or surrogate metrics can be incomplete,
irrelevant, misleading, or siloed, thereby incentivizing undesired behaviors.5

5There have been school systems in the USA that offered financial rewards for teachers whose
students scored well on standardized testing. However, while such performance is easily measured,
it has uncertain correlation to the actual desired outcome: students who are well equipped to
become functioning, contributing adults in society. Furthermore, there arose more than one scandal
of teachers improperly coaching students for the test at the expense of the desired instruction and
training—exactly counter-productive to the objective of well-educated students.
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Health care is transitioning to population health, accountable care organizations,
pay for value, and similar concepts that aspire to monitor and to incentivize desired
outcomes. Metrics will play an enormous role in those implementations; critical,
systemic thinking will be essential to avoid potentially catastrophic unintended
consequences of ill-conceived or misconstrued metrics.

For example, some advocates promote tracking and publishing of the “success
rates” of doctors, rewarding those whose excellence prompts prospective new
patients to seek them out: in theory, thereby incentivizing doctors toward better
care. However, other advocates worry that such a process may incentivize doctors
to avoid all but the “safest” patients—with the unintended consequences of reducing
the availability of health care to those patients who are most in need.

It is far too easy to “win the battle but to lose the war” by optimizing what is
visible or easy but not what is needful, by optimizing the localized or immediate at
the cost of the big picture or the long term, or simply optimizing past the point of
diminishing returns. Proper scope of “the system” lessens the likelihood of invalid
metrics setting expectations that will be disappointed.

6 Improving Healthcare Experiences

The second stage of investigating the root cause of disappointment includes examin-
ing, validating, and possibly improving the experience of both parties. The systemic
disciplines can bring innovative and useful perspective to such investigation, both in
identifying where to examine and in performing such examination.

6.1 Enterprise Model of Healthcare-Delivery Systems

Every company, hospital, primary or community care center, academic institution,
nonprofit organization, or professional society is an enterprise: a complex sociotech-
nical system that is governed by universal systemic principles, violation of which
(even in ignorance) leads ultimately to predictable breakdowns and failures.

Enterprise system engineering is an interdisciplinary methodology that seeks
to bring business management, management engineering, organizational behavior,
change management, process improvement, psychology, sociology, gaming theory,
human factors—as well as systems thinking, complexity science, systems science,
and systems engineering—to the domain of enterprises.



Disappointment-Driven System Improvement in Health Care 299

Fig. 2 One example of an enterprise model. (Courtesy of Kevin Nortrup / Sugar Creek Solutions)

Interdisciplinary models of enterprises seek to explain past and present behavior,
to predict future behavior, and to facilitate desired change. Their dimensional ele-
ments should be orthogonal, yet comprehensive of people, process, and technology
(Fig. 2). One such model includes:

• Culture and policies—established first after the vision/mission/objectives, to “set
the tone”

• Organizational structure—established next, to distribute the deliverables among
workers

• Processes and workflow—established next, to identify and to detail what should
happen

• Technology and infrastructure—established next, to provide appropriate means
and venue

• Training and development—establish last, to on-board all workers on the above.

Each dimension should be a well-functioning subsystem of the enterprise, with
all its dimensions interoperating optimally to achieve its purpose, vision, mission,
and objectives.

Hospitals—and their more generalized class, healthcare-delivery systems (or
enterprises)—will deliver better experiences that meet or exceed expectations, when
they are designed, operated, and maintained as the systems that they are, holistically,
through enterprise system engineering.



300 K. E. Nortrup

6.2 Organizational Structure

One approach to the design of organizational structure seeks to leverage similarities
between system design and software design; arguably, software was the first
man-made system of sufficient complexity to mandate a systemic and systematic
approach. Structured analysis and design, object-oriented approaches, minimized
dependencies between modules: all these lessons that were learned in software have
relevance in organizational structure.

Some object to the hierarchical structure of software being applied to organiza-
tions: in their view, sociotechnical systems are complex, peer-to-peer networks, not
hierarchies. However:

• With arguably beneficial redesign and reprioritization of affinity, most network
topologies can be repartitioned into a credibly hierarchical representation.

• Observations of “formal” versus “informal” reporting structures underscore the
need for a redesign into a structure where the theoretical and practical affinities
correspond.

• Minimized dependencies (or coupling) effectively empower departments and
individuals, with less need for “forgiveness or permission.”

• Hierarchy is fundamentally about layers of bite-sized abstractions to manage
complexity, not about power or worth (historical distortions, abuses, and per-
versions notwithstanding); higher levels deal more abstractly with wider scope;
lower levels deal more concretely with greater depth; every level adds essential
value, and none is “more important.”

• In a correctly designed hierarchy, every position is an accountable, responsible,
and empowered owner (authority, expert, visionary, champion, advocate) of some
deliverable, adding value by aggregating, coordinating, prioritizing, and arbi-
trating the constituent elements of that deliverable (which may be deliverables
themselves) (Fig. 3).

Fig. 3 360◦ added value, responsibility and accountability in hierarchy. (Courtesy of Kevin
Nortrup / Sugar Creek Solutions)
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When designing an organizational structure, one of the applicable lessons from
software is the importance of appropriate partitioning. In both worlds, it is preferable
to have partitioning that is:

• Highly orthogonal, with mutually exclusive functionalities and mutually exclu-
sive ownership of them (no overlaps or matrixing);

• Highly holistic (minimized silos), with interdisciplinary teams and contributors,
with maximal localization of authority, responsibility, and capability;

• Closely parallel to the partitioning of the goods or services being produced, to
avoid overlaps or omissions of responsibility for deliverables (objective-oriented
organization).

Matrix organizations are the equivalent of “spaghetti code”: they can be rather
resource-efficient, but as size and complexity grow, their dependencies can cause
the very problems that they are intended to solve (silos, territorialism, inflexibility,
bottlenecks, resistance to change) as well as new problems (adversarial objectives,
conflicting authority, gaps/overlaps of responsibility).

For example, instead of a traditional matrix organization, a hospital could have
an interdisciplinary, objective-oriented “Clinical Design and Support” department,
comprising:

• Healthcare information technology (applications): EMR, CPOE, EBM, etc.
• Clinical informatics
• Best-practice processes and workflow
• Infection-control and PPC/SRE-avoidance
• Incident-investigation and root-cause analysis
• Training and on-boarding of healthcare staff
• Healthcare purchasing and inventory
• Clinical housekeeping.

Function follows form, and “good fences make good neighbors.” A well-
designed organizational structure ensures that everyone owns and takes professional
pride in a specific, objective-oriented deliverable, resulting in better experiences that
meet or exceed expectations.

6.3 Technology and Infrastructure

Technology and infrastructure should enable people and processes by facilitating
their existing deliverables and objectives. Too often in health care, technology
appears as a “solution looking for a problem”: needlessly and negatively disrupting
people and processes by creating artificial or intermediate deliverables and objec-
tives.

Lack of interoperability among devices and technology remains a concern in
health care today. Its primary cause is ad hoc, bottom-up introduction of new
healthcare technology: driven not by meeting an identified need in a master plan and
roadmap of facilitating technology, but by how a manufacturer desires to leverage
its existing technology, market-position, or reputation (Fig. 4).
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Fig. 4 Healthcare technology and infrastructure. (Courtesy of Kevin Nortrup / Sugar Creek
Solutions)

Free-market innovation is the life-blood of healthcare technology, but it must
take place within a framework of top-down design of a healthcare technology
supersystem, which itself must be driven by clarification and documentation of
objectives and needs in health care. Broadly based, industry-driven collaboration
can be the architect of system and device specifications that ensure interoperability
and other basic requirements without squashing innovation, as demonstrated by the
success of cellular mobile communications. Healthcare technology that holistically
meets real needs will deliver better experiences that meet or exceed expectations.

6.4 Healthcare and Wellness Supersystem

A hospital (or other healthcare-delivery enterprise) does not exist in a vacuum; its
ability to reimagine and to reinvent itself is limited by its interdependence upon the
other subsystems in the larger healthcare and wellness supersystem of which it is
also a subsystem. Indeed, the form and function of hospitals and other healthcare-
delivery enterprises today is largely the cumulative result of historic and present
forces within this supersystem.
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Genuine reform must address issues at this supersystem level, whose complexity
reaches all the way to sociopolitical and public-policy issues (Fig. 5). Its subsystems
include:

• Healthcare information technology (applications): EMR, CPOE, EBM, etc.
• Healthcare-delivery enterprises
• Other providers
• Payors
• Pharmaceutical companies and device manufacturers
• Agriculture and food system
• Educational system
• Legal system
• Economic and financial system
• Political system
• Patients themselves, whose influencing subsystems include:

– Genetics and heredity
– Lifestyle and behavioral choices
– Family and friends

It is difficult to contemplate analysis, much less remediation, at this level.
Nonetheless, without coming to terms with the expectations of and within this
supersystem–and without intervening in it to cultivate commensurate experiences
throughout it—the ability of healthcare-delivery systems to deliver satisfactory
experiences will be limited.

Fig. 5 Healthcare and wellness supersystem. (Courtesy of Kevin Nortrup / Sugar Creek Solutions)
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6.5 More “Disciplined” Healthcare Workers

Specialization appears to be a logical approach to the mastery of exponentially
growing complexity. However, in health care as in other industries, the biggest
risks and opportunities exist “between the silos.” Skill-set specialists will always be
needed, but perhaps they should be the exception instead of the rule, with a greater
number of integrative individuals who are categorized by what they deliver and not
by any particular skill-set.

This requires health care to demand—and education to produce—more “disci-
plined” workers, to prepare for the ever-increasing fuzzing and fusing of disciplines
(such as informatics, biomechatronics, micro-electro-mechanical systems, enter-
prise systems):

• Multidisciplinary = able to change hats as required
• Interdisciplinary = able to wear more than one hat at a time
• Transdisciplinary = able to take several hats, rip their seams, and sew them

together to make a single hat to wear.

Healthcare workers who are broadly skilled—who can bridge the silos and
produce holistic, objective-oriented deliverables—can take the initiative, the respon-
sibility, and the professional pride to ensure that their specific niche within the
healthcare-delivery system provides experiences that meet or exceed expectations.

7 The Transformative Aspects of This Study

Health care is a complex, sociotechnical system of systems that demands a systemic
approach.

Disappointment-driven system improvement is a distributed, holistic approach
that mainstreams monitoring, troubleshooting, and remediation to achieve a system
of high quality, instead of superimposing supplemental systems to manage quality
and to improve processes through oversight and intervention. A handful of simple
but powerful concepts can equip everyone throughout the workforce with basic
capabilities of quality management and process improvement from a systemic
perspective. These concepts utilize the eyes, ears, hands, feet, and minds of everyone
throughout the system—not just a few select specialists—to be active, participatory
agents of quality and performance improvement:

• Qualitative quality: the degree to which experience meets or exceeds expecta-
tions, at interfaces anywhere surrounding or within a system

• Harnessing disappointment: leveraging any experience not meeting expec-
tations (negative qualitative quality) as a trigger and locator for systemic
troubleshooting

• Managing expectations: gathering, validating, documenting, utilizing, and man-
aging requirements and specifications
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• Improving experience: improving the system (which includes more than just the
process) and its deliverables, by investigating the objectives, design, implemen-
tation, and operation of the system and its subsystems

Systemic disciplines can facilitate the troubleshooting, remediation, and redesign
of systems at all levels of health care, from subsystems of technology, to hospitals,
to supersystems of national institutions.

Hospitals (and similar healthcare-delivery systems) can be modeled, remediated,
and designed as enterprise systems. One such model includes culture and policies,
organizational structure, processes and workflow, technology and infrastructure, and
training and development as its dimensional elements.

Health care (as other industries) must demand, and education must provide,
a workforce that is far more broadly trained and equipped as transdisciplinary
contributors.

Take Home Message
• Harness disappointment as a “check-engine” light.
• Internalize and synthesize quality management, management engineering,

and process improvement into inherent system improvement.
• Analyze and remediate enterprise systems with models such as “culture

and policies, organizational structure, processes and workflow, technology
and infrastructure, and training and development.”

• Don’t forget the fundamentals: documented requirements specification and
intentional methodical design.

• Pursue transdisciplinary mindset and capabilities: for yourself, for your
organization, and for the next generation.
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1 Introduction

According to the World Health Organization (WHO), the number of obese people
has almost tripled since 1975. In 2016 more than 1.9 billion adults 18 years and older
were overweight. Of these over 650 million were obese. Overall, 39% of adults were
overweight in 2016 and 13% were obese. Worldwide, overweight and obesity are
linked to more deaths than underweight. Raised body mass index (BMI)—ameasure
of overweight and obesity—is a major risk factor for common noncommunicable
diseases such as cardiovascular diseases, diabetes, musculoskeletal disorders, and
some types of cancers [1].

Most of the previous studies have focused on finding a relationship between one
risk factor and obesity. In this work, we research a variety of factors affecting obesity
by using statistical analysis from a complex adaptive system (CAS) perspective. Our
goal is to employ the research outcomes to develop a CAS-based computer model
of obesity.
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2 The Complexity of Obesity

In complex systems research, one of the most powerful tools is the use of
computational techniques as they allow a much wider range of exploration of
conceptual models. Using computational techniques, we can understand and predict
answers to questions arising from our research [2]. Agent-based modeling (ABM) is
a simulation approach that consists of an interactive set of agents [3] that represent
system components and interactions in a particular environment. ABM offers a
theoretical framework from which to explore complex adaptive social systems [2].
Agents interact based on a set of rules and within an environment specified by the
researcher [4].

Figure 1 shows our proposed CAS-based obesity model. The complex interrela-
tionship among each of the risk factors which give rise to an individual’s obesity
(yellow circles r1, r2, etc.) is shown in the smaller circle. Then, the individuals
(orange circles p1, p2, etc.) co-existance and interactions result in the emergence of
the obesity rates at the community level. The environment is also an important factor
in the emergence of obesity at the individual and community level. For instance,
larger entities (e.g., government healthcare organizations, industry, etc.) can have
the power to influence the environment either positively or negatively via policies
and marketing (e.g., nutrition campaign, junk food marketing, etc.). In this research,
we focus on the obesity risk factor interrelationships and interdependencies with
the use of statistical analysis. Our final aim is to use the risk factors studied (yellow
circles r1, r2, etc.) to build an obesity model based on CAS principles that will help
us to simulate obesity rates for adults in a community.

Fig. 1 CAS-based obesity model
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3 Obesity Modeling

The data used for this study was provided by Statistics Canada, Canadian Commu-
nity Health Survey (CCHS), available on the NESSTAR data portal [5]. This survey
is a cross-sectional survey that collects self-reported information related to health
status, healthcare utilization, and health determinants for the Canadian population. It
relies upon a large sample of respondents and is designed to provide reliable health
estimates at the regional level [6].

3.1 CCHS Microdata File Structure

CCHS provides a microdata file which contains each of person’s responses to the
survey. The CCHS microdata file is open to researchers from various fields to
conduct research to improve health. Table 1 shows an example of the microdata
file—each column represents a survey question, and each row represents a partici-
pant’s answer for a survey item. The numbers represent the answer to a survey item
chosen by the participant. For example, in Table 1 the column HWTGISW means
body mass index (BMI) classification by a survey participant (underweight, normal
weight, overweight, and obese)—the first individual answered “2” to this question,
i.e., this survey participant answered: I am of “normal weight.”

In addition we obtained data of various health-related risk factors such as chronic
conditions, income, age, and sex. Also, each risk factor has sub-factors; e.g., the risk
factor chronic conditions has 36 sub-variables such as asthma, diabetes, and heart
disease. We only want to include risk factors truly associated with obesity that had
been identified by statistical data analyses as described in the next section.

3.2 Methodology

Firstly, a bibliographic search identified human studies of risk factors associated
with chronic diseases associated with overweight and obesity [7–11]. These findings
allowed us to identify relevant obesity risk factors in the Canadian Community
Health Survey.

It was noticed that the survey questions before 2009 were quite different from
those in the period 2009–2014. Therefore, we decided to focus on the data from
2009 to 2014 as the survey contained the same factors, variables, questions,
and types of answers. Participants with incomplete and missing responses—“not
applicable,” “don’t know,” “refusal,” and “not stated”—were excluded.

Statistical analysis aimed to identify how the various risk factors contribute to
the emergence of an individual’s obesity. Ideally, we wanted to obtain a linear
mathematical formula that includes the relevant risk factors and their coefficients
as shown in Eq. (1).
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Individual obesity = ar1 + br2 + cr3 + · · · + nrn (1)

where a, b, c, . . . n are coefficients that represent the risk factor relevance
r1, r2, r3, . . . rn of the respective obesity risk factor. Risk factors included were
alcohol use, chronic conditions, changes made to improve health, depression, food
choices, fruit and vegetable consumption, general health, income, mood, physical
activities, sedentary activities, and smoking.

3.3 Hypothesis

We currently do not have a theoretical basis to demonstrate the conversion of
the emergence of an individual obesity to a linear relationship of factors as
stated in Eq. (1). However, we hypothesize that with computer simulation, we can
experimentally demonstrate that Eq. (1) provides relevant results in terms of obesity
behaviors for an individual since the individual will have various values for each
of the obesity factors ri as time progresses. An initial empirical evidence for the
equation validation can be obtained if the experimental data correlates with the
surveyed data.

Then we searched for adequate statistical analyses of the CCHS data. We found
that independent t-test and simple linear regression cannot be used as both tests only
apply to up to two independent variables (factors), and this is not applicable for the
CCHS data. The CCHS database contains various independent categorical variables
(factors).

Our literature review found related work that used multivariate logistic regres-
sion analysis—Colapinto et al. [12] explored the relationship between BMI and
fruit and vegetable intake in the Canadian, and Charlton et al. [13], in the Australian
context. These studies differ from our work which is comprehensive as it includes
a large range of different risk factors. We also apply correlations among the risk
factors into a CAS-based obesity model.

Our aim is to create a mathematical equation for the construction of a model to
determine the development of obesity at an individual level. Based on the available
datasets good statistical analyses would include normal test, MANOVA (multivariate
analysis of variance), and multivariate logistic regression analysis.

3.4 Statistical Analysis

3.4.1 Normal Test

The normal test determines if the data distribution presents normality or not.
Between 2009 and 2014 all risk factor variables were normally distributed (p-
value≤ 0.05) and these variables can be used to perform a MANOVA test.
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3.4.2 MANOVA Test

MANOVA (multivariate analysis of variance) is an extension of ANOVA (analysis
of variance). MANOVA tests whether there is any difference in two or more
independent vectors of means on a dependent factor—in our study we have
one dependent factor (body weight) and twenty independent vectors. To conduct
MANOVA, three assumptions must be met [14]:

• Normal distribution: The dependent variable should be normally distributed
within groups—the normal test must precede the MANOVA test

• Linearity: MANOVA assumes that there are linear relationships among all pairs
of dependent variables. So, when the relationship deviates from linearity, the
power of the analysis will be compromised

• Homogeneity of variances and covariances: In multivariate analysis, since there
are multiple dependent variables, it is also required that their intercorrelations
(covariances) are homogeneous across the variables of the study.

MANOVA test was performed using SPSS [15]. We found that six variables—
“daily consumption of fruit juice,” “daily consumption of fruit,” “daily consumption
of green salad,” “daily consumption of potatoes,” “daily consumption of carrots,”
and “frequency of drinking alcohol”—showed low or zero variance in relation to
the dependent variable “body mass index (BMI classification)” (p-value≤ 0.05) and
thus were removed. We now can execute the multinomial logistic regression test on
the remaining variables.

3.4.3 Multinomial Logistic Regression Test

A regression test explores the relationship between a dependent variable and a set of
independent—or predictor—variables [16]. In our study “normal weight” was set as
the reference category to compare with the other groups (underweight, overweight,
and obesity). At a p-value≤ 0.05 some variables proved to not be significantly
associated with under- or overweight/obesity. Table 2 shows the results of the
multinomial logistic regression test from the CCHS dataset between 2009 and 2014.
The B and Sig. columns represent the logistic constant and the significance value,
respectively. Numbers marked in bold indicate numbers that are significant on the
95% confidence limit. For example, in 2014, the logistic constant of “obese” for the
variable “leisure and transportation physical activity index” (PACDLTI) is 0.000 and
statistically significant since its p-value≤ 0.05. This means that the risk of obesity
increases as the value (1 = active, 3 = inactive) of leisure and transportation physical
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activity index increases. Thus, an inactive person is more likely to be obese than an
active person. Significant independent predictors for underweight, overweight, and
obese status in 2014 are:

• Underweight—“walked to work or school for past 3 months” (PAC_7), “bicycled
to work or school for past 3 months” (PAC_8), and “frequency of all leisure
physical activity lasting more than 15min” (PACDFR)

• Overweight—“grouping of daily consumption - total fruits and vegetables”
(FVCGTOT), “walked to work or school for Past 3 months” (PAC_7), “frequency
of all leisure physical activity over 15min” (PACDFR), “leisure and transporta-
tion physical activity index” (PACDLTI), and “daily frequency in transportation
and leisure physical activity” (PACDTLE)

• Obesity—“daily consumption of total fruits and vegetables” (FVCGTOT),
“walked to work or school for past 3 months” (PAC_7), “frequency of all leisure
physical activity over 15min” (PACDFR), “leisure physical activity index”
(PACDPAI), “leisure and transportation physical activity index” (PACDLTI),
and “daily frequency in transportation and leisure physical activity” (PACDTLE)

3.5 Mathematical Relationship Among Factors

Based on the statistical data analysis carried out, the main factors and variables
for obesity and overweight were identified and their respective mathematical
relationship obtained. The mathematical formula indicates how the relevant factors
contribute to the emergence of overweight and obesity. Table 3 shows the main
factors and variables found to contribute to obesity. For example, the factor, fruit
and vegetable consumption (FVC), has three variables (daily consumption of other
vegetables (FVCDVEG), daily consumption of total fruits and vegetables (FVCD-
TOT), and grouping daily consumption - total fruits and vegetables (FVCGTOT)).
Then, the variable daily consumption of other vegetables (FVCDVEG) has two
different answers (behaviors) which are less than five times (Answer 1) or five times
and more (Answer 2).

One advantage of logistic regression analysis is its ability to directly estimate
the probability of the occurrence of an event. In the case of the dependent variable
Y with only two possible states (1 or 0) and a set of the independent variables,
x1, x2, . . . xP , the multiple logistic regression function can be written as [17]:

logit (P )(Y = 1) = 1

1 + e−g(x)
, g(x) = B0 + B1x1 + · · · + BP xP (2)

To determine the equation for each weight category, the constants “Bn” of the
regression function “g(x) = B0 + B1x1 + · · · + BP xP ” should be replaced by the
factors’ variable logistic constants obtained from the multinomial logistic regression
analysis as summarized in Table 2, where B0 equals the “intercept” value.
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For example, for the category “Obese in 2014” the equation is

g(x) = −0.729 − 0.069x1 − 0.020x2 − 0.253x3 + 0.133x4

− 0.60x5 + 0.214x6 − 0.150x7 + 0.052x8 − 0.018x9

+ 0.189x10 + 0.497x11 − 0.637x12 + 0.317x13

(3)

The standard interpretation of the logistic constant is that for a unit change
in the independent variable (x1, x2, . . . x13), the logit outcome relative to the
reference group (normal weight) is expected to change by its respective parameter
estimate if all the other variables are held fixed [18]. For instance, if the agent’s
daily consumption of other vegetables (x1) increases by one unit, the risk of
the occurrence of obesity to normal weight would be expected to decrease by
0.069 while holding all other variables in the model constant. Intercept (B0) is
the multinomial logit estimate for obesity relative to normal weight when the
independent variables in the model are evaluated at zero. If x1, x2, . . . , x13 = 0,
the intercept is simply the expected mean value of Y at that value (in this case,
−0.729).

As the absolute value of the constant “Bn” is larger, its influence is larger
too (positively or negatively). For example, Eq. (3) implies that the obese state is
affected more strongly by “daily frequency in transportation and leisure physical
activity (x12)” which has the biggest absolute value among the constants. In contrast,
the obese state is affected less strongly by “participant in daily leisure physical
activity lasting more than 15min (x9)” which has the smallest absolute value among
the constants.

Our next step is to build the CAS-based obesity model by using the set
of equations obtained for the four weight states (underweight, normal weight,
overweight, and obese). First, we need to set the BMI status of agents representing a
population. In 2009–2010, the ratio of underweight, normal weight, overweight, and
obese is 1.79%, 43.23%, 35.22%, and 19.76%, respectively. We will use this ratio
as an initial value of the BMI states in the population. Second, we will set rules and
factors for the agents. Each of the agent has 13 different obesity factors. To define
the rules in the time series for the agent, we will use the obesogenic state equations
each year in the period. For example, in 2014, we can set the agents in the obese state
by using Eq. (3). Thus, agents have four different equations (underweight, normal
weight, overweight, and obese) available each year for calculating their obesogenic
state. The original dataset contains the person’s perception of their own obesogenic
state. This information is used to guide the suitable equation for an individual.

Each of the agents (individuals) have different conditions on factor values
(Table 3). Thus, with the computer model using the equations and datasets, we will
carry out a year-to-year statistical data analysis simulation of people in a community.
In other words, we will evaluate people changing behaviors in terms of the relevant
obesity factors identified and see how obesogenic state rates arise in the community
as a consequence of people’s actions (Fig. 1).
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4 Conclusion and Future Work

Over the past 20 years, the percentage of adult’s being overweight and obese
has increased considerably. To solve this problem, we conducted a CAS-based
statistical data analysis to understand its causes. Based on the statistical results, the
main factors for obesity were “fruit and vegetable consumption” and “frequency
of physical activities.” Also, the equations that show how the factors relate to
the emergence of obesity are achieved. Moreover, we found that variables show
distinctive characteristics for BMI status. For instance, one of the independent
variables, “grouping daily consumption - total fruits and vegetables (FVCGTOT),”
shows a different impact in each group (underweight, overweight, and obese). In
2014, the daily consumption total fruits and vegetables has a negative relationship
with the risk of the occurrence of both overweight and obesity whereas it has a
positive effect on the risk of the occurrence of underweight. That is, a person who is
overweight or obese consumes less fruit and vegetable than a normal weight person
while an underweight person tends to consume more fruits and vegetables.

Our future work is to build and validate our CAS-based model to simulate obesity
rates by using the equations obtained from the data analysis. With our model, we
aim to build a tool to assist obesity management by providing capabilities to evaluate
various policies and getting insights about how obesity emerges in our communities.

Acknowledgements This work was supported in part by the University of Winnipeg Applied
Computer Science Department, Mitacs Globalink program, and a Natural Sciences and Engineer-
ing Research Council of Canada Discovery Development Grant.

The Transformative Aspects of This Study

Most of the previous studies are focused on the relationship between one risk factor
and obesity; however, our study approach uses various risk factors and demonstrates
their interrelationships. Thus, we can conduct sophisticated analysis of obesity in
different time periods. Also, we obtained obesity factor correlation equations that
can be applied to the development of a CAS-based population obesity model for
different communities.

Take Home Message
• Statistical analysis of the Canadian Community Health Survey (CCHS)

identified two main factors associated with obesity—fruit and vegetable
consumption and frequency of physical activities.

• There are independent variables that define distinctive characteristics for
each BMI state.
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The Program

Friday, October 27
8:00–8:30 Impromptu networking

Welcome and opening remarks

8:30–9:30 Mini-TED talks Five 5-minute highlights of each presentation
followed by small group session

Joachim P. Sturmberg If You Change the Way You Look at Things, Things
You Look at Change. Clinical Disease: Cause or
Consequence?

Jennifer Potts Complexity of Being a Millennial

Paige L. McDonald, Curt
Lindberg, and Robert
Hausmann

Is the learning health system a complex adaptive
system or a complex responsive process?

Curt Lindberg Positive deviance: a novel process for optimizing
antibiotic use

Tilo Winkler A puzzling question: how can different phenotypes
possibly have indistinguishable disease symptoms?

James Palmer Complexity sciences dramatically improve
biomarker research and use

Panel Discussion
Advances in Medicine, Policy, and Leadership Inspired by
Complexity Science
Moderator: Paige McDonald

James K. Hazy What Leaders Should Know About Complexity (And Why Knowing
This Will Make You a More Effective Leader)

Jesse Pines and
Brendan G. Carr

Complex Systems Thinking in Acute and Emergency Care
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Jim Hazy (l), Jesse Pines (c), and Bredon Carr (r)

11:00–12:00 Mini-TED talks Five 5-minute highlights of each presentation
followed by small group session

Paul Harper OR saves lives!

Alonzo Jones Can salutogenesis work in the US?

Carmel Martin Resilience as a Preliminary Exploration of a
Theoretical Framework of Nonlinear Stability.
Individual Health Journeys and Health Systems

Gaetano R. Lotrecchi-
anoa, Mary Kane, Mark
S. Zocchi, Jessica Gosa,
Danielle Lazar, and
Jesse M. Pines

Bringing voice in policy building: a cross
population multi-stakeholder conceptual model or
management of acute unscheduled care in the
united states using group concept mapping

Guo Liu, Christine Ye,
Zachary Armstrong and
Henry H Heng

Stress-Induced Variants Through
Genome-Environment Interaction: The General
Mechanism of Diseases

Stefan Topolski Health Complexity Loss in Addiction
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13:00–14:15 Graduate student
presentations

Romiya Barry

Sasmira Matta
and Ligia Paina

OR using simulations as teaching tools to better
understand complex health systems

Junqiao Chen Impact analysis of complexity science modelling
techniques in health care: a mixed-method research
proposal

Surio Priyanka,
Vaishali Joshi,
and Elizabeth
Ciemins

Hypertension (HTN) prevalence disparities for predicted
and diagnosed HTN in African Americans and
Caucasians: a longitudinal ecological epidemiology
study

Jennifer Weaver Complexity Science and Cognitive Interventions for TBI

Romiya G.
Barry, Landria
Sheffey, and
Anab Mohamed

Understanding the complexity of stakeholder needs:
ethical conduct prioritizations for clinical trials in
low-middle-income countries

Sung Young Lim,
Shi Wenting, and
Sergio G.
Camorlinga

A Study on the Modeling for Childhood Obesity

Posters

Russell Gonnering and
William Riley

The paradoxical “hispanic paradox”: the dark side of
acculturation

Michael Reens Optimising operating room efficiency



324 The Program

15:30–16:45 Mini-TED talks
physiology stream

Five 5-minute highlights of each presentation
followed by small group session

Nicolas Rohleder OR Mechanisms of Habituation of Inflammatory
Responses to Repeated Acute Stress and Its Role in
Health and Disease

Andrew Seely Origins of Degree and Complexity of Variation
Inherent to Complex Systems

Bela Suki Elastic Network Models of Tissue Failure:
Implications for Treatments of Emphysema

Henry H. Heng, Guo
Liu, Sarah Alemara
and Christine J. Ye

The Mechanisms of How Genomic Heterogeneity
Impacts Bio-emergent Properties: The Challenges
for Precision Medicine

Sergio G. Camor-
linga

Complex Adaptive Systems in the Brain

Douglas P. Barnaby Predictive Modeling with Heart Rate Variability,
Clinical and Laboratory Measures to Predict Future
Deterioration in Patients Presenting with Sepsis

Douglas Barnaby (l), Nicolas Rohleder (c), and Andrew Seely (r)
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15:30–16:45 Mini-TED talks patient
care stream

Five 5-minute highlights of each presentation
followed by small group session

Diane Finegood Complex Is Not the Same as Complicated:
Frameworks and Tools Are Needed to Support
Application of Systems Thinking to Complex
Health-Related Challenges

David C. Aron,
Chin-Lin Tseng, Orysya
Soroka, and Leonard M.
Pogach

Balancing Measures: Identifying Unintended
Consequences of Diabetes Quality Performance
Measures

Suzie Carmack Physician Burnout: A Public Health Crisis in
Need of a Socio-ecological Solution

Susanne Reventlow Coordinated Co-produced Care for Patients with
Complex Health Problems: An Example from
Denmark

Carmel Martin Complex Adaptive Systems Approaches to
Potentially Avoidable Hospitalizations.
Implementing the Patient Journey Record System
(PaJR) in Ireland and Australia

David Katerndahl,
Sandra K. Burge, Robert
L. Ferrer, RL, John
Becho, and Robert
Wood

Is Perceived Need-for-Action Among Women in
Violent Relationships Nonlinear and, If So, Why?
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Launch of ISSCSH
International Society for Systems and Complexity

Sciences for Health

The Foundation Board of the Society David Aron, Joachim Sturmberg (Foundation Presi-
dent), Gaetano Lotrecchiano (Foundation Vice-President), Paige McDonald (Foundation Secre-
tary), Chad Swanson, John Scott, Andrew Seely, Peter Tsasis absent: Curt Lindberg (Foundation
Treasurer), Randy Thompson

A dream has come true—after more than 20 years, 23 August 2017 has become
the official launching date of the International Society for Systems and Complexity
Sciences for Health.

The Society is the result of the large and diverse group of people who all believe
that the problems facing the health and well-being of our patients and communities
can only be solved by addressing the interconnected nature of their problems.

Our Society aims to be an umbrella organization that links all those interested
in promoting systems and complexity thinking for the benefit of the health and
well-being of patients and communities. The Society also aims to educate the
wider professional and lay community about the interconnected nature of health
and disease, and to become the lead advocacy voice in relation to the health and
disease impacts of policy settings.
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The Society provides its members with three principal benefits—educational
activities, support to implement systems and complexity science-informed
approaches for research and health professional practice, and cross-disciplinary
collaboration. In time, the Society aims to be recognized as the preeminent body
to provide systems and complexity science input to policy and decision-makers
working for health.
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Saturday, October 28
8:15–9:15 Mini-TED talks Five 5-minute highlights of each presentation followed

by small group session

Joachim P. Sturmberg Linking the Environmental and Physiological
Components of Health and Disease

Elena A. Doty, C.
Matthew Kinsey, and
Jason H.T. Bates

Analyzing Complex Medical Image Information:
Convolution Versus Wavelets in a Neural Net

Roseanne Moore,
Marsha Hertzberg, and
Junqiao Chen

Assessment Framework on the Complexity in Primary
Care Practice

Eric Sarriot Call an Agent-Based Modeler Stat! Bringing Evidence
to Global Health Blind Spots

John Watkins Organisational Relativity: Changing Our Perspective
on Health and Healthcare

Keynote Addresses
Advances in Medicine, Policy, and Leadership Inspired by Complexity Science
Moderator: Paige McDonald

Bruce West Fail Small, Fail Often

Andrew Seely Variability-Derived Clinical Decision Support to Improve Care

Andrew Seely (l) and Bruce West (r)
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10:30–11:30 Mini-TED talks Five 5-minute highlights of each presentation
followed by small group session

Andrew Seely Monitoring Adverse Events and Using Positive
Deviance to Improve Surgical Care

Joachim P. Sturmberg Deviant Behaviour Is Neither Irrational nor
Ignorant

Junqiao Chen and
Milesh Patel

The Challenge in Quality Measurement: The
Complex Interplay of Technical Difficulties,
Social Construct, and Business Enterprise

Kevin Nortrup Quality and Value in Healthcare: Simple Goals
for a Complex System

John Scott The Healing Journey: Healing as an Emergent
Property of Complex Social Interactions

Craig Kuziemsky (l) and Kevin Nortrup (r)

14:30–15:30 Mini-TED talks health
systems stream

Five 5-minute highlights of each presentation
followed by small group session

Eddie Price Complexity Medicine Now. Transforming
Medicine from the Biomedical Model to a Systems
and Complexity Model

Joao Costa Strengthening Health Systems, How Can This Be
Done?

Jan van der Kamp Positive Cooperation for Sustainable Health

Craig Kuziemsky,
Agnes Gruniewicz,
and Andrea Ghazzawi

Systems Model of HIT-Induced Complexity

Kaja Abbas Systems Thinking to Improve Effectiveness,
Efficiency, and Equity in Health
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14:30–15:30 Mini-TED talks
education and
improvement stream

Five 5-minute highlights of each presentation
followed by small group session

Gaetano R.
Lotrecchiano and S.
Misra

Features of Transdisciplinary Knowledge
Producing Teams (TD KPTS): A Systems
Perspective

Cheryl Miller and
Kelsey A. Hanson

A Relational Coordination Theory Informed
Nurse Residency Program

Chad Swanson and
Matthew Widmer

Arizona State University: An Example of a
Complex Systems Approach to University
Transformation

Robert Hausmann and
Jennifer Nelson

Capitalizing on Complexity: The Stories Behind
the Numbers in a Global Health Initiative

Paige L. McDonald,
Kenneth J. Harwood,
and Jennifer Weaver

Scoping Reviews: A Mechanism for Conveying
the Value of a Complexity Approach to Problem
Exploration and Knowledge Generation

Rick Botelho Cultivate Open Mindsets for Equity and
Planetary Health: How Can Leaders and Change
Makers Close the Advocacy-Action Gap?

15:30–16:00 Closing reflections

Moderator: Joachim Sturmberg
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