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Foreword

It is always a pleasure to congratulate an active scientific society on the occasion of
its 40th anniversary; however, it is a bit arbitrary, since the Babylonians would have
celebrated it four years ago…

What’s more important is to witness the success of a thriving association, i.e. its
members. Although the important Portuguese personalities in Operations Research
were always well connected and enjoyed an excellent reputation in the international
community, the newly emerging generation of Portuguese Operations Researchers
is continuing on that path, as can be seen in the impressive visibility and recognition
of their scientific achievements, coupled with a rapidly growing network at the
global level. An important testimony to this fact is the sheer number of
well-received international scientific meetings that are co-organized by the APDIO
and/or its active members every year—which is itself an excellent cause for
celebration!

In this vein, I would like to wish the APDIO and its members, including the
generations of researchers to come, the same success in their endeavours. IO 2018
has already contributed significantly to this goal by providing a forum for fruitful
exchange and the development of fresh ideas for the benefit of all its delegates,
Portuguese and international, and for the field of operational research as a whole. In
your hands, you hold the best proof of my humble opinion.

Vienna, Austria
September 2018

Immanuel M. Bomze
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Towards an Integrated Framework
for Aerospace Supply Chain
Sustainability

Cátia Barbosa, Nuno Falcão e Cunha, Carlos Malarranha, Telmo Pinto,
Ana Carvalho, Pedro Amorim, M. Sameiro Carvalho, Américo Azevedo,
Susana Relvas, Tânia Pinto-Varela, Ana Cristina Barros, Filipe Alvelos,
Cláudio Alves, Jorge Pinho de Sousa, Bernardo Almada-Lobo,
José Valério de Carvalho and Ana Barbosa-Póvoa

Abstract Supply chains have become one of the most important strategic themes
in the aerospace industry in recent years as globalization and deep technological
changes have altered the industry at many levels, creating new dynamics and strate-
gies. In this setting, sustainability at the supply chain level is an emerging research
topic, whose contributions aim to support businesses into the future. To do so the
development of new products and the response to new industry requirements, while
incorporating newmaterials appears as a path to follow, which require more resilient
and agile supply chains, while guaranteeing their sustainability. Such supply chains
will be better prepared for the future complex challenges and risks faced by the
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aerospace companies. Such challenges are addressed in this work, where an inte-
grated framework is proposed to contribute to the resilience and sustainability of
aerospace supply chains. Using different analysis methods, the framework addresses
four important challenges in the context of aerospace supply chain sustainability:
evolution and new trends, performance assessment, supplier selection, and supply
chain design and planning.

Keywords Aerospace industry · Supply chain management · Sustainability ·
Integrated framework

1 Introduction

Over the years, major aircraft manufacturers have evolved into integrators of com-
plex sets of parts, systems and large modules manufactured by third-party companies
[1]. This sets many challenges for the industry, with the introduction of new materi-
als playing a critical role [2]. Understanding the implications at supply chain level
brought by the introduction of these materials, and their impacts in terms of sustain-
ability is fundamental [3]. The time and high costs associated with these changes
to the aerospace industry are one of the major open issues for aerospace manufac-
turers and their respective supply network. Clearly, alternative methods to exploit
new materials in a more efficient way must be developed [4]. Future supply chains,
in addition to being sustainable, must be resilient and agile in responding to new
industry requirements, especially when dealing with new materials.

The IAMAT project (Introduction of Advanced Materials Technologies into New
Product Development for the Mobility Industries) was launched to address these
industry challenges and involves four universities, two companies and different fields
of study. Its main goal is to develop an integrated methodology that facilitates the
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introduction of new materials in the aerospace industry. This paper explores one of
the main research lines of the overall project concerning the development of decision
support tools to improve supply chain systems aiming at ensuring their sustainability
and resilience in the presence of uncertainty.

In the context of this project, we intend to develop a framework integrating various
qualitative and quantitative decision support tools to analyse different problems in
the context of aerospace supply chain resilience and sustainability. This research
paper describes each building block of the frameworkwithin the overarching IAMAT
project. The remaining sections include the underlying motivation (Sect. 2), and, in
Sect. 3, the description of the integrated framework, as well as the methodologies for
each of the tools within it. Section 4 highlights the projects main contributions and
how the aerospace industry stands to benefit from it. Main conclusions and future
research directions are also depicted in this section.

2 Motivation

As mentioned in Sect. 1, major aircraft manufacturers have evolved into system inte-
grators, outsourcing most aircraft parts as large integrated modules from key supply
partners. As a result of themarkets pull for more efficient aircraft, original equipment
manufacturers (OEMs) had to rethink their productswhich, in turn, led to a revolution
within the incurring supply chains. To boost the effectiveness of R&D efforts, OEMs
delegated considerable product design, development and manufacturing responsi-
bilities to their suppliers. The other main reason behind this approach was to share
the non-recurring costs in new aircraft programs, thus reducing the exposure of the
OEM. These emerging super tier 1 suppliers entered risk sharing partnerships with
OEMs and only began to receive returns on their investments after the aircraft was
being sold. The biggest step in this direction was taken by Boeing when 70% of 787
Dreamliners production was delegated to 50 strategic partners, which were called
Integrators [2]. This paradigm has proven challenging to suppliers who have had to
quickly develop their technical and managerial capabilities.

Concurrently, growing sustainability concerns in the aerospace industry, along
with pressure from airlines, have been pushing OEMs to improve the efficiency of
their aircraft and of their supply chains [5]. While attempting to reduce aircraft oper-
ating costs, and CO2 emissions from worldwide air traffic, aerospace OEMs have
been engaging in New Product Development (NPD) programmes. They have priori-
tized the weight reduction of aircraft by using advanced materials in aero structures
and the improvement of engine efficiency [2]. Our goal is to provideOEMswith deci-
sion support tools that seek to minimize the impact on sustainability performance
associated with the introduction of new advanced materials and technologies.

The general structure of the aerospace supply chain can be visualised in Fig. 1,
and it has been derived from the works presented in [6, 7]. It consists of four supplier
levels and the OEM as the responsible for the final assembly. The tier 4 suppliers are
responsible for supplying the materials to be processed throughout the chain. The
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Fig. 1 General structure of an aerospace supply chain

components suppliers, tier 3, use the raw materials to produce simple components
that are assembled with other components or integrated inmajor aerostructures at tier
2 and tier 1 levels. Tier 1 and tier 2 suppliers can be classified according to the type
of structures being supplied, assuming an interchangeable role. While for integrated
structures, suppliers assume a tier 1 role, for sub-assemblies, suppliers assume a tier
2 role. In an attempt to improve the aircraft efficiency, these suppliers often engage
in adopting new manufacturing processes and using new materials. The OEM is
responsible for the assembly of the aircraft, the highest value product in the whole
chain. However, this is not the only responsibility of the OEM, it must also control
and set the supply chain architecture considering the supplier risks. The sustainability
of the aerospace supply chain can only be globally addressed through the cross-tier
supplier analysis and assessment of industry evolution and trends. Figure 1 also
shows the scope of each of the tools within the framework.

3 Integrated Framework for the Improvement of Supply
Chain Sustainability

As identified in the introduction section, the aerospace supply chain is currently
facing many sustainability challenges. This calls for the integration of solution
approaches that can respond to the different problem requirements, while in an inte-
grated way provides a pathway for improving the overall aerospace supply chain
sustainability, particularly during NPD initiatives with the introduction of advanced
materials/manufacturing processes.

Figure 2 presents the proposed integrated framework that builds on the sustain-
ability challenges and considers a Triple Bottom Line approach (TBL) as the trigger
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Fig. 2 The integrated framework

for the improvement of the business value. The bottom of the pyramid (1) frames
both the evolution and the new trends of aerospace supply chain. Additionally, they
aim to identify and characterize the supply chain stakeholders, while mapping the
connections among them and assessing their engagement andmain priorities towards
sustainability. These supply chain strategic analytical tools based on the new trends
are the input to the higher levels of the framework that consider the Supply Chain
Design (SCD). Qualitative research methods have been used for a global and con-
ceptual supply chain analysis, such as systems thinking and content analysis.

Rising in the framework levels, appears the second group of tools, (2), that pro-
poses concurrent product and SCD considering the Supplier Integration Risk (SIR).
This tool uses both qualitative and quantitative approaches by introducing risk man-
agement practices into the process of selecting suppliers and using Robust Optimiza-
tion (RO) techniques. This tool allows managers to assess the danger of disruptions
caused by the introduction of new technologies, and their outsourcing practices.
While this tool gives an overview of a selected supply chain architecture for the
physical supply chain analysis performed by the upper levels of the framework, it
gives important risk assessment inputs to the lower framework level. The integration
of the risk assessment enhances the development of the sustainable supply chain
concepts at the lower level.

The third group of tools, (3), deepens the working principles of the aerospace sup-
ply chain, by integrating the supply chain architecture proposed by the lower level
tool. Using a simulation approach to achieve a dynamic analysis of the supply chain
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behaviour, the hybrid simulation models, by integrating different levels of analysis at
the supply chain nodes, allow extracting relevant performance measures predictions
for comparing the impact of using different advanced materials and manufacturing
processes. The relevant measures assessed serve as input to be integrated in an opti-
mization tool at the upper framework tool, and can be used to narrow the number
of possible supply chain participants to be considered at the concurrent product and
SCD level. The hybrid simulation models make use of quantitative methods for the
model development and integrate a trade-off assessment of the relevant metrics to be
considered.

At the top of the framework lie the Mixed Integer Programming (MIP) models
(4), that are quantitative tools for the design of a sustainable supply chain. It builds on
the mapped performance measures from the hybrid simulation tool to minimize the
overall supply chain costs and environmental impact, while maximizing the social
value created. This tool assesses the performance of final supply chain configurations,
and provides the optimized design, given the constraints arising from the lower
framework levels.

From the top to the bottom of the proposed framework, the scope of the aerospace
supply chain sustainability analysis is broadened. Different levels of analysis are
targeted, providing a cross-functional decision support tool that tackles the prominent
needs of the aerospace supply chain and contributes for the analysis and setting of
policies towards a more sustainable development. The following subsections provide
a more detailed description of how each of these tools addresses current issues in the
aerospace industry.

3.1 Aerospace SC Strategic Evolution and New Trends

The competitive context of commercial aerospace industry has been changing rapidly
over the last two decades, and supply chains have become an important driver for
NPD, where sustainability concerns need to be guaranteed. OEMs and aerospace
supply chains have faced various challenges and have developed several strategic
responses in the context of NPD [2, 8]. New challenges and responses will emerge
in the future and will continue to have a high impact on the various stakeholders
involved and in the sustainability of aerospace supply chains [9, 10]. Thus, it is
important to know how aerospace supply chain has evolved and what the new trends
towards a sustainable supply chain are. It is alsomandatory to know themost relevant
stakeholders towards sustainability, and how to promote their engagement in this
purpose.

To answer the question related to the evolution and new trends three mixed
methodologies were used: systems thinking, content analysis and comparative analy-
sis (Fig. 3). Systems thinking approach is used to structure the problem,while content
analysis helps to understand how authors have been exploring the questions carried
above. Finally, the comparative analysis is carried out involving the four most impor-
tant aerospace companies worldwide, in a new product development situation. Based
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Fig. 3 Strategic evolution and new trends methodology

on this analysis stage, two conceptual models were defined. The first proposed con-
ceptual model will allow companies to understand the evolution of aerospace supply
chains in a NPD context and explore the informations output. The second explores
the integration of the critical characteristics of the aerospace supply chain, such as
collaboration and system integration with their new trends towards the development
of new products accounting for economic, environmental and social objectives.

In this context, sustainable supply chains have been recognized as a key ele-
ment of organizations [11], encouraging the interest of several stakeholders in recent
years. Building a sustainable supply chain and be recognized as a sustainable indus-
try are however major challenges to the commercial aerospace industry. Aerospace
supply chains are continuously evolving concerning strategies making the process
unstable and uncertain and dependent of multiple and powerful stakeholders with
its own views. Aircraft new product development cycles and the new development
approaches are crucial in this field. The development of an airplane has become so
complex that has led to an increasingly dependency on a network of a large supply
chain that involves customers, suppliers, scientific communities, regulators, gov-
ernments and many others. The subjects related with stakeholder engagement had
therefore become critical to evolving and building the sustainability strategies [12].
In this context, and as stated above, there is a need to identify themain stakeholders in
the aerospace supply chain and their priorities and engagement towards a sustainable
supply chain. For this purpose, a multimethodology was explored to allow an inte-
grated stakeholders analysis leading to a conceptual model that helps to frame stake-
holders engagement. The multimethodology includes the application of three tasks:
scope definition, stakeholders identification and stakeholders prioritization, which
are supported by five methods: literature review, brainstorming, snowball sampling,
survey and statistics. Finally, the proposed conceptual models enables a complete
stakeholders analysis, recognizing sustainability engagement flows among the most
important stakeholders while improving the collaboration processes to derive a strat-
egy towards a sustainable supply chain.
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3.2 Robust Concurrent Product and Supply Chain Design
Under Supplier Integration Uncertainty

Adapting the methodology for concurrent product and supply chain design (CP-
SCD) described in Gan et al. [13], we propose a model that seeks an efficient and
robust supply base with minimum number of supplier modules. Supplier modules
hold the supplier, or group of suppliers, from which a set of parts is sourced, as an
integrated component module. In recent years, OEMs have delegated onto their tier
1 suppliers the development and integration of large component modules. With the
introduction of new materials and processes, suppliers are sometimes incapable of
complying with the target specifications, which is represented in the new model as
the SIR. One of the main extensions proposed in this model is the consideration
of each suppliers integration risk (IR) in SCD. This uncertainty will be represented
in the model as a risk factor. The IR is an input of the model and should result
of an assessment of the suppliers technical expertise, as well as own supply chain
management capabilities. The aim of the model is to mitigate supplier modules that
exceed certain risk thresholds, defined by the decision maker. Another particular
aspect of the model is the selective sourcing flexibility for each module, which is a
decision variable within the problem.

The first necessary input for the model is the Part-Supplier Matrix (PSM) which
matches the complete pool of supplier candidates to the set of parts required for the
aircraft program. The PSM matches the two sets via a binary relation, and indicates
whether the part can be sourced from a certain potential supplier. To each of these
connections corresponds an IR for the supplier to integrate that part. The value asso-
ciated with this risk is compiled in an Integration Risk Matrix (IRM). The total risk
in a module will be the sum of the IR of each component integrated by the suppliers
assigned to it. The IRM is another input for the model and contains evaluations of
the risk according to 3 risk-levels: low, medium or high. OEMs can perform their
own estimations for these risks based on their knowledge of the suppliers operations,
as well as during the supplier development programs, which are already common
practice ahead of new aircraft programs [14]. As seen in Fig. 4, if there were no
constraints associated to supplier risk, the algorithm simply seeks to select the min-
imum number of suppliers, each of them delivering the largest possible number of
integrated parts. While this may be the desired outcome for a risk neutral decision
maker, this solution presents the greatest possible density of risk at each supplier
module. Therefore, a limit is imposed on the IR within each module.

To further test the resilience of the solutions proposed by the model, we build on
the work by Bertsimas et al. [15] and Alem et al. [16] on Robust optimization (RO).
RO is used to investigate possible mitigation strategies of the modules IR. As part
of this methodology, the values in the IRM are increased by an uncertain parameter.
These parameters become iteratively larger, and their impact on the suggested SCD is
recorded. This simulates the decision makers level of conservativeness by admitting
that some values in the IRM may have been underestimated. The right-hand side of
Fig. 4 illustrates how increasing levels of risk may stand to affect the size of supplier
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Fig. 4 Robust CP-SCD model under supplier integration risk

modules, as well as the selected sourcing flexibility. SCDs produced through higher
uncertainty levels represent more pessimistic scenarios, meaning that the suppliers
performance deviated considerably from the original assessment.

3.3 Supply Chain Sustainability Performance Assessment
Model: Hybrid Simulation Models

Given the supply chain structure defined at the framework level 2, the performance
assessment model intends to evaluate the impact on the supply chain sustainability of
the different manufacturing processes/advanced materials being considered within
the IAMAT project. Following the TBL approach, different supply chain sustainabil-
ity metrics, including CO2 emissions, energy use, supply chain costs, and workload
are used for a trade-off assessment.

Building on the idea proposed by Schieritz and Größßler [17], each supply chain
actor ismodelled as an agent.Agents locations are real andpositioned in aGeographic
Information System (GIS) map. AGISmap allows extracting important information,
as the distance between the agents, during the model run time. Additionally, the
transportation modes (ship, airplane, truck) between the supply chain actors have
also been modelled as agents. The internal behaviour of the transportation modes
is defined by a state-chart, while the internal behaviour of the supply chain actors
depends on their role.

The model was built considering the perspective of a tier 1 aerospace supplier,
servicing directly the OEM. System Dynamics (SD) and business rules are used to
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Fig. 5 Hybrid supply chain simulation model structure

represent themanufacturers structure of inventory andmanufacturing. Also, Discrete
Event Simulation (DES) is used for simulating the transport of materials between the
supply chain agents, the transfer of material between transport modes at the airports
and seaports, and the delay for obtaining the materials at the suppliers. The overall
model structure is represented in Fig. 5.

Five agent types can be identified in the model: customer, manufacturer, supplier,
material transfer points, and transportation resources. The customer agent, the OEM,
is responsible for setting the demand in themodel, placing orders to themanufacturer
and receiving the modules supplied by the manufacturer (tier 1 supplier). Internally,
the manufacturer has the most complex structure. The manufacturers behaviour is
given by the intertwined action of a SD model and business rules. While the imple-
mented business rules are used for establishing when and how much to order mate-
rials, the SD model, an adapted version of the model proposed by Sterman [18], for
the policy structure of inventory and production, allows simulating the production
activities, and the use of materials in stock. The flow rates in the SD model and
the quantity of materials used to obtain the final components depend on the type of
manufacturing process being considered. Within the manufacturer agent, there is a
DES transportation module used to send components and receive materials.

The material transfer points correspond to the airports and sea ports where mate-
rials and final products are transferred between transportation resources. Finally, the
transportation resources, that exist inside the suppliers, manufacturer, seaports, and
airports, can present five internal states: when are not being used, at their owner, when
loading the materials/components, going to the target location, unloading the mate-
rials/components, and returning to their owner. Each type of transportation resource
has different associated monetary cost and environmental impact.
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3.4 Mixed Integer Programming Models in Sustainable
Supply Chains

The SCD and planning optimization referred to in Fig. 2 claims for mathematical
models that can integrate the three dimensions of sustainability in the supply chain.
We focus now our attention on the solution techniques for model-based quantitative
research, and more precisely, in mixed integer programming (MIP) models address-
ing sustainability in supply chain.

Recently, some efforts have been made in this direction. However, quantitative
modelling based approaches are still rare, as stressed in [19]. The author presented a
comprehensive survey in this topic, and concluded that the environmental dimension
plays a major role and the social dimension is often neglected. This can be explained
by the challenging process of modelling this component. The integration of the
three dimensions of the sustainability (economic, environmental and social) was
also rare since, on that date, only two contributions integrated the three dimensions
of sustainability. The author pointed out that the integration of social dimension with
both the economic and environmental dimensions as a future research direction.

Some efforts were done to tackle this gap. A multi-objective mixed integer lin-
ear programming model for the design and planning of sustainable supply chains
is addressed in [20]. This model integrates the three dimensions of sustainability.
The economic dimension is assessed through the investment, salaries, acquisition,
production, transportation, storage and disposal costs. The environmental impact is
addressed using the life cycle impact assessmentmethodReCiPe 2008 [21]. As stated
by the authors, thismethodology is not widely used in supply chain optimization. The
social dimension is assessed through the number of jobs created in less developed
regions, namely the less populated regions.

A multi-objective mixed integer linear programming model approach for sus-
tainable supply chain management is also addressed in [22]. Different technology
constraints are also considered, including capacity and installation constraints. The
social performance is assessed taking into account the gross domestic product com-
bined with the number of created jobs.

In the scope of the integrated framework, the hybrid simulationmodels can provide
a set of inputs to theMIPmodel such as the environmental metrics of these processes,
among other parameters. Additionally, uncertainty can be embedded to evaluate
the impact of different scenarios. For instance, demand uncertainty, delays or non-
compliance with some orders may be considered in scenario analysis.

On the other hand, the computational time spent solving this type of MIP models
tends to be very large. Therefore, efficient solutionmethods aremandatory to achieve
good quality solutions in a reasonable computational time. Some of those methods
include exact algorithms, meta-heuristic approaches or hybridization of both meth-
ods. Besides the use of solution methods, some reformulations of the original model
can reduce the computational time within the use of a commercial solver. Figure 6
depicts the methodology in the MIP development.
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Fig. 6 MIP model development methodology

Using the MIP multi-objective model for supply chain design and planning in
Mota et al. [20] as a starting point, changes adopted include the replacement of
some decision variables, the exclusion of some non-effective constraints and other
actions that strengthen the model. Besides the real-world context of the case study,
the contribution of this type of reformulations is clear, leading to stronger models
that are able to provide solutions in acceptable computational time.

4 Conclusion

In this paper, we address an integrated framework for the overall aerospace supply
chain in order to ensure sustainability, flexibility, resilience, and robustness. The focus
is given to the development of a sustainable supply chain that enhances the introduc-
tion of new materials/manufacturing processes or new industry requirements.

A competitive decision tool to understand the evolution and new trends of
aerospace supply chains is developed, along with a multimethodology for identi-
fying and characterizing stakeholders, and mapping the connections between them
and their engagement and priorities towards sustainability. The CP-SCD model will
yield a set of policies for resilient and robust supply chains combining efficient allo-
cation of resources with risk management to define the modularity level of aircraft
components and allocate modules to suppliers. The hybrid simulation performance
assessment tool aids in the new material/manufacturing process selection through a
trade-off analysis between different sustainability metrics. These metrics are used as
input for the MIP model. Some reformulations and high efficient methods are used
in order to achieve good solutions in a reasonable computational time.

The proposed framework provides a cross-functional decision support system
that is able to assist decision makers in the development of various dimensions of
the supply chain design and planning for new aircraft programs.

As new trends in the aerospace industry emerge, the framework must evolve
to consider new scenarios and uncertainty contexts. This will keep the proposed
approach updated and adaptable for both OEMs and suppliers.
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Critical Node Detection with
Connectivity Based on Bounded
Path Lengths

Fábio Barbosa, Agostinho Agra and Amaro de Sousa

Abstract For a given graph representing a transparent optical network, a given
weight associated to each node pair and a given positive integer c, the Critical Node
Detection problem variant addressed here is the determination of the set of c nodes
that, if removed from the graph, minimizes the total weight of the node pairs that
remain connected. In the context of transparent optical networks, a node pair is
considered connected only if the surviving network provides it with a shortest path
not higher than a given positive value T representing the optical transparent reach of
the network. Moreover, the length of a path depends both on the length of its links
and on its number of intermediate nodes. A path-based Integer Linear Programming
model is presented together with a row generation approach to solve it. We present
computational results for a real-world network topology with 50 nodes and 88 links
and for c = 2 up to 6. The optimal results are compared with node centrality based
heuristics showing that such approaches provide solutionswhich are far fromoptimal.

Keywords Critical node detection · Transparent optical networks · Path model ·
Decomposition approach

1 Introduction

For a given network, Critical Node Detection (CND) problems aim to optimally
remove a subset of nodes (the critical nodes) in order to optimize or restrict a given
network degradation metric. The problem can be defined either by upper-bounding

F. Barbosa (B) · A. de Sousa
Instituto de Telecomunicações, Universidade de Aveiro, 3810-193 Aveiro, Portugal
e-mail: fabiobarbosa@ua.pt

A. de Sousa
e-mail: asou@ua.pt

A. Agra
CIDMA, Dept. Matemática, Universidade Aveiro, 3810-193 Aveiro, Portugal
e-mail: aagra@ua.pt

© Springer Nature Switzerland AG 2019
M. J. Alves et al. (eds.), Operational Research, Springer Proceedings in Mathematics
& Statistics 278, https://doi.org/10.1007/978-3-030-10731-4_2

15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-10731-4_2&domain=pdf
mailto:fabiobarbosa@ua.pt
mailto:asou@ua.pt
mailto:aagra@ua.pt
https://doi.org/10.1007/978-3-030-10731-4_2


16 F. Barbosa et al.

the number of critical nodes and maximizing the degradation metric, or by lower-
bounding the degradation metric and minimizing the number of critical nodes.

One most used network degradation metric is the pairwise connectivity defined
as the number of node pairs that remain connected when the critical node set is
removed, as in [1]. This work considers a given number c and define CND as the
identification of c critical nodes minimizing the pairwise connectivity showing that
the problem is NP-hard. It proposes a compact Integer Linear Programming (ILP)
modelwhich is not able to solve realistic sized instances, and amulti-start local search
heuristic as an alternative for large problem instances. The work in [2] addresses
two CND variants. The first variant is the same as defined in [1]. In the second
variant, for a given integer L , the aim is to identify a minimum set of critical nodes,
so that the largest connected component in the remaining graph contains no more
than L nodes. For both variants, the authors propose alternative more compact ILP
models, together with reformulations and valid inequalities. In [3], an ILP model
with a non-polynomial number of constraints is proposed to the minimum pairwise
connectivity CND version and a branch-and-cut method is described exploiting the
fact that the linear relaxation of the model can be solved in polynomial time. In [4],
a weighted version of the pairwise connectivity is used as the network degradation
metric, i.e., a weight is associated to each node pair and the aim is to minimize the
total weight of the connected node pairs. This work proposes ILP models which
are more efficiently solved by standard solvers than the ones proposed in [1, 2] and
presents computational results showing that realistic sized networks up to 75 nodes
and 99 edges can be solved within seconds.

In [5], the CND problem is dealt with considering a distance-based connectivity
metric, i.e., to take into consideration not only the node pairs that become discon-
nected but also the shortest path distance penalties between node pairs that remain
connected. For a given graph with associated node costs and a given cost budget, this
work considers the identification of a set of nodes within the budget whose removal
maximally degrades the connectivity metric. It proposes a general ILP model that
can be adapted to different distance-based metrics by proper parameter definition.
In [6], the critical elements can be either nodes or links. In this work, the aim is to
identify a minimum cardinality critical set of elements, referred to as a β−disruptor,
whose removal results in a given pairwise connectivity target (0 ≤ β < 1 denotes the
connectivity fraction target). More recently, [7] assumes a budget constraint consid-
ering associated link and node costs, and extends the previous work in [6] to the case
where theβ−disruptor can be amix of links and nodes. In bothworks, approximation
methods are proposed to solve the different problem variants.

CNDproblems have been considered in different contexts (social networks, power
grids, military networks, biology, and so on). Recently, CND problems are gaining
special attention in the vulnerability evaluation of telecommunication networks to
large-scale disasters. Disaster based failures can seriously disrupt any telecommu-
nication network due to either natural, technological or malicious human causes [8]
and a key component when dealingwith these issues is the vulnerability evaluation of
current networks against such failures [9]. In the particular case of malicious human
attacks, node shutdowns, although harder to realize, are the most rewarding in the
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attackers perspective. The solutions provided by CND for a given number c are a
worst-case scenario for simultaneous failures of up to c nodes and, when compar-
ing different network topologies, the higher the CND value is, the more robust the
network becomes to such failures.

In here, we study the CND problem in the context of transparent optical networks.
In such networks, data is converted at the source into light, routed to the destination
through an all-optical path, named lightpath, and converted back to electronic domain
at the destination. To work properly, the routing path from source to destination of
a ligthpath must be bounded by a transparent reach value which is imposed by the
optical degradation suffered by the lightpath both on fibre links and on intermediate
optical nodes. The optical degradation suffered by a lightpath while traversing an
intermediate node is usually modelled by a given fibre length value δ, i.e. by consid-
ering it equivalent to the degradation incurred due to the transmission over a given
fibre of length δ.

If some network nodes are considered critical due to some reason, then, the optical
network design must take into consideration this fact. An example is [10] where the
network design approach proposed in [11] is adapted to the design of a transparent
optical network minimizing the impact of the simultaneous failure of a given set of
critical nodes. In that work, the critical node set is given while here the aim is to
determine the set of critical nodes of a given transparent optical network.

The CND variant addressed here considers, as in [4], a given weight associated to
each node pair and a given positive integer c defining the number of critical nodes.
Nevertheless, differently from all previous works, in this problem variant, a node
pair is considered connected only if the surviving network provides it with a shortest
path not higher than a given positive value T representing the transparent reach of the
optical network.Moreover, the length of a path depends both on the length of its links
and on its number of intermediate nodes. To describe the problem in a compact way,
we would need an arc-based ILP model which requires for each pair of nodes many
additional arc variables and flow conservation constraints to define the associated
path. Instead, we define the problem with a path-based formulation, as in [3], and we
propose an exact algorithm based on row generation to solve it. Finally, as in other
works for other CND problem variants [2, 6, 7], we compare the optimal solutions of
the exact method with node centrality based heuristics showing that such approaches
provide solutions which are far from optimal.

The paper is organized as follows. Section2 describes the path-based ILP model
defining the CND problem in the context of transparent optical networks. Section3
describes the row generation based approach used to solve the problem. Section4
describes the node centrality based heuristics used in the computational results. The
computational results are presented and discussed in Sect. 5. Finally, Sect. 6 presents
the main conclusions of the work.
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2 Path-Based ILP Model

Consider a transparent optical network represented by a graph G = (N , E) where
N = {1, . . . , n} is the set of network nodes and E ⊆ {(i, j) ∈ N×N : i < j} is the
set of fibre links. For each link (i, j) ∈ E , parameter li j represents its length. For
each pair of nodes (i, j), with i ∈ N , j ∈ N , i < j , parameter wi j represents the
connectivity weight of the node pair. The transparent reach of the network is denoted
by parameter T > 0 and the fibre length equivalent to the degradation suffered by a
lightpath while traversing an intermediate node is denoted by parameter δ > 0. We
assume that li j ≤ T for all fibre links; otherwise, such link is worthless and can be
removed.

The set of all paths in G between i ∈ N and j ∈ N , i < j , with length not greater
than T, is denote by Pi j . This set is defined only for non adjacent nodes, i.e., for
(i, j) /∈ E . For each path p ∈ Pi j the following binary parameters are defined: param-
eter β

p
k indicates whether node k (which can be an end node) is in path p or not,

and parameter α
p
kt indicates whether link (k, t), k < t is in path p or not. So, Pi j is

composed by all paths p such that
n−1∑

k=1

n∑

t=k+1

α
p
kt lkt + δ

( n∑

k=1

β
p
k − 2

) ≤ T . Although

δ can be incorporated in the link length and, therefore, the use of parameters β
p
k

could be omitted, we opted to include them in order to ease the reading.
Parameter c ∈ N represents the number of critical nodes. For each node i ∈ N ,

we consider a binary variable vi indicating whether i is a critical node or not. For
each node pair (i, j), with i, j ∈ N : i < j , the binary variable ui j is 1 if nodes i and
j are connected through a path satisfying the transparent reach T, and 0 otherwise.

A path formulation for the CND problem is given by the following ILP model.

minz : =
n−1∑

i=1

n∑

j=i+1

wi j ui j (1)

s.t.
n∑

i=1

vi ≤ c (2)

ui j + vi + v j ≥ 1, (i, j) ∈ E, (3)

ui j +
n∑

k=1

β
p
k vk ≥ 1, (i, j) /∈ E, p ∈ Pi j , (4)

vi ∈ {0, 1}, i ∈ N , (5)

ui j ∈ {0, 1}, i, j ∈ N : i < j. (6)

The objective (1) is to minimize the total weighted connectivity in the surviving
graph, i.e. the sum of the weights of the node pairs that remain connected after the
critical nodes are removed. Constraint (2) ensures that at most c nodes are selected
as critical nodes (in any optimal solution, c nodes are selected). Constraints (3)
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guarantee that a pair of adjacent nodes is connected if none of the two nodes is a
critical node. Constraints (4) are the generalization of constraints (3) for the node
pairs that are not adjacent in G: the node pair (i, j), with i < j , is connected if there
is a path p ∈ Pi j such that none of its nodes is a critical node. Finally, constraints
(5)–(6) are the variable domain constraints.

Notice that constraints (6) can be replaced by ui j ≥ 0. Since variables vi are
binary, constrains (3)–(4) impose ui j ≥ 1 if (i, j) is a connected node pair, and will
be redundant in presence of constraints ui j ≥ 0, otherwise. As the objective function
is a minimization function, then ui j = 1 if (i, j) is a connected pair and ui j = 0
otherwise. The resulting mixed integer linear problem (MILP) will be considered
henceforward.

3 A Row Generation Approach

The path formulation presented in the previous section includes the family of con-
straints (4) whose number increases exponentially with the input data. The exact
number of constraints depends on the graph topology, the length of the links and
on the parameters T and δ. However, the MILP can become too large for relative
small size instances. Here we propose an exact algorithm, based on row generation,
where inequalities (4) are initially ignored and the relaxed MILP problem is solved.
Then, the separation problem associated with inequalities (4) is solved. If a violated
inequality is found, it is added to themodel and theMILP is solved again. The process
is repeated until no violated inequality is found. The exact algorithm is described in
Algorithm 1.

The separation problem associated with constraints (4) is solved in the following
way. First, we compute the subgraph that results from G when the critical nodes and
the corresponding incident edges are removed and we add δ to the length of all non-
removed edges. Then, we determine the shortest paths between all pairs of nodes in
this subgraph with the new lengths. Finally, each shortest path whose length is not
higher than T + δ is used to generate a new inequality (4) that is added to the model
(by adding δ to each edge length and since, for each path, the number of intermediate
nodes is equal to the number of edges minus one, the shortest path value with the
new lengths is equal to the length value with the original lengths plus δ).

4 Node Centrality Based Heuristics

Heuristic methods based on node centrality measures are commonly used in the
literature to quickly compute sets of critical nodes. Algorithm 2 presents a general
heuristic framework for using these measures. In each iteration a node is selected
according to the chosen node centrality measure (step 3) and removed from the graph
(step 4). The heuristic finishes when c nodes are selected.
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Algorithm 1 Exact algorithm for the CND problem.
1: Solve MILP model without constraints (4) and let (u∗, v∗) be the optimal solution
2: repeat
3: Set NCuts ← 0 and C ← {i ∈ N : v∗

i = 1}
4: Update the subgraph graph GC = (N \ C, EC ) where EC = {(i, j) ∈ E : i, j /∈ C}
5: for all node pair (i, j) /∈ EC with i < j do
6: RunDijkstra algorithm (adding δ to the length of each edge) to find the shortest path pi j ∈ Pi j

and its length di j
7: if di j ≤ T + δ and u∗

i j + ∑n
k=1 β

pi j
k v∗

k = 0 then
8: Add constraint (4) corresponding to path pi j
9: NCuts ← NCuts +1
10: end if
11: end for
12: if NCuts > 0 then
13: Solve MILP model with the added constraints. Update (u∗, v∗)
14: end if
15: until Ncuts = 0

Algorithm 2 Iterative heuristic approach based on node centrality.
1: Set C ← ∅ and G ′ ← (N , E)

2: for all k = 1 to c do
3: Using the selected node centrality measure, select the central node i of graph G ′
4: Remove from graph G ′ node i and all edges incident to node i
5: Set C ← C ∪ {i}
6: end for

We consider three node centralitymeasures to select the central nodes in graphG ′:

• Node degree centrality. The selected node is the one with highest degree in graph
G ′.

• Node closeness centrality. The closeness of node i is defined as the sum of
the inverse of the distances between i and each of the remaining nodes: c(i) =∑

j∈N\{i}
1

di j (G ′) , where di j (G
′) is the shortest path length between nodes i and j

in G ′. The node with highest closeness is selected.
• Node betweenness centrality. For graph G ′, the betweenness of node i is the
number of shortest paths between all nodes in G ′, with length not greater than T ,
that include node i as an intermediate node. The node with highest betweenness
is selected.

Again, the shortest path lengths computed for the Closeness and Betweenness cen-
tralities consider the length δ associated to each intermediate node and are computed
in the same way as described in the previous section for the separation problem.
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5 Computational Results

Here we report the computational experiments carried out to test the proposed exact
solution approach for the CND problem and to compare it with the centrality based
heuristics. Additionally, some insight on the solutions for the CND problem is given.

All computations were performed using the optimization software Gurobi Opti-
mizer version 7.5.1, with programming language Julia version 0.6.0, running on a
PC with a Intel Core i5, 1.7 GHz (up to 2.4 GHz) and 6 GB RAM.

The test instances are based on the Germany50 network topology, a telecom-
munication backbone network with 50 nodes and 88 edges [12]. The transpar-
ent reach depends on the Optical Transport Units installed. Current values go up
to 2500km. Hence, for the transparent reach parameter T we consider values in
{1417, 1500, 1600, 1800, 2000, 2500}, where value 1417 is the maximum length
among the shortest paths between all node pairs of Germany50 (a smaller value does
not allow the network to be optically transparent between all node pairs). In all cases,
we have considered δ = 60 km.

Table1 presents the results obtained for c ∈ {2, 3, 4, 5, 6} and considering the
scenario where each pair of nodes has an unitary connectivity weight i.e. wi j = 1
for all i, j ∈ N with i < j . In addition to the number of critical nodes c and the
transparent reach T given in the first two columns, column UB provides the trivial
upper bound when all pairs of remaining nodes are connected (i.e., the critical nodes
do not turn the surviving network into more than one component), which is given
by (n−c)×(n−c−1)

2 . The next three columns show the objective function value (in this
case of unitary weights it coincides with the total number of connected node pairs
after the removal of the critical nodes) of the feasible solution obtained with the
heuristic based on the corresponding centrality measure. Hence, a feasible solution
with value equal to UB means that all the remaining nodes are connected after the
critical nodes have been removed. The last four columns are obtained with the exact
approach. ColumnCND gives the optimal value, column Iterations gives the number
of times the relaxed MILP was solved running Algorithm 1, column Time gives the
total elapsed running time in seconds, and column Cuts gives the total number of
constraints (4) added to the model in order to reach the optimal solution.

Although the node centrality measures are commonly used in the literature to
quickly compute critical node sets, it is possible to conclude from the results that
these sets are not minimizing the global connectivity of the graph. Nevertheless, the
total running time of all heuristics based on the node centrality take less than half
a second (not presented in the table), while the exact approach, in some cases, take
almost one minute.

Figure1 presents a graphical scaled representation of the network and the optimal
critical node sets for each c ∈ {2, 3, 4, 5, 6}. Figure2 gives a similar representation
of the critical node sets selected using the node centrality based heuristics for c = 6.
These figures illustrate the reason behind the difference between the CND objective
values and the number of connected node pairs obtained using node centrality based
methods. On one hand, if the critical node set is optimally selected (i.e minimizing
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Table 1 Computational results for unitary weights

c T (km) UB Degree Closeness Between CND Iterations Time (s) Cuts

2 1417 1128 1126 1127 1126 1026 17 36 3645

1500 1128 1128 1128 1036 18 46 3689

1600 1128 1128 1128 1036 18 49 3756

1800 1128 1128 1128 1036 18 57 3816

2000 1128 1128 1128 1036 18 54 3826

2500 1128 1128 1128 1036 18 54 3826

3 1417 1081 1076 1076 1060 711 5 3 2557

1500 1081 1081 1071 711 5 3 2603

1600 1081 1081 1081 711 5 3 2593

1800 1081 1081 1081 711 5 3 2620

2000 1081 1081 1081 711 5 3 2620

2500 1081 1081 1081 711 5 3 2620

4 1417 1035 1025 880 834 640 11 20 2892

1500 1032 907 869 640 11 25 2969

1600 1034 929 908 640 10 19 3031

1800 1035 976 950 640 10 21 3157

2000 1035 1010 989 640 10 22 3273

2500 1035 1035 1035 640 10 22 3359

5 1417 990 980 809 682 496 7 9 3092

1500 987 836 711 496 7 10 3196

1600 989 867 743 496 7 11 3296

1800 990 924 804 496 7 12 3429

2000 990 959 862 496 7 14 3518

2500 990 990 990 496 7 14 3600

6 1417 946 933 653 486 415 12 36 3319

1500 940 678 487 415 12 38 3407

1600 944 708 487 415 12 37 3492

1800 946 766 487 415 12 35 3574

2000 946 825 487 415 12 37 3607

2500 946 946 487 415 12 36 3615

the global connectivity), the graph resulting from the removal of the critical nodes
is disconnected into several components. On the other hand, node centrality based
methods do not aim to disconnect the graph but only to select the most influential
nodes (using node centrality criteria), which results is less disconnected graphs.
When the resulting graph is not disconnected, the total number of connected node
pairs increases for larger transparent reach values up to a point such that its value
becomes equal to the upper bound.

Regarding the impact of the transparent reach value T in the results, Table1 shows
that this parameter has little impact on the CND optimal value for this network. This
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Fig. 1 Germany50 on top left, and the network resulting from the removal of the optimal critical
node set for each size c ∈ {2, 3, 4, 5, 6} (for any T ≥ 1500)

Fig. 2 The network resulting from the removal of node sets computed using centrality methods:
Degree, Closeness and Betweenness, respectively (for c = 6)
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can be explained by observing that when the critical nodes are removed from graph
G, the resulting graph becomes disconnected and each resulting component fully
satisfies connectivity for any T ≥ 1417km. However, this behaviour is not observed
when node centrality based methods are used. In several instances the total number
of connected node pairs increases for larger transparent reach values T to a point that
the upper bound of the problem is reached. In this case, the graph resulting from the
removal of the selected critical nodes is totally connected, as can be seen in Fig. 2
for the Degree and Closeness cases.

In order to test the effect of having different connectivityweights between different
pairs of nodes, next we consider the case where the nodes corresponding to the five
largest German cities (in terms of population) have higher impact than all other 45
nodes. First, we assign a node weight of 4 to the nodes corresponding to the five
larger cities and a node weight of 1 to all other nodes. Then, the connectivity weight
wi j between node i and node j is given by the multiplication of the weights of the
two nodes.

In Table2, we present the results obtained with the exact approach for the CND
problem with the weights computed as explained above. For these weight values an
upper bound (column UB) is obtained when the critical nodes are c nodes that do
not correspond to the largest cities and the resulting subgraph is fully connected.
In these cases, the upper bound is given by the number of node pairs with two
largest cities multiplied by 42 plus the number of node pairs with one largest city
multiplied by 4 plus the number of node pairs with no largest cities multiplied by 1,
i.e. UB := 42 × 5×4

2 + 4 × 5 × (45 − c) + (45−c)×(45−c−1)
2 . The remaining columns

have the same meaning as the corresponding ones in Table1. The last two columns
were added to compare these cases against the unitary weights cases. Column Con.
Pairs gives the total number of connected node pairs after the removal of the critical
nodes of these cases. Column Prev. CND gives the (previous) CND optimal value
for the unitary weights cases.

Concerning the performance of the exact algorithm proposed in Sect. 3, by com-
paring the number of iterations, running time and number of added cuts between
Tables1 and 2, one can observe that the results are nearly identically. That means the
weights do not have a great impact on the performance of CND method presented in
Algorithm 1. Concerning the number of connected node pairs of the CND solutions,
as expected, the number of connected node pairs considering different weights is
higher than in the previous cases. This is because now the optimal set of critical
nodes is a mixture between selecting nodes representing the largest cities and nodes
that disconnect more the network.

Table3, presents the ratio between the optimal values and the corresponding theo-
retical upper bounds. These results show that themore realistic scenariowith different
weights show that the network under consideration is less resilient to multiple node
failures than the simplest scenario of considering equal importance to all node pairs.
Moreover, as expected for both cases, the percentage of non-critical node pairs that
remain connected decreases for larger values of critical nodes c.
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Table 2 Computational results for different weights

c T (km) UB CND Iterations Time (s) Cuts Con. Pairs Prev. CND

2 1417 1923 1577 15 24 2755 1127 1026

1500 1577 14 21 2798 1127 1036

1600 1578 14 23 2830 1128 1036

1800 1578 14 23 2862 1128 1036

2000 1578 14 23 2868 1128 1036

2500 1578 14 22 2868 1128 1036

3 1417 1861 1224 6 6 2647 711 711

1500 1224 6 6 2672 711 711

1600 1224 6 6 2688 711 711

1800 1224 6 6 2698 711 711

2000 1224 6 6 2702 711 711

2500 1224 6 6 2702 711 711

4 1417 1800 1044 8 11 3291 675 640

1500 1044 8 12 3368 675 640

1600 1044 8 12 3432 675 640

1800 1044 8 12 3511 675 640

2000 1044 8 12 3525 675 640

2500 1044 8 12 3526 675 640

5 1417 1740 850 12 35 3902 526 496

1500 850 11 31 4052 526 496

1600 850 11 29 4184 526 496

1800 850 11 32 4374 526 496

2000 850 11 32 4507 526 496

2500 850 11 33 4697 526 496

6 1417 1681 653 10 26 3823 446 415

1500 653 10 27 3981 446 415

1600 653 10 29 4125 446 415

1800 653 10 29 4179 446 415

2000 653 10 30 4278 446 415

2500 653 10 31 4377 446 415

Table 3 Ratio (%) between CND optimal value and the upper bound (T ≥ 1600)

c 2 3 4 5 6

Unitary 91.8 65.8 61.8 50.1 43.9

Weighted 82.1 65.8 58.0 48.9 38.9
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Fig. 3 Germany50 with the five main cities highlighted on top left, and the network obtained with
the removal of the optimal node set for c ∈ {2, 3, 4, 5, 6} (T ≥ 1600)

Figure3 depicts the network where the five nodes corresponding to the largest
cities are highlighted in blue, and the optimal critical node sets obtained for the
weighted values and for the different values of c.

Comparing Fig. 3 with Fig. 1, one can observe that, with exception of c = 3, the
optimal critical node set changeswhen differentweights are considered. For example,
with just two critical nodes, instead of disconnecting the graph (as in Fig. 1), the
optimal solution is obtained by selecting two nodes corresponding to largest cities.
In the last scenariowith 6 critical nodes, the set of critical nodes changes considerably
from the unitaryweights to the different weights case.With unitaryweights, the CND
solution splits the network into three components each one with a large number of
nodes. With different weights, the optimal solution is also obtained by splitting
the graph into three components but the components are not balanced in terms of
number of nodes (there is one component with only two nodes). Instead, one node
corresponding to a largest city is selected as a critical node and the other four nodes
representing largest cities are split among the 3 components.
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6 Conclusions

In this work, we have addressed the Critical Node Detection (CND) problem in the
context of a real transparent optical backbone network, a problem which is gaining a
special interest in the vulnerability evaluation of networks. A path-based ILP model
was proposed. Although path-based ILP formulations are not as efficient as the com-
pact models for the traditional CND problem, such compact formulations do not
allow to include directly the connectivity constraints based on bounded path lengths,
as imposed by transparent optical networks. Based on the path formulation, an exact
approach, based on row generation, was described allowing to compute the optimal
set of critical nodes for the Germany50 network topology. The computational results
also showed that the heuristics derived from the commonly used node centrality mea-
sures to quickly identify critical nodes, are not able, in general, to identify the optimal
critical node set. Moreover, the results have shown that the tested backbone network
has not a topology resilient to multiple node failures. In fact, with a simultaneous
failure of only 10% of the network nodes (c = 5), it is possible to reduce the global
connectivity of the network in about 50%. On top of that, the computational results
show that in the more realistic scenario where node pairs have different weights, the
simultaneous failure of the critical nodes is able to reduce the network connectivity
even more than in the unitary weights case.

For a given network topology, the CND solution provides a worst-case measure
of the network vulnerability to multiple node failures. As future research, we aim to
develop efficient methods, both deterministic and stochastic, to upgrade the current
network topology aiming to improve its CND value turning it more robust to multiple
node failures.
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A Benders Decomposition Algorithm
for the Berth Allocation Problem
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Abstract In this paper we present a Benders decomposition approach for the Berth
Allocation Problem (BAP). Benders decomposition is a cutting planemethod that has
been widely used for solving large-scale mixed integer linear optimization problems.
On the other hand, theBerthAllocationProblem is aNP-hard and large-scale problem
that has been gaining relevance both from the practical and scientific points of view. In
this work we address the discrete and dynamic version of the problem, and develop a
new decomposition approach and apply it to a reformulation of the BAP based on the
Heterogeneous Vehicle Routing Problem with Time Windows (HVRPTW) model.
In a discrete and dynamic BAP each berth can moor one vessel at a time, and the
vessels are not all available to moor at the beginning of the planning horizon (there is
an availability time window). Computational tests are run to compare the proposed
Benders Decomposition with a state-of-the-art commercial solver.
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1 Introduction

Benders Decomposition is a solutionmethod used for solving large-scale mixed inte-
ger linear programming problems. It can be described as a divide-and-conquer strat-
egy: in each iteration, new constraints are added to the problem, making it progress
towards a solution. The variables of the original problem are divided into two sub-
sets. A first-stage master problem is solved over the first set of variables. Once these
variables are fixed, the values for the second set of variables are determined in a
second-stage subproblem. The resulting subproblem is a continuous linear program
and the standard duality theory can be used to develop cuts.

According to [15], for more than five decades the Benders Decomposition algo-
rithm has been used to tackle problems in many diverse fields. Computational
approaches based on Benders Decomposition to the constrained minimum break
problem are proposed in [14]. In [10] a Benders Decomposition approach for the
generalized formulation of the integrated aircraft routing and crew scheduling was
implemented. A Benders-like decomposition approach was proposed in [2] for solv-
ing a capacitated facility location problem with two decision makers. Exact solution
algorithms based on Benders decomposition are presented in [8] for the traveling
salesman problem with risk constraints. This paper develops a Benders Decomposi-
tion approach for the Berth Allocation Problem (BAP).

The BAP has gained prominence in Operations Research, because the demand
for vessel transportation has increased over the last years. In [6] it is pointed out
that in container transport, vessels arrival schedule should be adopted in advance. In
[18] the container terminal operations are divided into quayside and landside opera-
tions. Quayside operations include the allocation of berths to arriving vessels, prob-
lemknownas theBerthAllocationProblem (BAP), the assignment of available cranes
to vessels, known as the Quay Crane Assignment Problem (QCAP) as well as the
schedulingof cranes,which is knownas theQuayCraneSchedulingProblem (QCSP).

Given a set of vessels and a set of berths with availability time windows, the BAP
main goal is to determine in which berth each vessel must be moored, the precedence
relationship between the vessels assigned to the same berth and the time each vessel
starts being serviced. Each vessel has an arrival time, an expected departure time
from the port and berth dependent processing times, and the objective is to minimize
the weighted sum of vessel service times, i.e. waiting time until service starts plus
processing time. Throughout the literature, the BAP has already been modeled in
different ways. In [13] the BAP is modeled as a sequencing problem for a port
located in the eastern coast of India. In [7] the BAP is represented in a time-space
diagram: the horizontal axis represents the time units and the vertical axis represents
berth sections. Analogously the vessel is represented as a rectangle whose length is
the processing time and whose height is the vessel size. In [1] the BAP is viewed as
a heterogeneous vehicle routing problem with time windows (HVRPTW), in which
berths corresponds to vehicles and there is a single depot.
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This paper is organized as follows. Section 2 gives a description of the Benders
Decomposition algorithm and its enhancements. Section 3 proposes a formulation of
the Berth Allocation Problem to which the decomposition will be applied. Section 4
details the Benders Decomposition algorithm applied to the BAP. Section 5 reports
the results.

2 Benders Decomposition

Benders Decomposition is a cutting plane method which reduces the search region
by adding linear constraints, preserving the original feasible region.

Suppose a mixed integer linear problem of the form:

min cT x + f T y (1)

s.t. Ax + By ≥ b (2)

y ∈ Y (3)

x ≥ 0 (4)

If (1)–(4) is an easier optimization problem in x when y is fixed, y are refered as
“complicating variables” in [5].

With y fixed to a feasible integer configuration ȳ, the resulting model to be solved
is given by:

min ct x (5)

s.t. Ax ≥ b − B ȳ (6)

x ≥ 0 (7)

with the associate dual problem:

max (b − B ȳ)T u (8)

s.t. AT u ≤ c (9)

u ≥ 0 (10)

Defining z as the objective function of (5)–(7) and ū as the variable values of the
dual problem (8)–(10), the valid inequality

z ≥ (b − By)T ū (11)

is a Benders optimality cut. In each iteration of the Benders algorithm, a master
problem is solved:



32 F. Barbosa et al.

min z (12)

s.t. z ≥ (b − By)T ū (13)

z ∈ � (14)

y ∈ Y (15)

whose solution ȳ is the master problem solution and will be used to define the
following subproblem (5)–(7).

If the subproblem (primal problem) is infeasible for a fixed ȳ, the dual formulation
is unbounded, according to [17]. In this case, it is necessary to add a feasibility cut.
Let ᾱ be the extreme ray of the dual formulation. The Benders feasibility cut

ᾱT (b − By) ≤ 0 (16)

is formulated and added to the master problem in order to eliminate the infeasible
solution.

It’s noteworthy to mention that the master problem gives a lower bound (LB) and
the subproblem gives an upper bound (UB) for the original problem. The procedure
iterates until UB − LB < ε.

Somedifferent enhancement strategiesmaybe proposed to improve and accelerate
the convergence of the Benders Decomposition method, most of them taking into
account the special characteristics of each problem. The two most important ones
are presented below.

2.1 Combinatorial Benders Cut

The Benders Decomposition can also be used as an alternative to the “big-M”
approach, where large positive coefficients are introduced to activate/deactivate the
conditional constraints. Suppose a constraint of the form:

aT
i x ≥ bi − (1 − y j(i)) ∗ M (17)

y j(i) ∈ {0, 1} ∀ j (i) (18)

x ≥ 0 (19)

The binary variables force some feasibility properties:

y j(i) = 1 ⇒ aT
i x ≥ bi ∀i ∈ I (20)

In [3] an automatic problem reformulation for mixed integer linear problems
involving logical implications modeled through big-M coefficient was proposed and
computationally analyzed.
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Due to the presence of the big-M coefficients, the linear relaxation of the mixed
integer linear problemmodel is poor and the resulting Benders cuts are weak and still
depend on the big-Mvalues. Therefore, the classical Benders approach can be viewed
as a tool to speed-up the solution of the LP relaxation. The aim of this approach is
to remove the model dependency on the big-M coefficients.

The master problem is solved to integrality. If this problem turns out to be infeasi-
ble, then the original problem also is. Otherwise, let y∗ be an optimal solution. If the
subproblem is infeasible for this solution, a Minimal Infeasible Subsystem C ⊂ I is
sought, i.e., any inclusion-minimal set of row-indices of system (20) such that the
linear subsystem:

aT
i x ≥ bi (21)

has no feasible solution x .
At least one binary variable y j(i) has to be changed in order to break the infeasi-

bility and these implication constraints are modeled through the following Combi-
natorial Benders’ (CB) cuts:

∑

j∈C :y∗
j(i)=0

y j +
∑

j∈C :y∗
j(i)=1

(
1 − y j

) ≥ 1 (22)

CB cuts of this type are generated in correspondence to a given infeasible solution
y∗, and added to the master problem.

2.2 Optimality Cut Disaggregation

If the Benders subproblem can be separated into independent subproblems, disag-
gregated cuts can be obtained in order to accelerate convergence of the Benders
Decomposition algorithm. The subproblems are solved in parallel and multiple cuts
formed by the dual optimal solutions are added to the Benders master problem simul-
taneously.

Each subproblem k generates an optimality cut, analogous to (11). According to
[16], these cuts include the same information as the primal Benders cut and restrict
the solution space of the master problem in a more accurate-exact way.

3 Berth Allocation Problem Formulation

There are several models the BAP. This paper closely follows [1]. The BAP is consid-
ered discrete and dynamic, and viewed as a heterogeneous vehicle routing problem
with time windows (HVRPTW), in which berths correspond to vehicles and there is
a single depot. Let N be the set of nodes and A the set of arcs. By using the HVRPTW
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model, the problem is defined on a graph G = (V, A) where the set V = N ∪ {o, d}
contains a vertex for each vessel and vertices o and d represent, respectively, the
origin and destination nodes for any route in the graph.

The set of arcs is a subset of V × V . Let N be the set of vessels and M the set of
berths. Each vessel i ∈ N has an arrival time ai , an expected departure time from the
port bi , processing times pki , dependent on the assigned berth k ∈ M , and a relative
importance vi , which represents a service priority and is modeled as a weight in the
objective function. For the origin and destination vertices, the berths can be available
at different times inducing a time window

[
sk, ek

]
. Each binary variable lki j , k ∈ M ,

(i, j) ∈ A, takes the value one if vessel j immediately succeeds vessel i at berth k and
is zero otherwise. Each continuous variable xki , i ∈ V , k ∈ M , gives the time when
vessel i starts being serviced at berth k (if vessel i does not use berth k, xki = ai ). The
variables xko and xkd define respectively the start and end time of activities at berth
k ∈ M . Defining Mk

i j = max
{
bi + pki − a j , 0

}
, the followingmodel can be written:

min
∑

i∈N

∑

k∈M
vi

⎛

⎝xki + pki
∑

j∈N∪{d}
lki j

⎞

⎠ (23)

s.t.
∑

k∈M

∑

j∈N∪{d}
lki j = 1 ∀i ∈ N (24)

∑

j∈N∪{d}
lkoj = 1 ∀k ∈ M (25)

∑

i∈N∪{o}
lkid = 1 ∀k ∈ M (26)

∑

j∈N∪{d}
lki j =

∑

j∈N∪{o}
lkji ∀k ∈ M, i ∈ N (27)

xki + pki − xkj ≤ (
1 − lki j

)
Mk

i j ∀k ∈ M, (i, j) ∈ A (28)

xki ≥ ai ∀k ∈ M, i ∈ N (29)

xki + pki
∑

j∈N∪{d}
lki j ≤ bi ∀k ∈ M, i ∈ N (30)

sk ≤ xko ∀k ∈ M (31)

xkd ≤ ek ∀k ∈ M (32)

lki j ∈ (0, 1) ∀k ∈ M, (i, j) ∈ A (33)

xki ≥ 0 ∀k ∈ M, i ∈ V . (34)

The objective function (23) minimizes the weighted sum of the vessel service
times. Constraints (24) state that each vessel must be assigned to exactly one berth k,
while constraints (25) and (26) guarantee respectively that for each berth k the degree
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of the origin and destination nodes is one. Constraints (27) ensure the flow conser-
vation for the remaining vertices. Constraints (28) guarantee consistency between
berthing time andmooring sequence on each berth. Constraints (29) and (30) enforce
the time window requirements for each vessel. Constraints (31) and (32) enforce the
berth availability timewindows. Finally, constraints (33) and (34) define the domains
of the decision variables.

Given the intractability of the problem, as discussed in [1] the basic formulation
is improved. First, a class of valid inequalities is derived to improve the lower bound
of the xki variables:

sklkoj +
∑

i∈N

(
max

{
ai , s

k
} + pki

)
lki j ≤ xkj ∀k ∈ M, j ∈ N (35)

Then variables lki j are fixed to guarantee that, if vessel j arrives before vessel i
and has a shorter processing time, then vessel j will not follow vessel i at berth k.

Besides that, the concept of berth types instead of individual berths was created
as some berths are identical (in the sense of processing times). The parameter βk ,
k ∈ M , was introduced to represent the number of berths of type k in the prob-
lem instance. Constraints (25) and (26) and the domain of variable lkod were also
adequately modified.

4 Decomposition Approach for the Berth Allocation
Problem

According to [11], the computational complexity of the BAP lies in the dynamic
arrival process of the vessels. If the vessels have a release date and they are not
allowed to berth before the expected arrival time, the problem is NP-hard. On the
other hand, if the arrival time does not impose a restriction on timing for mooring, the
problem reduces to an assignment problem, solvable in polynomial time.Considering
the former case, the following decomposition is suggested. The master problem is an
assignment problem and contains only the binary variables lki j . The master problem
is solved to optimality and the solution is sent to the subproblem. If the subproblem is
infeasible, a feasibility cut is generated. If the subproblem is feasible, an optimality
check is performedbasedon theFundamentalTheoremofDuality, as in the traditional
Benders Decomposition.

Master problem:

min
∑

i∈N

∑

k∈M

⎛

⎝pki
∑

j∈N∪{d}
lki j

⎞

⎠ (36)

s.t. (24)–(27), (33) (37)
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Subproblem:

min
∑

i∈N

∑

k∈M

(
xki

)
(38)

s.t. (28)–(32), (35), (34) (39)

Solve the assignment problem 
(Benders Master Problem) 

Is the solution feasible for the 
time windows constraints? 

(Benders Subproblem)

yes
no

Get a better solution:
add an optimality cut   

Eliminate the 
infeasibility:

add a combinatorial cut

• Which berth to
moor

• Precedence
relationship

What time  
the service
begins

4.1 Master Problem Improvement

In order to try to reduce the number of infeasible subproblems, we incorporate in the
master problem some information about the subproblem constraints. The following
constraints are added to the master problem: if the processing time of all vessels
being serviced at berth k is considered, it needs to respect the time window of the
berth:

max

{
sk,min

i∈N
{ai }

}
+

∑

i∈N

∑

j∈N∪{d}
pki l

k
i j ≤ min

{
ek,max

i∈N
{bi }

}
∀k ∈ M (40)

4.2 Multi-cut Approach

When infeasibility origins on constraints (28), itmeans that the solution has a subtour.
And this does not depend on the berth to cause infeasibility: if a given sequence of
vessels is a subtour at berth k, the same sequence is a subtour at any other berth.
Therefore, a subtour elimination constraint for all berths may be added:

∑

i, j∈C :lki j=1

(
1 − lki j

) ≥ 1 ∀k ∈ M (41)
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These constraints are the “The Subtour Formulation” proposed by [12] for the
Traveling Salesman Problem. If the subproblem infeasibility is in constraints (28),
the subtour elimination constraints (41) are incorporated in the master problem.

4.3 Subproblem Disaggregation

After themaster problem is solved, the list of vessels allocated to each berth is known,
being the only subproblem task to decide the time each vessel must be berthed.
Therefore, it can be separated in |M | disconnected subproblems, each subproblem
generating an optimality cut for each berth k ∈ M .

5 Computational Results

The implemented Benders Decomposition algorithm follows the strategy presented
in [19]. It uses an incumbent solution in the branch-and-bound search tree to be
passed to the sub-problem for Benders cut generation and the master problem is
solved to optimality only once. Callbacks are used to intervene in the branch-and-
bound tree search process and add the benders cuts generated to the master problem
as lazy constraints. This method has the advantage that, by using a single search tree,
a node is never revisited and a truly superior solution is never overlooked.

All the procedures described in Sect. 4 were implemented in C++ on an Intel Xeon
Core processormodel E5-W26873.10GHzwith 128GBRAMand IBMIlogCPLEX
12.6. CPLEX and the decomposition approach were given an one hour CPU time
limit. The set of instances I2 from [4] were used in the computational experiments,
which are presented in Table 1. There are 5 problem sizes, corresponding to a given
number of vessels and berths: 25 vessels and 5 berths (25 × 05), 25 vessels and 7
berths (25 × 07), 25 vessels and 10 berths (25 × 10), 35 vessels and 7 berths (35
× 07) and 35 vessels and 10 berths (35 × 10). Ten instances were tested for each
problem size and the results regarding the monolithic solution of the model (two
first columns) and the Benders decomposition application (three following columns)
are presented. For the monolithic solutions the objective function value and the
corresponding GAP are presented. For the Benders decomposition the values of the
upper and lower bounds are provided (the solution is optimal if they are equal),
together with the value of GAP. We recall that all these results concern solutions
obtained within the one hour time limit.

Only in 5 instances, out of 50, Benders Decomposition was able to outperform
the monolithic model solved by CPLEX. However, interesting enough, these are
among the largest instances tested: 35 vessels and 7 berths and 35 vessels and 10
berths. It is noteworthy that for the BAP model (23)–(34), the Benders subproblem
may present multiple optimal solutions, because the objective function is a linear
combination of the constraints. It generates weak optimality cuts, and for this reason
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Table 1 Comparison between CPLEX and Benders Decomposition

Problem size
(vessels × berths)

Instance Monolithic solution Benders decomposition

GAP Objective Master (LB) Sub (UB) GAP

25 × 05 1 0.000498967 6559 6308 6666 0.053705371

2 0.0288021 7882 7404 8610 0.140069686

3 0.0331372 6914 6447 7327 0.120103726

4 0.00947696 8843 8597 9376 0.083084471

5 0.0120393 7598 7235 8234 0.121326208

6 0.0342558 7444 6856 7908 0.133029843

7 0.000959669 7751 7463 8534 0.125498008

8 Optimal 7789 7601 8554 0.111409867

9 Optimal 8556 8318 9239 0.099686113

10 0.0335009 8579 8032 9055 0.112976256

25 × 07 1 optimal 10088 9932 10763 0.077208957

2 Optimal 12086 11922 12635 0.05643055

3 Optimal 9807 9572 10559 0.093474761

4 0.00123054 9984 9799 11050 0.11321267

5 Optimal 10763 10577 11683 0.094667466

6 0.00808516 12434 12137 13378 0.09276424

7 0.0157357 13218 12854 13972 0.080017177

8 0.0299663 10478 10458 11618 0.099845068

9 0.0215913 10884 9982 11189 0.107873805

10 0.022655 12580 12072 13268 0.090141694

25 × 10 1 0.0113352 11998 11727 12418 0.055645031

2 Optimal 11693 11526 12246 0.058794708

3 0.00907693 13661 13391 14023 0.045068816

4 0.0170101 16696 16223 17096 0.051064577

5 0.00689249 11897 11623 12790 0.091243159

6 0.00323535 14120 13941 14575 0.043499142

7 0.000388922 14913 14785 15528 0.047849047

8 0.00131053 14498 14289 14866 0.0388134

9 0.00250406 14776 14599 15339 0.048243041

10 0.00594059 15150 14896 15689 0.050544968

35 × 07 1 0.0662803 15012 13754 15298 0.100928226

2 0.0823235 17577 15834 17760 0.108445946

3 0.0969267 15651 13878 15932 0.128922922

4 0.0582261 16247 15028 16950 0.11339233

5 0.13841 18538 15692 17474 0.101980085

6 0.17487 17277 13968 15725 0.111732909

7 0.0658902 17706 16215 17956 0.096959234

8 0.0744419 17067 15509 17642 0.120904659

9 0.0675465 18039 16560 18526 0.106121127

10 0.0359825 16700 15846 17868 0.113163197

(continued)
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Table 1 (continued)

Problem size
(vessels × berths)

Instance Monolithic solution Benders decomposition

GAP Objective Master (LB) Sub (UB) GAP

35 × 10 1 0.0576736 21308 19831 21496 0.077456271

2 0.0790474 19332 17585 18874 0.068295009

3 0.0198889 19810 19190 20915 0.082476691

4 0.0645441 21843 20226 21890 0.076016446

5 0.0408344 20108 19070 20365 0.063589492

6 0.0919004 19717 17645 19570 0.098364844

7 0.0554788 18106 16812 18894 0.110193712

8 0.0347748 19957 18931 20651 0.083288945

9 0.126682 15408 13144 14967 0.121801296

10 0.0454113 19973 18779 20456 0.081980837

the decomposition progresses slowly. Moreover, the dual solutions are degenerate
and the Pareto optimal cuts (see [9]: if the primal subproblem is degenerate it is
possible to select the dual solution that is the closest to the interior of the master
problem polyhedron to produce stronger cuts) can not be used to improve Benders
Decomposition performance.

6 Conclusion

Amodel for theBerthAllocationProblem (BAP) as aHeterogeneousVehicleRouting
Problem with Time Windows was presented in this paper, and a Benders Decompo-
sition approach was proposed for the BAP. Benders Decomposition is a cutting plane
method where in each iteration new constraints (cuts) are added to the problem. In
this paper, several cuts were proposed, implemented and tested.

The computational tests performed indicated that Benders Decomposition may be
an interesting approach to solve the BAP. Although being competitive with mono-
lithic model resolution with CPLEX, in general Benders Decomposition does not
outperform CPLEX. However, the exception lies on some of the largest instances,
indicating that for the most difficult instances Benders Decomposition may have a
better performance.

Many real-world systems state change frequently due to unforeseen events. Most
of the computational time running scheduling systems is spent in rescheduling,
caused by changes in customer priorities, unexpected equipment maintenance, etc.
This results in a requirement for frequent re-optimization. For example, when a
crane in an automated container terminal malfunctions, a new equipment schedule
for the entire port facility must be available within five to ten minutes, otherwise
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the handling of vessels will be delayed. When such unexpected problems come up,
the terminal operator must be ready to change the service system; developing a tool
that re-optimizes the system and quickly find a solution to the problem help improve
the dynamics of the terminals and consequently their revenue. The results provided
by Benders Decomposition in the Berth Allocation Problem open the possibility of
incorporating this algorithm in a decision support system to re-optimize solutions
whenever unforeseen events occur. Indeed, fixing variables and optimizing the others
is inherent to Benders Decompositions algorithms.
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Capacitated Vehicle Routing Problem
with Heterogeneous Fixed Proprietary
Fleet and Outsourcing Delivery—A
Clustering-Based Approach

Ricardo Bertoluci, António G. Ramos, Manuel Lopes and João Bastos

Abstract This paper describes a solutionmethod that was created with the objective
of obtaining a more efficient finished goods distribution process for a food industry
company. The finished goods distribution process involves the use of the companys
own fleet to serve a specific group of customers, and the use of outsourcing trans-
portation services that can make direct and transshipment customer deliveries. The
complexity of the problem is due to the need to decide which customers should be
served by each of the outsourcing transportation services, direct or transshipment,
and to find cost efficient solutions for the multiple vehicle routing problems created.
First, an original clustering method consisting of a logical division of the customer
orders using a delivery ratio based on the transportation unit cost, distance and order
weight, is used to define customer clusters by service type. Then, an exact method
based on a mixed integer programming model, is used to obtain optimal vehicle
routing solutions, for each cluster created. The solution method for the company real
instances, proved able to reach the initial proposed objectives and obtain promising
results that suggest an average reduction of 34% for the operational costs, when
compared to the current distribution model of the company.
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1 Introduction

This work is based on a distribution problem of a Portuguese company dedicated
to the charcuterie business with production facilities located in the northwest of
Portugal. The majority of the customers are located in Portugal and range from small
shops to large food retailers.

The current distribution model is characterised by a private owned fleet that sup-
plies a restricted group of customers, and an outsourced delivery service for the
remaining clients. The customers with deliveries from the private fleet are restricted
in number and geographical location. This constraint is related with the size of the
private fleet, since it is composed by three vehicles, with the proximity of the cus-
tomers to the production facility and the average size of the customers orders. This
last condition is also related with the need for a more personalised service required
by these customers, since they usually do not have unloading infrastructures. The
routing of the private fleet does not follow any specific method, and is defined by the
common sense of company drivers.

The customer orders served by the outsourcing delivery service are currently sent
through the depot of the outsourcing company that act as a transshipment platform.
The outsourcing company has a cost structure based on a unit weight cost for each
handling of the goods, i.e, there is a cost when the goods are picked up at the factory
and an additional onewhen they are picked up on the outsourced depot to be delivered
to the customers. This presents an inefficiency since a large number of customers is
located between the factory and the outsourcing depot. Currently the company has
no control over the outsourcing distribution process.

The goal of the company is to create a new distribution model where the routing
and scheduling of vehicles is not based on the intuition of the company drivers or the
willingness of the outsourcing company, butwhere the company decides if a customer
is served directly from the factory or through the outsourced depot. Therefore, the
model should be able to determine all necessary routing and scheduling for the
private fleet, which orders and routes for direct outsource delivery, and which orders
delivered through the outsourcing depot.

As a key process in the distribution model, the routing and scheduling of vehicles
plays an important role in its success. This problem, known in literature as the vehicle
routing problem (VRP), since it was introduced by [2], has been thoroughly studied
in literature, as have its numerous variants that are a result of the incorporation of a
growing number of real world constraints to the more elementary VRP [1, 3, 6].

According to [4], the VRP problem consists in designing the routes of vehicles
with known capacity, that must deliver to a set of customers the required order, from
a single depot so as to minimise a given objective such as total distance travelled or
route costs. The routes are designed in such a way that each location is visited only
once by one vehicle and the capacity of each vehicle is not exceeded.

The variants of VRP include multiple depots, multiple trips, multiple vehicle
types, loading constraints, time constraints or drivers constraints, just to mention
a few [3]. The problem addressed in this work has several of these additional
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constraints, namely: a heterogeneous fleet; fixed dimensions; vehicle capacity; vehi-
cle weight limits; limited vehicle distance range and ownership of the fleet. The
problem is referred as the Capacitated Vehicle Routing Problem (CVRP) with Het-
erogeneous Fixed proprietary Fleet and Outsourcing Delivery. In this work, we pro-
pose a clustering based algorithm, that begins by clustering the customers and then
determines the routes and scheduling of vehicles for each cluster using a mixed
integer linear programming model (MILP).

In Sect. 2 the proposed algorithm is presented, followed in Sect. 3 by the presenta-
tion and discussion of the computational results obtained for the problem instances,
using the solution approach proposed. In Sect. 4 the final conclusions are presented.

2 The Vehicle Routing Problem Clustering-Based
Algorithm

We begin this section with an overview of the proposed solution process. This is
followed by the presentation of the clustering approach. This section ends with the
definition of the mixed integer linear programming model used.

2.1 Overview

The proposed algorithm for the clustering-based approach to the CVRP with het-
erogeneous fixed proprietary fleet and outsourcing services, is composed by two
clustering procedures and a MILP model.

The algorithm starts by building a cluster composed by all the customers served
by the proprietary fleet. The MILP model is then run for this cluster. Next, a cluster-
ing procedure is performed with the remaining customers. For each of the obtained
clusters theMILP is then run. The operational costs of the obtained routes is then com-
pared against the operational costs of using the outsourced depot. With the garnered
results it can be established for each customer’s order the corresponding delivery
mode, i.e., by proprietary fleet, direct outsourcing delivery or through the outsourc-
ing depot.

The pseudo code of the algorithm is described in Algorithm 1.
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Algorithm 1: Vehicle routing problem clustering based algorithm
Input: Let P be a set of customers to be served by the privately owned fleet
Let O be a set of customers to be served by the outsourced fleet
Output: Routes with delivery mode;
Clustering (Set of Customers)

groups customers in clusters;
return Set C of clusters ci (i = 1, ..,m);

MILP (ci )
determines the routes for a given Cluster;
return Set of routes;

begin
MILP(P);
C ← Clustering (O);
for each of the clusters in C do

R ← MILP(ci );
for each of the generated routes in R do

if direct_shipping_cost ≤ 3PL_depot_cost then
Route_with_direct_shipping;
else Route_with_3PL_depot_shipping;

end
end

end

2.2 Customer Clustering for Outsourced Delivery

Themain goal of clustering the customers is to transform the decision for outsourcing
services, i.e., determine which deliveries must be made directly to the customer and
those that must be made via the outsourcing depot, into several VRP problems that
translate the structure of the business.

The clustering approach for customers with orders delivered by outsourcing
should evidence the geographical regions where the deliveries should be made
directly to the customer and those where they should be done via a third party
warehouse.

Considering that the cost of direct transport has a fixed cost per used vehicle and
a variable cost charged by distance unit, i.e., depends on the distance travelled to
make the delivery, it is expected that for large orders the direct transport is more
advantageous relative to the cost via a third party warehouse, which is charged by
weight unit.

Since the objective will always be to minimise operational costs, a comparison of
the unit cost of the two types of service is performed. This unit cost ratio UCR is
required to evaluate under which conditions the use of direct transport or third party
warehouse transport is more advantageous.

The evaluation is done using the delivery ratio dwi j determined by (1) where the
index i represents an origin node and the index j represents a destination node of an
arc, di j the distance between the nodes and wj the weight of the order demand at j .

dwi j = di j
w j

(1)
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Additionally it was determined that customers closely located, i.e., within maxi-
mum distance range MaxRange should be in the same cluster regardless of the order
weight.

The clustering procedure begins by determining city groups, i.e., grouping cus-
tomers that are located in the same city. Then, determines for each city group the sum
of the orders of the grouped customers. Next, all pairwise delivery ratios including
city groups and origin-depot are calculated.

The clusters are then initialised according to the following criteria:

• if there are delivery ratios starting at the origin-depot d0 j less than equal to the
UCR, initialise the cluster with the customer j that has the lower ratio.

• in case the previous condition is not met, if the distance between two city groups
is less or equal to MaxRange initialise the cluster with the two closer city groups.

• otherwise, add all city groups to a cluster.

Considering the city groups of the cluster as the origin, assign to the cluster all
the city groups with a delivery ratio less than equal to the UCR and distance less or
equal to MaxRange, and then repeat it for all the newly assigned city groups until no
more city groups can be added. If there are city groups not assigned to a cluster, a
new one should be initiated.

The clustering procedure is illustrated in Fig. 1. Consider a set of points repre-
senting locations where 0 represents the origin-depot and numbers 1 to 9 city groups.
The city group chosen to initialise the cluster is city group 1, the only one with a
delivery ratio smaller than UCR from the origin-depot.

In Fig. 1a, it is considered that city group 1 has city groups 2 and 3 within range,
which are added to the cluster. Since from 2 there is no city group in range, no city

(a) (b) (c)

(d) (e) (f)

Fig. 1 Example of the city clustering
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groups are added.With origin in 3, city group 4 is in range, being added to the cluster.
Since from 4 no other city group meets the requirements, the cluster is closed. In
Fig. 1d, city groups 5 and 6 initialise a new cluster to which 7 is added. Since no
other city group can be added to the cluster, it is closed. The remaining city groups,
8 and 9 considered to have a d89 ≥ UCR, are grouped in a new cluster.

2.3 Mixed Integer Linear Programming Model

Given the previous algorithm description, theMILPmodel addresses a VRP problem
as follows.

LetG = (N , A) be a directed graphwhere N = {0, 1, . . . , n + 1} is a set of nodes,
and A = {(i, j) : i, j ∈ N , i �= j} is the set of direct arcs. The node 0 denotes the
origin-depot, i.e., the start of the route, node n + 1 denotes the destination-depot, i.e,
the end of the route and the set C = N ∩ {0, n + 1} is composed by the remaining
nodes that represent the n customers. For each arc (i, j) ∈ A, di j is the distance
between the nodes (i, j). Each customer i has a non-negative known demand qi with
a given weight wi . The fleet is composed by several vehicles, with V = {1, ..., K }.
Each k ∈ V has a capacity Qk , a weight limit Wk , a fixed cost per use Fk , and a
travel cost per distance unit denoted by ck . Let DistMax be the maximum distance
allowed for a route assigned to a vehicle of the privately owned fleet. Let M be a
large number. The objective is to determine the set of routes that minimise the sum
of travel costs such that every route starts and ends at a depot and is associated to a
vehicle, each customer belongs to exactly one route and the sum of all the demands
of any route does not exceed the capacity of the assigned vehicle and its weight limit.

The following decision variables are used in the formulation:

xki j =
{
1, if vehicle k ∈ V traverses arc (i, j) ∈ A
0, otherwise

lki = distance travelled by vehicle k to visit location i

min
∑
k∈V

∑
i∈C∪{0}

∑
j∈C∪{n+1}|i �= j

ckdi j x
k
i j +

∑
k∈V

∑
j∈C

Fkx
k
0 j (2)

subject to:
∑
k∈V

∑
i∈C∪{0}|i �= j

xki j = 1, ∀ j ∈ C (3)

M
∑
j∈C

xk0 j ≥
∑

i∈C∪{0}

∑
j∈C∪{n+1}|i �= j

xki j , ∀k ∈ V (4)

∑
j∈C

xk0 j ≤ 1, ∀k ∈ V (5)

∑
i∈C∪{0}|i �= j

xki j =
∑

i∈C∪{n+1}|i �= j

xkji , ∀ j ∈ C,∀k ∈ V (6)
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∑
i∈C∪{0}

∑
j∈C |i �= j

q j x
k
i j ≤ Qk, k ∈ V (7)

∑
i∈C∪{0}

∑
j∈C |i �= j

w j x
k
i j ≤ Wk, ∀k ∈ V (8)

∑
i∈C∪{0}

∑
j∈C∪{n+1}|i �= j

di j x
k
i j ≤ DistMax , ∀k ∈ V (9)

(lki + di j ) − M(1 − xki j ) ≤ lkj , ∀(i, j) ∈ A,∀k ∈ V (10)

lki ≥ 0 ∀i ∈ N ,∀k ∈ V (11)

xki j ∈ {0, 1}, ∀(i, j) ∈ A,∀k ∈ V (12)

The objective function (2) intends to minimise the total operational cost, i.e.,
the sum of the travel costs and the fixed costs of requested direct delivery routes.
Constraints (3) ensure that all customers present on themodel must be visited exactly
once by one vehicle. Constraints (4) ensures that each time a vehicle is to supply a
customer, it must exit from the origin-depot, i.e, the production plant. Constraints
(5) ensures that a vehicle can not leave the origin-depot towards more than one
customer. Constraints (6) referred to as the conservation of flow constraints, ensure
the continuity of a vehicle’s flow, thus ensuring that when a vehicle reaches a certain
node j , it has to leave towards another node. Constraints (7) and (8) guarantee
the feasibility of the loads. Constraints (9) ensure that the maximum distance to
be travelled by each vehicle on a route shall not exceed DistMax . However, these
constraints only apply to the private fleet since for the outsourced fleet the distance
limit is unnecessary.

Constraints (10) are sub-tour elimination constraints modelled with an exten-
sion of the Miller-Tucker-Zemlin (MTZ) inequalities for the TSP [5]. Usually the
MTZ constraints are applied to VRP problems with time windows delivery con-
straints using the service and travel time instead of using the distance, as in this case.
Therefore, this constraint basically translates a distance counter to reach customer
j . Constraints (11) and (12) define the domain of the decision variables.

In spite of the different approaches for the private fleet and the outsourced fleet,
the MILP used for determining the routing solutions will be the same for the two
available fleets. As previously mentioned, the outsourced fleet constraints (9) will
not be included.

3 Computational Results

This section presents the results of the computational experiments run to evaluate
the performance of the proposed algorithm.

The clustering algorithm was implemented usingMicrosoft Excel 2016 and VBA
and the MILP model was implemented in IBM ILOG Cplex 16.3 solver and run on
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an computer with a quadcore Intel(R) Core(TM) i5-6200U CPU @ 2.30 GHz with
6 GigaBytes of RAM running the Windows 10 Home 64 bit operating system.

3.1 Test Instances

The problem tests used to evaluate the effectiveness of the algorithm were obtained
from the company, from 10 operational days during April 2017. A summary of
the instances is presented in Table 1. The first column indicates the number of the
instance, the second and third columns indicate the number of customers and the
total weight of the orders to be delivered by the private owned fleet. Columns 4, 5
and 6 indicate the number of customers with orders to be delivered by the outsourced
fleet, the number of pallets in the orders and the total weight of the orders.

Table 2 presents for each of the available vehicles the ownership, the capacity, the
weight limit, the unit distance cost and the fixed cost per direct delivery route.

Table 3 indicates the parameters used in the MILP model and the city clustering
procedure. These values were provided by the company.

Table 1 Instances summary

Instance Proprietary customers Outsourcing customers

n Weight [kg] n #Pallets Weight [kg]

1 15 5504.8 25 65 22914.9

2 15 5868.6 29 49 12204.4

3 21 4623.3 32 106 35377.9

4 12 1773.0 31 88 29118.1

5 10 3528.5 33 94 32021.9

6 20 4550.0 28 71 28338.8

7 8 3925.7 25 75 27855.3

8 11 2945.2 38 112 41426.5

9 14 4332.5 25 57 19159.4

10 18 6080.0 24 54 21547.7

Table 2 Vehicle data

Vehicle Ownership Capacity [#
pallets]

Weight limit
[kg]

Unit travel
cost [e/Km]

Fixed cost
[e/route]

1 Private 16 6500 1.24 –

2 Private 7 1000 1.14 –

3 Private 7 1000 1.14 –

4 Outsourcing 33 22000 0.90 150
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Table 3 Instances
parameters used in the MILP
and clustering

Parameters Values

Unit cost [e/kg] 0.09

UCR 0.1%

DistMax [km] 225

MaxRange [km] 100

3.2 Performance of the Algorithm

In Table 4 the computational results are presented for the private fleet delivery. The
table is divided in to two sections. The first section (Current solution) presents the
current solution of the company and the second section (MILP solution), presents
the results for the MILP model run for the customers with deliveries via private fleet.
In both sections, column (n) represents the number of customers, column (Weight
[kg]) the weight of the orders delivered, column (k) the number of vehicles used,
column ([e]) the transport costs and column ([e/kg]) the resultant unit weight cost.
Additionally, in the MILP solution section, column (Time [s]) represents the pro-
cessing time in seconds. As it can be observed in the results, there is an increase in
the number of customers served and cargo weight transported. Nevertheless, when
regarding cost variation, both in absolute and percentage value, there is a decrease
in these costs. It was therefore possible to deliver to more customers, transport more
weight and reduce the operational cost.

The computational results for the outsourced deliveries are presented in Tables 5
and 6. Table 5 presents the results for the MILP model run without clustering, the

Table 4 Private fleet delivery

Inst. Current solution MILP solution

n Weight Cost n Weight Cost Time [s]

[kg] k [e] [e/kg] [kg] k [e] [e/kg]

1 13 5077 2 559 0.110 15 5505 2 496 0.090 9.13

2 10 5584 3 394 0.071 15 5869 2 309 0.053 493.03

3 17 3689 2 330 0.089 21 4623 1 268 0.058 3.83

4 8 721 1 216 0.299 12 1773 2 343 0.193 19.98

5 9 3289 2 521 0.158 10 3528 2 452 0.128 0.34

6 16 3351 2 344 0.103 20 4550 2 434 0.095 766.39

7 7 3153 2 391 0.124 8 3926 2 386 0.101 0.33

8 9 2249 2 460 0.204 11 2945 2 473 0.161 2.08

9 11 3521 2 430 0.122 14 4332 2 502 0.116 4.72

10 16 5622 2 592 0.105 18 6080 2 516 0.085 19.72

Total 116 36255 4236 0.117 144 43132 4178 0.097
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Table 6 Outsourced delivery

Current solution Algorithm 1 solution

Direct delivery Depot delivery

Weight Cost Weight Total Weight Total Total cost

Inst. n [kg] [e] [e/kg] n [kg] [e] n [kg] [e] [e] [e/kg]

1 27 23342 2101 0.09 14 14849 775 11 8066 726 1501 0.066

2 34 12489 1124 0.09 2 4660 185 27 7544 679 864 0.071

3 37 36313 3268 0.09 22 31418 1658 10 3960 356 2015 0.057

4 35 30170 2715 0.09 16 25725 1244 15 3393 305 1550 0.053

5 34 32262 2904 0.09 18 24128 1231 15 7894 710 1941 0.061

6 32 29538 2658 0.09 18 25154 835 10 3185 287 1122 0.040

7 26 28628 2577 0.09 12 19164 769 13 8691 782 1551 0.056

8 40 42123 3791 0.09 20 35177 1643 18 6250 562 2205 0.053

9 28 19971 1797 0.09 15 13529 803 10 5631 507 1310 0.068

10 26 22006 1981 0.09 4 13452 226 20 8096 729 955 0.044

Total 319 276841 24916 0.09 141 207257 9370 149 62708 5644 15013 0.056

Table 7 Overall costs comparisons results

Current solution Algorithm 1 solution Var [%]

Inst. Private Outsourced Total Private Outsourced Total

1 559 2101 2660 496 1501 1997 −25

2 394 1124 1518 309 864 1173 −23

3 330 3268 3598 268 2015 2282 −37

4 216 2715 2931 343 1550 1893 −35

5 521 2904 3425 452 1941 2393 −30

6 344 2658 3002 434 1122 1555 −48

7 391 2577 2968 386 1551 1937 −35

8 460 3791 4251 473 2205 2678 −37

9 430 1797 2227 502 1310 1812 −19

10 592 1981 2573 516 955 1471 −43

Total 4236 24916 29152 4178 15013 19191 −34

results for Algorithm 1 run without clustering, i.e., the routes of the MILP model
solution are classified according to the route cost, as direct or depot delivery, and
the results for Algorithm 1. Column (n) represents the number of customers, column
(Weight [kg]) the weight of the orders delivered, column ([e]) the transport costs
and column ([e/kg]) the applied unit weight cost. In section MILP column (Best
Integer) represent the best integer solution determined by the CPLEX solver and
column (Best Bound) the lower bound determined by the solver. The percentage
difference to the best bound is presented in column (Gap) and the processing time in
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column (Time). Sections Algorithm 1 solution (without clustering) and Algorithm
1 solution are divided in three subsections, the Direct delivery which presents the
results of the orders with Direct delivery, the Depot delivery which presents the
results of the deliveries that go through the outsourced depot, and section Total Cost
presents the total operational cost of the outsourced deliveries. As it can be observed,
the clustering reduces the overall cost by 9.5%when compared to the solutionwithout
clustering and a 14,6% when compared with the MILP solution. If compared to the
lower bound determined by CPLEX the reduction is 0.3%. These results confirm the
efficiency of the proposed clustering approach.

Table 6 is divided in two major sections. The first section (Current solution)
presents the current solution of the company and the second section (Algorithm 1
solution), presents the results for the Algorithm 1. Since the company currently uses
only the outsource delivery service through the depot, and this service has a cost of
0.09 e/kg, the total cost of transport is the total weight to be transported multiplied
by the unit weight cost. It must be noted that the customers that were not able to have
their orders delivered by the private fleet, had their orders delivered by the outsourcing
service. This means that a comparison based on the total cost ([e]) would be biased.
From Table 6 it can be observed that the Total unit weight cost determined in each
of the instances decreased when compared to the current solution. On average this
decrease was 38%.

Finally, Table 7 allows the comparison of the total transport costs of the current
solution of the company, with the solution from the proposed Algorithm. The two
sections, Current solution and Algorithm 1 solution present the total cost using the
private fleet (Private) the Outsourced services (Outsourced) and the sum of the two
(Total). The last column presents the overall variation in percentage between the
solutions. Since the overall results were obtained for the same delivered orders, it
is possible to make a direct comparison between the current and the new method
on a cost base. Therefore, for these test instances the new algorithm achieved an
overall reduction of 34% for the total costs, ranging from 19% for instance 9–48%
for instance 6.

4 Conclusions

In this paper we proposed a cluster-first routing-second VRP algorithm for a case
study of a production company. The developed approach offers very promising results
regarding the current method used in the company. The good performance of the
proposed algorithm was demonstrated by the results obtained using a set of problem
instances generated using real data from the company. The results obtained also
highlight the benefits of the cluster-first routing-second approach. In future works
we aim to extend the solution method using a matheuristic approach.
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Modeling Supply Chain Network: A Need
to Incorporate Financial Considerations

Alexandra Borges, Dalila B. M. M. Fontes and José Fernando Gonçalves

Abstract In the past few years, important supply chain decisions have captured
managerial interest. One of these decisions is the design of the supply chain network
incorporating financial considerations, based on the idea that establishment and oper-
ating costs have a direct effect on the company’s financial performance. However,
works on supply chain network design (SCND) incorporating financial decisions are
scarce. In this work, we address a SCND problem in which operational and invest-
ment decisions are made in order to maximize the company value, measured by the
Economic Value Added, while respecting the usual operational constraints, as well
as financial ratios and constraints. This work extends current research by consider-
ing debt repayments and new capital entries as decision variables, improving on the
calculation of some financial values, as well as introducing infrastructure dynamics;
which together lead to greater value creation.

Keywords Supply chain network design problem (SCND) ·
Financial considerations · Value maximization

1 Introduction

One of themost significant changes in the paradigm ofmodern businessmanagement
is the entering in a new era in which firm performance and competitive advantage are
linked to supply chain (SC) performance. Traditionally, SC and logistics studies have
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focused on cost minimization; however, more recently, such studies have widened
their scope to ensure alignment with the company strategy enhancing profitability
and thus, company value [10].

SCND determines the supply infrastructure as well as the key operations (pro-
duction, distribution, and storage) to be performed at each location in the resulting
network in order to respond to customer orders in an economically efficient manner
[16]. Henceforth, SCND involves decision making at both the strategic and tactical
levels. The former addresses decisions regarding the number, locations, and sizes of
the facilities (plants, warehouses, and distribution centers); while the latter addresses
the ones regarding production (product mix and produced quantities at each plant),
inventory (which products and quantities are held at each facility), and distribution
(product flows). These decisions are interrelated since tactical decisions are limited
by the network made available by strategic-level decisions and therefore, should be
addressed simultaneously; nevertheless, most approaches deal with these two deci-
sion levels separately.

In this work we propose a deterministic multiple-period, multi-echelon, and
multi-product mixed integer linear programming model (MILP) that simultaneously
addresses the strategic and tactical decisions. Moreover, our model is adaptive in
nature and is capable of dealing with market dynamics, up to a certain extent, since
it allows to change the infrastructure during the planning horizon, rather than just
setting it at the beginning.

Many authors, see, e.g., [6, 8, 13, 14, 16], consider financial factors to have a
strong impact on the configuration of SCs and point out the importance of trans-
fer pricing, corporate income taxes, currency exchange rates, tariffs, duties, among
others. Furthermore, sustainability and growth of the SC rely heavily on financial
operations, since they ensure the feasibility of production and distribution operations.
Thus, the MILPmodel proposed maximizes the company value rather than minimiz-
ing cost. The company value is measured by the EVA (Economic Value Added),
which deducts the cost of all capital invested during the planning horizon to the net
operating profits after taxes generated during the same period.

The remaining sections of this paper are organized as follows. Section2 provides a
brief literature reviewonSCmodelswithfinancial considerations. Section3describes
the problem and provides the MILP model developed, as well as the notation used.
Section4 uses the case study from [11] and reports and compares the results obtained
with those reported in [11]. Finally, Sect. 5 draws some conclusions and points out
future research directions.

2 Supply Chain Models With Financial Issues: A Review

As previously mentioned, several authors advocate the use of financial analysis in
order to make decisions regarding the SCND, since they, typically, involve large
investments. For example, Shapiro [19] suggests that strategic planning should also
include the analysis of corporate financial decisions regarding the acquisition of
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capital needed to expand an existing SC or to acquire companieswith complementary
product lines. However, optimization models considering both corporate financial
planning and SC planning are scarce [14, 18].

As it can be seen in the focused review of multi-stage SC modeling [1], most
works consider just the tactical decisions, i.e., production, inventories, and flows,
while minimizing operational costs or maximizing revenue. The authors identified
as research needs the discussion of the adequacy or appropriateness of existing SC
performance measures and the inclusion of other decision variables that although
highly impact the performance of the SC are, usually, ignored. A more recent review
is that of [14], in which the authors identify characteristics that a facility location
model should have to adequately address SC planning needs, as well as several
research directions that still require intensive research. In addition, the authors also
noticed that most research is cost-oriented and almost none is dedicated to financial
objectives. Furthermore, Presutti and Mawhinney [4] stated that 70% or more of
manufacturing companies expenditures are related to SC activities, which highlights
the potential impact of an effectively managed SC in contributing to the overall
improvement of the financial performance.

More recently, works contemplating financial issues have been reported in the
literature; however most researchers consider the financial issues only as financial
factors (e.g., return on investment, taxes, exchange rates, transfer prices, etc.) to be
evaluated or at most restricted; but very few consider them as decision variables (in
many cases even when optimizing some sort of financial measure, see e.g., [7]). Most
of the works considering financial decisions have done so in the context of specific
chemical SCs and belongs to a group of authors with commonwork (see, e.g., [9, 22]
and the references therein), many extending previous works. For example, [9] maxi-
mizes the corporate value, extending the work in [5] that extended the work in [2] to
multi-product, multi-echelon SCs, which maximized the net revenues obtained from
cash transactions over the entire planning horizon; [21] minimizes the opportunity
costs of annualized capital investment and cash/material inventory minus the benefit
to stockholders bymanaging the cash flows associatedwith production activities (raw
materials, manufacturing, inventory, and sales), which was then extended in [22] by
considering multinational SC activities and investigating the influence of exchange
rates and taxes on operational decisions; [17] models the purchasing quantity with
respect to capital constraints and payment delays and studies the impact of capital
on the operational costs, the return on capital investment, and the financial costs and
[15] determines how much to order and when to pay the suppliers by considering
maximum cash and loan amounts; [11] determines a SC network under uncertainty
by maximizing shareholder value and in [12] the authors incorporate sale and lease-
back; and [18] considers the design of a closed-loop SC for a single product such
that the change in equity is maximized while satisfying a set of budgetary constraints
(balances of cash, debt, securities, payment delays) and also making decisions on
current and fixed assets and liabilities.

In here and following on thework in [11], we propose a deterministicMILPmodel
to determinewhich facilities (warehouses and distribution centers) to open andwhen,
as well as the quantities to be produced in each plant, to be stored in each facility
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(plants,warehouses, and distribution centers), to be transported between facilities and
between distribution centers and customers in order to satisfy customer demands;
while maximizing the EVA. Thus, we also consider decisions on bank loans, bank
repayments, and new capital entries; however these must respect the long term debt
to equity ratio, which provides an indication on how much debt a company is using
to finance its assets, and cash coverage ratio that measures the firms capacity to
meet interest payments. Our model extends the aforementioned work by (i) using an
improved version of the financial considerations, since we consider the net debt in the
financial statement analysis, which balances loans and repayments; (ii) improving
some financial calculations, namely: depreciation, by keeping track of assets age,
and real cash value, rather than assuming it as a fixed percentage of profit; (iii)
providing the firm with the means to create an accounts payable policy, rather than
assuming that all payments are made in cash; (iv) establishing new plants; and (v)
allowing for a dynamic infrastructure, since facilities can be established at every
time period over the planning horizon, rather than just at its beginning. Nevertheless,
our model is deterministic while that of [11] considers uncertainty through scenarios
analysis. However, note that to handle the scenarios, the authors create copies of
the production variables, inventory variables, and flow variables, which are then
used in independent copies of the constraints using such variables and the objective
function is the weighted average of the net sales calculated using the aforementioned
variables. Moreover, the possibility that different scenarios may lead to different
network structures is not considered. Regarding the case study used, all values are
constant across scenarios, except for demand.

3 Problem Definition and Formulation

The purpose of our supply chain network design problem (SCND) is to determine the
entiremanufacturing and distribution network for a company. In particular, ourmodel
considers the design of a multi-product, multi-echelon supply chain network, in a
dynamic environment, allowing for decision making at every period of the planning
horizon. Our problem integrates operational and corporate financial decisions and
constraints, thus the mathematical formulation requires variables and parameters
of both topics. After providing a detailed explanation of the operational and the
financial aspects involved, we introduce the notation used and then the mathematical
programming model developed.

Operational considerations:
Customers are divided into zones and the demand of each customer zone, in each
period, is known. To satisfy customer demand, the firm can decide on which facili-
ties to open in each time period. There are three types of facilities, namely: plants,
warehouses, and distribution centers. Once a plant is established it can produce
any product. Production quantities, in each period, are subject to maximum (capac-
ity) and minimum (economic viability) production limits, as well as to resources
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availability. Products may remain at the plant, as inventory, or be dispatched to one
or several warehouses, if available. Inventory levels at the plants have upper limits for
each product in each time period. Warehouses receive the products from one or more
plants and then distribute them among the existing distribution centers, which in turn
supply customers. Note that no back-order is allowed. Distribution centers receive
the product or products from one or more warehouses and may supply one or more
customers. Total inventory level, in each period, at both warehouses and distribution
centers have upper and lower limits. In addition, safety stocks are imposed in each
period for each product at both warehouses and distribution centers. Product trans-
portation between the different types of facilities also has capacity limits. Finally,
any decision regarding opening a facility is taken at the beginning of the period and
it becomes available immediately.

Financial considerations:
The firm’s operation leads to costs and revenue. The revenue is obtained from selling
the products at known prices per product, customer zone and time period. Both fixed
and variable costs are incurred with production and transportation. In addition, vari-
able costs are incurred with inventory held at each facility (plants, warehouses, and
distribution centers). Moreover, there are also fixed costs with establishing facilities.
Finally, financial conditions are imposed/defined regarding cost of capital, long term
borrowing interests, tax rate, depreciation rates, and financial ratios.

Therefore, in order to solve the firm’s problem, one has to determine in each time
periodwhich facilities to open, the production amounts for each product in each plant,
the material flows between facilities, and the inventory levels at each facility, as well
as bank loans and repayments and new capital entries in order to satisfy customer
demand while maximizing the company value, using Economic Value Added [20].

Notation

Sets and Indices:

E: set of production resources, indexed by e;
I : set of products, indexed by i;
Jl : set of locations for facility type l (1-plant, 2-warehouse, and 3-distribution

center, 4-customer), indexed by j, k, and m;
T : Set of T planning periods comprising the planning horizon, indexed by s and

t;

Parameters:

Oijt : demand of product i ∈ I by customer zone j ∈ J4 in period t ∈ T ;
Rje: availability of resource e ∈ E in plant j ∈ J1;
ρije: marginal needs by product i ∈ I of resource e ∈ E at plant j ∈ J1;
Pmax
ij : maximum production capacity of product i ∈ I in plant j ∈ J1;

Pmin
ij : minimum production of product i ∈ I in plant j ∈ J1;

Imaxijt : maximum storage capacity for product i ∈ I in plant j ∈ J1 in period t ∈
T ;
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SSijt : safety stock of product i ∈ I at facility j ∈ Jl , with l = 2, 3 at the end of
period t ∈ T ;

Smax
j : maximum storage capacity at facility j ∈ Jl , with l = 2, 3;
Smin
j : minimum storage capacity at facility j ∈ Jl , with l = 2, 3;
Qjk : maximum transportation quantity from facility j ∈ Jl to facility k ∈ Jl+1,

with l = 1, 2, 3;
SPijt : selling price of product i ∈ I in customer zone j ∈ J4 in period t ∈ T ;
Cjt : cost of establishing a facility at location j ∈ Jl , l = 1, 2, 3, in period t ∈

T ;
FPCijt : fixed production cost of product i ∈ I at plant j ∈ J1 in period t ∈ T ;
VPCijt : variable production cost of product i ∈ I at plant j ∈ J1 in period t ∈ T ;
FTCijkt : fixed transportation cost of product i ∈ I from facility j ∈ Jl to facility

k ∈ Jl+1, with l = 1, 2, 3, in period t ∈ T ;
VTCijkt : variable transportation cost of product i ∈ I from facility j ∈ Jl to facility

k ∈ Jl+1, with l = 1, 2, 3, in period t ∈ T ;
ICijt : inventory cost per unit of product i ∈ I at facility j ∈ Jl , l = 1, 2, 3, in

period t ∈ T ;
rt : cost of capital rate at the end of period t ∈ T ;
TRt : tax rate at the end of period t ∈ T ;
IRt : long-term interest rate at the end of period t ∈ T ;
DPRst : depreciation rate at the end of period t = s, . . . ,T for facilities established

in period s ∈ T ;
CRt : lower limit on cash ratio at the end of period t ∈ T ;
CCRt : lower limit on cash coverage ratio at the end of period t ∈ T ;
CURt : lower limit on current ratio at the end of period t ∈ T ;
ROAt : lower limit on return on assets ratio at the end of period t ∈ T ;
ROEt : lower limit on return on equity ratio at the end of period t ∈ T ;
ATRt : lower limit on assets turnover ratio at the end of period t ∈ T ;
PMRt : lower limit on profit margin ratio at the end of period t ∈ T ;
QRt : lower limit on quick ratio at the end of period t ∈ T ;
LTDRt : upper limit on long-term debt ratio at the end of period t ∈ T ;
CPt : upper limit on new capital entries at the end of period t ∈ T ;
αt : outstanding revenues coefficient at the end of period t ∈ T ;
μt : outstanding payables coefficient at the end of period t ∈ T ;

Decision and Auxiliary Variables:

pijt : quantity of product i ∈ I produced in plant j ∈ J1 in period t ∈ T ;
xijkt : quantity of product i ∈ I transported from facility j ∈ Jl to facility k ∈ Jl+1,

with l = 1, 2, 3, in period t ∈ T ;
qijt : inventory of product i ∈ I held in facility j ∈ Jl , with l = 1, 2, 3, in period

t ∈ T ;
yjt : binary variable taking the value 1 if facility j ∈ Jl , with l = 1, 2, 3, is opened

in period t ∈ T and 0 otherwise;
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wjst : binary variable taking the value 1 if facility j ∈ Jl ,with l = 1, 2, 3,was opened
in period s ∈ T and is still open in period t ∈ {s, . . . ,T } and 0 otherwise;

uijt : binary variable taking the value 1 if product i ∈ I is produced at plant j ∈ J1
in period t ∈ T and 0 otherwise;

zjkt : binary variable taking the value 1 if there is transportation from facility j ∈ Jl
to facility k ∈ Jl+1, with l = 1, 2, 3, in period t ∈ T ;

bt : amount borrowed in period t ∈ T ;
rpt : bank repayment in period t ∈ T ;
ncpt : new capital entry in period t ∈ T ;

Mathematical Programming Model

The objective is to maximize the firm’s value, which is calculated by the summation
over the planning horizon of the net operating profit after taxes net of the cost of the
invested capital as given in Expression (1).

Maximize
∑

t∈T
(NOPATt − rtCIt) . (1)

In each period t ∈ T , the NOPATt , which is given by Eq. (2), is obtained by deduct-
ing the period costs of sales CSt (production, transportation, inventory holding, and
inventory changing costs), the period depreciation costs (depreciation of the opera-
tional facilities), and the period long-term liabilities, which are given by the firm’s
long term debt (LTDt) from the revenue obtained from selling the products.

NOPATt =
⎛

⎝
∑

i∈I

∑

j∈J4
SPijtOijt −

⎛

⎝CSt +
3∑

l=1

∑

j∈Jl

t∑

s=1

DPRstCjswjst + IRtLTDt

⎞

⎠

⎞

⎠ (1 − TRt), t ∈ T ,

(2)

where CSt = PCt + TCt + ICt − (IVt − IVt−1) (see Eqs. (3)–(6) and LTDt =
LTDt−1 + bt − rpt .

PCt =
∑

i∈I

∑

j∈J1
(FPCijtuijt + VPCijtpijt), t ∈ T , (3)

TCt =
3∑

l=1

∑

j∈Jl

∑

k∈Jl+1

(FTCjktzjkt +
∑

i∈I
V TCijktxijkt), t ∈ T , (4)

ICt =
3∑

l=1

∑

j∈Jl

∑

i∈I
ICijt

qijt + qijt−1

2
, t ∈ T , (5)

IVt − IVt−1 =
∑

i∈I

⎛

⎝
∑

j∈J1 VPCijt

|J1|
3∑

l=1

∑

j∈Jl
(qijt − qijt−1)

⎞

⎠ , t ∈ T . (6)
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The cost of the invested capital, referred to in (1), refers to the opportunity cost
of making a specific investment and is obtained by multiplying the invested capital
by the cost of capital rate (a rate of return that could have been earned by putting the
same money into a different investment with equal risk). The capital invested, which
is given by Eq. (7), is the amount of money used to fund the project, which is given
by the residual claim or interest of the investors in assets and the long-term debt. The
former being composed of the previous period equity, the net operating profit after
taxes of the current period (assumed to stay in the company), and the new capital
entries of the current period.

CIt = Et + LTDt , where Et = Et−1 + NOPATt + ncpt , with t ∈ T . (7)

The constraints that must be satisfied can be divided into two groups, namely
the operational constraints and the financial constraints. The former include demand
satisfaction (8), production limits (9)–(10), resources availability (11), inventory
limits (12)–(15), inventory balance (16)–(17), transportation limits (18), not allowing
a facility to be openedmore than once (19), and logical constraints imposing opening
facilities in order to have open facilities (20) and the existence of open facilities for
sending (21) and receiving (22) products, and also forcing production status variables
to be 1 whenever needed (23).

∑

j∈J3
xijkt = Oikt, ∀i ∈ I , k ∈ J4, t ∈ T , (8)

pijt ≥ Pminij

t∑

s=1

yjs, ∀i ∈ I , j ∈ J1, t ∈ T , (9)

pijt ≤ Pmaxij

t∑

s=1

yjs, ∀i ∈ I , j ∈ J1, t ∈ T , (10)

∑

i∈I
ρijepijt ≤ Re, ∀j ∈ J1, e ∈ E, t ∈ T , (11)

qijt ≤ Imaxijt

t∑

s=1

yjs, ∀i ∈ I , j ∈ J1, t ∈ T , (12)

∑

i∈I
qijt ≥ Sminj

t∑

s=1

yjs, ∀l = 2, 3, j ∈ Jl , t ∈ T , (13)

∑

i∈I
qijt ≤ Smaxj

t∑

s=1

yjs, ∀j ∈ Jl , t ∈ T , (14)

qijt ≥ SSij

t∑

s=1

yjs, ∀i ∈ I , l = 2, 3, j ∈ Jl , t ∈ T , (15)

qijt−1 + pijt −
∑

k∈J2
xijkt − qijt = 0, ∀i ∈ I , j ∈ J1, t ∈ T , (16)
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qijt−1 +
∑

m∈Jl−1

ximjt −
∑

k∈Jl+1

xijkt − qijt = 0, ∀i ∈ I , l = 2, 3, j ∈ Jl , t ∈ T , (17)

∑

i∈I
xijkt ≤ Qjkzjkt, ∀l = 1, 2, 3, j ∈ Jl , k ∈ Jl+1, t ∈ T ,

(18)

T∑

t=1

yjt ≤ 1, ∀l = 1, 2, 3, j ∈ Jl, (19)

wjst = yjs, ∀l = 1, 2, 3, j ∈ Jl, s, t ∈ T , t ≥ s (20)

∑

i∈I

∑

k∈Jl+1

xijkt ≤ M
t∑

s=1

yjs ∀l = 1, 2, 3, j ∈ Jl, t ∈ T , (21)

∑

i∈I

∑

j∈Jl
xijkt ≤ M

t∑

s=1

yks ∀l = 1, 2, k ∈ Jl+1, t ∈ T , (22)

pijt ≤ Muijt, ∀i ∈ I , j ∈ J1, t ∈ T . (23)

The financial constraints impose financial ratios, which are a useful section of
financial statements and provide standardized measures of a firm’s performance,
efficiency, leverage, and liquidity. In addition, new capital entries are limited and
repayments must prevent an ever increasing debt.

This work uses the categories defined by [3] and sets minimum/maximum thresh-
old values for performance ratios (return on equity (24) and return on assets (25)),
efficiency ratios (profit margin (26) and asset turnover (27)), liquidity ratios (current
(28), quick (29), and cash (30) ratios), and leverage ratios (long-term debt (31) and
cash coverage (32)).

NOPATt
Et

≥ ROEt, ∀t ∈ T , (24)

NOPATt
NFAt + CAt

≥ ROAt, ∀t ∈ T , (25)

NOPATt∑
i∈I

∑
j∈J4 SPijtOijt

≥ PMRt, ∀t ∈ T , (26)

∑
i∈I

∑
j∈J4 SPijtOijt

NFAt + CAt
≥ ATRt, ∀t ∈ T , (27)

CAt

STDt
≥ CURt, ∀t ∈ T , (28)

Ct + αt
∑

i∈I
∑

j∈J4 SPijtOijt

STDt
≥ QRt, ∀t ∈ T , (29)
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Ct

STDt
≥ CRt, ∀t ∈ T , (30)

LTDt

Et + LTDt
≤ LTDRt, ∀t ∈ T , (31)

EBITt + DPRt

IRtLTDt
≥ CCRt, ∀t ∈ T , (32)

where NFAt , CAt , Ct , and STDt stand for net fixed assets, current assets, cash, and
short-term debt in period t ∈ T , respectively, and are given by (33)–(36).

NFAt = NFAt−1 +
3∑

l=1

∑

j∈Jl
Cjtyjt − DPRt, t ∈ T , (33)

CAt = Ct + αt

3∑

l=1

∑

j∈Jl
Cjtyjt + IVt, t ∈ T , (34)

Ct = Ct−1 + αt−1

∑

i∈I

∑

j∈J4
SPijtOijt + (1 − αt)

∑

i∈I

∑

j∈J4
SPijtOijt + ncpt + bt

− μt−1(PCt−1 + TCt−1 + ICt−1) − (1 − μt)(PCt + TCt + ICt)

− TRt−1(EBITt−1 − IRt−1LTDt−1) −
3∑

l=1

∑

j∈Jl
Cjtyjt − IRtLTDt − rpt, t ∈ T ,

(35)

STDt = μt(PCt + TCt + ICt) + (EBITt − IRtLTDt)TRt, t ∈ T , (36)

where the earnings before interest and taxes in each period EBITt is given by

EBITt =
∑

i∈I

∑

j∈J4
SPijtOijt − CSt −

3∑

l=1

∑

j∈Jl

t∑

s=1

DPRstCjswjst, t ∈ T . (37)

Investment funds come from limited new capital entries and/or bank loans (38)
and new capital entries and repayments are limited as stated by constraints (39) and
(40), respectively.

∑3
l=1

∑
j∈Jl Cjtyjt = ncpt + bt, ∀t ∈ T , (38)

ncpt ≤ CPt, ∀t ∈ T , (39)

rpt ≥ IRtLTDt . ∀t ∈ T , (40)
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Finally, constraints (41)–(43) define the nature of the variables.

bt, rpt, ncpt ≥ 0, ∀i ∈ t ∈ T , (41)
pijt, qijt, xijkt ≥ 0, ∀i ∈ I , l = 1, 2, 3j ∈ Jl , k ∈ Jl+1, t ∈ T , (42)

yjt,wsjt, uijt, zjkt ∈ {0, 1}, ∀i ∈ I , l = 1, 2, 3, j ∈ Jl , k ∈ Jl+1, s, t ∈ T , s ≤ t. (43)

4 Case Study

The model proposed in this work is tested on the case study used by [11].
Company Alpha already exists and currently has three plants, each being able

to produce six of the seven products within its production capacity limits (lower
production limits are assumed to be zero) and having nonzero initial inventories.
Regarding warehouses and distribution centers, currently, the company holds none
and has identified four potential locations for the former and six for the latter. All
warehouses and all distribution centers have a minimum and a maximum handling
capacity for each time period, as well as safety stock requirements. Product flows
between facilities and between distribution centers and customers have upper limits.
Selling prices and demands for each of the seven products and each of the eight
customer zones are known. The initial nonzero balance of the company is also taken
into account. This specific case study considers a 4-years planning horizon.

The proposed model was solved using Gurobi 7.0 solver incorporated in Visual
Studio 15.0. The model for the problem instance described was solved optimally in
3.02 CPU seconds.

The total value created amounts to 2,326,120 monetary units.
The optimal network structure consists of the three existing plants (P1, P2 and P3)

and three warehouses (W1, W2 and W3) and four distribution centers (DC1, DC2,
DC3 and DC5) that are opened in the first year, see Fig. 1. The networks for time
periods 2 and 3 and for time period 4 are given in Figs. 2 and 3, respectively, which
are provided in the Appendix. The network structure remains the same over the 4-
years planning horizon as no other opening decisions are made; however, plant 2 is
only used in the first year. This, indicates that closing decisions should be considered.

Regarding the flows between facilities, apart from differences in flows values,
there are some changes in the used flows, but not many. These changes mainly occur
from year 1 to year 2, since most flows are kept for the remaining periods and with
the same value. Nevertheless, a decreasing trend regarding the number of used flows
was observed, which is mostly likely due the fact that in [11] the initial inventories
for each product at each plant are assumed to be the maximum capacity.

Tables1, 2 and 3 provide the transportation flows between facilities and between
facilities and customers for both our model and that of [11]. These flows are the total
value transported regardless of the product type over the 4-years planning horizon.
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Fig. 1 Network structure and used product flows for the first time period

Table 1 Total aggregated flows transported from the plants to the warehouses. (a) obtained by our
model. (b) reported by [11]

(a) (b)

Table 2 Total aggregated flows transported from the warehouses to the distribution centers. (a)
obtained by our model. (b) reported by [11]

(a) (b)

The results of our model show that it is possible to create more value for the
company if the correct financial decisions are taken, since the value of the company
we found is 32.40% larger than that of the one found in [11]. Recall that in comparison
to the work of [11], we consider that both bank repayments and new capital entries
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Table 3 Total aggregated flows transported from the distribution centers to the customer zones. (a)
obtained by our model. (b) reported by [11]

(a) (b)

are also decisions to be made; although limits to their values are imposed. Our
model allows for a balance between loans, repayments, and new capital entries in
order to decrease debt and keep a good financial performance; while imposing an
upper limit on new capital entries to finance investments because of the known
large costs of this funding option and a lower limit on bank repayments to prevent
an ever increasing debt. Moreover, the company is allowed to create an accounts
payable policy. Furthermore, we also improve on some financial calculations such
as depreciation, since the lifetime of each asset is known and the exact depreciation
values, if any, in each period can be calculated; real value of the cash is used (rather
than an assumed percentage of profit); financial ratios, in accordancewith accounting
rules, incorporate the net value of fixed assets (not their total value).

5 Conclusions and Future Work

Thiswork is particularly relevant as it extends the scope of financial issues considered
in SCND in a dynamic environment.

This paper proposes a mathematical model to address the problem of designing
a supply chain network integrating strategical and tactical decisions with financial
decisions and considerations, namely: number, locations, and sizes of the facilities
(plants, warehouses, and distribution centers); production (product mix and pro-
duced quantities at each plant), inventory (which products and quantities are held
at each facility), distribution (product flows); and investment decisions (loans and
bank repayments). Regarding the constrains, in addition to the usual operational
constrains, we also consider minimum and/or maximum threshold values for per-
formance ratios, efficiency ratios, liquidity ratios, and leverage ratios. The objective
function of the model is the maximization of the company’s value.

The work proposed here extends that of [11] since it uses a formulation in a
dynamic environment that approaches reality, allowing to make decisions for every
time period. In addition, it considers accounting rules and uses less assumptions:
considers decisions on repayments and new capital entries, improves depreciation
and cash calculations, and allows for creating an accounts payable policy.
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This work is limited in several ways and some extensions are already been consid-
ered. Currently, we are already working on incorporating the ability of closing and/or
selling existing facilities, in addition to being able to open new plants whenever nec-
essary. Another extension to address in the very near future is the incorporation of
stochastic elements.

Acknowledgements We acknowledge the support of FEDER/COMPETE2020/NORTE2020/
POCI/ PIDDAC/MCTES/FCT funds through grants PTDC/EEIAUT2933/2014 and 02/SAICT/
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Appendix

Fig. 2 Network structure and used product flows for the second and third time period
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Fig. 3 Network structure and used product flows for the fourth time period
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Performance Evaluation of European
Power Systems

Mário Couto and Ana Camanho

Abstract Electric power systems are facing significant challenges regarding their
organization and structure. Energy infrastructures are crucial to ensure a transition
to low-carbon societies, contributing to sustainable development. This paper uses
Data Envelopment Analysis to compare the performance of the power systems in
16 European countries using data available to the public. Three perspectives were
considered, focusing on technical aspects affecting quality of service, network costs
and environmental impact. It is proposed a new formulation of the DEA model that
estimates a composite indicator (CI) aggregating individual indicators which should
be minimized. The benchmarking results can give insights to electric operators,
regulators and decision-makers on the strengths and weakness of national power
systems and disclose the potential for performance improvements. Based on the
outcomes from the CI model, Austria, Croatia, Denmark, Germany, Greece, Ireland,
Italy and Netherlands are identified as the benchmarks for the power systems in the
Europe. The discussion of the results is intended to raise public awareness on the
performance of the European power systems and contribute to the definition of public
policies for the promotion of continuous improvement.

Keywords Electric power systems · Data envelopment analysis ·
Composite indicators · International benchmarking

1 Overview

Electric infrastructures have a strategic position in today’s society due to their impact
on the environment and industrial development. Therefore, the electric sector is cru-
cial to ensure the transition to low-carbon societies. This requires a growing share
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of renewable sources, improved energy efficiency and the promotion of the elec-
trification of the transport sector [1]. The electric sector has been experimenting
liberalization and restructuring processes over the three last decades. Historically,
these processes started in Chile and Argentina in 1980, spread to England andWales
in 1990, and then to other European countries, Australia, New Zealand, Latin Amer-
ican, and the United States [2]. In the European context, liberalization plays an
important role in the setting of the European common energy market. The creation
of this common market has three targets: reduction of carbon intensity, security of
supply, and establishment of fair and affordable prices for the consumers [1]. Ini-
tially, the goal of the liberalization process was the introduction of competition in
the sector, through the creation of competitive wholesale markets organized in terms
of pool mechanisms to establish the relationships between generator entities and dis-
tributors or large consumers [2]. The conditions of access to the networks were a key
feature to develop electricity markets. As consequence, the need to turn these access
conditions transparent and fair to all users led to unbundling the traditional verti-
cally integrated companies. This allowed the separation of generation assets from
transmission network activities and from the distribution sector. In the second step
of the liberalization process, distribution network activities were decoupled from
retailing activities. This lead to the creation of purely commercialization compa-
nies, without the ownership of network assets and not responsible for the operation,
maintenance or expansion of the networks. From this point of view, the frameworks
at the transmission and distribution levels are very similar. In both cases, there are
network activities usually provided as a natural monopoly, at a national or regional
level. Furthermore, there are several users in terms of generation companies, retailing
entities and consumers that must pay tariffs for the use of the network assets. Besides
the organizational changes, the liberalization and restructuring processes also had
consequences at the regulatory level. The new structure of the electric value chain
clearly created the need to regulate transmission and distribution network operators,
as they are not subjected to competition. According to [3], one of the consequences
of the unbundling of the traditional vertically integrated companies was the need to
pass new tariff codes, establishing a tariff system that sets the rules to determine the
tariffs for each activity. The existence of new players in the electric sector requires
the end user tariffs to reflect the costs all along the value chain, from generation to
demand (additive tariffs). At the European level, the Regulatory Agencies adopt dif-
ferent strategies to set the tariffs for the use of the networks. The role of Regulatory
Agencies is to guarantee economic viability conditions for network companies, the
promotion of economic and technical efficiency, the increase of quality of supply
levels and a more stable and less volatile environment [4]. The assessment of perfor-
mance of regulated operators requires the use of models that can account for different
regulatory objectives. Benchmarking has been adopted in several countries to com-
pare the performance of different operators. This paper describes a benchmarking
analysis of the electric systems of European countries, which can complement the
comparative analysis usually conducted at the utilities level. Unlike most previous
studies, which have focused either on the performance of generation assets or the
performance of grid operators to support the regulatory role for network businesses,
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we position our study at a country level. We aim to provide a new perspective con-
cerning the alignment of national power systems with the paradigms of sustainable
development, according to Elkington (1997) framework [5], named Triple Bottom
Line (TBL). This framework states that economic, environmental and social aspects
must be simultaneously taken into account when assessing the ability to meet the
needs of the presentwithout compromising the needs of future generations [6, 7]. The
purpose of our study is to benchmark the performance of power systems of European
countries concerning technical and economic aspects of network operation and envi-
ronmental aspects of electricity sourcing. In the scope of this research, the analysis of
power systems was performed considering the quality of supply, network costs and
the share of renewables in energy generation. Given the degree of heterogeneity in
terms of operating conditions and legislation settings in EU countries, these results
are not intended to be used for regulatory purposes. Instead, this study is a formative
evaluation that can allow a comparison of the status of the power systems in different
countries in terms of the three sustainability pillars. This analysis can highlight the
issues that should be addressed to facilitate the creation of a common electric mar-
ket, and contribute to the design of policies to reduce asymmetries among European
countries. Alternative approaches that could be used for regulatory purposes or target
setting should take into account the heterogeneity of countries. This would require
procedures such as a-prior clustering of countries, the use of conditional efficiency
measures or second stage analysis to correct the performance estimates for the effect
of non-discretionary or exogenous factors affecting the operation of power systems
in different countries. This type of assessments is out of the scope of the current
paper. The paper is organized as follow: Sect. 2 provides a literature review about
application of DEA in electric sector, sector Sect. 3 describes the context setting to
perform the research, sector Sect. 4 presents the model formulation, finally, in the
Sect. 5 the results are presented and discussed.

2 Literature Review

In what concerns the electric grids, the DEA technique has been widely applied for
utilities regulation. Indeed, benchmarking analyses have often been used for the eval-
uation of electricity transmission and distribution companies [8]. Several countries
use incentive regulation for electric utilities, which requires the use of performance
measurement techniques to assess relative efficiency and compute efficiency fac-
tors for tariff adjustment once that the competition is simulated through regulation.
Benchmarking regulation aims to make regional monopolies compete with a refer-
ence (an efficient model company) such that competition is achieved by comparison
with peers [9]. Reviewing the literature on this topic, the work of [10] provided
guidelines for the regulation of power transmission and distribution in China. The
efficiency of companies was estimated using DEA, and the results were comple-
mented with the identification of one or more yardstick companies through intensive
numerical experiments. The shadow prices corresponding to each input and output
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variablewere also determined. In the first phase of the study, the companieswere clus-
tered in groups according to their scale size and benefits received, in accordance with
the abundance of the power transmission and distribution companies in the area they
operate within China. This study focused primarily on the costs, electricity charges
and other technology and economy related variables. Then, the data from different
groups was classified and a relative overall efficiency measure was calculated using
DEA. Simab et al. [11] combined the use of DEA with fuzzy c-means clustering
(FCM) to obtain the parameters of a reward and penalty scheme for performance-
based regulation. The FCM algorithm contributed to identify similar distribution
companies and gather them into different clusters, while the DEA was used to set
a quality target for each electric distribution company. In some countries in Latin-
American, Iran, Italy Portugal and Norway, DEA is used as a benchmarking method
for the regulation of the distribution sector, with favorable results widely acknowl-
edged [12–21]. Concerning the electric distribution sector, in [20] the authors used
DEA to estimate the potential cost savings from horizontal mergers among distribu-
tion companies in Norway. They compared the results of post-merger performance
to identify plausible pre-merger motivations. It is also made a comparison between
regulated revenues and the regulated efficiency improvement requirements before
and after the mergers. From the survey of the literature, an important conclusion is
the lack of consensus on the choice of input and output variables to be included in the
benchmarking models. A possible explanation is the variation in data availability in
different settings, as well as the diverse objectives of the studies. In [18], the authors
discuss the best choice of input-output variables to measure technical efficiency in a
cost model and in a cost-and-quality model for the largest Italian distribution utility.
Their results show that quality has a significant effect to identify the efficiency scores
in different geographic zones. Although the scope of this work is not the regulation
of operators, the conclusions from previous works are important to define the indi-
cators to be used in our approach. Additionally, they provide the contextual framing
for the analysis of power systems with a triple bottom line perspective, including
economic and social aspects regarding network operation and environmental aspects
concerning the energy sourcing.

3 Context Setting

Theperformance evaluation of theEuropeanpower systemswas conducted observing
the three perspectives of the triple bottom line (economic, environment, social).
This analysis aims to explore the alignment of power systems with the sustainable
development paradigm and their contribution to environmental and social welfare.
Transposing the triple bottom line concept for the analysis conducted in this research,
the economic pillar is evaluated using the network costs, the social impact is assessed
by the continuity of supply (SAIDI and SAIFI) provided to the customers and by
the losses level in the transmission process. Finally, the environmental impact is
evaluated using the amount of electricity generated from renewable sources. Table1
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Table 1 Indicators used in the DEA model

Dimension Indicators

Social dimension: quality of supply SAIDI (minutes)

SAIFI (interruptions per year)

Losses (in % of consumption)

Economic dimension: cost performance Cost per kilometer (k e/km)

Environmental dimension: environmental performance Share of non-renewable energy (%)

presents the indicators used for the performance evaluation of the power systems of
European countries. All data used is available in the public domain.

A critical issue that often hinders this type of analysis is the unavailability of data
for some years, aswell as the dispersion of information inmultiple sources/databases.
Our analysis used the year 2014 as a reference, as this was the most recent year with
reliable data available for most countries. The only exception were the indicators for
quality of supply, which were collected for the year 2013. The data collected for the
performance assessment of 16 European countries are reported in Table2. The data
sources are also reported.

Normally, the quality of supply is evaluated in three dimensions: continuity of
supply, power quality and commercial quality. The continuity of supply is related to
the number and duration of interruptions. In this research, we focused the analysis
on the indicators more commonly used by electric utilities to represent the continuity
of supply [26]. This topic has been consistently in the agenda of the regulators, and
most European countries have standards for the levels of System Average Interrup-
tion Duration Index (SAIDI) and the System Average Interruption Frequency Index
(SAIFI), which characterize the quality of service provided to the customers. These
are the indicators used in our analysis, both measured on an annual basis using the
formulas shown in (1) and (2).

SAI DI =
∑

Ui Ni

NT
(1)

SAI F I =
∑

λi Ni

NT
(2)

The notation used is as follows: Ni is the number of customers for the network
point i , Ui is the annual outage time for the network point i (sum of all annual time
interruptions), λi is the failure rate at the network point i and NT is the number of cus-
tomers served by the electric grid. None of these indicators is weighted according to
the consumption. They are influenced by the level of investment in the network (lines
reinforcement, automated devices, network redundancy) and maintenance actions.
The values collected for SAIDI and SAIFI are for unplanned interruptions, excluding
the exceptional events like extreme weather conditions. These indicators are directly
provided by CEER (Council of European Energy Regulators) in [22]. Losses in the
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Fig. 1 Elements of the end-consumer price

electric grids are a significant part of the overall losses in the electric power system.
They can be defined as the amount of electric energy that is needed by an electric
system to supply the demand. A reduction of network losses would make an impor-
tant contribution to increase energy efficiency in electricity supply. Nevertheless,
there is a minimum level from which it is no longer possible to reduce the losses.
The electric losses are usually grouped in two main components: technical and non-
technical. The first one corresponds the conversion of the electric energy to heat
and noise during the transmission process. The second component is related to the
energy delivered and consumed, but it is not recorded by a meter due to a several
reasons, such as illegal consumption of electricity and errors in metering, billing and
data processing. According to the last report on losses of the CEER [24], there is
a lack of harmonized definitions and rules to quantify the different components of
losses across Europe, especially in case of the non-technical component. Thus, in
this paper losses are treated as a global value, computed in percentage of the con-
sumption (Losses/Annual EnergyConsumption), without distinguishing between the
technical and non-technical components. As the dimensions of the European electric
systems are very different, it is not appropriated to consider the losses in absolute
values, since larger countries will have larger values of absolute losses. The energy
bills paid by consumers have three components: energy, network and taxes/levies
[27], as shown in Fig. 1. The energy costs are subdivided in wholesale and retail
prices. The wholesale price corresponds to the burdens supported by the companies
to deliver energy, including fuel purchase, fuel shipping and processing, costs of
constructing, operating and decommissioning of power stations. On the other hand,
the retail price is relative to the sale of energy to the final consumer. The network
costs correspond to the costs incurred by transmission and distribution companies to
support maintenance and expansion of the grids. Lastly, the taxes and levies cover
the general taxation or specific levies defined by governments to support energy and
climate policies.

In the scope of this paper, the evaluation of economic performance of the European
electric systems was based on the network component of costs. The indicator used
was the network cost per kilometer. This data was obtained from EUROSTAT, using
the information about the different components of the electric price for households.
The circuits lengths for the different voltage levels and the electric consumption were
also considered to obtain the cost per kilometer. The network cost for each country
was computed using the expression shown in (3).
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Cost (per km) = pE × EC × %network costs

Ltotal
(3)

The notation is as follows: pE is the final electric price for households (e/kWh,
excluding the power tariff) weighted by the PPS (Purchasing Power Standard), EC is
the electric consumption of each European country and Ltotal corresponds to the total
length of the electric circuits encompassing all voltage levels in the value chain (Extra
High Voltage, High Voltage, Medium Voltage and Low Voltage). %Network Costs
represents the proportion of network costs in the total price for the end consumer. It
should be noticed that pE , EC , Ltotal were obtained in public database presented in
Table2.

We also collected from EUROSTAT the share of electricity from non-renewable
sources in gross electricity consumption.

4 Methodology

DEA is a non-parametric method that derives a single summary score of relative
efficiency for each decision-making unit (DMU) under assessment when compared
to a set of homogenous units. DEA estimates a relative efficiency score by the extent
to which the DMU (firm or country) under assessment matches or falls short of the
best performance levels observed in peers. The peers with best performance consti-
tute the anchors used for the estimation of a piece-wise linear frontier enveloping
the data of the sample under analysis. There are a number of considerations involved
in the construction of a DEA model, including the most appropriate returns to scale
assumption and the appropriate direction to be used in the measurement of the dis-
tance to the frontier. Regarding the returns to scale assumption, constant returns to
scale (CRS) assume that changes in the inputs result in equiproportional changes
in the outputs, irrespectively of the scale size of the unit under assessment. This
means that maximum productivity levels is assumed to be potentially achievable for
all dimensions of the operation. When the indicators underlying the evaluation of
performance are defined as percentages or ratios of outputs to inputs (which implic-
itly assume a fair comparison is possible irrespectively of the original scale size
of the operation or dimension of the countries under assessment), the DEA model
used should assume CRS. Thus, the model used in our study was built under a CRS
assumption. With respect to the orientation of the projection towards the frontier, an
input orientedmodel aims tominimise the amount of inputs consumed, and an output
orientation aims tomaximise the quantity of the outputs produced. In the performance
assessment reported in this paper, we depart from the traditional DEA paradigm con-
sidering the transformation of inputs (resources) into outputs (service delivered) and
consider the paradigm underlying the construction of composite indicators (CIs). In
a CI we only have performance indicators to be aggregated, so we can assume that
all units are comparable. Thus, following [28–31] who first suggested this type of
approach, we can have a unitary indicator underlying the evaluation of every DMU,
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interpreted as a “helmsman” attempting to steer the DMU towards the maximization
of performance. This paper develops a new formulation for the composite indicator
model, as shown in (4). It differs from the formulation proposed by [32], known as
benefit of the doubt, because the indicators considered in our assessment should all
be minimized, as lower values of the indicators correspond to better performance. In
our case, we have to consider a dummy output equal to one and several inputs to be
aggregated in the evaluation of the performance level of each country.

Max = u (4)

s.t.
m∑

i=1

vi xi j0 = 1 (5)

u −
m∑

i=1

vi xi j ≤ 0, j = 1, . . . , n (6)

vi ≥ ε, i = 1, . . . ,m (7)

Model (4)–(7) is computed separately for each country and the subscript j0 refers
to the country whose relative performance is under evaluation. xi j is the value of
the indicator i (i = 1, . . . ,m) observed for country j . u and vi are the decision
variables of the linear programming model. vi corresponds to the weight assigned
to indicator i (i = 1, . . . ,m) for the evaluation of performance, and u is the weight
assigned to the dummy output variable. It also corresponds to the optimal value
of the composite indicator score for the country under evaluation, as this is the
only component of the objective function. Model (4) aims to find the values for
the weights u and vi that enable the estimation of the performance of country j0 in
the best possible light. The performance (efficiency) measure for the country j0 is
maximised (corresponding to a composite indicator of performance resulting from
the aggregation of the performance indicators specified), subject to the constraint
that the efficiency measures must be less than or equal to one for all countries in the
sample when evaluated with similar weights (second constraint). The first constraint
corresponds to the normalization of the denominator of the efficiency measure (ratio
of the weighted dummy output over the weighted aggregation of inputs) for the
country under assessment ( j0). If using the optimal weights for country j0 no other
country reaches a score of aggregate performance higher than the value assigned to
country j0, it implies that the country defines the best-practice frontier. In this case
the objective function of (4) returns a score equal to one. Otherwise, country j0 is
considered inefficient, meaning that it is located below the frontier.

5 Results and Discussion

The performance of the European power systems was evaluated using model (4).
The results of the composite indicator model are shown in Table3. The average
composite indicator score is 89.9%, representing the average spread of performance
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Table 3 Results of the DEA
overall assessment

Country Overall CI score (%)

Austria 100.00

Croatia 100.00

Czech Republic 70.08

Denmark 100.00

France 81.64

Germany 100.00

Greece 100.00

Hungary 69.34

Ireland 100.00

Italy 100.00

Poland 73.70

Portugal 79.31

Spain 73.10

Sweden 97.40

The Netherlands 100.00

United Kingdom 93.68

of European Countries in relation to a best-practice frontier, which is assigned a
reference performance value of 100%.

Analyzing the results from Table3, the countries with best performance when
they can freely choose the weighting system that shows them in the best possible
light are Austria, Croatia, Denmark, Germany, Greece, Ireland, Italy and Nether-
lands. The other countries (CzechRepublic, France,Hungry, Poland, Portugal, Spain,
Sweden and UK) have score for simultaneous improvements in quality of supply,
network losses, energy sourcing and network costs. Note that the flexibility in the
choice of weights means that the indicators may be assigned quite different weights
across the 5 performance dimensions considered in the DEA model (including zero
weights). Thus, the countries located in the best-practice frontier may occupy a range
of different positions along the frontier, according to their profile in the dimensions
considered. For example, Greece is efficient mainly because of the cost per km indi-
cator, despite the modest performance in other indicators such as SAIDI and share of
renewables. It is thus important that administrative authorities interpret the CI scores
with caution, exploring the root causes of good performance signaled by the results
obtained. For example, the countries with a lower cost due to judicious investment
must be distinguished from situations of lack of investment. The trade-offs between
quality and cost should also be taken into account, as a country may adopt an ambi-
tious investment plan in the electric grid to achieve remarkable improvements in
the quality of supply, such that the low performance in one dimension is justified
by improvements in other dimensions. The potential for improvement in the dif-
ferent indicators considered in the analysis is summarized in Table4. These results
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Table 4 Outcomes for the DEA models
Description SAIDI SAIFI Losses Cost per

kilometer
Share of
non-renewables

Target Gain
(%)

Target Gain
(%)

Target Gain
(%)

Target Gain
(%)

Target Gain
(%)

Austria 33.96 0 0.82 0 0.05 0 14.6 0 29.85 0

Croatia 176.1 0 1.94 0 0.11 0 7.53 0 54.71 0

Czech Republic 28.4 −71.02 0.56 −67.08 0.04 −29.92 17.95 −39.05 60.35 −29.92

Denmark 11.25 0 0.32 0 0.06 0 15.6 0 51.51 0

France 37.82 −44.47 0.71 −18.36 0.06 −18.36 13.41 −18.36 52.14 −36.17

Germany 15.32 0 0.47 0 0.05 0 19 0 71.86 0

Greece 96 0 1.6 0 0.08 0 6.26 0 78.08 0

Hungary 41.29 −38.56 0.72 −30.66 0.06 −30.66 12.92 −30.66 57.58 −37.9

Ireland 82 0 1.18 0 0.08 0 8.84 0 77.1 0

Italy 42.27 0 1.63 0 0.06 0 9.92 0 66.58 0

Poland 36.34 −85.74 1.05 −65.16 0.05 −26.3 13.26 −26.3 40.38 −53.9

Portugal 70.35 −20.69 1.12 −35.96 0.06 −41.02 12.54 −20.69 38 −20.69

Spain 42.54 −26.9 1.04 −26.9 0.06 −44.74 12.62 −26.9 45.49 −26.9

Sweden 44.31 −37.39 0.93 −3.71 0.05 −2.6 13.5 −2.6 35.82 −2.6

The Netherlands 23 0 0.3 0 0.04 0 21.21 0 90.02 0

United Kingdom 30.39 −44.44 0.55 −6.32 0.06 −23.05 13.77 −6.32 58.43 −28.88

show the dimensions that require more attention in order to align practices with the
best levels observed in other countries. For example, Portugal has a potential for
improvement of at least 21% in all indicators considered, with the largest scope for
improvement being in SAIFI (36%) and losses (41%). The results reported in Table4
should be evaluated with caution since the required reductions may not be easy to
achieve. Cross-country comparisons always involve some degree on heterogeneity
in terms of operating conditions and regulatory settings, such that it may be difficult
to transfer good-practices observed elsewhere to a different context. Nevertheless,
some general conclusions can be drawn in terms of priority areas for improvement.

In order to keep losses at reasonably low levels, national regulators have estab-
lished incentivemechanisms that deliver rewards (or penalties) for network operators
whose losses are below (or above) a pre-set target level [33]. Thesemechanisms aim to
encourage distribution system operators to adopt policies leading to the optimization
of losses through network reconfiguration, operational procedures and investment
decisions. In general, losses are proportional to the amount of energy delivered and to
the distance between generation and consumption, and inversely related to the voltage
level of the network. Consequently, any measures or actions focused on reducing or
smoothing the demand for energy, motivating distributed generation, and upgrading
the voltage level of the network, will have a positive impact on losses. However, such
actions require investments. Given that the final tariffs are built based on an additive
principle, additional investments to enhance efficiency can lead to an increase in the
final price. Although such investment may be targeted for improvements of quality of



84 M. Couto and A. Camanho

service and network efficiency, the regulator has a key role to control the level of the
network investment to avoid its rise to unreasonable levels, with undesirable effects
on prices. As the energy sector has a capital-intensive nature, the policies must be
carefully considered and decisions must be made with a medium/long term horizon,
whereby remarkable improvements are not achievable in a short term. Quality of
supply also requires considerable investments to support improvements. It is signifi-
cantly affected by the percentage of underground cables of the distribution networks.
An improvement of the quality of supply could require better maintenance policies,
an increase in the automation level to support a faster service restoration, or a careful
evaluation of the possibility of replacement of overhead lines by underground lines
in critical areas. A country with the majority of the electric grid comprised by over-
head lines has more difficulties to ensure higher levels of service. The dispersion of
the consumption can influence the quality of supply. Typically, the rural zones have
less redundancy comparing with the urban zones, since it is more difficult to obtain
payback for the investments. Thus, when a line has a fault, the impact on the quality
of supply can be more serious than in the urban areas. For this reason, some coun-
tries analyze the quality of supply indicators per zones. In further research, it would
be interesting to decouple the indicators per zones (rural, urban, suburban) for each
country. Furthermore, nowadays there is a tendency to focus on asset management,
aiming to optimize the assets lifecycle and implement predictive maintenance. This
type of maintenance allows smarter decisions about when and where interventions
should be done to reduce overallmaintenance costs. The development of Smart-Grids
is also a pathway to have access to large amounts of data, which can lead to better
performance of electric grids in terms of quality of supply and losses. Therefore, in
the coming years, data analytics is expected to play an important role to improve elec-
tric grids management, moving from an investment-oriented perspective to a more
operational perspective. Next, we conducted individual assessments focused on cost
performance, quality of service and environmental performance. This is intended
to provide detailed insights of individual performance dimensions. The cost perfor-
mance assessment considered the indicator network cost per kilometer. The quality
of supply considered a composite indicator of SAIDI, SAIFI and Losses, computed
using model (4)–(7) to aggregate these three indicators using weights determined by
optimization. The environmental indicator considered the indicator share of energy
from nonrenewable sources. The results of these analysis are reported in Table5.
The results obtained for the individual performance dimensions are also pictorially
illustrated in Figs. 2 and 3. These figures plot the results of the overall performance
assessment (x axis) against the results of the performance assessments focused on
individual dimensions (cost performance in shown on the left of Fig. 2, quality of
supply on the right of Fig. 2, and environmental performance on Fig. 3. The dashed
horizontal lines in the graphs separate the first and last quartiles (percentile 25% and
percentile 75% for the individual performance dimensions).

Concerning cost performance, Greece presents the best performance, followed
by Croatia, Ireland and Italy. As previously explained, this assessment considers
exclusively network cost per km, and these countries have a significant percentage
of electric circuits comprised by overhead lines [22]. The price to install andmaintain
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Table 5 Results of the performance assessment of specific dimensions

Country Cost performance
(%)

Quality of supply
(%)

Environmental
performance (%)

Overall CI score
(%)

Austria 42.88 85.11 100 100

Croatia 83.13 37.04 54.56 100

Czech Republic 21.26 64.52 34.66 70.08

Denmark 40.13 100 57.95 100

France 38.10 54.05 36.55 81.64

Germany 32.95 100 41.54 100

Greece 100 47.62 38.23 100

Hungary 33.60 43.48 32.19 69.34

Ireland 70.81 51.95 38.72 100

Italy 63.10 63.49 44.83 100

Poland 34.80 57.14 34.08 73.70

Portugal 39.60 37.38 62.29 79.31

Spain 36.27 39.31 47.97 73.10

Sweden 45.17 74.07 81.16 97.40

The Netherlands 29.51 100 33.16 100

United Kingdom 42.59 50.85 36.33 93.68

overhead lines is smaller than in underground circuits. In contrast, despite the higher
prices, underground lines provided a better quality of supply since they are not
exposed to external agents (weather, trees, birds) like the aerial lines. In the report
about energy prices [27], the European Commission verified that for households the
network cost ranged from 0.022 and 0.097e/kWh. Due to the non-standardized data
information on energy costs is not easy to find explanations about the differences in
network costs. Such differences can be assigned to a wide differentiation of national
network tariffs regulation, cost allocation practices and physical differences in the
network infrastructure. It would be interesting to compare the percentages of network
costs used to remunerate the investments made in the electric grid and the part to
remunerate the operational costs. However, the available data does not allow such
comparison. Comparing the graphics from Fig. 2, one can conclude that the countries
with a larger undergrounded component (Austria, Denmark, Germany, Netherlands)
are in the top performance quartile for the quality of supply, while for the economic
performance they just appear in the second and third quartile. An opposite case
occurs for Italy, Croatia, Ireland and Greece, as they are in the top quartile for
cost performance, but they are located in the second and third quartiles regarding
quality of supply. A lower level of the cost per kilometer should be balanced with
a suitable performance in terms of quality of supply. For instance, Greece presents
a good performance for the cost but, it is in the second quartile for the quality
of performance. Regarding environmental performance (Fig. 3), Austria, Portugal,
Denmark and Sweden are the countries located in the top percentile and can be
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Fig. 2 Cost performance versus overall CI score (left) and quality performance versus overall CI
score (right)

Fig. 3 Environmental
performance versus overall
composite indicator score
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considered the best performers. Austria and Sweden have important water resources
to produce electricity through hydro power plants. An overview of the energy system
inAustria [34] shows that about 61%of the generation comes fromhydro stations, 8%
from wind and 2% from solar energy. Sweden has a similar situation to Austria, with
40% and 10% of renewable energy coming from hydro and wind [35], respectively.

The Portuguese and Danish cases are different. Since the end of 80s, Denmark
was one of the leaders in terms renewables sources, installing wind parks onshore
and offshore. About 43% of the generation comes from wind parks and 18% uses
biofuels sources and waste stations. Due to the latest oil prices crisis in 2007 and
2008, Portugal launched an ambitious program to increase the usage of endogenous
resources, mainly wind. As consequence, over the last decade Portugal became one
of the main European countries where a major part of the generated electricity comes
from renewables. Hydro power plants and wind parks represent about 50% of the
generation from sources without polluting emissions. The inefficient countries in
terms of environmental performance need to increase the share of renewable energy
in their generation portfolio. Obviously, to act on this vector, the availability of the
energy resource in the territory is crucial. For instance, the exposition to the solar
radiation or the existence of windy days to produce energy with acceptable costs
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are key factors to ensure the generation through renewables sources. Meanwhile, the
adoption ofmeasures to improve the energy efficiency is also important for ensuring a
better usage of the resources. Besides, the increasing share of renewables brings new
challenges for the operation of the electric grid. The combination of several sources
of renewable energy (solar, wind, hydro) needs storage capacity to store energy in
the periods in which the demand is smaller. For instance, during the sunlight hours,
the demand is smaller, and the surplus of solar generation should be stored to be used
during the peak hours of the load diagram. An increasing share of renewables on the
generation portfolio should not conduct to negative effects like increase of energy
costs due to incentives to support renewable energy or to contract ancillary services
to handle with the variability and uncertainty of the renewable sources.

6 Conclusions

In this paper, a single model is presented to assess the performance of European
Power Systems of 16 European countries. Traditionally, the DEA technique has
been applied to compare different companies at national or region level for regulatory
purposes. In this work, similar models and principles to those applied in regulatory
settings were adopted to compare the performance of electric power systems. The
data available to perform this benchmarking analysis is scarce and spread across
different sources, making it difficult to collect the information required for a cross-
country comparison. Our study used the most recent year with data available for
the majority of the indicators (year 2014), and complemented this analysis with
data on quality of supply for the year 2013. We started in an overall analysis of the
performance of the electric system, using a composite indicator aggregating cost,
quality and environmental aspects. This was followed by a detailed analysis of the
different dimensions of performance, focusing on the three sustainability pillars of
the Triple Bottom Line approach [5, 6]. From the results of the DEA model, one
concludes that the performance of a country can vary in the three dimensions.Austria,
Croatia, Denmark, Germany, Greece, Ireland, Italy and Netherlands are the best
practices according to the model presented in this paper. From the results, losses and
quality of service indicators are the main vectors to be addressed in some countries
like Czech Republic, France, Hungry, Poland, Portugal, Spain and United Kingdom.
Therefore, this type of benchmarking analysis is crucial to provide information on the
vectors that each country should act to improve its efficiency, taking into account its
performance in the other dimensions. Regulatory Agencies and decisionsmakers can
use thismethodology as tool to prioritize actions leading to enhanced energy systems.
An important highlight from this work is the need to standardize the practices in the
European states regarding the computation of losses, quality supply indicators, and
estimation of the energy prices. Data on these topics should be organized in public
repositories, to ensure the transparency of the information and the availability of
data for benchmarking purposes at a European level. Further developments of this
research can consider a wider range of indicators to construct new models with a
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more comprehensive view of the electric systems performance. For instance, in next
upgrades of this approach, other components of the final tariffs can be incorporated
to analyze the cost performance.
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The Demand for Healthcare Services
and Resources: Patterns, Trends
and Challenges in Healthcare Delivery

Sofia Cruz-Gomes, Mário Amorim-Lopes and Bernardo Almada-Lobo

Abstract Together with the significant improvement in health and longevity came a
number of health and economic concerns related to the demand for healthcare services
and resources: changes in the patterns of health and illness, increasing amount and
complexity of healthcare services demanded, rising health expenditures and uncer-
tainty about whether there will be enough human, physical and financial resources
to deliver the healthcare services needed. This paper aims to draw attention to the
importance of planning the demand for healthcare in the aforementioned context, to
create awareness of the need for a comprehensive study on the demand for healthcare
services and resources and to propose an integrated approach for planning them, to
inform managers and policy-makers on what can be the main challenges on assuring
healthcare delivery in the future.

Keywords Healthcare · Demand · Integrated framework · Planning

1 Introduction

The improved living conditions and the advances in medical science that occurred in
the past decades led to significant improvements in health and in longevity, which is
nowmainly due to the decliningmortality among older people [1]. However, together
with this achievement came a number of changes that are raising global health and
economic concerns. Healthcare systems around the world are now facing several
challenges related to the demand for healthcare services and resources. Changes in
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patterns of health and illness among individuals, increasing amount and complexity
of healthcare services demanded by the populations, rising health expenditures over
time and uncertainty about whether there will be enough resources to deliver the
demanded services are some of the main current matters calling the attention of
health researchers, managers and governments.

Health is oneof the highest priorities for people all around theworld andpromotion
and protection of health are crucial to both human welfare and sustained socioeco-
nomic development [2]. Thus, a better understanding of these topics—allowing an
accurate planning that can help to ensure that health systems can continue to provide
quality and timely healthcare services and to contribute to healthy populations in a
sustainable way—is of major worth.

This paper aims to highlight the importance of planning the demand for health-
care in the challenging current health and economic environment, to create awareness
of the need for a comprehensive study on the demand for healthcare services and
resources and to propose an integrated approach for planning them, to inform both
managers and policy-makers on what can be the main challenges on assuring health-
care delivery in the future. The remainder of the paper is organized as follows. The
next section presents and describes the problem under consideration. In Sect. 3, the
scientific literature on the different problem dimensions is briefly revised and some
research opportunities on assessing and planning for the future needs of healthcare
services and resources are pointed out. Section4 proposes an integrated approach
to address the identified gaps and the main contributions that may result from such
work. The last section is devoted to conclusions and final remarks.

2 The Problem

Overall, the problem can be summarized as the need to ensure that the necessary
healthcare services will be provided to patients who need them. However, ensuring
that future demand will be met depends on planning the different dimensions of the
problem: (1) the healthcare services that will be demanded by the population; (2)
the health human resources (HHR) that will be required to deliver these services; (3)
the financial resources that will have to be available for all the inputs that are needed
to produce them; and (4) the quality and timely delivery of healthcare to all who
need them. Thus, for a better understanding of the problem of planning the demand
and delivery of healthcare services, we decompose it in four different blocks, as
represented in Fig. 1. Each block represents one of the aforementioned dimensions,
which are logically and sequentially connected as the figure shows.

The first block represents the sub-problem of planning the demand for health-
care services. There are many factors driving this demand, which have been hardly
studied by health and economic researchers, both theoretically and empirically:
socio-economic, epidemiological and health-related, demographic and individual
characteristics and behaviors. Nowadays, in a context of rising co-existence of mul-
tiple health conditions, it is recognized that epidemiological factors are extremely
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Fig. 1 Problem framing

relevant on driving the decision of seek for care. Efforts should be made to under-
stand the patterns of the demand according to these factors, specially focusing on the
impact of the evolution of multiple diseases co-existence over the time and across
people from different contexts and with different individual characteristics. Under-
standing these complex and dynamic interrelations is of most interest to produce
accurate forecasts on the demand for healthcare evolution, which are crucial to sev-
eral purposes, such as planning for the capacity needed, informon regional disparities
and serve as basis for the sub-problem represented on block 2, where knowing the
outputs to be produced is imperative to determine the inputs that may be needed.

The second block concerns to the HHR demand planning sub-problem. Here, the
main issue is to translate the healthcare services demanded in HHR requirements.
There are many interesting insights arising from the study of this topic. In addition
to the more obviously useful information on the future demand for HHR, so that
an adequate planning avoids future imbalances and their consequences, a deeper
knowledge on the effect of the productivity in the delivery of healthcare over time
and on several possible allocations of the existent HHR between different healthcare
services are some of the useful information that can be used by health managers on
pursuing their goals.Additionally, since the human resources bill is usually the largest
single item in the budget for health, the requirements of HHR have a preponderant
influence in health expenditures, to which the following block is dedicated.

In the third block, the sub-problem of forecasting health expenditures is repre-
sented. Ultimately, the healthcare services delivery is dependent on the availability
of the financial resources needed to provide all the necessary inputs to produce
these services—physical and human. The expenditures depend on a range of factors,
whose relevance should be assessed and integrated in forecast models. Planning for
the future health expenditures is critical at government level, as they are ultimately
responsible for ensuring the continuity and sustainability of healthcare delivery.

Finally, the fourth block represents the sub-problem of dealingwith the challenges
in healthcare delivery. From the three previous blocks, insights on what can be
these main challenges arise from the analysis of the main trends in health and in
healthcare, and from the study on the demand for healthcare, on the subsequent
HHR requirements and on the financial sustainability of healthcare. In a context of
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growing incidence of chronic diseases and existence of multiple morbidities, patients
have changing needs and the volume and complexity of healthcare is rising, as well
as health expenditures. A better understanding of the main trends and challenges
should culminate in the study and evaluation of different modes of delivering care,
ensuring that access, quality and sustainability of healthcare delivery are safe.

3 Literature Review

This section is divided in three distinct sub-sections, each one of them directly related
to one of the sub-problems 1–3 previously described.

3.1 Healthcare Services

In his seminal work, Grossman [3] presents a health production model establish-
ing the relation between the demand for health and for healthcare, arguing that the
demand for healthcare is a derived demand, as it derives from the demand for ‘good
health’. By recognizing health as a capital good and that individuals have an initial
stock of health that depreciates with time and that can be enlarged by investment, he
synthesized that when purchasing healthcare services, consumers are not demanding
these services per se: rather, they want to produce ‘good health’ (the commodity)
using healthcare services (themarket goods) and their own time as inputs. This insight
revolutionized the way economists studied health related topics: it turns the attention
to health determinants, marking the begining of health economics as a sub-discipline
by replacing the healthcare economics that prevailed until then, where the demand
for healthcare services was studied as being a regular demand for a final consumption
good [4].

Since then, the demand for healthcare is recognized as a multidimensional and
complex demand, and studies analyzing the determinants of healthcare demand
started to include both types of factors: the ones that are known to drive the demand
for consumption goods, such as the income, the prices and the individual prefer-
ences, and others related to the demand for the investment good: health. It is now
recognized that the demand for healthcare ultimately depends on the seek for health
and that addressing epidemiological factors and its evolution is of most importance
for studying the problem of planning the demand for healthcare services.

In the last decades, the improved socio-economic conditions and the advances in
medical science led to significant improvements in health and longevity [1], respon-
sible for a significant demographic transformation and a subsequent drastic change in
the epidemiological profiles and in the patterns of health and illness. Chronic diseases
are now the world’s leading causes of death, and their burden is increasing rapidly [5,
6]. As the prevalence of chronic conditions continues to rise [7], several attempts to
understand themain causes and consequences of these epidemiological changes have
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been made, which are reflected in a vast scientific literature on the topic. It is now
known the prevalence of the most common chronic diseases and the main factors on
which it depends. It has also been showed that increases in the prevalence of chronic
diseases rise the demand for healthcare and generate new challenges on ensuring
the delivery and financing of healthcare services [8]. Furthermore, it is known that
chronic conditions tend to cluster, as people with one chronic condition are more
likely to also have others [9, 10]. This fact drove the researchers’ attention to the
study of the co-existence of multiple morbidities, which got a significant attention
in last years.

Due to the efforts that have been made on getting a better understanding of the
main determinants of the co-existence of multiple morbidities, we now know that age
and the co-occurrence of multiple morbidities are significant and positively related
[11, 12], which helps to explain the recent rise of multiple morbidities. Studies also
show that prevalence ofmultiplemorbidities is higher inwomen than inmen [13, 14],
maybe because women are generally more affected by non-fatal conditions [15], and
that socio-economic conditions are inversely associated with multiple morbidities
[16]. In this context, interesting studies on the effect of socio-economic conditions
were undertaken considering a space component.Overall, they conclude thatmultiple
chronic conditions occur earlier and more frequently in deprived areas, a conclusion
that can be very helpful to plan for the resources needed in each location, according
to their different healthcare needs. Multiple morbidity is known to be associated with
a decline in health outcomes and a subsequent increase in the utilization of healthcare
services and resources [17], as people with multiple conditions tend to have a higher
vulnerability to diseases and less resistance to health threats [13]. In fact, it has been
shown that patients with multiple chronic diseases demand for a greater array of
healthcare services and professionals [18] and that they are more likely to seek care
(and do it more often) than patients without multiple chronic diseases. This fact was
observed for all different types of healthcare services: primary care, inpatient care,
ambulatory care and emergency care [19].

Although both the prevalence of multiple morbidity and the impact of differ-
ent health conditions on healthcare demand have been widely studied, the complex
interaction between multiple co-existent diseases, demographic and socioeconomic
factors and its impact on the demand for healthcare services is less understood [20].
As an higher prevalence of multiple conditions increases the demand for healthcare
services and heightens its complexity [9], a deeper analysis of the interacting influ-
ences that lead to the complex pattern in the use of health services, addressing the
evolution on morbidity patterns and planning for the needs of the different types of
healthcare services (by location, service and specialty), are of most importance for
clinicians, researchers, managers and policy-makers, to improve healthcare delivery.

Themethods used to understand andpredict the epidemiological evolution evolved
from simple state-transition and statistical methodologies, that analyze and forecast
the incidence and prevalence of specific diseases, to more complex epidemiolog-
ical models, representing the epidemiology of disease occurrence and its asso-
ciation with a range of related factors and processes [21]. Due to the complex
nature of the interaction between epidemiology and several individual, social and
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demand-related factors, computational models and simulations, such as system
dynamics, discrete-event simulation, network analysis, and agent-based modeling,
are now seen as central research tools in epidemiology [22].

Within these approaches, agent-based modeling is recognized as a promising
approach to model the complex interactions and processes related to health condi-
tions. Although this type of models has been applied for single chronic diseases [23],
it is still underused among researchers and a broader use of agent-based modeling to
provide insights on population health and consequent demand for healthcare services
and resources is missing [24].

3.2 Health Human Resources

Since human resources account is usually the largest single item in the healthcare
budget, and that no health system can deliver healthcare services without them,
health human resources are widely recognized as the most important input of the
health system [25]. Although health workforce planning is not new, the attention
and resources allocated to workforce planning have increased in recent years [26],
as imbalances in the healthcare workforce are becoming a major concern in both
developed and developing countries [27].

HHR planning comprises the study and analysis of four key elements: supply,
demand, a potential gap, and possible solutions to solve imbalances [28, 29]. Studies
focused on the supply-side aim to forecast the future HHR, analyzing factors that
influence the movement of professionals into, through and out of the healthcare
workforce, as well as their motivation and organization [30]. On the other hand,
studies approaching the demand-side aim to predict the HHR that will be needed, or
demanded, in the future. These studies focus on the evolution of factors driving the
demand for healthcare services and on the estimation of HHR required to efficiently
deliver these services. Perhaps due to the relative simplicity of the data required to
address the supply-side of the problem, considerable attention has been placed on
supply approaches, with fewer endeavors on the demand-side [31].

On the demand-side, fourmain approaches to project future healthworker require-
ments can be identified in the literature, which differ in the way the required health-
care services are identified: health needs, services utilization/demand, service targets
and workforce-to-population-ratio [26, 32–35]. From these approaches, only the lat-
ter directly estimate the healthcare workforce requirements; the other three require
the estimation of HHR requirements as a step succeeding the estimation of future
healthcare services [33].

Several methods of converting services into workforce requirements can be found
in the literature. The most commonly used consists of assessing the time required
to complete tasks, measured by direct observation (time-motion studies, activity
sampling techniques and patient flow analysis) or by expert’s opinion [36]. This
method is not very demanding in terms of data and it is the only one involving
the healthcare providers. However, defining the necessary tasks can be difficult and
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time-consuming, and there is the risk of over-estimating the HHR requirements
[35]. Another method, based on productivity patterns, consists in applying labor
productivity measures to the expected needs for healthcare services. This approach
can be based on themaintenance of productivity levels or on productivity benchmarks
to be achieved [37, 38].

Involving theoretical economic fundamentals in HHR planning has also become
popular. Economics, which is ultimately about studying the allocation of limited
resources to unlimited necessities, can bring useful insights to the problem, namely
on the opportunity cost of human resources allocation between alternative produc-
tive processes [39]. In this context, the estimation of production functions relating
healthcare inputs (HHR and capital in health facilities) to healthcare outputs (deliv-
ered services) has become awidely usedmethod inHHR planning [40]. Although the
economic concepts and assumptions underlying the use of production functions are
suitable to the problem [41], the complexity of handling production functions with
multiple outputs contributed to a rising interest in the creation of indexes combining
outputs [42], and in nonparametric approaches for the estimation of production fron-
tiers, such as Data Envelopment Analysis [43, 44]. An inverse production function
can also be used to model the production of healthcare services [45]. This function,
commonly known as Input Requirements Function (IRF), is another way of over-
coming the limitation of handling multiple outputs [46], keeping the key economical
concepts of the production functions. Using IRF to understand the demand for labour
has been a very popular approach in several sectors, including banking, insurance,
manufacturing, electricity, railways and agriculture [47, 48]. However, despite the
strengths and adequacy of using IRF and besides its popularity in other fields, the
use of IRF in the healthcare field is almost inexistent.

3.3 Health Expenditures

Within the literature on health expenditures (HE) two different types of studies can
be found: the ones that want to provide a better understanding on the determinants
of health expenditure and the ones that intend to forecast health expenditures [49].
The first type of studies urged from the interest on understanding the main factors
causing the rapid increase of HE in many developed countries by 1960 [50]. More
recently, the concerns on the financial sustainability of the upward trend in national
health expenditures in recent decades boosted the development of forecastingmodels
to project HE evolution and inform on its sustainability [51]. Overall, most of the
health expenditure literature still only tries to understand past drivers of HE, rather
than project health expenditures into the future.

The models to forecast health expenditures can be classified according to the
aggregation level of the unit of analysis. Hollenbeck [52] distinguished between
disaggregate models, where a micro unit such as individuals or households is con-
sidered, and aggregate models, which are dedicated to the analysis of a macro unit,
such as a cohort of individuals or a whole country or region. Later, Astofi et al.
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[53] refined this classification identifying three different classes of forecast mod-
els: micro, component-based, and macro. Although the choice between the available
models must always be driven by the policy questions that need to be answered,
some authors believe that the evolution in both the data availability and the com-
puting power will lead the forecasts of HE to complicated micro-level models [53].
However, Zhao [49] showed that when the main goal is to accurately forecast aggre-
gate health expenditure, these models require considerably more data and effort, and
projections may be worse than the ones obtained with macro-level models.

In the past decades, several macro studies have tried to address the determinants
of HE. The drivers of HE have been grouped according to their nature in several cat-
egories: macroeconomic, organizational, technological, demographic, lifestyle and
environmental. More succinctly, some authors [54] distinguished the factors influ-
encing the future trajectory of HE as demand factors, such as aging, health status and
income; and supply factors, such as technological progress, productivity and health
prices.

Within the wide range of HE determinants, income was the first to be related to
health expenditures [55] and it is still considered themost important factor in explain-
ing differences in the level and growth of HE [56]. In his seminal work, Newhouse
[57] found the GDP to be statistically significant on explaining HE, a fact that is
nowadays generally accepted, after several other authors confirmed the existence of
a positive correlation between variations in national income and variations in HE.
These findings show that national HE are highly related to a country’s state of eco-
nomic development, which according to Wagner’s law [58] states that government
spending increases as the national income increases, mainly due to an increase in
demand for public services. Population aging is also considered as a major determi-
nant of HE [59] and another of the most studied factors. The literature on this topic,
however, is not unanimous. While some authors argue that HE largely depend on
the size and structure of the population and tend to rise due to an increase in life
expectancy and consequent decline of the health status of the population, expansion
of morbidity and burden of healthcare [60], others give preference to the argument
that aging, per se, is not that relevant: HE are considerably higher in the period pre-
ceding death and increases on the life expectancy only postpone the expenditures,
rather than raise them [54]. These two opposite theoretical standpoints result in dif-
ferent factors considered in empirical analysis: while the first leads to the study of
demographic indicators, such as the share of elderly population or the life expectancy,
the latter includes pure health-related variables translating the needs for care, such
as health-status or morbidity [61].

The supply factors have also been pointed as a relevant driver of HE. The inclusion
of factors such as the number of physicians or the number of beds can be explained
by the direct dependency between HE and physical and human resources’ levels
of a health system. The number of physicians is the most considered explanatory
variable in this class for three main reasons: first, because healthcare is a labor-
intensive industry, where the human resources are more representative of health
expenditures than the physical resources [62]; second, the number of physicians
has been the indicator selected to capture the supply-induced-demand effect, as it is
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known that supply and demand for healthcare are not independent from each other
and that asymmetric information exists between physicians and patients [63]; and
third, because from a higher access to healthcare usually comes a higher utilization,
specially in the presence of unmet needs [64]. Overall, these studies found a positive
and statistically significant relation between the number of doctors and the aggregate
HE. Also from the supply-side, technological progress has also been cited as a major
driver of HE. The pioneer work of Newhouse [56], considering the relevance of
technological change on health expenditures, has been extended by several other
authors [65–67] studying the impact of technological advances on the evolution of
the HE. Many proxies for changes in health technology have been used, such as
surgical procedures performed, life expectancy [65], pharmaceutical spending [68]
or R&D expenditures [66]. In most of the time-series studies, a time trend [69] or a
time effect [67] are frequently used as proxies for the technological progress. Overall,
these studies confirmed that technological progress is, in fact, a major determinant
of health expenditures.

Several other factors can be found in the literature. The vast list of health expen-
ditures determinants studied so far includes many other less studied drivers and
variables with lower demonstrated relevance, such as health prices, insurance cover-
ages, total or young population, education expenditures, life-style factors, utilization
indicators and indicators related to the health system itself, as the share of public
health expenditure or the out-of-pocket payments. However, and despite the number
of studies reviewing the determinants of HE and trying to anticipate its evolution, the
factors driving HE remain only imperfectly understood and empirical explanatory
forecasts applying time-series approaches are almost inexistent.

4 Research Opportunities and the Proposed Approach

This section presents some of the gaps identified in the literature and proposes
research directions both to assess and plan the future needs for healthcare services and
resources and to provide insights on the patterns and trends of healthcare delivery,
helping the several health stakeholders facing the challenges on healthcare deliv-
ery. Despite the undeniable interest of the field and the growing number of studies
devoted to such issues, the problem is not closed, as there are no established preferred
methodologies to approach it.

4.1 Healthcare Services

Despite the rising interest on understanding the complexity inherent to the co-
existence of multiple health conditions and its impact on the demand for healthcare,
there is clearly space to contribute to the knowledge on this topic. First, the analy-
sis of multiple co-existent conditions is usually made considering only the chronic
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conditions, and a better understanding on the interaction between chronic and non-
chronic disease is also of major interest. Second, most of the studies intended to
provide knowledge for a specific disease (or group of diseases) and its association
with other conditions that are previously known to be related, which can hide less
obvious relations between conditions. Third, studies dedicated to the analysis of co-
existent diseases and their evolution over time consider a simple count of conditions
or, more succinctly, if the individual has or not two or more chronic diseases at the
same time. Forth, studies analyzing longitudinal changes in morbidity over time and
through the life course are limited, as well as analysis considering cohorts effects on
the co-existence of health conditions. Finally, most of the research is only focused
on the analysis of historical data and does not go further in assessing for the future
healthcare services demanded to contribute to a more informed planning.

The literature reviewed points to several topics worthy of investigation, where it
stands out the lack of a wider approach, capable of dealing with the complexity of
the problem as a whole.

An agent-based simulation model could be developed to detect the complex pat-
terns on the evolution of multiple conditions through their association with the co-
occurrence of other current or previous chronic and non-chronic conditions, as well
as of other relevant factors, such as age, gender, and residence location. These pat-
terns may then be used to simulate how illness and morbidity will evolve and the
subsequent services utilization, using projections for some relevant variables (e.g.,
demographic) and considering specific ‘what if’ scenarios (e.g., change in the preva-
lence of a specific condition) and the results on the expected healthcare utilization
may allow to infer whether the current physical capacity would be enough to provide
the expected volume of healthcare services. Furthermore, as this simulation model
may include both a space and a time dimension, it would also allow for a further
assessment of eventual regional asymmetries, and to describe how illnesses evolve
over time, age and cohorts.

4.2 Health Human Resources

Ensuring the delivery of healthcare services is also crucially dependent on planning
for the HHR needed to properly deliver these services. The literature reviewed on
this topic shows there is still room to contribute to the extension and diversity of
the available methods to forecast the HHR demand. In fact, while there is a growing
agreement that planning the demand for HHR should be based on healthcare needs,
less accordance exists on the best way to translate needs in HHR requirements [28].

A new approach to empirically quantify the relation between healthcare services
and workforce requirements, modeling the relation between services and human
resources, may result in an interesting contribution to the challenging task of trans-
lating healthcare services to HHR requirements if conjoining four main aspects: (1)
analyze healthcare services by medical specialty, which have the advantage of cap-
turing some relevant specificities that otherwise pass unnoticed; (2) analyze labor
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productivity evolution and its impact on the healthcare services delivered over time;
(3) consider a specification that assumes that labor can be planned and sized accord-
ing to the needs; and (4) analyze HHR requirements for different types of healthcare
services. This approach may rend in an efficient tool for the estimation of the HHR
required and it may also contribute to a deeper knowledge of the healthcare delivery
process by revealing possible options for HHR allocation and opportunity costs of
labor. Furthermore, by accounting for the technological progress and for the pro-
ductivity of health professionals, it may allow the analysis of the labor productivity
evolution and its impact on the healthcare services delivered over time, which is
critical to plan for the future needs of HHR.

To empirically quantify the relation between healthcare services and the HHR
requirements in a multi-output context, a Labor Requirements Function may be pro-
posed, relating the number of physicians with a set of specialty specific workload
and capital variables. This methodology is based on the assumption that health deci-
sion makers do not control the demand for healthcare services, but they can size and
adjust the level of HHR in response to a given expected demand. By using period
fixed effects, this methodology allows to infer on the impact of labor productivity
and technological progress on healthcare delivery. Furthermore, elasticities of mean
labor use, marginal rates of technical substitutions between healthcare services and
returns to scale could be analyzed to provide further insights on opportunity costs of
labor and different possibilities for allocate the existing HHR. These insights could
further be used in simulation models to study the effect of specific ‘what-if’ scenar-
ios and infer on the impact of utilization or demographic changes on the demand for
HHR.

4.3 Health Expenditures

The rising health expenditures experienced over the last decades have urged
researchers to review their determinants and to try to anticipate the respective evo-
lution. However, the factors driving health expenditures remain only imperfectly
understood and empirical explanatory forecasts applying time-series approaches are
almost inexistent.

A contribution to the field must compile both the existent knowledge on health
expenditure drivers and the main insights on the adequacy of the models and
approaches in a macro-level forecast of HE to inform governments and managers on
their expected evolution and on the sustainability of healthcare delivery. An inter-
esting contribution may rely on an explanatory forecast of HE associating the fol-
lowing main characteristics: (1) Macro-level analysis of HE at the single-country
level to provide an aggregate view and identify national specificities and trends; (2)
Multi-variable approach, considering the most relevant drivers of HE, both on the
demand-side, represented by socio-economic and demographic variables; and on
the supply-side, including the technology and the number of physicians; (3) Time
series techniques to detect non-stationarity and long-run relationships between the
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variables; (4) Multi-equation time-series model estimation, exploring and describing
both the long-run relationships and the short-run dynamics between the variables;
(5)Forecast HE using the estimated model.

To infer on howmuchwill the health expenditures reach in the short- and long-run
future if no actions are taken, the use of a Vector Error Correction (VEC) model may
be pursued: a multi equation time series econometric model relating HE and some
other relevant macro indicators. This model would allow to account for both non
stationarity of the data and possible existence of cointegration. Through this model,
the main factors driving the changes in health expenditures, as well as both the long-
run relations and the short run dynamics between health expenditures and its drivers
may be investigated. Furthermore, it would be possible to use the estimated model
to forecast health expenditures for the future, based on the projections available for
the main determinants that are found to impact health expenditures.

4.4 Integrated Approach

To approach the research opportunities identified, we propose an integrated frame-
work to the problem of planning the demand and delivery of healthcare services. This
four-steps framework, represented in Fig. 2, aims to help ensuring that healthcare ser-
vices will be provided to whom may need them. Each of the four steps is directly
related to one of the four dimensions identified in the problem: (1) the healthcare

Fig. 2 Integrated approach
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services that will be demanded; (2) the health human resources that will be required
to deliver these services; (3) the financial resources that will have to be available
for all the inputs that are needed to produce them; and (4) the quality and timely
delivery of healthcare. For each of the three first steps, the data required, the core
analysis suggested and the main insights and outputs resulting from the analysis are
described in the figure. Furthermore, the connection between outputs of one step
and data required to perform the step following are also represented: Step 2 should
use the level and mix of healthcare services that are expected to be demanded in the
future to estimate the HHR requirements, and Step 3 should consider these HHR
requirements as a driver to forecast HE. The fourth step consists on the joint analysis
and evaluation of the insights and outputs resulting from the three previous steps, on
the main trends and patterns of healthcare delivery. This information should be used
to infer about what can be the main challenges on the future of healthcare delivery,
and to provide knowledge and tools to deal with them, enabling alternative modes
of healthcare delivery and ensuring the continuity and sustainability of healthcare
delivery.

5 Conclusion and Future Work

This paper draws attention to the current health and economic concerns related to the
future demand anddelivery of healthcare: changes in the patterns of health and illness,
increasing amount and complexity of healthcare services demanded, rising health
expenditures and uncertainty about whether there will be enough human resources
to deliver the healthcare services. These issues have been calling the attention of
health researchers, managers and governments and highlighting the importance of
planning the demand for healthcare services and resources.

As we attempted to show, and despite the undeniable interest of the field and the
growing number of studies devoted to these issues, the problem is not closed. By
pointing out to some research opportunities we hope to stimulate future research
focused both on providing a better understanding of the factors driving the demand
for healthcare services and resources and on developingmodels to accurately forecast
their expected evolution for the future: the healthcare services that will be demanded,
the HHR that will be required to deliver these services and the financial resources
that will be needed for all the inputs required to produce them.

Furthermore, we plan to apply the proposed four-step framework, making use of
econometric and operational researchmethods, to assess and plan the future needs for
healthcare services and resources. As so, we hope to contribute for this undeniably
interesting field of research and tomake a fruitful contribution to society by providing
useful insights on the patterns and trends of healthcare delivery, which may help on
the challenging task of planning for the future demand and delivery of healthcare
services.
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Planning the Delivery of Home-Based
Long-Term Care: A Mathematical
Programming-Based Tool to Support
Routes’ Planning

Daniel Espadinha and Teresa Cardoso-Grilo

Abstract The adequate planning of home-based long-term care (HBLTC) is essen-
tial in the current European setting where long-term care (LTC) demand is increas-
ing rapidly, and where home-based care represents a potential cost-saving alternative
from traditional inpatient care. Particularly, this planning should involve proper route
planning to ensure visits of health professionals to patients’ homes. Nevertheless, lit-
erature in the specific area of HBLTC planning is still scarce. Accordingly, this paper
proposes a tool based on a mathematical programming model—the LT Croutes—for
supporting thedailyplanningof routes tovisitLTCpatients’ homes inNationalHealth
Service-based countries. The model allows exploring the impact of considering dif-
ferent objectives relevant in this sector, including the minimization of costs and the
maximization of service level. Patients’ preferences, traffic conditions and budget
constraints are also considered in the proposedmodel. To illustrate the applicability of
themodel, a case study based on theNationalNetwork of LTC inPortugal is analyzed.

Keywords Health care planning · Long-term care · Home-based care ·
Route planning · Mathematical programming

1 Introduction

HomeHealth Care (HHC) delivery is an important component of health care systems,
having the potential to reduce costs of health care provision and free capacity in
overcrowded acute care settings [14]. Nevertheless, this potential is found not only
for general acute care services, but also in the Long-Term Care (LTC) sector.
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LTC can be provided in both formal and informal settings [11]. In fact, although
informal delivery of LTC by families traditionally represents a cornerstone of LTC
delivery, the development and strengthening of formal Home-Based LTC (hereafter-
called HBLTC) by health professionals currently represents a policy priority across
European countries. This is not only due to the expected growing demand for LTC,
but also to the decreasing reliance on informal care provided by families, due to
the increase in female employment and migration of the younger members to urban
centers [9, 19, 22].

Within this context, and considering the current pressures to reduce health care
spending acrossEuropean countries, such as is the case of Portugal, there is clearly the
need to plan the adequate provision of HBLTC. In fact, when considering European
countries where health care services are provided within a National Health Service
(NHS), such as it is the case of Portugal [17], home-based care services poise an
appealing cost shift and potential cost-saving alternative from traditional inpatient
care.

This adequate planning implies, among other issues, the planning of routes for
HBLTC provision. This planning is typically performed manually, resulting in high
organizational efforts and potentially non-optimal routes—and this may result in
higher costs incurred in the care delivery process, as well as on poor service levels.

According to [9], a review on HHC routing and scheduling models revealed that
mathematical programmingmodels represent a keymethodwhen the aim is to support
the planning of routes, with the most frequent approach being extensions of the
Vehicle Routing Problem (VRP). Still, when considering the particular case of route
planning of HBLTC services, no related-study was found.

Within this context, this paper develops a general tool based on a mathematical
programming model that can be used to support the planning of routes to patients’
home in NHS-based countries, so as to respond to the growing demand of HBLTC—
this model will be hereafter called LT Croutes . The particular case of home health
care provided within the scope of the National Network of LTC (Rede Nacional
de Cuidados Continuados Integrados, RNCCI) in Portugal is used as case study to
illustrate the usefulness of the proposed approach. The LT Croutes aims at informing
the practitioners on the optimal routes to visit their patients’ homes on a daily basis.
Themodel allows exploring the impact of considering different objectives relevant in
this sector, such as the minimization of costs (measured in different ways, including
travelling time and number of vehicles required to perform the routes) and the max-
imization of service level (measured by the percentage of patients visited). Patients’
preferences, traffic conditions and budget constraints are also imposed to explore the
impact on planning decisions.

This paper contributes to the literature in the area by:

i. Proposing a tool that can be used to support route planning decisions of HBLTC
delivery on a daily basis;

ii. Exploring the impact of accounting for different objectives relevant in this sector,
such as the minimization of the costs (measured in different ways) and the
maximization of service level;
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iii. Proposing a planning model that allows accounting for patients’ preferences and
traffic conditions;

iv. Proposing a generic approach that can be used to plan HHC delivery in general,
and that can be applied to other regions of Portugal or other countries with a
NHS.

This paper is organized in six sections. Section2 presents a literature review on key
studies in the area, followed by some background information in Sect. 3. Section4
presents the mathematical details of the proposed model. Section 5 presents the case
study and the results obtained for different objectives. Finally, Sect. 6 presents the
conclusions and possible lines of further research.

2 Literature Review

A vast literature exists on HHC logistics management. Gutirrez and Vidal [10] pro-
vide a framework presenting three different dimensions that should be considered
when planning HHC delivery: (i) the planning horizon, (ii) management decisions,
and (iii) services processes. Regarding the planning horizon, and depending on
whether one is dealing with strategic, tactical or operational decisions, the time
horizon may be long (years), medium (months or weeks) or short (days), respec-
tively. Concerning the second dimension, different groups of management decisions
may need to be accounted for: network design, transportation management, staff
management and inventory management. Finally, the third dimension describes the
services processes at the medical, patient and support services levels.

Within this setting, this paper is focused on a specific challenge related to trans-
portation management, namely, the HBLTC routing problem. Accordingly, a tool
is proposed to support the planning of HBLTC routes on an operational level, thus
providing information on how to plan the routes to patients’ homes on a daily basis.
To the authors knowledge, no study exists proposing planning models to solve the
HBLTC routing problem, but several studies exist dealing with routing problems
in the health care sector in general. For this reason, the focus of this review will
be on studies proposing methods to solve health care routing problems, since these
methods have potential to be applied for the particular case of the LTC sector.

Home Health Care as a Vehicle Routing Problem

The framework presented by [10] show how HHC planners face complex and chal-
lenging planning problems on different decision levels, including routing decisions.
And according to [9], mathematical programming models represent the most widely
used approach to deal with routing problems in HHC settings, with VRP playing
a key role in this area, particularly, Home Health Care Vehicle Routing Problems
(HHCVRP). HHCVRP formulations differ in several dimensions. Particularly, one
can find (i) deterministic or stochastic models, and (ii) mono- or multi-objective
models:
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i. Since not all data is known in advance and uncertainty in demand is a reality faced
by many HBLTC providers, stochastic models play a central role when planning
in real-world situations (see, for instance, [5] for a comprehensive review on
stochastic planning in general; and [18] for stochastic HHCplanning). Still, most
literature in the area is based on deterministic models that ignore the impact of
uncertainty on planning decisions [9];

ii. Regarding the number of objectives, many existing studies opt to consider only
one single objective (see, for instance, [1, 3]). Nevertheless, multiple and con-
flicting objectivesmay need to be pursued—e.g., [6] present one of the fewmulti-
objective approaches in the area, by proposing a bi-objective model focused
on the minimization of total costs and minimization of client inconvenience.
And when multiple objectives are accounted for, different approaches may be
followed [8]: (i) One can identify compromise solutions, the so-called Pareto
optimal or non-dominated solutions; (ii) Alternatively, one can identify the best
non-dominated solution through the aggregation of thismultiplicity of objectives
into an overall objective function using a set of weights.

This review is thus focused on deterministic models, since the aim of this paper is
the proposal of a tool for supporting daily route planning of HBLTC services while
ignoring the impact of uncertainty. Also, acknowledging the relevance of accounting
for multiple objectives, this paper explores the impact of different objectives but
through the use of a mono-objective model, i.e., different versions of the objective
function are considered depending on the planning circumstances—in fact, a wide
variety of objectives may need to be accounted for, as described below. And concern-
ing the constraints that should be considered when the aim is to ensure an adequate
planning of HHC routes, a set of key constraints may be worth to be considered, as
also described in detail below.

Key Objectives in HHCVRP

A key objective found in VRP studies is usually the minimization of travelling costs
(either in monetary terms or in distances travelled) (see, for instance, [20]). However,
in HHC settings, rather thanminimizing traveling distances, most studies propose the
minimization of the travel time spent by caregivers traveling to patients’ homes, or,
alternatively, the travel cost associated with moving between patients’ homes, since
working times are often considered as the main cost factor [9]. According to [9] other
objectives include (i) maximizing the preferences of patients (for a specific caregiver
or visit time window), (ii) minimizing the number of nurses needed, (iii) maximizing
the number of tasks performed, and (iv) maximizing fairness, i.e., balancing the
workload amongst the staff. Still, although relevant in contexts of budgetary cuts in
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Table 1 Key features analysed in home health care routing problems, and in the LTC sector in
particular

References Multiple objectives Preferences Traffic
conditions

LTC

Travel
time/cost

Service level

[3] �
[20] �
[6] � �
LT Croutes � � � � �

health where it is not possible to fully satisfy health care demand [2], no study was
found considering service level-related objectives.1

Table 1 summarize key studies and features that are relevant to be considered
when developing planning models to deal with the HHC routing problem. It can be
concluded that no study exists considering service level-related objectives (account-
ing for the reality that it is not always possible to fully satisfy health care demand)
together with cost objectives, which is essential for countries facing budgetary cuts
in health (such as happens in several European countries, including in Portugal).
Also, traffic conditions are not typically considered in existing studies, and no study
considers the specificities of the LTC sector. Furthermore, patients’ preferences are
especially relevant in HBLTC, representing a key aspect that should be considered in
planning models in this sector. Accordingly, it can be concluded that there is space
to develop research devoted to the development of planning models based on math-
ematical programming so as to support the route planning of HBLTC, and so the
LT Croutes fills this gap in the literature. Up to the authors’ knowledge, the model
proposed by Braekers et al. [6] is the one more closely related to the model pro-
posed in this study (the LT Croutes model), but it still does not account for service
level-related objectives and traffic conditions, and it is also applied to an health care
context other than LTC.

3 Problem Statement

The present paper proposes the LT Croutes model to support the planning of routes
to patients’ home within the HBLTC sector, with background information being
presented in this section.

1Within the context of this study, service level related-objectives represent objectives related to the
maximization of the number of patients that can be served within a limited budget—note that this
concept differs from the one associated with patient inconvenience and preference focused in [13]
or [6].
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Planning Home-Based Long-Term Care (HBLTC) Delivery

Being focused on the planning of routes to ensure HBLTC delivery in NHS-based
countries, this paper considers the Portuguese National Network of LTC (RNCCI)
as reference. This network was created in 2006 so as to ensure the formal provision
of LTC and ensures the delivery of institutional care (IC), ambulatory care (AC)
and home-based care (HBC) [16, 19]. For the purpose of this paper, only the HBC
component of the network (i.e.,HBLTC) is considered for planningpurposes.HBLTC
comprises the delivery of both social and health care services by a multidisciplinary
team of professionals, including physicians, nurses and physiotherapists, and its
adequate planning involves making decisions on the optimal routes to be performed
by these professionals so as to visit patients’ homes on a daily basis.

Planning Objectives

Depending on the planning context, different objectives may need to be pursued.
Particularly, policy statements and literature in the area suggest that a key policy
objective in any NHS-based country include ensuring universal coverage of LTC
demand [2, 9, 19]. Still, when considering the current European context of severe
budget cuts, there are very high pressures to place cost considerations as a key
priority when planning health care delivery. Since a key cost component associated
with HBC delivery are travelling costs, minimizing these costs appears as a key
policy objective in this area—and in particular, minimizing these travelling costs
may imply minimizing different cost components, such as travelling time and the
number of vehicles required to visit patients. Also, since it may not be possible to
fully satisfy HBLTC demand, maximizing service level is also a key objective in the
area.

Key Constraints

Depending on the planning context, some particular constraints may also need to be
considered when planning the daily routes for practitioners in the field of HBLTC.
Particularly, the preferences of patients for a specific time period for their visit and
the impact of traffic conditions on different periods of the day are key constraints to
be considered in this context, andmay have a significant impact in planning decisions
(as confirmed in Sect. 2).

4 Mathematical Formulation of the Model

The notation used for the model formulation is presented below, together with the
mathematical formulation of the objectives and key constraints of the model.
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4.1 Notation

Indices and Sets

v ∈ V Vehicles
j, i ∈ J = Jo ∪ Jm Nodes representing primary health care centers (PHCC) ( jo, io ∈

Jo ⊆ J ) and municipalities ( jm, im ∈ Jm ⊆ J ), with munici-
palities representing patients’ homes

w ∈ W Periods of the day
p ∈ P Patient type

Parameters

Mv Maximum daily work time for each vehicle v, in minutes
N Number of vehicles available
Kw Duration, in hours, of each period of the day w
Dp Duration, in minutes, of the visit to a patient belonging to type p
Np, j Total demand of patients belonging to type p on node j
N jm Total number of municipality nodes
Ti, j Travel time, in minutes, from node i to node j
T R AF F I Cw Impact of traffic on each period w of the day
P RE Fjm,p,w Preference of a patient belonging to type p in municipality jm

to be visited during the period of the day w
Variables

xi, j,v,w Binary variable that equals 1 if vehicle v travels between nodes i
and j during the period of the day w; and zero otherwise

kv Binary variable that equals 1 if vehicle v is used; and zero other-
wise

yv Maximum time, in minutes, that a vehicle v can be used per day
si, j,v,p,w Number of patients belonging to type p served in node j by

vehicle v, with this vehicle traveling from node i , during the
period of the day w

u jm Variable to be used for eliminating subtours involving each
municipality jm, as suggested by [15]

z1 Time traveled minimization variable
z2 Vehicle minimization variable
z3 Service level maximization variable.

4.2 Objetive Functions

Depending on the planning circumstances, the objectives to be consideredmay differ.
As noted before, minimizing costs play a key role in this sector, and such cost

can be measured in monetary terms, distance or time traveled. In this study, a key
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objective to be considered is the minimization of traveling costs, with costs being
measured in two different ways:

i. Minimizing costs in terms of time traveled (Eq.1)—thiswill have as consequence
an increase in the number of patients served per vehicle.

Min z1 =
∑

i∈I

∑

j∈J
j �=i

∑

v∈V

∑

w∈W

Ti, j × T R AF F I Cw × xi, j,v,w (1)

ii. Minimizing costs in monetary terms, by minimizing the number of vehicles
required to visit patients’ home (Eq.2; with the number of vehicles being used
as a proxy for investment costs)—this is important from a management and
investment planning point-of-view, since it gives information on the resources
needed to satisfy HBLTC demand.

Min z2 =
∑

v∈V

kv (2)

Furthermore, and stillwithin the context of budgetary cuts in health, itmay be relevant
to maximize the demand to be satisfied with the available resources. This objective
will be hereafter mentioned as service level-related objective (Eq. 3).

Max z3 =
∑

i∈I

∑

j∈J

∑

v∈V

∑

p∈P

∑

w∈W

si, j,v,p,w. (3)

4.3 Constraints

A set of constraints is considered in the model, and are described below.

Routes-Related Constraints

Equation 4 ensures that a vehicle that enters a node j (either a municipality or a
PHCC) must also leave from it, ensuring the continuity of the route.

∑

i∈I
i �= j

xi, j,v,w −
∑

i∈I
i �= j

x j,i,v,w = 0 ∀ j ∈ J, v ∈ V, w ∈ W (4)

Equation 5 eliminates the routes between the same node.

x j, j,v,w = 0 ∀ j ∈ J, v ∈ V, w ∈ W (5)

Equation 6 prevents subtours between municipalities, as suggested by [15].
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u jm − uim + N jm × x jm,im,v,w ≤ N jm − 1 ∀ jm ∈ Jm, im ∈ I m, v ∈ V, w ∈ W, jm �= im
(6)

Equation 7 prevents vehicles from traveling between PHCC. And this because
after leaving a PHCC a vehicle must visit at least one of the municipalities.

x jo,io,v,w = 0 ∀ jo ∈ Jo, io ∈ I o, v ∈ V, w ∈ W, jo �= io (7)

Equation 8 ensures that each vehicle departs from only one PHCC, i.e., each
vehicle has a stationary PHCC.

∑

jo∈Jo

∑

j∈J

∑

w∈W

x jo, j,v,w ≤ 1 ∀v ∈ V (8)

Service Level-Related Constraints

Equation 9 simply imposes that the satisfied demand can never surpass the total
demand. ∑

i∈I

∑

v∈V

∑

w∈W

si, j,v,p,w ≤ Np, j ∀ j ∈ J, p ∈ P (9)

Nevertheless, if the aim is to impose full demand satisfaction, Eq. 9 is transformed
in Eq. (10). ∑

i∈I

∑

v∈V

∑

w∈W

si, j,v,p,w = Np, j ∀ j ∈ J, p ∈ P (10)

Equation 11 ensures that patients are served only if the respective municipality is
visited by a vehicle.

si, j,v,p,w ≤ Np, j × xi, j,v,w ∀i ∈ I, j ∈ J, p ∈ P, v ∈ V, w ∈ W (11)

Patients’ Preference-Related Constraints

Equation 12 guarantees that the preference of the patients to be visited at a specific
period of the day is respected.

∑

i∈I
i �= j

∑

v∈V

si, jm,v,p,w ≥ P RE Fjm,p,w ∀ jm ∈ Jm, p ∈ P, w ∈ W (12)

Vehicle-Related Constraints

Equation 13 defines themaximumvisit time per vehicle, and ensures that each vehicle
has time enough to travel between nodes, to serve their patients and to return to the
PHCC within the regulated daily work time.
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yv = Mv −
∑

i∈I

∑

j∈J
j �=i

∑

w∈W

Ti, j × T R AF F I Cw × xi, j,v,w ∀v ∈ V (13)

Equation 14 defines the maximum visit time per vehicle.

∑

i∈I

∑

j∈J
j �=i

∑

p∈P

∑

w∈W

si, j,v,p,w × Dp ≤ yv ∀v ∈ V (14)

Equation 15 ensures that each vehicle cannot be used for a number of hours higher
than the regulated daily work time—and this include the time used for travelling (first
term) and the time devoted for care provision (second term). Similarly, Eq. 16 ensures
that the time available per period of the day w cannot be exceeded.

∑

i∈I

∑

j∈J
j �=i

∑

w∈W

Ti, j × T R AF F I Cw × xi, j,v,w +
∑

i∈I

∑

j∈J
j �=i

∑

p∈P

∑

w∈W

si, j,v,p,w × Dp ≤ Mv ∀v ∈ V

(15)∑

i∈I

∑

j∈J
j �=i

Ti, j × T R AF F I Cw × xi, j,v,w +
∑

i∈I

∑

j∈J
j �=i

∑

p∈P

si, j,v,p,w × Dp ≤ Kw ∀v ∈ V, w ∈ W

(16)
Equation 17 defines maximum number of vehicles that can be used.

∑

v∈V

kv ≤ N (17)

According to Eq.18, if no visit is performed using a given vehicle v, that vehicle is
not used.

kv ≤
∑

i∈I

∑

j∈J
j �=i

∑

w∈W

xi, j,v,w ∀v ∈ V (18)

And Eq.19 imposes the use of each vehicle, even if it is required for only one visit.

kv ≥ xi, j,v,w ∀i ∈ I, j ∈ J, v ∈ V, w ∈ W (19)

Non-negativity and Binary Variables

Non-negativity conditions are given by Eqs. (20)–(21).

yv ≥ 0 ∀v ∈ V (20)

si, j,v,p,w ≥ 0 ∀i ∈ I, j ∈ J, p ∈ P, v ∈ V, w ∈ W (21)

Binary variables are given by Eqs. (22)–(23).
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xi, j,v,w ∈ {0, 1} ∀i ∈ I, j ∈ J, v ∈ V, w ∈ W (22)

kv ∈ {0, 1} ∀v ∈ V (23)

5 Case Study

In this section the LT Croutes model is applied to real data from a Portuguese region
to illustrate how it can be used to support the planning of routes within the HBLTC
sector. Specifically, themodel is applied in the context of Lisboa Ocidental, in Lisboa
e Vale do Tejo, one of the regions covered by the National Network of LTC (RNCCI)
in Portugal.

5.1 Dataset and Assumptions Used

Within Lisboa e Vale do Tejo, the model was applied in the specific context of
Lisboa Ocidental, comprised by 5 municipalities (Ajuda; Alcntara; Santa Maria de
Belm; Santo Condestvel; São Francisco Xavier). And three PHCC exist for providing
HBLTC within the scope of the RNCCI in this area (Ajuda PHCC; Alcntara PHCC;
Santo Condestvel PHCC).

The main dataset used for applying the model includes:

i. The total demand of LTC for both home-based care and inpatient care per munic-
ipality in Lisboa e Vale do Tejo [7];

ii. Travel times between nodes, calculated using Google Maps.

Also, several assumptions were made for this application:

i. Health units are opened from 8:00 a.m. to 8:00 p.m., 7 days per week, as it is
the case in the RNCCI in Portugal;

ii. HBLTC patients are visited once per week, allowing for the daily plan proposed
in the model;

iii. The average duration of a visit per patient is 25 min;
iv. Considering patients requiring inpatient care, but receiving home-based care as

a substitute service:

a. These patients need to be visited every day—these patients require care on
a daily basis in institutional settings, that’s why substituting inpatient care
by home-based care imply daily visits;

b. The medium duration of each visit for these patients is 50 min (assuming
twice the time required for those needing home-based care);

v. Theworkday is divided in4periods,morning (8:00–11:00), lunchperiod (11:00–
14:00), afternoon (14:00–17:00), and evening (17:00–20:00)—the morning and
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evening periods are the ones with more traffic in Lisbon, thus justifying the need
to distinguish between these 4 periods;

vi. Each team/vehicle can only work 8 h/day (480 min/day).

Also, for illustrative purposes, the preference of patients is considered as follows:
20% prefer to be served in the morning; 40% prefer the lunch period; 10% prefer
the afternoon; and 30% prefer the evening. And it is considered that preferences are
respected for half of the patients. Also, traffic conditions characterizing the different
periods of the day were taken into account when determining the time needed to
perform each route.

5.2 Scenarios Under Study

Figure 1 summarizes the different scenarios under analysis in this paper.
The first scenario (Scenario 1) refers to a situation where one wants to plan

the daily routes of HBLTC without any budget constraint, i.e., the question to be
answered is “How can we plan daily routes so as to fully satisfy daily demand, and
this while using the minimum possible time?”. In this case the objective would be to
minimize the travel time (Eq.1), while accounting for traffic conditions and patients’
preferences. This scenario is chosen for analysis since minimizing travel time is a
common objective found in the literature. Two versions of this scenario are explored:

i. Scenario 1A: One wants to plan daily routes while ensuring the full satisfaction
of home-based care demand (Eq.10);

ii. Scenario 1B:Anextra amount of home-based care demand is considered, namely,
10% of the total inpatient demand should be satisfied through home-based care.
Transferring institutionalized patients to home-based care settings is considered
for two reasons. Not only patients prefer to stay at home close to their relatives,

Fig. 1 Scenarios’ under study
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but also the Portuguese state can save money with this transference because
home-based care is a cheaper alternative when compared to institutional care
(one should be aware that home-base care can be provided as a substitute service
of inpatient care).

On the other hand, Scenario 2 is analyzed to explore the amount of resources needed
to fully satisfy HBLTC. Particularly, one wants to explore how many vehicles are
needed to fully satisfy the demand in each municipality. The objective would be
the minimization of vehicles used (Eq. 2). The same two versions explored under
Scenario 1 are explored under Scenario 2 (Scenario 2A and Scenario 2B). One should
be aware that the number of vehicles used can be used as a proxy for costs, and so
by minimizing the number of vehicles we are minimizing costs, which is also a key
objective to be considered in this sector (particularly, in NHS-based countries with
severe health care budget constraints). Finally, Scenario 3A considers the current
context of budgetary cuts in health where it is not possible to fully satisfy health care
demand, and thus intends to answer the question “How much of the total demand
is it possible to be satisfied using the available budget?”. In this case the objective
would be to maximize the number of served patients (Eq.3), while accounting for
the number of vehicles available, traffic and preferences constraints. This is a key
scenario for any NHS-based country with budget constraints that limit the number
of patients to be served, such as happens in Portugal.

5.3 Results

Results obtained under each scenario are described below. These results were
obtained with the General Algebraic Modeling System (GAMS) 23.7 using CPLEX
12.0 on a Two Intel Xeon X5680, 3.33GHz computer with 12GB RAM.

Scenario 1

According to Scenario 1A, the minimum daily travel time needed to fully satisfy the
current demand for home-based LTC is 100,4 min. Under this scenario, 12 routes
should be performed so as to fully satisfy this demand—3 distinct routes, each trav-
eled by 4 different vehicles. One should be aware that each route needs to be per-
formed by several vehicles, because one single vehicle is not enough to visit all the
patients in the area until the end of the day.

According to Scenario 1B, so as to absorb 10% of the inpatient demand through
HBLTC, 14 daily routes need to be planned (6 distinct routes, each travelled by
different vehicles), increasing the minimum daily travel time to 131,9 min.

Scenario 2

To fully satisfy the current demand for HBLTC in Lisboa Ocidental, and according
to Scenario 2A, all the PHCC need to operate with 6 vehicles (with these vehicles
being used to perform 6 distinct routes). Accordingly, this number of vehicles is far
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less than the number of vehicles obtained under Scenario 1. This lower number of
vehicles is thus possible by allowing for longer (and, consequently, more expensive)
routes.

On another hand, according to Scenario 2B, the added 10% of inpatient demand
results in a higher number of vehicles needed—in particular, 12 different vehicles
are needed to fully satisfy the imposed demand.

Scenario 3A

Under Scenario 3A, and considering that only 5 vehicles were to be available for the
3 PHCC, 28% of the HBLTC demand would remain unsatisfied, meaning that those
patients would need to be referenced to other ACES of the RNCCI and/or wait for a
vacancy in the network.

Table 2 summarizes the results obtained under each of the five scenarios under
study.

5.4 Computational Results

Key computational results obtained when running the model under each scenario are
presented in the Table 3.

Table 2 Key results obtained under the scenarios presented in Fig. 1

Scenarios Total travel time
(minutes)

No. vehicles
needed

% Satisfied
HBLTC demand

No. different
daily routes
planned

Scenario 1A 100.4 12 100 3

Scenario 1B 131.9 14 100 6

Scenario 2A 196.4 6 100 6

Scenario 2B 259.0 12 100 12

Scenario 3A 257.7 5 72 5

Table 3 Key computations results per scenario

Scenarios Time
(minutes)

Gap Iterations Equations Integer
variables

Variables

Scenario 1A 4.17 0 926 952 27 352 6 750 23 106

Scenario 1B 16.67 0 1 881 892 27 352 6 750 23 106

Scenario 2A 16.67 0 1 524 901 27 352 6 750 23 106

Scenario 2B 2.44 0 126 083 27 352 6 750 23 106

Scenario 3A 0.3 0 91 957 4 627 1 125 3 856
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5.5 Discussion of Results

From Table 2 it is clear the importance of analyzing conflicting objectives. From the
results obtained one can see that:

i. Scenario 1 (where one aims atminimizing travel time) results in amore organized
and standard daily route planning;

ii. Under Scenario 2 (in which the aim is to minimize the number of vehicles
needed), it is clear that longer and more expensive routes may be required when
the aim is to have the lowest investment in vehicles;

iii. In Scenario 3 one can see the impact that a lack of resources (in this case,
vehicles) can have on the percentage of satisfied demand.

Under Scenarios 1A and 1B, it is possible to see that with an already optimized route
plan (result of minimizing the travel time), the satisfaction of extra demand can be
obtained without a costly investment (see how only 2 more vehicles allow for the
satisfaction of 10% of the total inpatient demand).

Regarding Scenario 2A, it shows an alternative evaluation of the problem by
finding the minimum number of vehicles to fully satisfy the HBLTC demand, and it
is possible to see that with half the resources it is possible to fully satisfy the existing
demand at the cost of some longer routes. It sheds light on a quick investment oriented
solution to solve the current situation of long waiting times for patients to start being
treated. However, Scenario 2B shows that, to achieve the same goal of adding 10%
of the inpatient demand, the added investment is way higher compared to Scenario 1.

On the other hand, the awareness that there are budgetary cuts in health that make
it impossible to fully satisfy health care demand is key to understand the importance
of studying scenarios of resource scarcity and comprehend the impact that unitary
investments can have in the overall performance of the network. Scenario 3A thus
represents a key scenario to be explored under these circumstances.

On a final note, it adds value to the whole model the fact that it considers, even at
a simple level, the traffic conditions in different periods of the day and the patients’
preferences for their visit time.

6 Conclusions and Further Work

Long-term care demand is growing at a fast pace and many NHS-based countries
like Portugal are not prepared to answer back. On the other hand, home-based health
care in general, and home-based long-term care (HBLTC) in particular, has been
appointed by some studies as an important component of health care systems, having
the potential to reduce costs of health care provision and free capacity in overcrowded
acute care settings.

Within this setting, there is clearly the need to plan the adequate provision of
HBLTC, with this planning being especially relevant in National Health Service
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(NHS)-based countries facing high pressures to reduce and control health care spend-
ing (such as happens in Portugal). This adequate planning implies, among other
issues, the planning of routes for HBLTC provision, with mathematical program-
ming models representing the most widely used approach for that purpose.

This study thus proposes the development of the LT Croutes model. This is an
optimization model based on mathematical programming developed to support the
planning of routes to patients’ home within the HBLTC sector in any NHS-based
country. This model aims at informing health practitioners on how they can plan their
routes and on the required investments in order to meet HBLTC demand. Multiple
conflicting objectives that are relevant in this sector are considered, such as the
minimization of costs (in terms of travelling time and number of vehicles required to
perform the routes) and the maximization of service level (in terms of the percentage
of patients visited). Patients’ preferences, traffic conditions and budget constraints
are also imposed to explore the impact on planning decisions.

The key contributes of this paper are as follows:

i. It proposes a generic tool that can be used to support route planning decisions
of HBLTC delivery on a daily basis;

ii. It explores the impact of accounting for different objectives relevant in this sector,
such as the minimization of costs and the maximization of service level;

iii. It proposes a planning model that allows accounting for patients’ preferences
and traffic conditions as constraints;

iv. It proposes a generic approach that can be used to plan HHC delivery in general,
and that can be applied to other regions of Portugal or other countries with a
NHS.

To demonstrate the usefulness of the proposed model, it was applied to a Portuguese
case study in Lisboa Ocidental performed, and the particular case of home health
care provided within the scope of the National Network of LTC (RNCCI) was con-
sidered. The main results confirm the importance of analyzing conflicting objectives,
since different routes are obtained as result when different planning objectives are
imposed. The minimization of travel times reflects a more organized and standard
daily route planning, whereas minimizing the vehicles needed to fully satisfy the
existing demand is key when planning future investment. Also, the maximization of
the service level, measured in terms of satisfied demand, shows the impact of the
lack of investment on the number of patients that cannot be served by the RNCCI.

In terms of further research, different lines are worth to be pursued. First, as a
simplistic and general model, it is certainly possible to take this base and deepen
the constraints considered (such as lunch breaks, nurse preferences, team skills,
team composition, overtime, weekly planning). Another research direction can be
the development of a stochastic model so as to explore the impact of uncertainty
in route planning decisions. Moreover, given the importance noted in analyzing
multiple conflicting objectives, a multi-objective model that allow exploring the joint
impact of multiple objectives, such as minimizing costs together with maximizing
preferences, should also be pursued. Particularly, the augmented ε-constraint method
may be used for that purpose. Also, and in addition to the policy objectivesmentioned
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in this study, other key objectives may worth to be considered for planning purposes.
In particular, quality of care may need to be considered through the maximization
of health and wellbeing benefits—and within such circumstances, QALYs may be
used as a proxy for health benefits, while the ICECAP instrument may be used to
estimate wellbeing benefits. Developing an easy-to-use tool based on the proposed
mathematical programming model should also be pursued, thus supporting the route
planning on a daily basiswith real professionals. Finally, an additional line of research
would involve exploring the use of alternative means of transport and its impact on
the routes and on costs.
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Selection of a Strategic Plan Using
an Integrated AHP-Goal Programming
Approach

Dalila B. M. M. Fontes, Teresa Pereira and Márcia Oliveira

Abstract This work proposes a multi-criteria decision making model to assist in
the choice of a strategic plan for a world-class company. The Balanced Scorecard
(BSC) is a support tool of Beyond Budgeting that translates a company’s vision and
strategy into a coherent set of performance measures. However, it does not provide
help in choosing a strategic plan. The selection of a strategic plan involves multiple
goals and objectives that are often conflicting and incommensurable. This paper
proposes an integrated Analytic Hierarchy Process-Goal Programming (AHP-GP)
approach to select such a plan. This approach comprises two stages. In the first stage,
the AHP is used to evaluate the relative importance of the initiatives with respect
to financial indicators/KPIs; while in the second stage a GP model incorporating
the AHP priority scores is developed. The GP model selects a set of initiatives that
maximizes the earnings before interest and taxes (EBIT) and minimizes the Capital
Employed (CE). The proposed method was evaluated through a case study.
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1 Introduction

In volatile, dynamic, and complex business environments, organizations can differ-
entiate themselves through strategic planning. Management control systems play a
crucial role in the implementation of a strategy and in the performance of an organi-
zation. Beyond Budgeting (BB) is an innovative management control system, which
has the advantage of adaptability by fostering continuous planning rather than an
adherence to a restrictive fixed annual budget. One of the support tools of BB is
the Balanced Scorecard (BSC), which is a conceptual framework for translating the
strategic objectives of an organization into a set of operational attributes.

The selection of a strategic plan (i.e., a plan of initiatives) involves multiple goals
and objectives. Although these objectives can be complementary, very often they are
conflicting and incommensurable. Therefore, the selection of a strategic plan which
optimizes all objectives and goals simultaneously is a difficult problem. Since there
is no strategic plan selection in the performance of the BSC, such a decision can be
improved using a multi-objective optimization (MOO) method, such as the Analytic
Hierarchy Process-Goal Programming (AHP-GP) approach proposed here. Similar
approaches have been proposed in several application areas, see, e.g., [2, 11, 12, 14,
16, 18, 19]. It has been shown to be an efficient and effective tool for modeling and
analyzing problems that involve multiple and conflicting objectives and thus, finding
solutions involving trade-offs.

The work reported was conducted at the department of Planning and Performance
management of Nors Group. In 2013, the Nors Group replaced the traditional bud-
geting model with the Beyond Budgeting model. Changing the control management
model has increased the responsibility of all companies in the group, which led to
the need of defining a strategic plan, i.e., a plan of initiatives. This study aimed to
develop amodel that integrates the financial vision of the organisation’s strategy with
a strategic plan, taking into account the restrictions on each objective and initiative,
and also the relative importance of goals.

The remainder of this paper is organized as follows. Section2 presents the theo-
retical background and provides a general review of multicriteria decision analysis
methods, with emphasis on the Analytic Hierarchy Process (AHP), on Goal Pro-
gramming (GP), and on the AHP-GP approach. Section3 introduces the proposed
methodology to select a strategic plan and offers a brief explanation of some issues
that have relevance to the real-world application, including organizational structure,
planning, and application of the Beyond Budgetingmodel, and details the implemen-
tation of the proposed method to the selection of a strategic plan in the Nors Group.
Section4 highlights the contributions of this work, as well as the results obtained,
and points out future research directions.
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2 AHP-GP Methodology

The AHP method [17] is widely used in practice due to its relative simplicity and
flexibility. AHP allows to formalize the structure of a decision problem, to check the
level of inconsistency, and to efficiently process both qualitative and quantitative data
without involving any cumbersomemathematics. Despite these advantages, decision
analysts emphasize some drawbacks of the use of AHP for multi-criteria decision
making. Bana e Costa and Vansnick [5] have shown that the eigenvalue method,
which is used to derive the AHP priority vector, can violate a condition of order
preservation that is fundamental in decision aiding; Goodwin and Wright [8] point
out as the biggest flaws of AHP (i) the large number of comparisons that may be
required, (ii) the possibility of rank reversal, and (iii) the discrepancy of the nine-point
scale. However, practice shows that the AHP is working well in various integrated
approaches, one of the most popular being with GP. GP is an optimization technique
that offers organized ways of considering more than one objective at a time. The
basic idea is to establish a numerical goal for each objective and then find a feasible
solution (i.e., a solution that satisfies all constraints) such that the deviations from
the goal values set to the objectives are minimized. The AHP can be used to elicit a
set of preferential weights of criteria that are then incorporated into the GP model.

The first use of the AHP-GP approach appears to be that of [7] in the context of
military planning. Since then, it has been applied to a variety of other fields.

Kruger and Hattingh [13] use an AHP-GP approach to solve the problem of
allocating internal auditing time among competing projects. AHP was used to deal
with qualitative risk assessments, providing a risk score for each audit project. Then
a weighted GP model was developed to determine an optimal allocation of internal
auditing time using the preceding risk evaluation scores, as well as quantitative
information provided by the decision maker (DM) regarding the projects.

In [3] anAHP-GPapproach is used to define the best strategies for themaintenance
of critical centrifugal pumps in an oil refinery. The AHP evaluates the maintenance
policy priority scores and then the best is chosen using a Lexicographic GP model.
Arunraj and Maiti [1] proposes an AHP-GP approach to a similar problem for a
benzene extraction unit of a chemical plant, in which the policy selection is based on
equipment risk and maintenance costs. This work improves on that of [3] as the risk
contribution of different equipment is computed and supplied to the experts for rating
maintenance policies. More recently, [16] proposes a combined AHP-GP model to
determine a maintenance strategy for the most critical electrical equipment in a big
scale hydroelectric power plant, preceded by a combined AHP-TOPSIS method for
the identification of the most critical equipment. The authors report an improvement
of the equipment downtime of about 77%. In this work, the authors also provide
a brief literature review regarding the use of optimization models in maintenance
policy, following the classification proposed in [6], where a comprehensive review
can be found.

Barbosa and Gomes [2] propose an AHP-GP approach to assess and improve
efficient and sustainability in the chemical industry. The AHP was used to identify
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and evaluate the variables of interest. Then, a GP model was used to determine the
decisions to be made in order to achieve the goals previously set.

Ho [9] proposes to use the AHP-GP approach for selecting the best set of ware-
houses taking into account both qualitative (e.g., customer satisfaction) and quanti-
tative factors (e.g., total cost, total delivery days, effectiveness of capacity utilization
for the warehouse). The AHP is first used to determine the relative importance of
alternative warehouses and, then, the GP model is formulated to select the best set
of warehouses considering the limited available resources. In a more recent work,
[11] addresses the facility location problem considering several objectives. The deci-
sions involve the choice of tenants for a large commercial area in a shopping mall
to be divided into rental units and then rented. The study uses a combined AHP-GP
approach. In the combined approach the AHP is used to prioritize the goals. The GP
model is then solved considering these priorities.

Approaches combining AHP and multi-choice GP (MCGP) have also been pro-
posed in education. For example, [14] addresses the problem of selecting an appro-
priate set of information systems tools, considering the time limitations of teachers
and students, for e-learning adoption in university courses. TheAHP is used to obtain
the weights for the evaluation factors based on different course purposes and then GP
uses these weights as goal coefficients in the objective function to choose a subset
of tools that provides the least weighted under-achievement of students and teachers
satisfaction. Another study using a similar approach is that of [12], which aims at
determining an efficient course plan following the Bologna process. The proposed
approach was applied in an industrial engineering department. Again the AHP is
used to determine the weights of the criteria used to evaluate the courses, which are
then used to a MCGP model that considers multiple aspiration levels to obtain an
efficient solution.

An AHP-GP approach for asset allocation is reported in [18]. The model pro-
posed considers several levels of market conditions (e.g., recession, trough, recov-
ery, expansion, peak) and of the investor’s risk profile (e.g., conservative, moderately
conservative, moderate, moderately aggressive, and aggressive). The AHP method
is used to analyze the percentage of investment to be allocated to each asset class
(e.g., bonds, stocks, liquid assets) by an investor. Then, the scores of asset classes are
integrated into a two-step optimization model. The first step consists in determining
the combination of funds that will produce maximum returns for a given level of
risk. However, this model does not take into account the DM’s ideal goal about the
proportion of stocks, bonds, and liquid assets. Hence, the next step is the goal opti-
mization, that minimizes deviations with respect to the ideal ratios of stocks, bonds,
and liquid assets obtained by the AHP.

Recently, some other interesting applications have been reported. For example,
[19] proposes a fuzzy AHP-GP approach to the Shelter location problem. Fuzzy
AHP is used since potential sites are evaluated in terms of qualitative criteria and
with limited information. The sites suitability indices, given by the priority vectors
from fuzzy AHP, are used as input to the GP model, which determines a subset
of sites that minimize the deviations form anticipated goals, while satisfying a set
of constraints (budget, thresholds for amenities, etc.). Wichapa and Khokhajaikiat



Selection of a Strategic Plan Using an Integrated AHP-Goal … 129

Fig. 1 Problem framework, Adapted from Nors Group [15]

[20] address the problem of determining the location of infectious waste disposal
centers. Potential locations are, usually, defined by the legislation and then evaluated
by experts that define relevant factors. These evaluations are used within the fuzzy
AHP in order to determine priority weights and then fed to the GP model that, in
addition to the goal constraints, also has to satisfy demand, capacity, and equipment
constraints.

As seen in the aforementioned articles, the combined AHP-GP approach has been
used on a wide scope of decision problem areas. Nevertheless, it has not yet been
used to aid in the selection of a strategic plan.

3 Proposed Methodology for the Selection of a Strategic
Plan

3.1 Problem Definition

This study aims to develop a model which helps to select a strategic plan optimizing
several objectives simultaneously.

Organizations usually need to set global objectives that reflect their strategy. These
objectives have to be operationalized by various financial indicators and Key Per-
formance Indicators (KPIs) since, usually, the global objectives cannot be directly
measured. The set of financial indicators and KPIs represent the financial view of the
strategy and show the direction the company wants to take. To accomplish an orga-
nization’s strategy it is essential to convert its financial view into a set of initiatives
(or strategic plan), whose implementation ensure that the aforementioned indicators
are achieved. An overview of these steps is provided in Fig. 1.
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Each initiative has, at the same time, a positive (e.g., increasing profitability)
and a negative (e.g., increasing costs) contribution to the objectives. Therefore, it is
not apparent which of the initiatives should be implemented in order to achieve the
expected best results. In addition, the organization may have a preference regard-
ing which initiatives to implement and also on initiative’s preferences. Thus, it is
important to take into account both the established objectives and the organization’s
preferences regarding the initiatives in order to select a strategic plan.

The BSC is an appropriate tool for designing operational strategies, but it does not
help in the choice of a strategic plan under several objectives, that may be conflicting
and incommensurable [10]. Thus, this work proposes an AHP-Goal Programming
integrated approach to address this problem.

3.2 Integrated AHP-GP Approach

The proposed approach comprises two stages, namely: the application of the AHP to
determine the relative importance (i.e., scores) of initiatives, according to the DM’s
preferences; and the solution of a GP model incorporating the final AHP output
and other management information in order to select a strategic plan, i.e., the set of
initiatives to be implemented, that achieves the established objectives. Considering
that the GP approach combined with the AHP is (i) relatively simple and clear for
application in real-world projects; (ii) useful in decision problemswhere themultiple
goals are conflicting, and (iii)widely used for different types of problems, thismethod
was chosen for the study and it is discussed in more detail in this section.

3.2.1 AHP

Regarding the AHP hierarchy tree, our decision problem comprises three levels: (i)
overall goal, (ii) criteria, and (iii) alternatives, as illustrated in Fig. 2.

Fig. 2 Hierarchical structure of the decision problem
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At the top of the hierarchy tree is the financial indicator that shows the ambition of
the company andwhich is operationalized by various financial indicators/KPIs, since
the global objective is directly immeasurable. The financial indicators represent the
financial vision of the strategy (e.g., Sales, Working Capital Needs), while the KPIs
describe them. Therefore, the levels below consist of financial indicators and KPIs
(criteria and sub-criteria), with each color representing one of the four perspectives
of the BSC, namely, customer perspective, learning and growth, internal-business
process, and financial perspective. The last level consists of the set of the initiatives
(i.e., the alternatives), proposed by the DM to achieve the global objective, that are
to be evaluated with respect to the defined criteria.

The AHP outcomes are: (i) the global wgj and local wl j weights for each financial
indicator/KPI j ; (ii) the local weight pli j for each initiative i with respect to each
financial indicator/KPI j ; and (iii) the global weight wi for each initiative i .

The final result of the AHP analysis is the normalized vector of the relative impor-
tance scores of initiatives with respect to financial indicators/KPIs. Thus, the overall
score of initiatives takes into account not only the initiatives’ performance, but also
the financial indicators/KPIs’ weights. These scores are then incorporated into the
GP model, so that it can take into account the DM’s preferences.

3.2.2 The GP Model

The next step is to build a GP model. This multicriteria decision aid model enables
the DM to specify desirable goals and constraints for each objective, in order to
find a solution that satisfies these constraints and tries to meet the goals as close as
possible. The lexicographic or pre-emptive GP approach [4] is adopted in this study,
since it allows the different goals to be ranked according to different priority levels
that reflect the target allocated to them by the DM. The aim of the GP model is to
help the DM find a solution that best satisfies the target set for each objective.

Before providing the lexicographic GP model, let us first introduce the notation
used. Let J = J ′ ∪ J ′′ be the set of financial indicators/KPIs and J ′and J ′′ the
subsets of the financial indicators/KPIs for which upper u j and lower l j bounds are
imposed, respectively, and G ⊂ J the set of m financial indicators/KPIs for which
a goal (target value) has been established. Also, let k be the number of priorities
specified and consider G divided into k subsets G = G1 ∪ G2 ∪ ... ∪ Gk , where
Gl for l = 1, . . . , k ≤ m is the subset of financial indicators/KPIs associated with
priority l. Further, let d+

g and d−
g denote the deviation variables associated with over-

achievement and under-achievement of the goal value established for the financial
indicator/KPI g ∈ G ∩ J ′ and g ∈ G ∩ J ′′, respectively. Consider also I the set of n
initiatives, ai j the expected contribution of initiative i ∈ I to financial indicator/KPI
j ∈ J , wi the weight of initiative i ∈ I , which is obtained from the AHP stage, and
d− the deviation variable associated with (the under-achievement of) the execution
of all initiatives. Finally, the decision variables are represented as binary structural
variables xi , which take the value 1 if initiative i ∈ I is executed and 0 otherwise.
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To formulate a generic lexicographic goal programme algebraically, a function
Pl(·) is defined for each priority level l = 1, . . . , k and it involves the subset of devi-
ation variables associated with the goals of the corresponding priority level, that is,
deviation variables for the financial indicators/KPIs in Gl . The objective function is
defined as the sequential minimization of these functions, see expression (1). The
exact function Pl(·) depends on the nature of the problem to be formulated as a goal
programme and is, typically, given by a weighted sum of the deviations involved. In
the lexicographic GP model the objective function consists in the minimization of
the unwanted deviations from the aspiration levels, considering one priority at the
time. Deviations of a higher priority level are regarded as infinitely more important
than that of deviations of a lower priority level. This leads to a series of sequen-
tial optimizations, each of which with reduced feasible region as the values of the
deviations of higher priority level must be maintained.

Lex min F =
[
P1(d

+
g , d−

g : g ∈ G1), P2(d
+
g , d−

g : g ∈ G2), . . . , Pk(d
+
g , d−

g : g ∈ Gm)
]
.

(1)

The GP model has two types of constraints: goal constraints and system or func-
tional constraints. The goal constraints are written as in expressions (2)–(4):

∑
i∈I

ai j xi − d+
g ≤ ug,∀g ∈ G ∩ J ′, (2)

∑
i∈I

ai j xi + d−
g ≥ lg,∀g ∈ G ∩ J ′′, (3)

∑
i∈I

wi xi + d− = 1. (4)

Constraints (2) are used for goals where it is only necessary to minimize the
deviation associated with the over-achievement of a goal; while constraints (3) are
used for the goals where it is only necessary to minimize the deviation associated
with the under-achievement of a goal. If a goal has both over and under-achievement
deviations to beminimized, then itwill be associatedwith both constraints (2) and (3).
Constraint (4) is associated with the execution of all initiatives, which is desirable.

The system or functional constraints are limitations to the scope of decisions
and thus, define the feasible region as any possible strategic plan must satisfy such
constraints. Thus, they do not have deviation variables. The system constraints are
defined in Eqs. (5) and (6) and ensure that the values of all financial indicators/KPIs
are within their bounds.

∑
i∈I

ai j xi ≤ u j ,∀ j ∈ J ′ \ G, (5)

∑
i∈I

ai j xi ≥ l j ,∀ j ∈ J ′′ \ G. (6)
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Finally, constraints (7) and (8) define the nature of the variables: assignment
variables xi are binary, while deviation variables are continuous and non-negative.

xi ∈ {0, 1},∀i ∈ I, (7)

d+
g , d

−
g , d

−,≥ 0,∀g ∈ G. (8)

3.3 Model Implementation

The proposed methodology has been empirically evaluated using the data of one of
the companies that integrates the Nors Group, which is the leader in the Portuguese
after-market for the distribution of parts for heavy vehicles, buses, and workshop
equipment.

The study is divided into the 4 steps outlined in Fig. 3:

1. Collection of data and information regarding the global objectives, quantitative
targets, and strategic initiatives;

2. Computation of criteria and initiatives’ weights and evaluation of initiatives;
3. Development and solution of a lexicographic GP model;
4. Analysis of the results.

In accordance with the financial vision of the company’s strategy, i.e., increase
of the Residual Revenue, two main goals were defined: to increase EBIT and to
decrease Capital Employed. As it can be seen in Fig. 4, to increase the EBIT it is
necessary to increase Sales without decreasing the percentage of Gross Margin (GM
%). However, increasing Sales leads to an increase of Stock and Clients. Regarding
the decrease of the Capital Employed, there are two important conditions that need to
be satisfied in order to achieve this reduction: the decrease of Stock and the decrease

Fig. 3 Steps of the proposed methodology
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Fig. 4 Objective and goal definition

of Clients. Thus, it can be concluded that these two goals are conflicting as we cannot
achieve one without impairment of the other.

The global objective Residual Revenue (level 1), its division into more specific
objectives (EBITandCapital EmployedCE—level 2), and subsequential operational-
ization by various financial indicators and KPIs (levels 3–6) is graphically depicted
in Fig. 5. Finally, the last level consists of the set of initiatives that are to be assessed
in terms of the financial indicators/KPIs specified in the previous levels.

The DM has then evaluated the relative importance of each criterion by per-
forming pairwise comparisons and providing a numerical evaluation using Saaty’s
nine-point scale. This was carried out by comparing each criterionwith the one that is
immediately above in the AHP hierarchy tree, according to the hierarchy tree (see
Fig. 5). Each manager belonging to the expert group gave his/her own rating and
then, whenever necessary, the ratings were discussed and adjusted in order to reach
a consensus. These ratings were then used to obtain the local weights. The global
weight of each criterion was computed by multiplying its local weigh by the global
weight of the criterion on the level immediately above, i.e., parent criterion. Both the
local and the global weights of the criteria (see Figs. 6 and 7) were computed using
the demo version of the software “MakeItRational”.

The initiatives have been evaluated by theDM. In order to facilitate the assessment,
the DM was asked to obtain the expected contribution of each initiative to each
financial indicator/KPI. This numerical information served as a basis for the DMs
assessment and corresponds to the expected values (ai j ) used in the GP model (see
Table1). The corresponding local weights pli j are given in Table2 and have been
obtained by applying the eigenvalue method to the pairwise comparison matrices of
the initiatives. As it can be seen, none of the initiatives has the highest local weight
(in green) in all criteria, nevertheless initiative 2 is more promising since it achieves
the best value in 9 out of the 12 criteria considered.

The overall relative scores wi are obtained as in Eq. (9) and reported in Fig. 8. It
should be noticed that, the wi values have been calculated using all 14 criteria (see
Fig. 5, which depicts the decision hierarchy of the problem); however, Table2 reports
the local weights of the initiatives only for 12 of the 14 initiatives. All data regarding
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Fig. 6 Criterion local weights (wl j )

Amortization and Fixed assets, except for criterion weights, has been considered
confidential and thus, cannot be reported here.

wi =
∑
j∈J

wgj pli j , for all i = 1, 2, . . . , n. (9)

The next step of the study is to build the GP model. The objective function is
the minimization of the undesirable deviations from the goals set to EBIT, CE, and
the number of executed initiatives (see Eq. (10)). The goal constraints (11)–(13)
set the goals for EBIT, CE, and number of executed initiatives, respectively. These
inequalities state that the objective is to achieve the desired value; however allowing
smaller values. Since the difference between the “goal” value and the achieved value
is minimized, the“goal” is not satisfied only whenever impossible do so. Constraints
(14) and (15) state the nature of the decision variables and the remaining constraints,
i.e., the system constrains, are given, in matrix format, in Table3.
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Fig. 7 Criterion global weights (wgj )

Lex min F = {d−
1 , d

+
2 , d

−
3 } (10)

subject to:

198x1 + 239.39x2 + 90.51x3 − 40x4 + 102x5 + 75x6 − 30x7 + d−
1 ≥ 283.08,

(11)

520x2 − 300x4 − d+
2 ≤ 500.09, (12)

0.22x1 + 0.19x2 + 0.21x3 + 0.06x4 + 0.12x5 + 0.12x6 + 0.07x7 + d−
3 = 1,

(13)

xi ∈ {0, 1},∀i ∈ I, (14)

d−
1 , d

+
2 , d

−
3 ≥ 0. (15)

To solve the above model together with the system constrains (given in Table3),
we iteratively solve linear programming (LP) models as follows:

1. First solve the LP model resulting from minimizing the first priority objective
function d−

1 subject to all original constraints, that is, find a solution such that
the EBIT under-achievement is as small as possible. Let EBIT1 represent such
value.
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Table 1 Performance matrix (ai j )

Criteria (j) Initiatives (i)

1 2 3 4 5 6 7

Sales costs −78.000 810.614 −140.510 0.000 198.000 225.000 0.000

Penetration:
Sales per CFU

27.516 45.869 25.476 25.476 30.574 30.574 25.476

Gross Margin. % 0.671% 0.171% 0.580% 0.000% 0.063% −0.047% 0.000%

Number of staff 0.000 0.000 0.000 0.000 0.000 0.000 1.000

Average costs
per person

0.000 0.000 0.000 0.000 0.000 0.029

Staff
costs/Sales, %

−0.044 % −0.426 % 0.000 % 0.000 % −0.110 % −0.110 % 0.124 %

Rent, m2 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Cost per m2 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Indirect
cost/Sales, %

−0.110 % −0.466 % 0.206 % 0.165 % −0.274 % −0.274 % 0.124%

Average receipt
term

−0.617 −0.162 0.000 0.000 −1.530 −1.530 0.000

Average payment
term

0.235 2.351 0.273 −0.120 −0.590 −0.669 0.000

Stock rotation
in days

0.462 3.929 0.835 −6.353 −1.154 −1.310 0.000

Table 2 Local weights of the initiatives (pli j )

2. Then, solve the LP model resulting from the minimization of the second pri-
ority objective function d+

2 subject to all original constraints and the additional
constraint

198x1 + 239.39x2 + 90.51x3 − 40x4 + 102x5 + 75x6 − 30x7 ≥ EBIT1.
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Fig. 8 Overall weights of initiatives (wi )

Table 3 System constraints

An optimal solution to this LP model minimizes the over-achievement of the CE
ensuring, however, that the best possible value of EBIT is maintained. Let CE2

denote the best CE obtained under such conditions.
3. Finally, the third priority objective function is minimized subject to all original

constraints and to

198x1 + 239.39x2 + 90.51x3 − 40x4 + 102x5 + 75x6 − 30x7 ≥ EBIT1,

520x2 − 300x4 ≤ CE2.

An optimal solution to this LP model is an optimal solution to our original prob-
lem. The one obtained is reported in Table4.
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Table 4 Optimal solution of the combined AHP-GP approach

4 Conclusions

In this work, we propose an AHP-GP approach to address the problem of selecting a
strategic plan.Theproposedmodel integrates thefinancial visionof theorganization’s
strategy with a strategic plan. To the best of our knowledge, this is the first research
work addressing such a problem using an AHP-GP integrated approach. The AHP is
used to obtain relative importance weights for the initiatives, and the corresponding
results are integratedwithin a lexicographicGoal Programmingmodel thatminimizes
the deviations of the goals established for thefinancial indicators/KPIs found relevant.

The presented case study in the Nors Group provided the motivation for the
research and served to illustrate how the suggested framework can be applied in
practice. The case study solution is a strategic plan that consists of six initiatives.
These initiatives were evaluated and then selected from an initial set of seven initia-
tives. The company’s expert group found the final result satisfactory and consistent
with their expectations.
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Improving Inventory Management
in an Automotive Supply Chain:
A Multi-objective Optimization
Approach Using a Genetic Algorithm

João N. C. Gonçalves, M. Sameiro Carvalho and Lino Costa

Abstract Inventory management represents a cornerstone inherent to any supply
chain, regardless of industry type. Nevertheless, uncertainty phenomena related to
demand and supply can induce overstock or even inventory stock-outs occurrences
which, in turn, jeopardize one of the major principles of supply chain management:
deliver the right product at the right place, at the right time and to the right cost.
This situation may also be aggravated in automotive supply chains, due to their com-
plexity in terms of entities involved. This research paper explores a multi-objective
optimizationmodel and applies it to a real industrial company, to address an inventory
management problem. Moreover, a genetic algorithm is used to determine solutions
corresponding to the order size and to a safety factor system. The obtained results are
compared to the current strategy adopted by the company. At this point, the advan-
tages and the drawbacks of the model implementation are assessed. Based on a set of
logistic performance indicators, it is showed that the adoption of a smaller order size
is potentially beneficial to the overall levels of inventory and to the value of inventory
on–hand, without compromising the service level. Assertively, the proposed model
reveals to be an useful tool to practitioners involved in automotive electronic supply
chains.
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1 Introduction

Within modern companies, the concept of Supply Chain Management (SCM) plays
a key role in promoting their success, achieving their objectives and, above all,
guaranteeing customer satisfaction. Without loss of generality, supply chain (SC)
is commonly understood as a system composed by entities who develop symbiotic
relationships by promoting both information and material exchanges from suppliers
to the end-consumers. This concept was driven by the studies of Oliver and Webber
in [1] (as cited in [2]), who have introduced the first-ever definition of SCM in 1982.
Currently, SCM continues to be of the utmost importance in company performance at
a time when firms are becoming increasingly more competitive. In fact, to put it in a
nutshell, some of the primary goals of SCM relate to enhanced demand planning and
forecast; lead time shrinkage; integration, coordination and information exchange
between supply chain members; logistic service quality and overall minimization
of logistic costs, namely purchasing, production, transportation and inventory costs
(see [3] and the references cited therein). Let us focus now on inventory manage-
ment. At this point, both the intense market competitiveness and the need to meet
costumer requirements have triggered, amongst other features, uncertainty factors
for companies, particularly related to the increase, reduction, cancellation or even
forward-backward movements of customer orders.

Hence, in viewof the cross-cutting impact that uncertainty phenomena havewithin
SCM processes, several issues derived therefrom may lead to SC disruptions. Par-
ticularly, in what concerns the global automotive electronic sector, which entails
large and complex supply chains, uncertainty factors are easily magnified and poten-
tially lead to serious struggles in adapting production needs to customer demand. In
this context, when demand variability levels are high, demand amplification effects
might occur—leading to a vicious cycle characterized by further demand forecast
inefficiencies and misaligned production plans. Consequently, demand amplifica-
tion effects translate into serious supply risks, by increasing the volatility of supplier
orders. Somewhere in this process, it is the logical corollary of these issues that
SC will eventually suffer from overstock or even inventory stock–outs that, in turn,
jeopardize one of the major principles of SCM: deliver the right product at the right
place, at the right time and to the right cost. In this respect, inventory management
is considered to be an important topic to contribute for the logistics effectiveness
of supply chains [4], especially in what concerns the mitigation of supply chain
disruptions [5].

The key role of inventory management is, in fact, enhanced in [4], in which
the authors referred that ineffective inventory policies can entail significant and
widespread damages to companies and supply chains. Moreover, by warning that
there is no ready–made strategy to be followed when inventory approaches are
adopted (see [6]), these authors stressed that inventory potentially can assist in miti-
gating supply chain disruptions. Besides, effective inventory policies can also avoid
economic downturns (see, e.g., [7]).
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In the light of the foregoing considerations, this paper focuses on the inventory
reality of a real and major automotive electronic company that is affected by demand
and supply lead time variability, which increase even more the levels of uncertainty.
Furthermore, over time, this company has been facing an increasing and permanent
pressure to meet customer’s orders. To reach it, the managers tend to carry the lower
possible level of inventory without losing sight of the SCM objectives mentioned
above. This principle is positively correlated with the concept of Just-In-Time [8].
Therein too lies the complex task of establishing optimal inventory levels which not
only provide the lowest stock costs, but also avoid both out-of-stocks and service
level breakdowns. Thus, owing to the inherent complexity of automotive industries,
strongly related to demand and supply variability, arises the necessity of modeling
mechanisms capable to assist the decision–making regarding inventory control.

All in all, the problem that is intended to be tackled in this paper is that of
inventory management, particularly related to determine how often and howmuch to
order a certain product of a major automotive electronic company. Hence, based on
the continuous–review control mechanism, a multi-objective optimization problem
(MOOP) studied in [9] (updated from [10]) is considered in order to concomitantly
minimize the expected annual costs for setup and holding inventory under lost sales,
as well as the expected annual frequency of stock–out occurrences. For that, the
Non-dominated Sorting Genetic Algorithm II (NSGA–II) [11] is used to provide
the Pareto set and front solutions for the proposed problem. In addition, this work
contributes to the current scientific literature by comparing two distinct logistics
scenarios (pre–model implementation and post-model implementation) under real
numerical data from a major automotive electronic company—demonstrating the
industrial applicability of the proposed model.

The remainder of this paper is organized as follows. In Sect. 2, some relevant
scientific literature onmulti-objective optimization applied to inventorymanagement
is provided. Section 3 introduces and characterizes the MOOP, as well as some
fundamental results associated to Pareto optimality concepts. Then, the solution
procedure that forms the basis to the application of the optimization approach to
the company’s context is described in Sect. 4. Lastly, Sect. 5 depicts the numerical
results and discussion, followed by concluding remarks and future lines of research
in Sect. 6.

2 Related Work

Theapplicationofmulti-objective optimization to inventorymanagement hasmerited
the attention of researchers over time. Agrell, in his seminal work [12], presented
a model for inventory control aiming to aid the decision–making process in what
concerns production and operations management. Concretely, the proposed model
intended to minimize total costs, stock–out units and frequency of stock–out occur-
rences. It should be noted that, at that time, Agrell already stated the importance of
concomitantly computing the order size and the safety factor using multi-objective
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optimization procedures. From a related perspective, Tsai and Chen [13] proposed
a multi-objective model to compute the order quantity as well as the reorder point,
which turns out to be a key factor in safety stock decisions. The ultimate goal of
that model is threefold, namely concerned to the minimization of total inventory
costs, average inventory levels and frequency of inventory shortages. Additionally,
the authors designed new methodologies related to ranking and selection procedures
in order to try to select the best candidate solution. This selection can turn out to
be a challenging problem for decision–makers, due to the difficulty of ascertain-
ing the trade–offs and repercussions associated with them. A threefold objective,
similar to the one stated in [12], was also studied in [14], in which inventory man-
agement strategies are discussed by taking advantage of particle swarm optimization
and genetic algorithms, under a multi-objective model related to hybrid backorder
inventory. Alongside this study, other interesting research works concerning hybrid
approaches to tackle inventory problems were also conducted (see, e.g., [15] and
the references cited therein). Still considering the three objectives stated by Agrell
[12], Tsou [10] published a multi-objective particle swarm optimization (MOPSO)
technique to compute the set of efficient solutions of the reorder point and order size.
Then, a rankingmethod procedure called TOPSIS is applied to provide a compromise
solution which is congruent with the decision–maker preference.

In major companies, a common and effective approach to inventory management
is the establishment of vendor–managed–inventory (VMI) policies. However, VMI
environments require different assessment approaches when compared to traditional
inventory policies. In this context, Liao et al. [16] proposed a multi-objective model
in which, amongst other objectives, intends to infer the levels of safety stock to attain
a certain service level.

Given the high variability and uncertain phenomena present withinmodern supply
chains, especially in automotive ones, order crossovermight occur, potentially entail-
ing stock–outs or even lost sales. Aiming to tackle this issue, Srivastav and Agrawal
[17] proposed a multi-objective mixture inventory system with multi-objective clus-
tering selection (MOCS) algorithm. The approach used reveals to be effective in
reducing inventory costs and increasing service levels. Regarding the model struc-
ture, it has the same objectives as in [10, 12] but they are modeled in a different way.
The same authors proposed in [18] a multi-objective mixture inventory with similari-
ties to the work published by Tsou in [10]. However, one of the novelties in [18] is the
development of linear regression expressions to estimate relevant logistics indicators
such as the safety factor or even optimal cost and lot size. From another perspec-
tive, a deterministic multi-objective inventory model for electronic components was
proposed in [19] using a vector evaluated genetic algorithm. This model is suitable
for single–items with deterioration features. Nonetheless, apart from the fact that the
evolutionary approach used does not provide the Pareto front in a direct way, lead
time is considered to be zero—which both constitute a considerable disadvantage
that does not match the reality of electronic parts supply chain.

By noting also that inventory management is deeply linked with the logistics
quality of suppliers, a multi-objective evolutionary algorithm was presented by
Türk et al. in [20] to supplier selection and inventory planning. For that, the
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authors used three evolutionary algorithms (NSGA–II, SPEA2 and IBEA) and tuning
approaches, concluding that the proposed approach does not compromise the trade–
off between risk and cost by providing a set of solutions that fulfill it. A different
approach is given in [21], in which fuzzy stochastic programming is applied to multi-
objective modeling, under single–item context, in order to compute minimum stock
levels and order quantities. Interestingly, this study was applied to a military con-
text and ensured superior performance characteristics in extreme scenarios related to
uncertain phenomena, when compared to the well–known fixed order quantity (r, Q)

and service level (s, S) inventory models.

3 Multi-objective Optimization Problem

This section intends to introduce and describe the MOOP that forms the basis for
all the mathematical analyses hereinafter presented. The MOOP analyzed herein is
symbiotically related to a well known control mechanism called continuous–review
(r, Q) (see, e.g., [22]), in which an order of size Q is placed to the supplier whenever
stock levels fall below a threshold level r—called reorder point. In terms of model
assumptions, let us consider the existence of a single product and that an order is
received in full, after a pre–specified lead time L , and added to the existing stock.
Additionally, the demand during lead time (DDLT) is considered to be normally
distributed, with mean μDDLT and standard deviation σDDLT .

In the first instance, the MOOP considered was studied in [10], presenting three
objectives, i.e.

Minimize
Q,k

C(Q, k) = ADQ−1 + hc
(Q

2
+ kσDDLT

)
(1)

Minimize
Q,k

N (Q, k) = DQ−1
∫ ∞

r
ϕ(x) dx (2)

Minimize
Q,k

S(Q, k) = DQ−1
∫ ∞

r
(x − r)ϕ(x) dx (3)

subject to 0 < Q � D, (4)

0 � k � Dσ−1
DDLT , (5)

Equation (1) refers to the minimization of the expected annual total costs
(C(Q, k)). On the other hand, Eqs. (2) and (3) concern the minimization of the
expected annual frequency of stock–out occurrences (N (Q, k)) and the expected
annual number of items disrupted (S(Q, k)), respectively. Regarding the problem
constraints, Eqs. (4) and (5) ensure that the order size (Q) should be positive and
less or equal than the average annual demand (D), and that safety stock must be a
non-negative quantity that would never exceed the average annual demand, respec-
tively. See Table 1 for the description of the variables and parameters used in the
above MOOP.
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Table 1 Summary of the notation used in the MOOP proposed in [10]

Variable/Parameter Description

C Expected annual total costs

N Expected annual frequency of stock–out occurrences

S Expected annual number of items disrupted

ϕ Probability distribution function of the demand within lead time

A Ordering cost

D Average annual demand

Q Order size

L Lead time (in days)

c Unit item cost

h Inventory carrying rate

k Safety stock factor

r Reorder point

μDDLT Average demand during lead time

σDDLT Standard deviation of demand during lead time

However, in a subsequent research study published in [9], the authors stated that
the three objectives mentioned above are not conflicting among each other. Con-
cretely, by noticing that the objectives traduced in Eqs. (2) and (3) are redundant,
only differing in the associated unit of measure, these authors proposed a bi-objective
optimization problem aiming to overcome the redundancy under lost sales associ-
ated with the above MOOP with three objectives. Thus, by dropping out Eq. (3) and
rearranging Eq. (1), the resultant non-redundant bi-objective model is described as
follows.

Minimize
Q,k

C(Q, k) = ADQ−1 + hc

[
Q

2
+ kσDDLT + DQ−1σDDLT

(
ϕ(k) − k(1 − �(k))

)]

(6)

Minimize
Q,k

N (Q, k) = DQ−1
∫ ∞

k
ϕ(x) dx (7)

subject to
√
2AD(hc)−1 � Q � D, (8)

0 � k � Dσ−1
DDLT , (9)

where � represents the cumulative distribution function of DDLT. At this point, fol-
lowing the work of [9], Eq. (6) traduces the minimization of the expected annual cost
for setup and holding inventory under lost sales, and Eq. (7) pertains to minimize the
expected annual frequency of stock–out occurrences. Concerning the inequality con-
straints, the only difference lies in Eq. (8), which imposes that the order size may not
be less than the economic order quantity or greater than the average annual demand.
It should be emphasized that the two objectives measured in Eqs. (6) and (7) are
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often perceived as the chosen trade–off in inventory management, notwithstanding
the model does not consider the stock–out costs (see [9] and the references cited
therein).

For the sake of relevance, before moving on to the application of the proposed
multi-objective optimization model to a real industrial context in Sect. 4, let us pro-
vide some introductory remarks on Pareto optimality concepts that will be used in
further sections.

Let f (x) : Rn → R
m , defined as f (x1, . . . , xn) = ( f1, . . . , fm) with m > 1, be

the function to be minimized over the n–dimensional space Rn . Let us also consider
g(x) as the vector of p � 1 inequality constraints, defining the feasible region Ω .
Thus, aminimizationMOOPwithm objectives and p constraints canbe characterized
as follows:

Minimize f (x) = [ f1(x), f2(x), . . . , fm(x)]T (10)

subject to x ∈ Ω (11)

Ω = {x : g j (x) � 0 , j = 1, 2, . . . , p} . (12)

Since the objectives conflict among each other, there is no single optimal solution
for a MOOP but a set of efficient or non-dominated solutions known as Pareto
Optimal Set. This lead us to the concept of Pareto dominance. Under this concept,
for aminimizationMOOP and two arbitrary n–dimensional decision variable vectors
x and y, x is said to dominate y (x ≺ y) iff fi (x) � fi (y) ,∀i ∈ {1, . . . ,m} and ∃i ∈
{1, . . . ,m} such that fi (x) < fi (y). Therefore, x and y are said to be incomparable
if neither x nor y dominates the other and they are not equal.

On the basis of these Pareto dominance concepts, a solution x is Pareto optimal
if it is not dominated by any other solution on the feasible space. Pareto optimal
solutions are incomparable to each other and represent different trade–offs in terms
of the objectives. Thus, the main aim of a multi-objective optimization algorithm
lies in finding an approximation to the Pareto optimal set. The set of the images by
f of all points in the Pareto optimal set is called Pareto front. For more details on
this subject, the reader is referred to [23].

4 Application of the MOOP to a Real Industrial Case Study

In order to test the industrial applicability of the MOOP previously described, real
data related to a product of a major automotive electronic company is used. All in
all, this section aims to introduce the solution procedure that will form the basis for
the numerical comparisons between the results derived from the model application
to company’s reality and the ongoing approach used by it.

As alluded to earlier, the numerical analyses further presented have been based
on a single product of the concerned company (hereinafter referred as Product 1). In
this context, real logistics data relating to year 2017 was collected and compiled. At
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Table 2 Summary of the parameters for the multi-objective optimization model application

Product
ID

A c D h σDDLT μDDLT Q

1 25 5.16 48.28 0.5 43 449 2000

this point, for L = 12, statistical work showed that demand during lead time approx-
imately follows a Gaussian distribution N (449, 43). The list of model parameters
for the appropriate application of the optimization model is summarized in Table 2.
Regarding the parameter A, it was not easy to properly assess and estimate all the
costs related to create and process an order to a certain supplier (e.g., costs of pro-
cessing purchase requisitions or even the labor costs involved when the products are
received), as well as in respect of transportation. Hence, all the parameter values
are real, with the exception of A that, due to the difficulty of measuring it within an
industrial context, was estimated based on the real features of Product 1.

It should be emphasized that despite of many scientific literature assume that
demand distribution is known, (statistically speaking) long–term demand is nor-
mally forecasted using historical data. In this respect, the adoption of inefficient
forecasting models by companies can entail serious logistics issues, mainly related
to overstock or, eventually, stock–out occurrences and service level breakdowns. This
fact motivates the need to conceive a new methodology to control inventory levels
over time.

Aiming to simulate the performance of the MOO model on the inventory man-
agement of Product 1, two scenarios related to pre and post–implementation of the
model are designed. For both simulation scenarios, the assessment and analysis of
the obtained results are based on the following key performance indicators measured
on a yearly basis:

• Inventory levels
• Inventory on–hand costs
• Number of placed orders
• Turnover rate
• Coverage rate

The reason for the selection of these indicators relates to both data availability
and reliability provided by the organization. Regarding the numerical implementa-
tion, the search for optimal solutions (in the Pareto sense) within complex search
spaces requires algorithms that avoid some drawbacks of traditional approaches (e.g.,
weighted method and ε–constraint method), namely the necessity of more than one
iteration to obtain an approximation to only one Pareto optimal solution or even the
insensitivity in what concerns the shape of the Pareto front [23]. Thus, this paper
takes advantage of an evolutionary approach for multi-objective optimization called
Elitist Non–dominated SortingGenetic Algorithm (NSGA–II). This algorithm is con-
sidered to be a computationally efficient approach that, in each iteration (also called
generation), implements elitism. In other words, when dealing with two points, the
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one characterized by the lower rank, in terms of non–domination, is chosen. How-
ever, it might occur that two points have the same rank. In these cases, crowding
distance comes into play to decide which one has the higher distance (see [11] for
more details about this algorithm).

The computation procedure of the MOO model using NSGA–II was performed
in the programming language R [24], by taking advantage of the function nsga2 to
provide the set of non–dominated solutions. In this process, the number of generations
is set to be 100, under a population size of 140.

5 Numerical Results and Discussion

This section reports the numerical results derived after the model application to the
company context, using the parameters available on Table 2. Concretely, a compari-
son of the results obtained using the MOO model and the current approach adopted
by the company is here provided.

Figure 1 portrays the sets of all non–dominated solutions obtained. For the Pareto
front plot, it is recalled that the x–axis ( f1) relates to the expected annual cost for
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Fig. 1 Pareto front for the trade–off between the objectives C ( f1) and N ( f2) and Pareto optimal
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setup and holding inventory under lost sales and that the y–axis refers to the expected
frequency of stock–out occurrences ( f2).

Firstly, note that the Pareto front suggests that there is no linear or quasi–linear
dependency between the two objectives characterized by f1 and f2. Moreover, it
can be inferred that higher levels of expected annual costs for setup and holding
inventory ( f1) are required to obtain lower expected annual frequencies of stock–out
occurrences ( f2). Naturally, lower levels of expected annual costs are associated to
a higher number of expected annual frequencies of stock–outs. From this, one can
conclude that a sharp reduction in the values of f1 potentially leads to higher chances
of stock–out occurrences and, consequently, production line stoppages and further
losses in production and sales volumes. Conversely, Pareto optimal set suggests that
higher safety factor levels (x2) are related to lower values of Q (x1). This fact is
natural since smaller order sizes are related to higher numbers of placed orders to
suppliers which, in turn, suggests high levels of safety factor to prevent stock–out
occurrences.

Hence, in accordance with the foregoing and based on the output results from the
application of NSGA–II, two scenarios are now compared. Note that due to space
limit, the full list of Pareto solutions is not listed here. Nevertheless, Table 3 presents
15 Pareto solutions from 140 found by NSGA–II.

The above analyses together with the efficient solutions obtained were discussed
with the managers of the company and the adoption of Q = 37 was considered.
The company managers chose this value for Q since it reveals a good compromise
solution to balance the minimization trade–off between the two proposed objectives.
At this point, top managers did not express preferences of one objective over another.
This solution is highlighted in bold type on Table 3. Between the solutions 7 and
10, the managers have opted to the latter due to the smaller stock–out frequency. It
is worth pointing out that a technique to rank the obtained non–dominated solutions
(e.g., TOPSIS) was not applied since for this bi-objective model Pareto set and front
are self–explanatory and already provide sufficient information to meet the business
requirements of the company.

On this basis, a simulation process was undertaken to assess the logistics repercus-
sions of adopting Q = 37 instead of Q = 2000 on the company inventory records.
These scenarios aim to simulate the benefits of the model implementation in the
company, by confronting the results derived from its application with the current
approaches. The summary of the comparison between them is presented in Table 4.

Regarding the comparisons in what concerns the recorded levels of inventory,
both in terms of units as well as in value, Fig. 2 allows to infer that, if the company
had used the proposed model as a supporting tool for the decision–making, both
the inventory levels in units (Fig. 2a) and the recorded value of inventory on–hand
(Fig. 2b) would be significantly lower. In fact, when using the proposed model, the
new values for stock in units and value are almost three times lower than the ones
recorded with the current methodology used by the company.
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Table 3 List of 15 (out of 140) non–dominated solutions obtained from NSGA–II

# Instance ≈ Q k C(Q, k) N (Q, k)

1 48 5.188913 × 10−6 87.287491 5.140280 × 10−14

2 34 1.109468 25.412899 9.011910 × 10−14

3 35 1.105876 33.446853 8.627815 × 10−14

4 32 1.110666 13.819280 9.580706 × 10−14

5 34 1.072007 28.447386 8.890523 × 10−14

6 42 0.4765033 75.292520 6.417178 × 10−14

7 37 1.029903 43.486233 8.169080 × 10−14

8 34 1.107318 26.438539 8.963706 × 10−14

9 43 0.5554719 76.171123 6.366719 × 10−14

10 37 1.018627 47.151751 7.991840 × 10−14

11 33 1.104654 21.743920 9.194887 × 10−14

12 47 4.880267 × 10−3 85.973450 5.334644 × 10−14

13 33 1.106130 22.330156 9.164834 × 10−14

14 36 1.110429 35.573982 8.525269 × 10−14

15 40 0.9413747 59.026523 7.406437 × 10−14

Table 4 Overall performance indicators for Product 1 with and without MOO over 2017

Time period Inventory levels Inventory on–hand (in e) Number of placed orders

With MOO Without
MOO

With MOO Without
MOO

With MOO Without
MOO

January 65 199 104 636 300 483 482 236 2 2

February 62 161 171 181 286 481 776 410 3 0

March 41 527 229 566 191 385 961 629 3 2

April 28 788 224 284 132 675 939 502 2 0

May 39 570 209 345 182 366 876 924 3 0

June 44 433 165 985 204 778 695 292 3 0

July 52 147 142 095 240 330 595 217 3 1

August 56 281 173 166 259 382 725 370 3 2

September 73 471 176 588 338 606 739 706 2 1

October 71 863 81 824 331 195 342 751 3 1

November 84 517 107 223 389 513 449 145 3 2

December 79 068 127 692 364 401 534 887 1 1

Total 699 025 1 913 585 3 221 597 8 119 069 31 12

With regard to the number of placed orders to suppliers, Fig. 3 suggests that, by
using multi-objective optimization, the number of placed orders required to fulfill
demand is higher than without using it. However, the necessity of placing a higher
number of orders to suppliers can be overtaken by noticing that the total ordering
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Fig. 3 Number of placed
orders to suppliers for
Product 1 with and without
MOO over 2017

2 4 6 8 10 12

0
1

2
3

4
5

6

Months

N
um

be
r o

f O
rd

er
s

with MOO

without MOO

Table 5 Turnover and
coverage rates for Product 1
with and without MOO in
2017

Time period Scenarios

With MOO Without MOO

Turnover rate 8.03 2.93

Coverage rate 0.12 0.34

costs derived by theMOO implementation appear to be derisory in comparison to the
inventory levels before and after the model implementation. Indeed, this statement is
underpinned by the fact that the inventory levels produced with the multi-objective
model are smaller. From another perspective, the adoption of small order sizes Q
can contribute to minimize crossover order events (see [17]).

All in all, the current strategy adopted by the company produces significantly
higher values of stock costs on–hand, confirming the view that the application of the
MOO model is beneficial for the company.

On the other hand, also note that turnover rate is higher when the model is applied
(see Table 5). This means that attaining high levels of stock profitability is easier with
the adoption of the proposed model in detriment of the current approach adopted
by the company. Nonetheless, from higher levels of profitability comes the greater
possibility of stock–out occurrences since the levels of stock are smaller—as one
could expect, higher values of turnover translate into smaller rates of coverage.

6 Conclusions and Future Work

In this research work, a multi-objective optimization model is applied, in an
exploratory way, to a major automotive supply chain, purposing to improve inven-
tory management by, concomitantly, determining how often and how much to order
a given product and minimizing both annual costs and the expected frequency of
stock–out occurrences. For that, several logistic performance indicators are used to
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assess the benefits of the model implementation. Moreover, by taking advantage of
evolutionary computation, NSGA–II is used to provide the set of non–dominant solu-
tions for the proposed multi-objective optimization problem. In this regard, a Pareto
trade–off curve between the expected annual cost for setup and holding inventory
under lost sales and the expected annual frequency of stock–out occurrences is gen-
erated, providing some guidelines to industrial practitioners.

Asmain results, with the adoption of smaller order sizes Q, it stands out a remark-
able reduction in both inventory stock levels (63%) and inventory on–hand (60%),
when compared to the current strategy adopted by the company. At this point, the
turnover rate resultant from the model application increases significantly. However,
the order size Q required to achieve these targets imposes an increase in the num-
ber of placed orders, notwithstanding the overall benefits inherent to its adoption.
Besides, the adoption of smaller order sizes is not always accepted by associated
suppliers, since they often impose minimum order quantities to the companies.

Regarding the caveats related to the implementation of the proposed model in the
concerned company, it is underlined not only the difficulty inherent to the collection
and compilation of reliable data, but also to the estimation process of certain model
parameters. These obstructions hampered the simulation processes and their ability
to produce other kind of analyses and comparisons.

As further research work, it is intended to improve the complexity of the model,
as well as test and compare the model dynamics for products with different charac-
teristics using different evolutionary computation strategies.
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Consistent Consolidation Strategies
in Grocery Retail Distribution

Sara Martins, Pedro Amorim and Bernardo Almada-Lobo

Abstract In the food retail sector, maintaining the food quality across the supply
chain is of vital importance. The quality of the products is dependent on its storage and
transportation conditions and this peculiarity increases the supply chain complexity
relatively to other types of retailers. Actually, in this industry there are three types
of food supply chains: frozen, chilled and ambient. Moreover, food retailers run
different store formats, of different sizes, assortments and sales volume. In this study
we research the trade-off between consolidating a range of products in order to
perform direct deliveries to the stores versus performing separate delivery routes for
products with different transportation requirements. A new consistency dimension
is proposed regarding the periodicity that a consolidation strategy is implemented.
The aim of this paper is to define a consolidation strategy for the delivery mode
planning that allows to smooth the complexity of grocery retail operations. A three-
step approach is proposed to tackle a real size problem in a case-study with a major
Portuguese grocery retailer. By changing the consolidation strategy with a complete
consistent plan the company could reach annual savings of around 4%.

Keywords Grocery retail · Consolidation · Distribution

1 Introduction

Since the 90’s the retail sector has been evolving, with retailers controlling and
managing the flow of products and adopting different distribution strategies to stay
competitive. This paper focuses on the grocery retail sector, which has peculiarities
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that increase the complexity of supply chain planning due to the management of
products with distinct temperature requirements, such as frozen, chilled and ambient
products. As 1/3 of the global food produced is lost or wasted [5], maintaining the
food quality across the supply chain is of vital importance. Food quality degradation
depends on environmental conditions of storage and transportation facilities [9]. In
order to guarantee the products quality, grocery retailers have to be manage properly
the required temperature range when distributing orders from the DCs. The same
reasoning holds for the transportation of products. From hereafter, products with the
same temperature requirements are considered as a group that is managed in the
same way.

To be closer to customers and promote a convenient shopping experience, new
stores are open every year. Nowadays, grocery retailers manage a range of stores
from hypermarkets to convenience stores that hold distinct characteristics such as,
different levels of net sales and product assortments. Hence, a mix of orders of
different sizes and products are required to be distributed.

In such context, with multiple products flowing from distinct facilities to stores
with heterogeneous needs, the delivery mode planning is a complex and challenging
distribution decision. This planning decision is at the core of master planning [6]
and can be analyzed in two levels: strategic and tactical/operational [10]. This work
tackles the tactical/operational level of the delivery mode planning that decides how
the products should flow inside the retailers distribution network. At this planning
level, a focus on the distributionprocess is required in order to define the consolidation
and transportation rules between the distribution centers (DCs) and the stores [10].
Replenishment and shipment consolidation are within the most important issues in
today’s supply chain planning [4].

In order to smooth the grocery retailing operations, i.e. reduce the disruption that
consolidation synchronization can induce, a certain level of consistency in the strate-
gies implemented needs to be accomplished. [7] present a survey on consistency in
vehicle routing problems. The authors discuss consistencymeasured in 3 dimensions:
arrival time (customer deliveries around the same time of the day), person-oriented
(deliveries performed by the same driver and driver visiting the same area), and
delivery consistency (defined interval between deliveries or fixed order sizes). In
this work it is proposed a fourth dimension related with consolidation consistency,
focusing on the supply side. Instead of defining every day the consolidations that
will have to be performed and synchronized, the consolidations are repeated with a
certain periodicity.

Overall, this paper studies the consolidation strategies grocery retailers can use
to enhance their distribution process. Moreover, it proposes for the first time the
creation of consistent plans for the consolidation strategies. The research addresses
the particular case of grocery distribution usingmulti-compartment vehicles (MCVs)
with longitudinal divisions, which impose some restrictions on the operations. This
type of vehicles have been neglected in the literature despite their great utilization in
practice. Analysis are performed based on a case-study from an European grocery
retailer.
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The remainder of this paper organized as follows. In Sect. 2 the possible consoli-
dation strategies and the consistency levels proposed are discussed, followed by the
problem description in Sect. 3. Section 4 presents the three-step approach proposed
and Sect. 5 analyses the results achieved. Finally, Sect. 6 provides conclusions and
further research directions.

2 Consistent Consolidation Strategies

In order to guarantee the quality of the products, grocery retailers have to manage
properly the required temperature range when distributing orders from the DCs. The
retailer’s network can be composed of different DCs that operate as storage or cross-
docking facilities, receiving the products from the suppliers and afterwards, sending
them to the stores. Usually, eachDCoperates independently and is responsible for the
set of allocated products [8]. Moreover, some retailers integrate production centers
of fresh products in their network in order to have more control in the quality and
availability of the products.

Orders are placed by each store for each product to a specific DC. In order to
achieve full-truck load (FTL) different orders can be consolidated. This consolida-
tion can be made by combining orders from different products to the same store
(product consolidation) and/or orders from different stores (spatial consolidation)
[3]. However, different characteristics and requirements have to be taken into con-
sideration regarding the consolidation strategy. For example, in products consolida-
tion, products that are not allocated to the same DC require further procedures, such
as cross-docking or milk-run. Furthermore, the joint delivery of products makes it
easier to achieve an FTL for one store, but it could lead to unloading problems at
the store site, if the receiving area is not prepared to receive a delivery with a large
order size. Spatial consolidation is defined based on a routing plan, with the goal of
minimizing total transportation costs. Overall, distinct consolidation strategies have
different advantages and disadvantages that are summarized in Table 1.

Aparticular feature of product consolidation in grocery retailing is the requirement
for the use of multi-compartment vehicles (MCVs). Someworks on grocery distribu-
tion have already analyzed the benefits of using MCVs against single-compartment
vehicles [2, 12]. However, these works were focused on the application of MCVs,
which allow for transverse divisions (here called flexible MCVs), making it possible
to jointly distribute products to a route of stores. Nevertheless, other types of MCVs
can be used, as those with longitudinal divisions (here called simple MCVs) that are
less expensive than the transverse ones, but impose more restrictions to the distribu-
tion [10]. Hence, although there is a trend for grocery retailers to use flexible MCVs,
due to their costs, many retailers still prefer to use the simple MCVs.

The consolidation of products from distinct temperatures imposes additional chal-
lenges to the synchronization of DCs and transportation operations, increasing the
risk of delays [11]. When products are allocated in the same location but in different
DC zones, a vehicle performs a milk-run to each zone and all orders have to be
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Table 1 Advantages and disadvantages of distinct consolidation strategies

Consolidation Advantages Disadvantages

Spatial • Risk of delays is lower
• MCVs are not required

• Difficult to achieve FTL for one store
• Longer routes might be required to
achieve FTL
• Stores receive the different products
separately

Product • Stores receive the different products
together
• Earlier supplies to the stores
• Easier to achieve FTL for one store

• Store’s unloading docks can be a bot-
tleneck
• MCVs are required
• Additional handling of the products
might be required (in case of
cross-docking)

prepared to avoid idle time. If cross-docking is necessary to consolidate products
from distant facilities, an additional space in the DC is required to perform the oper-
ation, which should be quick.

3 Problem Description

The aim of this work is to define consolidation strategies to be followed with a
given consistent periodicity. Retailers can decide upon the level of consolidation
consistency they desire to use and best suits their operation. Four levels of consol-
idation consistency are proposed: full consistency, monthly consistency, week day
consistency or absent. The full consistency imposes the performance of the same
type of consolidation every day, which means the same strategy can be maintained
despite annual seasonality, simplifying the operational processes that are recurrently
repeated. In themonthly consistency, the consolidation strategy changes everymonth,
and increases the operational complexity. The consistency based on theweek day also
involves some operational complexity but, as the operational activities are already
commonly planned per week days due to the delivery patterns, the complexity is
smaller than for the monthly consistency. Finally, the absent consistency is when the
retailer decides every day the consolidations that will perform.

Simple MCVs are considered in this problem, which only allow to consolidate
products from different temperatures if a direct delivery (single drop route) is per-
formed.Therefore, a spatial andproduct consolidation for the same trip is not allowed.
While spatial consolidation is frequently used in global distribution, product consol-
idation needs to be carefully analyzed, specially in grocery distribution, due to the
operation requirements. In this problem setting, the aim is to study if it is preferable
to perform spatial consolidation for each product separately or perform a product
consolidation for each individual store. In the first case, delivery routes of stores
are defined for each product, and in the latter direct deliveries to each store with
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a group of products is established. Hence, the overall problem has to consider the
vehicle routing problem. Moreover, cross-docking of products from distant DCs is
also analyzed. Due to quality control, it is assumed that there is a main DC where the
cross-docking operation is performed. This operation has a warehouse cost associ-
ated to the additional material handling required. It is considered that the DCs have
limited capacity to perform the operations.

The distribution is performed using an heterogeneous fleet of vehicles, distinct
in terms of capacity. Some stores have restrictions on the type of vehicle that visits
them, e.g. vehicles with trailers are forbidden in the middle of villages and therefore
the stores cannot be visited by them. The delivery days of each product to each store
are defined by the delivery pattern and stores have pre-defined time-windows to be
fulfilled.

To summarize, this problem can be characterized as a heterogeneous fleet (HF),
site dependent (SD), time-window (TW), consolidation consistent (C), periodic (P),
vehicle routing problem (VRP) with cross-docking (CD).

4 Methodology

Since this problem is an extension of the vehicle routing problem, which is known
to be NP-hard, with a set of additional operational constraints, in general, it is not
possible to solve the problem exactly. A three step approach is proposed in this
paper, dividing the problem in three sub-problems that are solved sequentially. The
first two steps are used to define a store profile, i.e., identify the best stores for product
consolidation that satisfy the operational requirements. In the third step, the overall
solution cost is evaluated. Figure 1 gives an overview of the methodology. A further
description is provided in the next subsections.

1. Consolidation Strategy
In the first step, the stores having promising conditions to achieve near FTLs due
to product consolidation are identified. A mixed-integer programming model is
proposed at this stage. The stores that do not fulfill the requirements for consoli-
dation are put aside for posterior routing (S1, in Fig. 1).

2. Distribution Centers Capacity
In the second step, the DC’s capacity to perform the consolidations required for
each of the promising stores (provided by step 1) is studied. Some stores are
put aside at the beginning of this stage due to operational constraints found in a
pre-processing phase (S2, in Fig. 1). As the DC might not have enough capacity
to perform all consolidations, an heuristic approach is designed to select the
consolidation strategies that should be implemented (S4, in Fig. 1). The stores
not selected are put aside for posterior routing (S3, in Fig. 1).

3. Solution Evaluation
Finally, the overall solution is evaluated based on three cost components, namely
the transportation cost of supplying directly the storeswith product consolidation,
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Fig. 1 Three-step approach scheme proposed for the consistent consolidation problem of grocery
retail distribution (Note: NOK means not ok)

the transportation andwarehouse cost ofmoving the products to the consolidation
DC, and the transportation cost of the stores putted aside for separate routing of
products. The latter is quantified bymeans of a meta-heuristic approach proposed
in the literature for rich vehicle routing problems.

4.1 Consolidation Model

Asmentioned before, amixed-integer programmingmodel is proposed to identify for
which stores it is possible to achieve near FTL by consolidating different products.
The objective is to maximize the number of direct deliveries to the store, taking into
consideration the operational characteristics. This sub-problem can be defined as
follows.

A retailer distributes a set of products p ∈ P to a set of stores S, according to their
delivery pattern. Therefore, the stores do not receive the full set of products every
day. Let D be the set of days in the planning period and Qp

ds the quantity of product
p to be delivered to store s at day d, with Qp

ds = 0 if the day d does not belong to
the delivery pattern of product p for store s.

Direct deliveries to a store are only acceptable if a minimum utilization (U ) of the
vehicles can be accomplished, otherwise separate route of stores for each product
could be more beneficial. The consolidation of products to a store might result in
an overall quantity slightly bigger than a vehicle capacity. In practice, when the
difference is very small, the surplus is left at the DC for posterior supply (back-
orders). However, these situations need to be controlled. To avoid an excess of back-
order situations, the number of times it can happen to a store has to be bounded by
an upper limit that depends on the product (L p). The binary variable Bp

ds is used as
an auxiliary variable to determine if store s has surplus of product p at day d or not.
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Depending on the level of consistency to be implemented, let T be the set of
periods to be consistent, e.g. in case of a week day consistency T represents the days
of the week, and in a monthly consistency it represents the months. Further, let the
subset Dt ⊂ D be the days that belong to period t .

In order to simplify the model, let parameter Qp
ds represent the proportion of

the vehicle capacity used by the quantity of product p to be delivered to store s at
day d. Since we are considering a site-dependent heterogeneous fleet of vehicles,
the proportion of an order for store s is determined having as base the maximum
capacity of a vehicle eligible to visit store s. For instance, an order of 11 pallets to be
delivered to a store that can be visited by a 33 pallet vehicle as an associated quantity
of Q = 0.333(3).

The problem comprises two decision variables. The binary decision variable X p
ds

is set to 1 if product p is consolidated for store s at day d, 0 otherwise. This decision
variable dictates the products to be consolidated, i.e. determines for each store which
products should be consolidated and delivered directly on each day. For example,
if store 1 on day 1 should consolidate products 1 and 3 and deliver product 2 in a
single product route, the correspondent variables will be set as X1

11 = X3
11 = 1 and

X2
11 = 0. To control the direct deliveries performed, the integer decision variable Fds

represents the number of FTLs for store s at day d. The consolidation model can be
formulated as follows:

max
∑

d∈D

∑

s∈S
Fds (1)

∑

p∈P

(X p
ds · Qp

ds) ≥ Fds ·U ∀s ∈ S, d ∈ D (2)

∑

p∈P

(X p
ds · Qp

ds) ≤ Fds ·U + 1 ∀s ∈ S, d ∈ D (3)

X p
ds ≥ X f

ds ∀p, f ∈ P : p �= s ∈ S, d ∈ D (4)

Bp
ds ≥ X p

ds · Qp
ds − Fds ∀p ∈ P, s ∈ S, d ∈ D (5)

∑

d∈D
B p
ds ≤ L p ∀p ∈ P, s ∈ S (6)

X p
ds = X p

ys ∀p ∈ P, s ∈ S, t ∈ T, d, y ∈ Dt : d �= y (7)

X p
ds ∈ {0, 1}, Fds ∈ Z+

0 ∀p ∈ P, s ∈ S, d ∈ D (8)

The objective function aims to maximize the number of FTLs and therefore direct
deliveries to the stores. Constraint (2) imposes a minimum utilization of the vehicles
for the consolidation strategy to be eligible for the store. Constraints (3) impose a limit
on themaximumnumber of FTLs that can be sent to a store. Preferred consolidations,
i.e. a group of products f can only be consolidated if product p is consolidated,
are enforced by constraint (4). The control of backorder situations is guaranteed
by constraints (5) and (6). The first defines the days when backorders happen and
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the latter ensures that the upper limit is not exceeded. Constraint (7) secures that the
consolidation strategy is implemented according to the level of consistency imposed.
Finally, constraint (8) defines the variables domains.

4.2 Distribution Centers Capacity

After the first step, a group of stores with promising consolidations for direct deliv-
eries are identified. However, the DC where the consolidations are performed might
not have enough capacity to perform them all, as it still needs to be operational for
the preparations of the remaining stores that will be supplied in a route. In order to
analyze the DC capacity and select the stores for which to perform the consolida-
tions, a heuristic procedure is proposed. The heuristic starts by defining a ranking of
the stores, which is afterwards used to prioritize the allocation of stores to the DC
capacity, without exceeding it, and therefore to select the stores to be supplied with
a product consolidation. The overall scheme of the proposed heuristic is presented
in Algorithm 1, followed by a detail description.

Algorithm 1 DC capacity check
1: Cstores : set of stores with promising consolidations (given by step 1)
2: Selectedstores = Ø
3: for each store s in Cstores do
4: calculate priority rank Rs � step 2.1
5: calculate earliest (Es ) and latest (Ls ) time the store can be loaded � step 2.2
6: end for
7: Sort Cstores by priority rank
8: repeat � step 2.3
9: select store s with the highest rank in Cstores
10: try to allocate to DC the loading of store s to the earliest time between [Es , Ls ]
11: if allocation is successful then
12: insert store s into Selectedstores
13: end if
14: remove store s from Cstores
15: until Cstores = Ø
16: return Selectedstores

Step 2.1 The stores are ranked in order to define a priority allocation to the DC. The
ranking is defined based on five dimensions: distance between the store and the DC;
dispersion of other stores around the store in analysis (this measure is calculated
based on the number of stores in a 50 km radio); number of FTLs to be sent to the
store; average vehicle utilization; number of back-order days. This ranking aims to
give consolidation priority to stores that are far from the DC, in isolated areas, with a
high number of FTLs achieved with high utilization and small number of back-order
situations.
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Step 2.2 For each store it is calculated the interval of time when the vehicles should
be loaded considering the operational restrictions of each of the products to be con-
solidated. Distinct products have different processing times, specially if they are
prepared in a production center or delivered from suppliers through cross-docking.
The stores have delivery time-windows that need to be respected. Additionally, in a
pre-processing phase it needs to be confirmed with the stores if they have capacity
to receive all products consolidated at once.

Step 2.3 The stores are allocated to the DC according to their ranking priority while
satisfying the interval of time they should be loaded. The allocations are only suc-
cessful if the DC capacity holds. At the end, the Selectedstores will be supplied with
a product consolidation direct delivery.

4.3 Solution Evaluation

Note that at the third step, it is already defined a profile for each store as presented in
Fig. 1. Therefore, there is a group of stores that were selected to be directly supplied
using a given consistent consolidation plan, being the remaining stores supplied in
routes separated by product. Overall, the solution cost has three components: (i) the
transportation cost of supplying directly the stores with a consolidated load; (ii) the
transportation and warehouse cost of moving the products to the consolidation DC;
and (iii) the transportation cost of the stores to be supplied in product separate routes.

The transportation cost of supplying directly the stores with a consolidated load
is easily calculated since the consolidation model provided the number of FTLs to be
sent to each of the selected stores through the planning period. The number of FTLs
just needs to be multiplied by the distance between the store and DC and summed up.
The transportation and warehouse cost of moving the products to the consolidation
DC is defined by calculating the number of vehicles that need to be sent for DC
with products for consolidation (and the respective travel cost), and the number of
additional pallets that were processed in the DC due to this operation.

The transportation cost of the stores to be supplied in product separate routes is
calculated recurring to an Adaptive Large Neighborhood Search (ALNS) algorithm
proposed by [1] for rich vehicle routing problems. This approach was used as it
considers a heterogeneous fleet site dependent vehicle routing problemwith multiple
time windows, similar to our problem setting for separate products. The main idea
of the ALNS algorithm is to destroy and repair parts of the solution, using different
operators in an adaptive manner, in order to find better ones. Overall, the solution
approach solves the routing problem for each product flow considering the stores not
selected for consolidation. Note that, if the stores selected do not consolidate the full
set of products, they will also be considered for routing regarding the products not
consolidated.
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5 Computational Experiments

Themethodologyproposed in thisworkwas applied to a case-study fromanEuropean
grocery retailer, which is briefly described below. Section 5.2 describes preliminary
tests performed to analyze the influence of different consolidation strategies and Sect.
5.3 present the final results of the consolidation strategy defined.

5.1 Case-Study

The retailer that motivated this work manages a set of DCs (operating as storage
and cross-docking) and production centers located in Europe. Both cross-docking
facilities and production centers have processing times that need to be taken into
consideration when planning the distribution. The company manages seven distinct
product flows, each with a distinct origin (within or not the same location), which
can be transportedwith three different temperature ranges. Preferred consolidation of
products are defined due to temperature ranges and operational reasons. For instance,
fresh products are considered the main type of product in the chilled temperature and
therefore, other chilled products, such as meat, can only be consolidated with other
products if the fresh products are also consolidated. Each product has a predetermined
delivery pattern, i.e. the days of replenishment are defined, as well as the delivery
time-windows. In case of product consolidation, the product with the earliest delivery
time dictates the overall delivery time-window. The distribution is performed seven
days a week, using simple MCVs. Since the retailer had two days of the week where
the number andquantity of supplieswere very different comparingwith the remaining
days, along the planning period, these days were removed from the consolidation
analysis.

5.2 Consolidation Analysis

A preliminary test was performed only using the consolidation strategy model
(Sect. 4.1) to analyze the evolution of the number of promising stores for distinct
problem settings. It was analyzed the distinct consolidation strategies (full consis-
tency, monthly consistency, week day consistency or absent), the vehicle minimum
utilization (80, 85 and 90%) and the permission or not of back-orders within limits.
Figure 2 presents the percentage of stores with promising consolidations to achieve
FTL for the different problem settings.

The results show that the minimum utilization of the vehicles imposed for FTL
seem to have an impact on the number of stores for consolidation, reaching devia-
tions of around 10% of stores between a 85 and 90% of minimum utilization. The
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Fig. 2 Percentage of stores with promising consolidations to achieve FTL for different problem
settings

permission of back-order situations also has a high influence on the number of stores
for consolidation.

The absence of a consistent delivery plan, not allowing back-orders, would have
around 68 and 74% and of stores with promising consolidations for FTL. With the
permission of back-orders, the monthly consistency achieves a similar percentage
of stores. These percentage reduces in the cases for week day consistency and full
consistency, which are similar between each other. However, it is worthy of note
that the week day consistency allows to increase the number of FTL supplies to the
stores by 25%, which could result in an overall reduction of the distribution costs.
The higher FTL supplies of the week day consistency (over the monthly consistency)
are triggered by additional product consolidations leveraged by the delivery patterns.

5.3 Final Results

Since this analysis shows that with a full consistency plan a reasonable number
of stores are identified for promising consolidations, and it is clearly the strategy
with less disruption to the operation, the complete methodology was applied for
this case. The stores with promising consolidations for direct deliveries, defined by
the consolidation model were used in the distribution center capacity step. Half of
the stores were allocated and selected for consolidation implementation. Note that
it was assumed that the full load of products for each FTL is performed at once
(conservative scenario), which reduces the DC capacity flexibility. If the distinct
products were loaded at different times it could lead to a more flexible management
of the DC capacity. At the end, the new distribution planning, with the selected
stores supplied directly with a consolidated load, resulted in an increase of the direct
supplies costs, but consequently in a reduction of separate product routes. Overall,
the final results showed that the retail company could reach annual savings around
4%.
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6 Conclusions

This paper analyzes the consolidation strategies a grocery retailer can implement in
order to enhance their distribution. The idea of consistent consolidation strategies is
proposed in order to smooth retailer operations. Moreover, it focuses on grocery dis-
tribution with simpleMCVs, which are used in practice but neglected in the literature
to the best of our knowledge. A three-step approach is developed to tackle a real case
problem, which would be very complex to solve exactly. The problem incorporates
the operational complexity of the activity and is divided in three sub-problems: con-
solidation strategy, DC capacity and routing. The methodology proposed is easy to
use for practical problems and therefore to help companies optimizing their delivery
mode planning.

Further research can be developed on this topic. The heuristic procedure of step
two is very conservative and could be improved, as well as the implementation of a
loop with the third step in order to better select the stores for consolidation. Other
methodologies could also be developed to tackle the complete problem, such as
branch-and-price.
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Dynamic Approaches to Solve the Smart
Waste Collection Routing Problem

Carolina Soares de Morais, Tânia Rodrigues Pereira Ramos
and Ana Paula Barbosa-Póvoa

Abstract A Dynamic Inventory Routing Problem model embedded into a rolling
horizon solution approach is developed, along this paper, to solve the Smart Waste
Collection Routing Problem. This allows the definition of dynamic waste collection
routes that explore the use of real-time information on the bins fill-level, over a
medium-term horizon. Opposite to a published short-term approach, based on the
solution of the Vehicle Routing Problem with Profits that maximize daily profits, the
present approach leads to better results translated into higher operational profits. This
evidence is shown through the comparison of the solution of both the short-term and
the medium-term approaches in a set of small instances where different active rolling
horizon intervals are tested. A large instance obtained from a real waste collection
system case study is also studied, and the results confirm the conclusions obtained
when solving smaller instances.

Keywords Inventory routing problem · Vehicle routing problem with profits ·
Dynamic routes · Sensors · Waste collection

1 Introduction

The Smart Waste Collection Routing Problem introduced by Ramos et al. [15]
considers the use of real-time information on the bins fill-level (transmitted by
volumetric sensors located inside the bins) to define smart collection routes that
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maximize operations profit (difference between revenues obtained from the recy-
clable waste collected and the transportation costs of collecting that waste). The
problem was modeled as a Vehicle Routing Problem with Profits (VRPP) that selects
the waste bins to be visited and the optimal visiting sequence for each day so as to
maximize the amount of waste collected while reducing the total travelled distance
and satisfying the vehicles capacity and bins capacity. As stated by Archetti et al.
[5], the key characteristic of the class of VRPPs is that the set of customers to serve
is not given; therefore, two different decisions have to be taken: which customers to
serve; and how to sequence the visits in each route; for that, a profit is associated
with each customer that makes such a customer more or less attractive.

However, when defining dynamic routes, one important aspect to have in mind
is that the access to real-time information may lead to short-term solutions as the
data used by the model is constantly updated and a daily period is often assumed.
In this context, a longer period approach should be targeted exploring medium-term
solutions where events in a close future should also be accounted for (e.g. weekly).
For example, if a VRPP model is solved every day, targeting the maximization of a
daily profit, the final solution may result in the collection of a certain number of bins
that, if collected latter in the week could guarantee higher amount of waste being col-
lected at a minimum cost. To overcome such limitation, Inventory Routing Problem
(IRP) models should be explored as these allow profit maximization for a given time
horizon. As stated by Coelho et al. [7], the IRP integrates inventory management,
vehicle routing, and delivery-scheduling decisions, and, in this context, the supplier
has to make three simultaneous decisions: when to serve a given customer; how
much to deliver to this customer when it is served; and how to combine customers
into vehicle routes.

However, the classical IRP models are not able to deal properly with the
available real-time information since a static planning horizon is traditionally con-
sidered using the available real-time information at the first period of time and con-
sidering estimates for the days ahead. In this way, dynamic approaches coupled with
IRP models should be developed to allow a continuous data updating available every
day as transmitted by the sensors. Thus, the dynamic approaches should explore the
new available information on the bins fill-level, changing, based on this, the planning
in order to prevent collection routes from occurring unnecessarily or defining new
necessary collection routes to ensure that bins do not overflow.

In this sense, this work proposes a dynamic IRP approach to solve the Smart
Waste Collection Routing Problem and compares this new approach to the VRPP
model proposed by Ramos et al. [15]. The comparison is done through the solution of
instances derived from real data provided by a Portuguese waste collection company.
Additionally, a real instance from the same company is solved.

This paper is structured as follows: in the next section, a literature review on
dynamic solution approaches for the waste collection is presented; then, the solution
methods proposed in this paper are discussed; next, the solution approaches are
applied to small instances and, in sequence, to a large instance from a case study;
finally, the conclusions about this work are presented.
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2 Literature Review

In the existent literature, waste collection problems have been mostly modeled as
Vehicle Routing Problems (VRP) that consider a predefined set of bins to be collected
(see, for example, the review of Ghiani et al. [9]). A collection situation where the
definition of the set of containers to visit is to be optimized has been addressed byAras
et al. [4], Aksen et al. [1] and Anghinolfi et al. [3]. In these works, sites are selected to
be visited considering their profit, but no real-time information on the bins’ fill-level
was used. This is, however, a current challenge as the availability of data is nowadays
a reality. In this setting, it becomes important to develop optimization approaches that
consider the choice of bins to collect based on real-time information. Fewworks have,
however, looked to this problem. Mes [13], Anagnostopoulos et al. [2] and Gutierrez
et al. [10] explored the selection of waste bins to be emptied based only on its weight
(and not on the profit that may be attained when collecting them). Furthermore, the
selection step was not integrated with the routing step. More recently, Ramos et al.
[15] explored such opportunity and integrated the selection of waste bins and the
routing steps in a single mathematical model. A VRPP model was developed whose
objective is to maximize the daily profit. Bins were selected to be visited every day
based not only on its weight but also on its location.

Different from the described short-term approaches (e.g., daily), IRP models
deal with a given time horizon considering both routing and inventory issues
(Baita et al. [6]). In this sense, these models explore longer-term approaches,
maximizing, for example, the profit over a given planning horizon. The work by
Aksen et al. [1] explored this problem and sites were selected to be visited consid-
ering the maximization of the associated profit for a given time horizon. However,
difficulties exist when trying to couple IRP models with real-time information as
the dynamism required to deal with every day-updatable information, received by
the sensors, is not straightforward when using IRP models (IRP models typically
consider only the real-time information on the bins’ fill-level for the first day of
the planning period; for the days ahead, the model deals with estimates calculated
using the expected daily accumulation rate). In this context, dynamic IRP approaches
are required, but these are not easily found in the literature, when applied to waste
collection. Mes et al. [14] considered a reverse inventory routing problem for col-
lecting waste from underground containers for which the information about current
fill-levels is available anytime. The authors consider the waste deposits as stochastic
and developed a parametrized heuristic for solving the short-term IRP for waste col-
lection dynamically, taking into account the long-term impact, and using simulation
for tuning the heuristic parameters. Most of the Dynamic IRP in the literature deal
with an IRP in which demands can vary across the time horizon and planning must
be made at the beginning of each of several periods; for each variation, a new IRP is
solved. This is the case of Coelho et al. [8] that describe and compare four solution
policies for the Dynamic Stochastic IRP (DSIRP), divided into reactive and proac-
tive policies, all implemented in a rolling horizon fashion. The reactive policies are
characterized by triggering a replenishment order to bring the inventory position up,



176 C. S. de Morais et al.

whenever the inventory reaches a reorder point; while the proactive policies solve
the problem as a deterministic IRP.

Concluding, it is possible to state that there is still space to explore dynamic IRP
approaches to solve the Smart Waste Collection Routing Problem, coupling real-
time information with the profit maximization for the entire planning horizon, in an
updatable approach.

3 Solution Methods to Solve the Smart Waste Collection
Routing Problem

Two different dynamic approaches to solve the Smart Waste Collection Routing
Problem are studied in this work: (1) a VRPP approach (short-term approach),
proposed in the work of Ramos et al. [15]; and (2) a new dynamic IRP approach
(medium-term approach).

3.1 Short-Term Approach

In this first approach, dynamic routes are defined through a VRPP model, targeting
daily profit maximization. A heuristic method decides the best days in which the
collection operation should be performed; for the selected days, the VRPP model is
run to define the collection routes for that day. The heuristic rule chooses to collect
bins as late as possible, i.e., when at least one bin is about to overflow. The routes
to be performed at day t are decided in the morning of day t, after receiving the
real-time information on the bins fill-level (see Fig. 1).

Fig. 1 Short-term approach
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An expected daily accumulation rate ai is added to the amount of waste Si trans-
mitted by the sensors, generating Fi , a parameter that represents an estimate of the
amount of waste in bin i at the beginning of the next day (collection routes are per-
formed at the end of the day). At day t , if there are no bins closely to overflow, the
next iteration is set to be carried out on the next day (t = t + 1); otherwise, if there
is at least one bin closely to overflow, i.e., if there is at least one bin, say i for which
Fi is greater than its capacity Ei , the VRPP model is run and routes are defined.
For solving this problem, the VRPP model proposed by Ramos et al. [15] is applied
considering the desired service level equal to 100% (no bins can overflow).

3.2 Medium-Term Approach

This approach uses an IRP model to maximize profit over the entire planning period
(T ). The model defines the best days and the best routes to operate, in a given
period of time, generating a routing plan that can then be updated with new available
real-time information. To allow this update, a rolling horizon solution approach was
developed to solve the IRP model in each day within the planning horizon (instead
of just solving the IRP model at the first day of the planning horizon, as usual). This
allows the use of the data transmitted daily by the sensors. The IRP model is then
solved dinamically.

In this approach, the IRP model is solved every day t , in the morning, after
receiving the sensors information on the bins’ fill-level. When solving the dynamic
IRP approach model, the planning period is divided in two intervals: an active inter-
val (AI ), that includes the days for which the original binary variables (xi j t , yit ∈
{0, 1},∀i, j ∈ I, t ∈ {1, ..., AI }, (i �= j)) are considered, plus a relaxed interval (RI ),
which includes the remaining days andwhere the binary variables are relaxed, assum-
ing positive values (xi j t , yit ≥ 0,∀i, j ∈ I, t ∈ {AI + 1, ..., T }, (i �= j)). The active
interval is then constituted by a current period, which is being solved at the moment,
and an auxiliary period, which helps the model to consider future events. As stated
by Meira et al. [12], the auxiliary period function is to guide the model, helping
to anticipate future problems. The resulting plan for the current period in the first
iteration is then fixed for the next iteration, which will be carried out at the next day
t+1 (see Fig. 2). Successively, for all the next iterations, the resulting plan for the
previous period is considered as fixed information.

The length of the active interval (AI) has impact on the Objective Function Value
(OFV) and also on the computational time. As stated by Marquant et al. [11], the
interval length needs to be carefully chosen in order to reduce the total solving time
without affecting the quality of the results. If the interval length is too small, the
optimal operating strategy found will be less efficient than the full horizon problem,
where all periods are known from the outset. In this sense, by varying AI, different
configurations for the application of the rolling horizon approach can be defined (see
Fig. 3). In the next section, different active interval lengths will be tested.
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Fig. 2 Medium-term
approach

Fig. 3 Different configurations for the rolling horizon approach
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The IRP model embedded in the medium-term approach is based on the Selective
and Periodic IRP model proposed by Aksen et al. [1] and is as follows.

Sets
I = {1, 2, ..., n + 1}: set of n waste bins and the depot n+1
T = {1, 2, ..., t} set of t days in the planning horizon

Parameters
C : travelling cost per distance unit (in e)
R: selling price per kg of a recyclable material (in e)
ω: penalty for the use of the vehicles (in e)
Q: vehicle capacity (in kg)
B: waste density (in kg/m3)
di j : distance between node i and node j
Si0: amount ofwaste in kg at bin i at thefirst dayof the planninghorizon (calculated

using the information given by the sensor (inm3) and the material density (in kg/m3)
ait : expected daily accumulation rate of bin i at day t (in kg)
Ei : capacity of bin i (in kg)

Decision variables
xi j t : binary variable indicating if edge (i, j) is visited at day t , (i, j ∈ I )(t ∈ T )
yit : binary variable indicating if waste bin i is visited at day t , (i ∈ I )(t ∈ T )
fi j t : positive variable representing the flow between node i and node j at day t ,

(i, j ∈ I )(t ∈ T )
wit : positive variable representing the amount of waste collected at waste bin i at

day t , (i ∈ I )(t ∈ T )
uit : positive variable representing the amount of waste at waste bin i at the end

of day t , (i ∈ I )(t ∈ T )
k: integer variable on the number of vehicles to use (k ∈ K )

Model

max P = R
∑

i∈I n{n+1}

∑

t∈T
wit − (c

∑

i∈I n{n+1}

∑

j∈I n{n+1}

∑

t∈T
xi j t di j + kω) (1)

s.t. ∑

j∈I,( j �=i)

fi j t −
∑

j∈I,( j �=i)

f ji t = wit ,∀i ∈ I n{n + 1}, t ∈ T (2)

fi j t ≤ (Qk − a jt xi j t ,∀i, j ∈ I, t ∈ T, (i �= j) (3)

fi j t ≤ Qk − wjt ,∀i ∈ I, j ∈ I n{n + 1}, t ∈ T, (i �= j) (4)

fi j t ≥ wit − BigM(1 − xi j t ),∀i ∈ I n{n + 1}, j ∈ I, t ∈ T, (i �= j) (5)

∑

j∈I,( j �=i)

x jit = yit ,∀i ∈ I n{n + 1}, t ∈ T (6)
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∑

j∈I,( j �=i)

xi j t = yit ,∀i ∈ I n{n + 1}, t ∈ T (7)

∑

i∈I n{n+1}
xin+1t =

∑

i∈I n{n+1}
xn+1i t (8)

wit ≤ BigMyit ,∀i ∈ I n{n + 1}, t ∈ T (9)

uit ≤ BigM(1 − yit ),∀i ∈ I n{n + 1}, t ∈ T (10)

ui0 = Si0,∀i ∈ I n{n + 1} (11)

uit = uit−1 + ait − wit ,∀i ∈ I n{n + 1}, t ∈ T (12)

un+1t =
∑

i∈I n{n+1}
wit ,∀t ∈ T (13)

uit ≤ Ei B − ait+1,∀i ∈ I n{n + 1}, t ∈ T (14)

xi j t , yit ∈ {0, 1},∀i, j ∈ I, t ∈ T, (i �= j) (15)

fi j t ,wit , uit ∈ R
+,∀i, j ∈ I, t ∈ T, (i �= j) (16)

k ∈ N (17)

The objective function (1) considers the maximization of profit (P), defined as the
difference between the revenues from selling the waste collected and the transporta-
tion cost. Constraint (2) represents the flow balance at each waste bin i. Constraints
(3) and (4) provide upper bouns on the flow variables fi j t by considering the vehicle
capacity and the waste amount collected from node j when a vehicle travels from
i to j at day t. Lower bounds on the flow variables are ensured by constraint (5).
Variables xi j t and yit are linked in constraints (6) and (7), which ensure that the
incoming/outgoing degree of waste bin i must be equal to 1, if waste bin i is visited
at day t; and equal to 0, otherwise. The depot’s mass balance is provided in constraint
(8). Constraint (9) ensures that the collection amount at waste bin i at day t must be
zero unless it is visited at that day. Constraint (10) guarantees that the inventory at
waste bin i must be zero at the end of day t, if it is visited on that day. Constraint
(11) ensures that the initial inventory at waste bin i is equal to the information sent
by the sensors on the waste bin’ fill-level. Constraint (12) updates the final inventory
at waste bin i at day t. Constraints (13) and (14) guarantee that no waste bin i can
overflow. The domain of the variables is given by constraint (15), (16) and (17).
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4 Application to Small Instances Derived from Real Data

In this section, the short-term and medium-term approaches are tested and compared
using small instances derived from real data provided by a Portuguese waste collec-
tion company. Moreover, different active interval lengths (AI) for the medium-term
approach are explored and compared with the static IRP (IRP without rolling hori-
zon). The instances consider data from 7 up to 13 containers, during a 10-days time
horizon (T ), and only one vehicle. These small instances were selected so that when
applying the static IRP model, the optimality is reached within the established time
limit (4600 s).

BothVRPP and IRPmathematicalmodelswere implemented usingGAMS24.6.1
and solvedwith CPLEXOptimizer 12.6.3 on an Intel XeonCPUX5680@3.33GHz.

The obtained results are translated into Table 1. These involve the Objective
Function Value (OFV), in euros; the computational time (CPU), in seconds; and
the time interval between two consecutive routes (N), in days, resulting from the
application of the VRPP model, static IRP model (IRP without rolling horizon) and
dynamic IRP approach (IRP with rolling horizon). For the rolling horizon approach,
the active interval was tested with AI = {1, ..., (T − 1)}. To illustrate the results,
Table 1 shows the results for AI = 1 day, AI = 5 days and AI = 9 days. All instances
were solved to optimality. For instance #1, solving the VRPP model for each one
of the 10-days results in a routing plan with two routes, one route at day 1 and
another route at day 6, hence N = 5 days, and the total profit is 11.2e. Solving the
same instance with the IRP model, the routing plan also includes two routes, but at
different days, day 1 and day 5, hence N = 4 days. Moreover, this routing plan leads
to a higher total profit of 12.2e.

When solving the dynamic IRP approach, a negative profit is obtained when AI
= 1 day, a similar profit to the VRPP solution is obtained with AI = 5 days, and the
optimal profit is reached with AI = 9 days.

Figure 4 shows the evolution of the OFV, in euros, when applying the dynamic
IRP approach with different active intervals. We also compare the length of the
active interval AI with the time interval between consecutive routes (N) of the VRPP
solution (short-term approach). It can be seen from this figure that when the length
of AI is at least equal to N+2, the optimal solution is always reached. For example,
instances #1, #2 and #3 reach the optimal solution when applying the dynamic IRP
approach with AI = 7, which is equal to N+2 (in those cases, N = 5).

Table 2 compares the OFV and the computational time resulting from the applica-
tion of the VRPPmodel, the static IRP model, and the dynamic IRP approach. When
comparing the static IRP with the VRPP, it can be seen that the static IRP model
provides better OFV for all test instances, with an average improvement of 11%,
reaching a maximum difference of 34% in instance #6. This is justified by the fact
that IRP models consider a profit maximization for the entire horizon instead of a
daily profit maximization as the VRPP approach does. For the IRP solutions, a higher
number of bins are visited in the last route of the planning horizon, consequently
these are found fuller than if collected before.
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Fig. 4 OFV resulting from the application of the dynamic IRP approach for all instances

Table 2 Comparison between the application of the VRPP model, the static IRP model and the
dynamic IRP approach

Instance Number
of bins

Static IRP versus
VRPP

Dynamic IRP (AI = 1)
versus Static IRP

Dynamic IRP (AI = 9)
versus Static IRP

OFV (%)a CPU (%)a OFV (%)b CPU (%)b OFV (%)b CPU (%)b

#1 7 8.8 2,164.3 −328.4 −70.2 0.0 105.6

#2 10 25.5 6,009.7 −297.7 −88.6 0.0 220.7

#3 13 27.8 242,791.2 −93.6 −99.7 0.0 −77.4

#4 12 0.1 39,165.4 −547.3 −99.6 0.0 −36.5

#5 12 0.8 132,492.0 −372.0 −99.6 0.0 13.0

#6 12 33.7 14,586.1 −653.2 −96.7 0.0 −84.7

#7 12 13.6 79,999.0 −404.8 −99.8 0.0 −34.7

#8 12 0.6 83,079.1 −563.9 −99.4 0.0 −75.4

#9 12 0.1 269,910.7 −537.0 −99.8 0.0 −89.8

#10 12 0.8 84,899.2 −464.9 −99.3 0.0 −62.2

Average – 11.2 95,509.7 −426.3 −95.3 0.0 −12.1
aOFV (%) = (OFV Static I RP − OFV V RPP)/OFV V RPP
aCPU (%) = (CPU Static I RP − CPU V RPP)/CPU V RPP
bOFV (%) = (OFV Dynamic I RP − OFV Static I RP)/OFV Static I RP
bCPU (%) = (CPU Dynamic I RP − CPU Static I RP)/CPU Static I RP
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However, the static IRP model takes longer CPU times when compared to the
VRPP model (e.g., for instance #3, the static IRP CPU time is more than 2400 times
longer than the VRPP).

Additionally, when comparing the application of the static IRP model versus
the developed dynamic IRP approach, where a rolling horizon solution approach is
explored (Static IRP vs. Dynamic IRP, in Table 2), the results show that the obtained
OFV for the dynamic IRP is closer to the optimal OFV, given by the static IRPmodel,
for active intervals close to the defined planning horizon. For example, considering
AI = 9 days in the dynamic IRP approach, all test instances present an OFV equal
to the optimal OFV of the static IRP. Although the computational time increases with
the length of the active interval, for 7 out of the 10 instances, the total computational
time required in the dynamic IRP approach considering an active interval equal to
9 days is lower than the time required by the static IRP. For the other 3 instances
(instances #1, #2 and #5), it can be observed in Fig. 4 that the optimalOFV is obtained
when solving the dynamic IRP approach with active intervals smaller than 9 days
(7 days for instances #1 and #2 and 5 days for instance #5). Consequently, in these
cases, the rolling horizon approach requires lower computational times than when
solving the static IRP model (11.4s vs. 11.5s for instance #1; 29.4s vs. 38.4s for
instance #2; 63.2s vs. 1929.2s for instance #5).

Furthermore, when using longest active interval lengths (AI), longest interval
between routes (N), in days, are obtained. This is because the solution approach in
these cases accounts for a longer planning horizon being in thisway able to choose the
best day to perform a route. Accordingly, smaller active interval lengths lead to worse
results, resulting in some cases in negativeOFVwith shorter intervals between routes.
This happens because, when the approach cannot “look-ahead” enough, routes are
defined to collect few bins resulting in a higher number of routes and consequently
more costs.

Concluding, the shorter the active interval is, the blinder is the dynamic IRP
approach. Also, for larger size instances, cases where, depending on the computer
and on the solver, the static IRP model can be impossible to solve, the dynamic IRP
approach is proved to be a solution. Based on this, a question arises: what would
be the best active interval (AI) to consider for the rolling horizon applied inside the
dynamic IRP approach? From the analysis of Table 1 and Fig. 4 a tentative rule is
proposed. This states that the time interval between routes (N) plus two days appears
generically as a good option for the definition of AI. This rule was observed for all
instances studied, meaning that the optimal solution was obtained at least for an
active interval equal to N+2 days (e.g. AI = N+2). This will be later on used in the
real case-study.
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5 Application to a Large Instance Derived from a
Real-Case Study

Company X is responsible for the recyclable waste collection at 14 municipalities in
Portugal. It performs three different types of collection: undifferentiated, selective
of recyclable materials (glass, paper/cardboard and plastic/metal), and organic. For
the collection of recyclable material paper/cardboard, the company performs 26
different predefined routes periodically. In this work, route number 3 was selected to
be analyzed as it is representative of the global operation. For this, a time horizon of
15 days was established (T = 15 days), which allows a comparative analysis between
the current situation (blind collection) and the installation of sensors to get real-time
information on the bins fill-level.

Between 9th January and 23rd January, i.e., within 15 days, all 68 bins in this
route were visited two times (two routes, each one performed by one vehicle); a total
of 270 km was travelled and a total of more than 4000 kg of waste was collected. As
there was no real-time information on the bins fill-levels, almost 78% of the collected
bins had fill-levels less or equal to 50% (106 bins out of a total of 136 visited bins),
leading to a low average waste collection ratio of 14.8 kg/km. Table 3 presents the
Key Performance Indicator (KPI) values for the current situation, for the time horizon
under analysis.

To simulate a future scenario, where sensors are installed inside the waste bins
and the actual bins fill-level is known by the operations manager in the beginning
of each day, we apply the short-term approach (Scenario 1) and the medium-term
approach (Scenario 2) to the company’s data.

5.1 Scenario 1: Short-Term Approach

In this scenario, the results show the definition of 3 routes respectively in days 1,
7 and 13 (see Table 4), meaning that in this solution N = 6 days. Despite defining
one more route than the current situation, better results are obtained: the amount of

Table 3 Current situation

KPI Day 1 Day 13 Total

Profit (e) 51.0 60.1 111.1

Weight (kg) 1,966.4 2,062.3 4,028.7

Distance (km) 135.8 135.8 271.6

Attended bins 68 68 136

Ratio (kg/km) 14.5 15.2 14.8

Vehicles usage rate (%) 49.2 51.5 50.3
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Table 4 Short-term approach

KPI Day 1 Day 7 Day 13 Total

Profit (e) 114.9 24.2 23.4 162.5

Weight (kg) 2,113.5 1,221.3 1,203.8 4,538.6

Distance (km) 85.9 91.8 91.0 268.7

Attended bins 55 61 61 177

Ratio (kg/km) 24.6 13.3 13.2 16.9

Vehicles usage rate (%) 52.8 30.5 22.5 35.3

Computational time (s) 1,714.4 4,600.0 4,600.0 10,914.4

collected waste is increased (4,539 vs. 4,029 kg) while travelling smaller distances
(268 vs. 271 km). In this case, the model chooses not to visit empty bins, what results
in an increase of the ratio kg per km (16.9 vs. 14.8). For each run, the computational
time was limited to 4600 s. Total computational time is the sum of all runs.

5.2 Scenario 2: Medium-Term Approach

In this scenario, the proposed dynamic IRP approach is applied considering T =
15 days and AI = 8 days, which is justified by the fact that the interval between
two consecutive routes in the short-term approach is 6 days (N = 6 days), and the
analysis done in Sect. 4 shown that N+2 is a good option for the definition of AI.
In this case, 8 days is a large enough interval to consider the occurrence of the
next route, and is an operational interval big enough to provide good solutions in
reasonable computational times. Results are shown in Table 5.

This second approach provides better results than the first one. In this case, 4
routes are defined (at days 1, 7, 9 and 15). Regarding the total profit, a larger total
profit is obtained when comparing with the short-term approach (185 e against

Table 5 Medium-term approach

KPI Day 1 Day 7 Day 9 Day 15 Total

Profit (e) 45.7 7.2 −31.9 163.8 184.8

Weight (kg) 1,260.0 814.5 224.1 2,745.3 5,043.9

Distance (km) 74.0 70.2 53.2 97.0 294.4

Attended bins 21 15 5 65 106

Ratio (kg/km) 17.0 11.6 4.2 28.3 17.1

Vehicles usage rate (%) 31.5 20.4 5.6 68.6 31.5

Computational time (s) 4,600.0 4,600.0 4,600.0 947.7 14,747.7
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163 e, representing an improvement of 12%). Also, the total amount of waste col-
lected is higher than the amount collected in the first approach (5044 vs. 4539 kg),
which corresponds to a smaller number of bins collected, 106 against 177. This
shows that the bins collected are fuller (e.g. collected latter in the time horizon).
A main disadvantage is that the obtained good results are associated with higher
computational times.

6 Conclusions

In the present work, a new dynamic IRP solution approach was proposed to solve the
Smart Waste Collection Routing Problem. Such approach, which is a combination
of an IRP model with a rolling horizon, proved to be an adequate solution method
to solve large real problems, which can be not solvable through exact models. Addi-
tionally, the dynamic IRP also presents the advantage of turning the IRP model into
a dynamic approach allowing a continuous data updating, fundamental characteris-
tic when exploring the continuous availability of real-time information on the bins’
fill-level.

The developed approach proved to result in better operational KPIs (profit, waste
collected (kg/km)) than a VRPP approach. However, higher computational times
were obtained. This limitation should be further explored in the future.
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Supply Chain Resilience:
An Optimisation Model to Identify the
Relative Importance of SC Disturbances

João Pires Ribeiro and Ana Barbosa-Póvoa

Abstract Supply Chains (SC) have been facing a vast set of events that can endan-
ger their operations and produce permanent damage, which are unknown until its
occurrence. This led to an increased awareness of SC Resilience to deal with such
SC uncertainty. This work uses a Mixed Integer Linear Programming model to study
the relative importance of the different types of events that threaten SC operations
exploring the use of two indicators Expected NPV (ENPV) and Expected Service
Level (ECSL). From thiswork, it can be said that upstreamdisturbances are of greater
importance and because of that should bemore efficientlymanaged, generating value
and ultimately a competitive advantage to companies that deploy resilience concerns
to their operations.

Keywords Supply chain · Resilience · Optimisation · Disturbances

1 Introduction

Supply Chains (SC) are an essential system of enterprises and have been receiving
increased importance with globalisation. However, globalisation has also exposed
such systems to high levels of uncertainty and risk. In this setting, SC Resilience
(SCR) should be a main SC concern, as this allows such systems to be able to react
to unforeseen events [9]. As proposed by Ribeiro and Barbosa-Póvoa [7]

A resilient supply chain should be able to prepare, respond and recover from disturbances
and afterwards maintain a positive steady state operation at an acceptable cost and time.
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Such definition appears as a coherent and comprehensive definition of SCR that
should be followed when managing SC. The risk of occurring an event causing
significant damages to the SC is today a reality, proven by recent events as stated in
the SC literature [3, 4, 10].

In this context, the importance of studying SCR is today a requisite. However,
SCR is still far from being thoroughly studied, and there is still the need to understand
SCR main characteristics comprehensively.

Most published SCR models have been presenting and studying the resilient con-
cerns bymodelling the SC response against a set of disruptions. However, little atten-
tion has been given to which kind of disruptions companies should devote efforts
and so improve its resilience capabilities. Here the importance of the different types
of SC disruptions is the motivation for the study on the particular impacts of such
events so as to understand how companies should design their SC to better respond to
disruptive events, thus improving the operations resilience. For that, a mixed integer
linear programming (MILP) model for the design and planning of SC was developed
considering uncertainty in demand. A case study of a European closed loop SC is
solved to provide useful information regarding the relationship between different
SC configurations and different types of disruptions (Production facilities, Supply
and Transportation), aspect not comprehensive addressed in the literature, but very
important to support the supply chain managers when managing scarce resources in
the design of resilient supply chain.

This paper is structured as follows. In Sect. 2 a brief contextualization on SC
disturbances is presented. In Sects. 3 and 4 the problem is defined and the case study
is presented. Section 5 presents the results of the application of the model on the case
study. Finally, Sect. 6 presents the discussion and conclusions.

2 Supply Chain Disturbances

The primary relevance brought by this work is to aid in SC decision making regard-
ing which events should efforts be directed. This is studied by exploring the frame-
work proposed by [7], constituted by four pillars (Performance Level, Speed, Focus
Event, Adaptive Framing) and where the Focus Event is the central element, given its
importance in SCR. Deciding on what are the type of events that should be primarily
considered in SCR is a topic of discussion [3, 5–7].

The categorisation of such events is essential and should embrace the SCM chal-
lenges and provide the most useful channels to face such uncertainties. The work
presented by [8] proposes five categories of disturbances (Supply, Transportation,
Production Facilities, Communications, Human Resources) as the summarisation of
all the events that can cause harm to SC and should be dealt as SCR concerns. How-
ever, one can consider that the impact of the latter two types of failures ultimately
leads to failures in the first three categories and thus we can focus on the first three
types of disruptions (Supply, Transportation and Production Facilities).
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Based on this, these disturbances are the events to be studied along this paper,
making use of the model developed.

3 SC Model Characterisation

The primary goal of this paper is to examine the extent of the impact caused by
several types of disturbances in SC operation, while considering different SC design
strategies, so as to identify where should a supply chain manager invest primarily the
available resources when designing resilient supply chains. For that an optimisation
model for the design and planning of SC is applied, for model details see [2]. The
model is amulti-product andmulti-periodMixed Integer Linear Programmingmodel
where uncertainty in demand is considered. This allows the study of SC Resilience
under different SC structures: forward, reverse or closed-loop supply chain.

Following the conclusions on the supply chain resilience metrics of Cardoso et
al. [2] where flow complexity is the most adequate supply chain resilience metric
two objectives functions are studied: the Expected Net Present Value (ENPV), con-
sidering the probability of each scenario occurrence (Pbs) (Expression 1); and the
flow complexity (Expression 2). Additionally, and in order to ensure the best financial
result while generating comparable results when considering themaximisation of SC
flow complexity, a two step approach is followed: First the SC network configuration
in retrieved, considering the model with an objective function maximising SC flow
complexity, for all time periods. Second, the SC network configuration found previ-
ously is imposed to the objective function where ENPV ismaximised (Expression 1).
This procedure ensures two sets of results. A first one obtained when only financial
concerns are considered and a second one, which results from the application of the
two step approach, where flow complexity is maximised.

Max
∑

s

pbs × N PVs (1)

Max
∑

t

FCt =
∑

t

∑

a

∑

b

(ForwardFlowsabt + ReverseFlowsabt ) (2)

The SC flow complexity (FC) was adopted as it is identified in the literature as a
natural mean to provide resilience to SC [1, 2, 6], since the increase in forward and
reverse flows provide more flexibility and redundancy to the SC, therefore is seen as
an appropriate method to test SC resilient behaviour.

The model, apart from the objective functions involves a diverse set of constraints
related to: entities capacities; material balances; demand and supply needs. Provid-
ing this model, it is possible to assess the impact of disruptions analysing the SC
resilience through the obtained expected service level while considering investments
in technology and facilities as well as flow and inventory allocation.
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4 Case Study

The case study of a European SC is here analysed, based on that presented by [2],
with the values associated scaled down due to confidentiality reasons. The original
SC is distributed throughout Europe, with one production facility and one ware-
house in Germany and the remaining entities (4 raw materials suppliers, 3 possible
final products suppliers, considered as outsourcing, and 18 cities acting as markets)
broadly distributed in the continent. The company has the possibility of expanding
the current SC by installing new plants in Spain and Italy, with each one of the plants
with a set of specific suppliers and new warehouses in the UK, France, Italy and
Spain. With the introduction of new facilities the company is also considering the
expansion or the upgrade of the existent facilities.

Uncertainty in demand is introducedusing a scenario tree, basedon the assumption
that demand is known in the beginning and in the consecutive branches a probability
is assumed to each of the three possibilities (Optimistic, Realistic and Pessimistic),
Fig. 1.

Within the case study, different SC structures can be designed: Case A—a forward
supply chain; Case B—similar to A, but now integrating also reverse flows between
consecutive echelons; Case C—similar to B, but plants and markets can directly
exchange products, thus bypassing the warehouses; Case D—similar to B, but with
the possibility of transhipment at plants, disassembling centres andwarehouses; Case
E—themost general case, encompassing all the previous ones, forming a closed-loop
supply chain where plants send products directly to markets and can also receive
directly from markets the end-of-life products. Transhipment is allowed at plants,
warehouses and disassembling centres.

Initial Demand

Prob= 0.25;Demand98%

Prob= 0.5;Demand102%
Prob= 0.25;Dema

nd105%

Prob= 0.25
Demand110%
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Fig. 1 Demand uncertainty scenario tree
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For each SC network configuration case, from Case A to Case E, four operational
conditions are studied. One reference case, representing the steady state operation
and where the SC network is defined. The defined SC are then faced with three
examples of different SC disturbances:

1. Disturbance 1—Production facilities: A production disturbance is studied by
assuming the occurrence of an event causing all production to stop in the most
important plant for one time period.

2. Disturbance 2—Supply: A failure in the supply of raw materials is considered.
This is implemented by stopping all production of most important suppliers for
one time period.

3. Disturbance 3—Transportation: A transportation disturbance is introduced by
unexpectedly stopping the biggest existent flow between plants and warehouses.

Such disturbances are studied considered the two objective functions, above
defined, resulting in four different series of results for each case. The first two series
are related with ENPV maximisation, the solid blue line when only the ENPV max-
imisation is considered, and in the dashed light blue line the ENPV result in the
two-step approach considering the flow complexity (FC) maximisation. The remain-
ing two series are the result of the Expected Customer Service Level (ECSL), the
percentage of demand met, where the solid red line represents the ECSL result
obtained with the ENPV maximising objective function and the dashed line in red
represents the result from the two-step approach.

The MILP model is implemented in the GAMS software, and the results are
presented in Sect. 5.

5 Results

5.1 Disturbance 1

Asmentioned, in Disturbance 1, a production failure is considered. From Fig. 2 it can
be seen that when comparing the SC networkwith increased complexity (Fig. 2, Plots

and ), for all configurations studied, against a SC designed for maximum
economic return (Fig. 2, Plots and ), an improvement in performance is
observed both on the of economic return as well as customer service.

Cases A and B present similar results for both objective functions. The differ-
ence between such cases is represented by the introduction of reverse flows which
are of no use to improve ECSL. With the increased complexity, the ENPV of Case
B decreases slightly, when compared with Case A, due to the added cost of imple-
mentingmore complexity without providing additional economic return or increased
responsiveness to meet customer demand.

For cases C and E the economic and service level outcome are verymuch identical
since the infrastructures are very similar. The added flexibility in Case E is of great
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Fig. 2 Results of ENPV and ECSL for Disturbance 1

benefit, since it adds better responsiveness without implying costs if those options
are not used by the SC.

Case D presents itself as the worst performing case since its added complexity
(allowing transhipment) comes as no use when facing a disruption in the production
facility. When maximising flow complexity in the SC, the results for this SC config-
uration improve. Particularly ENPV results move from being the weaker performer
in the simpler strategy to an ENPV in line with Case B when SC flow complexity is
maximised. This can be seen as a result of the increased responsiveness of all tiers of
the SC that, possibly by increased redundancy better meet customer demands leading
to an improvement in the economic return. Is important to mention that this improve-
ment, brought by increased flow complexity, is not a consequence of the different
characteristics between Case B and Case D (transhipment). In fact the ECSL is in
line with case B allowing to consider the contribution of transhipment to SCR to be
small.

5.2 Disturbance 2

Supply-side disturbances are tested in this case, by assuming a failure in suppliers
such that production facilities do not receive upstream goods. In this case, Cases
C and E (Fig. 3, Plot ), that have lower flow complexity, appear with the worst
ENPVwhen suffering the disturbance. However for the same caseswhenmaximising
flow complexity there is an increase in economic and service quality performance
for all types of SC, Fig. 3, Plots and .
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Fig. 3 Results of ENPV and ECSL for Disturbance 2

When designing the SC to maximise profit under steady-state conditions there
is the danger of producing severe consequences under a disturbance event, Case C
during disturbance 2 is an excellent example of such. There is a noticeable drop
in ENPV much because the added complexity (plants and markets being able to
communicate directly) does not provide any enhanced solution for the lack of raw
materials upstream. With increased redundancy, the SC can increase inventory thus
better copingwith the changes in operational conditions. Taking advantage of the risk
pooling between the different entities, the SC can reduce purchases, developing the
responsiveness to meet customer demandwhile simultaneously improving economic
return. On the other hand, Case E provides the SC that can return higher ECSL
when facing disturbances. Also, a significant improvement in ENPV between the
profit-driven strategy and when designing the SC with increased flow complexity is
observed. This added value in ENPV comes from the added flexibility, brought by
the increment in possible flows, that combines the possibility to add inventory and to
take advantage of the communication between entities allowing for a higher amount
of sales, compensating the increased costs of a more complex network.

Cases A, B and D show very similar performance, both in ENPV and ECSL.
While the three cases reach the same level of sales, the increased SC responsiveness
observed in Cases B and D, with higher costs of investment allows for a decrease in
the use of outsourcing, thus improving control, margins and economic return.
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Fig. 4 Results of ENPV and ECSL for Disturbance 3

5.3 Disturbance 3

Transportation failures are a permanent risk forSCmanagers, delays or even complete
failures in the transport of goods can occur. When studying such disturbance and
comparing it to the previous events it is observed aweaker impact onSCperformance.
Higher ENPV and ESCL values close to 100% in both strategies of SC design, Fig. 4.

Cases A, B and D have very similar results between them and with small improve-
ments when a more complex network is deployed, a behaviour caused by the same
considerations as in Disturbance 2, Sect. 5.2.

For this type of disturbances, the SC configurations provided byCases C andD are
more resilient. These two cases return a performance very similar between them and
can also improve the economic return while increasing flow complexity. The better
performance is due to the ability of plants and markets being able to communicate
directly, bypassing warehouses. With this relevant characteristic, the operation can
avoid the disruptive effects of the transportation failure passing through intermediate
entities.

6 Discussion and Conclusions

Accounting for the results previously analysed, in Fig. 5 is represented the mean
relative variation between maximising ENPV or ECSL when flow complexity
is accounted for (by the two-step approach) and the ENPV without flow com-
plexity consideration (Expression 1), for each type of disturbance considered.
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When analysing such results it can be observed an improvement in the resilient
behaviour brought by the increased SC flow complexity on economic (Squares) and
customer service level (Triangles) for the different types of disturbances—a positive
variation in %.

In conclusion, it can be said that companies can retrieve beneficial outcomes if
considering and investing in a SC with resilient behaviour, by increasing SC flow
complexity. The increased observed responsiveness introduces significantly different
ways for the SC to face disturbances when compared to the scenario of deciding just
based on steady-state conditions.

Additionally, it is seen that the results of ENPV and ECSL are different between
the disturbances in study, Fig. 5. For all scenarios, there is a better performance
associated with the SC structures that provide a higher SC flow complexity. Also,
when disturbances occur, there is a more prominent gain in ECSL than ENPV, since
the SC can better respond to the challenges of meeting customer demand.

Transportation failures, represented by Disturbance 3 (Fig. 5 in green), is the
scenario where there is a smaller gain from the increased flow complexity, whereas
response toDisturbance 1 and2 (Fig. 5 in blue and red respectively) can be profoundly
enhanced if aSCdesignwith resilience concerns is deployed, especially the capability
tomeet customer demandwhile improving economic return. This behaviour comes as
a result of the impact of the type of disturbance impacting the SC. Production and raw
materials supplier are upstream entities that influence all the players downhill since
there are fewer ways of compensating such failure in a leaner SC. With an increased
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amount of possible flows, there is increased flexibility and better responsiveness to
changes in steady-state conditions.

From the above analysis, it canbe concluded that upstreamdisturbances are critical
and should be the ones where decision-makers should consider investing resources
towards SC resilience. Also as managerial insights, companies should invest in con-
tingency plans involving the different players in the SC enhancing communication
and collaboration between entities thus advancing through a more resilient SC.

Future work should continue to pursue the challenge of identifying and under-
standing SCR drivers and the relationship between those. There should be efforts to
understand better the disturbances that influence SC performance and can be dealt
with more efficiently. The relationship between SC flow complexity and the positive
impact on SCR should be the focus of more significant attention.
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Supply Chain Purchasing Domain
Optimization in a Portuguese Retail
Company
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Abstract In this paper we address a case study of the purchasing management
section in a Portuguese company in the Retail sector. The purchasing management
costs in this company were found to depend largely on the storage mode of the prod-
ucts. Therefore we developed a mathematical model for optimizing the purchasing
management costs. In the model we address how to order the products and which
storage mode to choose, in order to minimize costs and fulfil the demand. Real
instances regarding the monthly demand for one year are tested and the results show
that the model can reduce the ratio between operational costs and merchandise costs
in almost every instance.
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Decision-making
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1 Introduction

Globalization and constant changes in the business environment have contributed
to the creation of opportunities, enabling organizations to expand their businesses
around the world. As a consequence, over the past decade, markets have gone from
being independent to integrated in a dynamic environment, requiring companies to
develop new and varied products and services, boosting competitiveness [23].

Thus, increasing consumer demand has led to greater uncertainty in demand fore-
casting and, as a result, efficient and strategically well-managed Supply Chain Man-
agement (SCM) has gained increasing importance [20]. In this context, as the SCM
issues are developed, the studies refer more frequently to the construction of mathe-
matical models in order to optimize various problems [24] in relation to the various
domains of Supply Chain (SC).

The contribution of this paper is a new mathematical model for optimizing one
domain of the SC in a Portuguese company in the Retail sector, where the purchasing
management costs depend largely on the storage mode of the products. In the model
we address how to order the products and which storage mode to choose, in order to
minimize costs.

2 Literature Review

2.1 The Evolution of the Concept of Supply Chain
Management

In themiddle of theXX century, the term of SCMwas unknown, having evolved from
the concept of logistics andpreviously of the physical distribution [16]. Since the 90’s,
the interest for the area began to increase, and these days SCs are considered “base
systems of any organization wishing to operate in a global competitive economy”
[1, p. 15].

Given its importance in the academic and business context, the rapid increase of
publications on SCM multiple definitions were proposed and no uniform definition
of SCM exist. This led to confusion among researches and professinals [27].Mentzer
et al. [21, p. 18] extensively examined several concepts and defined SCM “as the
systemic, strategic coordination of the traditional business functions and the tactics
across these business functions within a particular company and across businesses
within the supply chain, for the purposes of improving the long-term performance of
the individual companies and the supply chain as a whole”. Similarly, the authors
assume SC “as a set of three or more entities (organizations or individuals) directly
involved in the upstream and downstream flows of products, services, finances, and/or
information from a source to a customer” [21, p. 4]. In summary, SCM is seen as
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a complex network of organizations seeking to ensure the satisfaction of markets
[6], with the right products, in the right location, with right quantity and at the right
time [2].

According to Seuring [26, p. 1513], “managing supply chains in a sustainable
manner has become an increasing concern for companies of all sizes and across a
wide range of industries”. In fact, the number of publications has increase largely in
recent years [28]. Sustainability includes the concept of triple bottom line to SCM,
which points out that the activities of companies, besides focusing on improving the
economic performance of the company, should also be concerned with social and
environmental prevention [5], giving rise to a new concept of Sustainable Supply
Chain Management (SSCM).

With regard to the definition of SSCM, several studies extend this theme to other
related terms, namely purchase, supply, supply and SC, in that it emphasizes the
strategic recognition of these activities in the performance of the company [25, 28].
Likewise, it is important to mention that SC managers can decide on the different
sustainability issues as they make decisions about supplier selection, vehicle rout-
ing, location decisions, packaging options, which allow, for example, cost savings,
better working conditions, shorter delivery times, safer storage and transport, and
more [5]. Strategic purchasing and supply are still frequent topics covered in the
SSCM literature, but less often addressed. However, in today’s hypercompetition
era, the purchasing function in many organizations has been seen as a vital strategic
component in SCs [12].

2.2 The Purchasing Domain in Supply Chain

In recent years, purchasing has ceased to be considered a purely administrative func-
tion to play a very important strategic role in organizations [13]. Some of the reasons
for this are the increased levels of outsourcing, the increased use of the internet and
information technology, the greater emphasis on SCM, both in academic and busi-
ness settings, the globalization and the continuous increase of companies’ efforts to
reduce costs and increase quality [18].

Indeed, planning for purchases is about clarifying issues such as: In what mate-
rial and how many units should be purchased?, Which suppliers? and What kind of
cooperation should be privileged? [9]. Thus, it is important to define, on one hand,
outsourcing strategies that stipulate a minimum and maximum number of suppliers
by category and quota of supply, and afterwords establish the selection and con-
tracting of suppliers based on issues such as price, trade terms, reliability or lead
time, thereby ensuring basic contracts that include quantity discounts and improved
delivery efficiency [17].

Therefore, the purpose of the purchasing in SC is more than just the cost of
goods purchased. Other factors such as the quality of goods or services should be
considered, seeking to meet or exceed the requirements of operations in a timely
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and economic manner, to negotiate contracts, establish alliances and act as a link
between suppliers and various internal departments throughout SC [18].

Due to the fact that companies concentrate on certain competences, they are
increasingly dependent on their suppliers. In this context, as purchases is the basis
of supplier relationships and seek to establish mutually beneficial relationships with
suppliers, the increase of the supplier’s response capacity in SC is an additional
advantage for the company, since it contributes to effectivemarket competition [4, 13,
18]. For this reason, it can be said that companieswith strategic purchases have amore
efficient supplier response capacity and, in return, acquire the products more quickly,
contributing to the company’s advantage and performance [4]. However, although
the procurement domain represents entry into SC and is primarily concerned with the
provision of resources for the whole SC, it is important to note that its planning must
take into account the different domains not only of purchases but also of storage,
distribution and sales [10].

Warehouse planning involves making decisions about the size and number of
warehouses, the organization of production processes and the capacity of the pro-
duction system [9].Warehouse costsmust consider transport, fixed, stock and picking
costs. In addition, it must be decided whether the products are stored in central or
regional warehouses or if the storage is done through (i) direct store delivery; (ii)
Cross-Docking (XD), (iii) Picking-By-Line (PBL), and (iv) Picking-By-Store (PBS)
[17]. With regard to distribution, the structuring of the distribution system and ware-
house locations should be determined as well as the use of different distribution
channels and vehicle routes [9], considering the trade-off between infrastructure
costs, stock maintenance, transportation and customer service targets [17]. Finally,
sales include strategies regarding the type of store and planning of its location, mak-
ing decisions related to the size of stores, geographic expansion or increase in the
density of the SC network [17].

Therefore, given the various decisions to be made for SC planning, operational
research, based on quantitative methods, has contributed over the last few years to
structuring and modeling problems in the different domains of SC, acting as decision
support systems for organizations [1].

2.3 Optimization Models

The deployment of innovative optimization models and new methods has emerged
as a support to reach an effective and efficient SC, because in addition to the different
decisions to be taken with a view to good planning, the current business world is
increasingly uncertain and vulnerable [7]. Thus, although in recent years the num-
ber of problem-solving efforts has increased, there are still few studies that apply
quantitative models (about 12%), and most are not based on real data [3, 26].

The role of operational research in SC is increasingly linked to applications such
as SCM, reverse logistics, location, sustainable manufacturing, among others [8]. In
addition, it is present in different industries, especifically in Electric and Electronic
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industries (19.6%) and Agricultural industry (17.6%); however, Fashion industry,
Retail and Grocery (6%) are less studied [24].

With regard to quantitative models, there are a large number of methods that have
been applied, with the possibility of combiningmodels, seeking a better resolution of
the problem [3, 14, 26]. The adopted methodology must take into account the nature
and type of problem. According to Govidan et al. [14], (i) the problems of prices
and coordination are usually shaped by approaches to Game Theory; (ii) design
and plan problems can use Fuzzy Logic; and (iii) Simulation techniques are present
several decision-making processes. Likewise, according to Rajeev et al. [24], the
most popular methodologies in SCM include Mixed Integer Linear Programming
(MILP), Nonlinear modeling, and Heuristics. With regard to decision-making in
the different areas of SC, the review carried out by Mansouri et al. [19], clarifies
that Mixed Integer Programming is the most used technique for solving problems
between the various interfaces of the SC. However, Govindan et al. [14], indicate
that 30.5% of the articles use Linear Programming models and only about 7% deal
with Nonlinear Programming.

3 Empirical Study

3.1 The Company and its Challenge

The companyunder study is recognizedworldwide as one of the best food distribution
groups, having branded the Portuguese market with some of the most important
innovations in the sector. Currently, the group is present in 16 countries and its main
vision is to improve the purchasing power and quality of life of the largest number
of clients, with responsible, professional and motivated employees. In Portugal, the
group has three distinct activities, namely management and construction of shopping
centers, banking, and the management of a chain of hypermarkets. The present work
focus on the last activity, with emphasis on purchasing.

The purchase manager is responsible for the processes of acquisition and supply
of products throughout the SC. His/her mission is to ensure customer satisfaction
with products that match their needs, purchased at the best prices, delivered to their
respective sales channels and to suppliers offering the best service rates. However,
SC has several stakeholders, not only the final consumer, the sales channels, the
purchasing direction, the sales direction and the suppliers, but also the transport,
supply and logistics platforms. In this context, logistics platforms operate in an
outsourcing process and are essential for the entire process. The objective is to
supply the sales channels with the lowest operating cost. It incorporates activities
such as reception, storage, preparation, dispatch and transfer of information, being
present in different parts of the country and grouped according to the typology of the
products, that is, frozen, chilled, room temperature, meat products and fresh fish.
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Therefore, since purchasing management represents the entrance in the SC and its
decisions must be based on the different planning domains, the company proposed a
challenge whose main objective is to optimize the decision-making in the purchases
for one of its logistics platforms, maintaining an “end-to-end” vision of the value
chain. For this, different variables present in the complex SC of a hypermarket are
considered, namely: how to order the product (pallet or FC1); and which storage
mode to use (PBL, PBS, XD or in-store delivery). The company is willing to change
the way the purchases are made if this reduces the ratio between operational costs
and merchandise costs.

3.2 Data Set

For the accomplishment of the empirical study, the company provided a data set,
with information on the logistics platform under study, for the period from May
2017 to April 2018, of two suppliers: (i) Supplier I351, that supplies 21 products,
with deliveries once a week and (ii) Supplier P940, which provides six products,
with deliveries twice a week. For both the rotation objective2 was of 29 days. These
suppliers were selected by the company, since they present different lot dimensions
and storagemodes, and therefore represent a greater challenge in the decision-making
of the purchasing management.

The products can be ordered in FC or in pallet, and the number of units ranges
from 6 to 36 in each FC and from 396 to 1980 in each pallet. In addition, when the
purchasing manager places the order to the supplier, PBL or XD storage may be used
for delivery in FC, and PBS for delivery in pallets. The requests from the platform
can only be performed in FC (Fig. 1).

The database provided by the company includes information on the costs incurred
in its SC,which are divided in: (i) costs directly related to the price of themerchandise
and, (ii) operating costs that guarantee that the product reaches the respective sales
channels. In the costs of merchandise, the company included the unit price of the
product at the suppliers’ location (Exw) and the unit value of the pallet (Pallet),
which decreases as the number of pallets to be ordered increases. The value of one
pallet should also be considered if the order is made in FC. On the other hand,
operating costs include rent, picking, transportation and replenishment. The rent of
the warehouse (Rent) varies according to the size of the lots, i.e., it depends on
whether the request to the supplier is made to the pallet or to FC, having a smaller
value when ordering the pallet, and is calculated based on the average sale of the
item or stock that exists in the warehouse. Picking costs (Pick) vary according to the
storage mode of the product, i.e., the cost is lower in XD and higher in PBS. Finally,
the decision process should also consider the costs related to transportation (Trans)

1FC = Purchase factor, i.e, number of products per logistic unit.
2Estimated time for the sale of the existing stock in the platform based on the average sale of the
item.
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Fig. 1 Cost structure of the company’s SC

Fig. 2 Quantity of different products (left) and units sold monthly by each supplier (right)

of the merchandise to the respective sales channels and replenishment (Repl) of
products on the shelves for sale to final consumers. The monthly sales historical
information, also provided, will be used as future demand. However the developed
model is easily adjusted for different sales forecast, which can be produced with time
series techniques.

Figure 2 (left) presents the number of products sold eachmonth. January, February,
March and April present a larger variety of products sold, while May, June and July
are the months with fewer products are sold. On the other hand, from Fig. 2 (right)
we can see that the quantity of products sold by the supplier I351 is much higher
than the units sold by the supplier P940, which can be explained by the fact that
the first supplies the company in 21 products and the second in only six products.
We can also see the number of units from P940 is approximately constant over the
months. Supplier I351 shows a greater variation of units sold over the months, e.g.,
in May, June and July approximately the same quantities are sold and November is
the month it sold a smaller quantity of products. December, March and April are the
months in which it is sold a greater number of units, higher to 100 000, which can be
explained by the festive season of greater consumption that occurs in December and
due to the typical promotions of the company in the month of March. The monthly
sales suggest that there are months with similar behaviour, while for others this is
not true.

In the next section, for testing the quantitative model, we will start by considering
instance problems extracted from the data provided by the company. We test the
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model with the demand for every month, analyse the results of the model concern-
ing three representative months, four randomly chosen products and look at typical
solutions per supplier.

4 Model Formulation

For answering the real challenge, the following MILP model has been developed.
Indices and sets are denoted by:

• i ∈ Products—all products;
• s ∈ {XD,PBL,PBS}—storage type.

The known parameters are:

• Di—demand of product i;
• Exwi —unit cost of product i;
• PalletP

i —unit cost of pallet for product i;
• Rents′

—unit cost of warehouse rent per FC (s′=XD/PBL) or per pallet (s′=PBS);
• Picks—unit cost of picking for storage mode s;
• Trans—unit cost of transportation;
• Repl—unit cost of replenishment;
• fi—number of units per FC;
• pi—number of units per pallet.
• pfci—number of FC per pallet.

Since the company seeks to minimize the SC overall costs, the decision should
allow purchasing managers to determine the number of units of each product i ∈
Products to purchase and their corresponding storage mode s ∈ {XD,PBL,PBS}.
Therefore the decision variables are:

• xs′′
i —number of FC of product i with storage s′′ ∈ {XD,PBL};

• yi—number of pallets of product i with storage PBS.

We will need also the following auxiliary variables:

• wk
i —binary variable that equals 1 if the number of pallets yi is in the k−th price

level, for k ∈ 1, ..., 6, and equals 0 otherwise;
• yAuxk

i —integer variable that equals yi if the number of pallets is in the k−th price
level, for k ∈ 1, ..., 6, and equals 0 otherwise.

The objective function is the minimization of the total costs, which includes the
six following components:

Cost =
∑

i

(
CExw

i + CPallet
i + CPick

i + CTrans
i + CRepl

i + CRent
i

)
. (1)
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The first component regards the acquisition costs of the ordered units:

CExw
i = Exwi (fi

∑

s′′
xs′′

i + pi yi). (2)

For “XD” and “PBL”, the value of one pallet is a fixed cost that depends only on
the product i, while for “PBS”, this cost depends on the quantity of pallets to order.
The cost of each pallet (PalletP

i ) is a step function defined in six levels according to
the number of pallets to purchase:

PalletP
i = PalletP

i (yi) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Pallet1i , yi = 1
Pallet2i , 2 ≤ yi ≤ 3
Pallet3i , 4 ≤ yi ≤ 7
Pallet4i , 8 ≤ yi ≤ 10
Pallet5i , 11 ≤ yi ≤ 15
Pallet6i , 16 ≤ yi

, (3)

where Pallet1i ,Pallet2i ,Pallet3i , . . . ,Pallet6i are constant for each step. Therefore
the pallet cost component was modelled considering the above mentioned auxiliary
variables wk

i and yAuxk
i that separate the six levels k of this step function:

CPallet
i = Pallet1i fi

∑

s′′
xs′′

i +
∑

k

Palletk
i pi yAuxk

i (4)

The costs related to picking vary according to the storage mode of the product:

CPick
i =

∑

s′′
Picks′′

xs′′
i + PickPBSpfci yi, (5)

The transportation costs component is given by:

CTrans
i = Trans (

∑

s′′
xs′′

i + pfci yi), (6)

and the replenishment component in costs is:

CRepl
i = Repl(

∑

s′′
xs′′

i + pfci yi), (7)

The rent of the warehouse varies according to the size of the lots, i.e., it depends
on whether the request is made in pallets or FC:

CRent
i = Rents′′ ∑

s′′
xs′′

i + RentPBS yi. (8)
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The model will include constrains to ensure customers’ demand satisfaction:

fi (x
XD
i + xPBL

i ) + pi yi ≥ Di ∀i (9)

Also, to separate the storage modes of buying in pallets or in FC, the following
constraints guarantee that for XD and PBL the number of units can not exceed the
equivalent of one pallet (otherwise we would order in pallets and not in FC):

fi xXD
i ≤ pi ∀i (10)

fi xPBL
i ≤ pi ∀i (11)

To model the step function of the pallet costs, the following constraints, based
on [22], were used.

∑

k

wk
i = 1 ∀i (12)

yi =
∑

k

yAuxk
i ∀i (13)

0 ≤ yAux1i ≤ 1w1
i ∀i (14)

2w2
i ≤ yAux2i ≤ 3w2

i ∀i (15)

4w3
i ≤ yAux3i ≤ 7w3

i ∀i (16)

8w4
i ≤ yAux4i ≤ 10w4

i ∀i (17)

11w5
i ≤ yAux5i ≤ 15w5

i ∀i (18)

16w6
i ≤ yAux6i ≤ 50w6

i ∀i (19)

These constraints separate the levels of the number of pallets and allow to use the
different unit costs of the pallets in the objective function.

5 Results

The MILP model presented in the previous section was written using the mathe-
matical programming modelling language AMPL. We used AMPL [11] due to its
simplicity and versatility, since it allows interface with several open-source and
commercial solvers available in the market. Specifically, the instances for each of
the months from May to April were solved using Gurobi [15] solver with AMPL
interface.

A total of 12 instances were solved—one per each month. The demand and the
unitary costs were provided by the company.3 For all months, we considered that

3Due to confidentiality, all the values presented in this paper were masked.
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there were no stocks for any product and therefore the quantity to order is equal to
the demand.

The results are presented in Table 1. For all instances, the optimal solution was
found. The optimal cost varied from 104, 035.25e to 165, 409.17e, with a mean
valueof 126, 980.75e. Theproblemspresented approximately 353 integer andbinary
decision variables and 323 constraints, mostly inequalities. All problems were easily
solved using a minimum of three and a maximum of five simplex iterations.

In Fig. 3 we may observe that the total number of units for all products should
be ordered mostly as PBS (in pallets), and less in PBL and XD (in FC). Each ring
represents the optimal solution of each month. In these optimal solutions we can see

Table 1 Statistics of the results of the model applied the 12 instances with the monthly demand of
27 products

Min Mean Max StDev

Objective function (e) 104,035.25 126,980.75 165,409.17 18,451.45

Eliminated constraints 131 136 141 3.07

Eliminated variables 50 52 54 0.85

Number of variables 351 353 355 0.85

Integer variables 163 191.5 235 15.08

Binary variables 107 160.58 190 17.79

Number of constraints 318 323 328 307

Equality constrains 54 54 54 0.00

Inequality constrains 264 269 274 3.07

Simplex iterations 3 3.73 5 0.75

Fig. 3 Distribution of the
purchasing orders across the
three storage types for the 12
months of the year, in total
number of units for all
products



210 A. Teixeira et al.

a different pattern in each month. In May the larger quantity should be ordered in
PBS, as it is the month with overall larger demand. In August, September, October
and November, there is a pattern of greater number of units to be ordered in FC
with XD and PBL storage modes. The remaining months have a similar pattern of
recommended number of units in PBL, XD.

In Fig. 4 the solutions for three different months are depicted. In the pie charts
(Fig. 4, top), the total number of units for every product ordered in each month is
separated according to the storage type. In the ring charts (Fig. 4, bottom), the same
values are also separated by each of the 27 products.

Figure 5 shows the monthly optimal quantity of products and distribution mode
for supplier I351 and P940, respectively. For both suppliers, the purchased quantities
guarantee that the demand (black line) is fulfilled. The excess units purchased are a
small number. We can see that the optimal solution of our model recommends that,
for supplier I351, which supplies largest amounts of products, the PBS storage mode
(purchasing by pallets) is to be used mostly, while PBL storage is the less used.

We further analysed for each product the optimal quantities to buy in each storage
mode recommended by the proposed model. There were very different solutions
regarding different products. Figure 6 shows the distribution of the quantities in the
optimal solutions of four different products. For product A, it is always better to buy
mostly in pallets (PBS), while for product C it is almost always better to buy in FC,
mostly with XD storage. For product B the distribution of the solution varies across

Fig. 4 On top, distribution of purchasing units across storage type during May (left), August
(center) and December (right). On the bottom, distribution of purchasing units of each os the 27
products for May (left), August (center) and December (right)
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Fig. 5 Monthly evolution of purchasing orders from suppliers I351 and P940

Fig. 6 Monthly evolution of purchasing orders of four different types of products

the months: from June to November the units are divided in PBL and XD, in May
and April divided, mainly in XD and PBL, and the remain months are divided in the
three systems. Product D also is recommended to be bought divided across the three
storage systems, but with a lower number of units to be bought in PBL.

We were interested in understanding how much our model could improve the
management costs and how relevant it could be to the company to adopt this solu-
tion. We have compared the optimal solutions given by our model with the costs of
purchasing every product as the company have done in the past. The comparison

Table 2 Savings in merchandise, operations and total costs, for each of the 12 month instances

Savings (%) Min (%) Mean (%) Max (%) Std.Dev (%)

Merchandise 5.69 10.00 14.63 2.45

Operations 10.85 16.32 22.09 3.17

Total costs 5.85 10.19 14.85 2.46
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is presented in Table 2, with savings being calculated considering as reference the
company’s current strategy. Looking at the 12 months, we found that our model
improves the total costs of the company’s SC at least in 5.85% and in maximum of
14.85%. Analysing the costs separately we obtain in the costs of merchandise an
average saving of 10% and in operating costs 16.32%.

However, the company is more interested in the ratios between operational costs
andmerchandise costs per product, than in the overall cost itself. This ratio represents
how much is costing the company to move the products along the SC, in terms of a
percentage of the merchandise price. Figure 7 shows these ratios computed from our
solution, for every product in every month. The ratios are stable across the months,
most of them between 1 and 4%, and there is only one product that has a ratio larger
than 5% during half of the year.

Therefore, we compared the ratios obtained with the optimal solution given by
our model with the costs of purchasing every product as the company have done in
the past. The comparison is presented in Table 3. We analysed the products that were
purchased over the course of the 12months, giving a total of 291 ratios and, we found
that our model improves the operational costs ratio in almost all situations. In fact,

Fig. 7 Ratios between operational costs and merchandise costs in our solution, computed for each
product in every month. Each line represents one product

Table 3 Comparison of the ratios between operational costs andmerchandise costs for each product
in the 12 month instances, if we ordered as the company did, or according to the optimal solution
of units with each storage mode given by our model

Our solution improved the ratios? How much our solution improved

Total Yes No improvement Min Mean Max Std.Dev

291 289 (99.3%) 2 (0.7%) 0.013% 0.460% 1.756% 0.397%
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only in two situations where there was no improvement, i.e., the ratio in our solution
is equal to the ratio in the company’s current solution. Our solution improved the
ratios in at most 1.756%, with a standard deviation of 0.397%.

6 Conclusion

In this work, a case study of the purchasing management section of a company
in the Retail sector was studied. A MILP model was developed with the aim of
minimizing the costs that influence the decision of purchasing a certain product by
pallet or by FC, and what type of storage should be used. The model was tested
with real instances from data provided by the company regarding the demand of 27
products from two suppliers, across 12 months. The ratios between operational costs
and merchandise costs were computed per product per month. The solutions of the
model were compared to the company’s current strategy andwe found that our model
brought improvements in the operational costs ratios for almost every product and
month.
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Environmental Performance Assessment
of European Countries

Clara B. Vaz and Ângela P. Ferreira

Abstract The European Union (EU) has been promoting an integrated approach to
climate protection and energy policy, through a set of key objectives for 2020, 2030
and 2050, linking Europe’s green agenda with its need for energy security and com-
petitiveness. This paper aims to evaluate the environmental efficiency of European
Countries from 2010 to 2015 towards 2020 targets, through a Data Envelopment
Analysis (DEA) model. The DEA model assesses the ability of each country in
minimizing current resources while maximizing the gross domestic product (GDP)
and minimizing undesirable outputs, such as GhG emissions. The DEA model is
based on Directional Distance Function (DDF), imposing weak disposability for the
undesirable output (UO). Results obtained show that globally, in the period under
analysis, the EU has increased its environmental efficiency which is consistent with
the analysis of the indicators of the 2020 climate and energy package.

Keywords Data envelopment analysis · Environmental efficiency ·
Directional distance function · Europe 20-20-20 targets

1 Introduction

The Europe 2020 strategy, adopted by the European Council in 2007, focuses on
smart, sustainable and inclusive growth as a way to overcome the structural weak-
nesses in Europe’s economy. Under the 2020 climate and energy strategies, the EU
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has set three key targets which aim at increasing its energy security, by reducing
the dependence on imported energy, creating jobs and help making Europe more
competitive. The EU as whole established a (i) 20% cut in greenhouse gas emissions
(from 1990 levels), (ii) 20% of energy from renewables and (iii) 20% improvement
in energy efficiency, existing an interrelation and mutual support among them.

This study aims at comparing the success of implementing environmental policy-
making in Europe concerning those targets. These indicators describe the so-called
EU’s 20-20-20 climate and energy targets, which are determined for each Member
State and yearly reported to European Commission. The European Parliament has
continuously supported more ambitious goals. The 2030 climate and energy frame-
work sets at least 40% cuts in GhG emissions (from 1990 levels), 27% share of
renewable energy (RE) of EU energy consumption and 27% improvement in energy
efficiency. By 2050, the EU should cut GhG emissions to 80% below 1990 levels, as
suggested by the low-carbon economy roadmap.

To support the environmental policymaking in Europe, it is necessary to use aggre-
gated indicators of economic and environmental efficiency that take into account
simultaneously both energy and non-energy resources in each country. This assures
the fair performance comparison among countries, enabling to set goals and to imple-
ment effective environmental policies. Following this perspective, this study intends
to evaluate the environmental efficiency of European Countries from 2010 to 2015,
towards the Europe 2020 targets through a DEA model. The DEA model reflects the
ability of each country in minimizing current resources such as capital, labor and
energy, maximizing the GDP and minimizing the GhG emissions. The DEA model
is based on DDF proposed by [1] and imposing weak disposability (WD) for UOs
as proposed by [2, 3] (hereafter CFG model). The contributions of this paper consist
of: (i) the analysis of a new dataset, the period 2010–2015 and (ii) the introduction of
an additional constraint in CFG model, which can modify the efficiency score of the
assessed unit by searching peers whose linear combination reflects more accurately
the RE policies observed in the assessed unit.

The paper is organized as follows: after a literature review on environmental and
energy efficiency through DEA models in Sect. 2 and Sect. 3 presents the method-
ology based on DEA technique to assess the environmental efficiency. Section 4
introduces the case study, data description, analysis of the indicators of the 2020
climate and energy package and empirical results derived from the methodology.
Finally, the paper’s conclusions are provided in Sect. 5.

2 Literature Review

A significant increasing number of articles on DEA applications in energy and envi-
ronmental efficiency has been developed, particularly after 2000s. Energy efficiency
measures the ability to prevent the growth in energy consumption [4]. Since a large
portion of GhG emissions comes from energy consumption, the energy efficiency
can be considered as one of the most effective ways to reduce the global warming
and climate change. The effective use of energy is necessary for both improving
corporate competitiveness in business and reducing energy costs for consumers. The
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benefits from the improved energy efficiency should be incorporated into companies’
strategy and energy policy of nations. A review of DEA models related to energy
efficiency, published between 2006 and 2015, is presented in [5].

The environmental efficiency is studied in various organizations at the level of
companies, industries, regions, and countries to explore how to improve the degree
of efficiency on operation and environment [4]. Generally, these studies incorporate
inputs, desirable and undesirable outputs in their production factors. Usually, the
UOs include man-made emissions of the “kyoto basket” of greenhouse gases, with
global warming potential. According to [5] the concept of environmental efficiency
indicates how the organizations reduce undesirable production or increase desirable
production, particularly against the climate change, rigorous environmental regu-
lation, severe pollution and scarcity of resources. Published papers either focus on
the environmental efficiency or eco-efficiency. The eco-efficiency is mostly used in
regional and sector level analyses whereas the environmental efficiency is related
with country level analysis [5]. This differentiation is supported by the Table 1 that
reports several previous studies which assess environmental and energy efficiency at
the macroeconomic level through frontier methods.

It is verified that the environmental efficiency is the most explored issue at the
country level analysis [6–12, 14, 17, 23–28]. The eco-efficiency is also assessed to
country level by [13, 20, 21] as the energy efficiency [15, 16, 18, 19, 22].

Stochastic Frontier Analysis is used by [21] but the DEA is the most frontier
method used, mainly due to its non-parametric nature. Several DEA models have
been explored for assessment of environmental efficiency such as hyperbolic, radial,
slacks-based model, non-radial, range-adjusted model and DDF (c.f. [29]). The main
inputs included in these studies are labor, capital and energy while the GDP is always
used as output. Almost all studies included UOs which can be CO2, NOx, SOx, CO
or aggregated GhG.

When applying DEA for environmental efficiency assessment, two points are
important in selecting models. Firstly, a DEAmodel needs to include information on
all production factors (i.e., inputs, desirable andUOs). Färe et al. [31] were the first to
specify an output vector including undesirable and desirable outputs corresponding
toweak and strong disposability, respectively. Since then, this concept has dominated
most of the environmental production technology [4]. Theweak disposability of UOs
is used in [6–11, 14]. The strong disposability for the desirable outputs means that
lower quantities of outputs can be produced at no cost using the same inputs. The
weak disposability for the UOs implies that lower quantities of UOs require either
increasedquantities of inputs or decreasedoutput production [30]. Secondly, theDEA
model should reflect the concerns of the policymakers. Thus, the DDF model is used
to assess the environmental performance of EU countries, enabling for increasing
outputs while reducing inputs and UOs along a path given by the directional vector.
Varying the directional vector, different scenarios might be modelled to represent
the concerns of policymakers. For example, [11, 18, 25, 32] define the directional
vector equal to the observed variables for each Decision Making Unit (DMU). Other
authors [27] used DDF model to decrease only the environmental pressures while
maintaining outputs and conventional inputs.
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This paper proposes the definition of the environmental production technology
by inputs, desirable and UOs, assuming the weak disposability to the last ones,
enabling to measure the environmental efficiency in increasing the observed outputs
while simultaneously reducing the observed inputs and UOs. This directional vector
reflects the environmental policymaking in Europe concerning climate change and
energy targets.

3 Methodology

Charnes et al. [33] introduced the DEA as a non-parametric technique to assess the
relative efficiency of an homogeneous set of DMUs in producing multiple outputs
from multiple inputs. DEA facilitates the construction of a “best practices DMUs”
frontier over the existing data. By reference to this frontier, efficiency measures may
then be calculated through exploring ratios or distances between observed input and
output combinations and frontier input and output combinations.

The notion of a directional technology distance function was introduced in
[34, 35], being referred as a shortage function. The DDF for efficiency evalua-
tion is highly popularized by [1], enabling simultaneously to expand outputs and
contract inputs according to a directional vector. Consider an environmental pro-
duction technology T defined by a set of n DMUs j ( j = 1, . . . , n), each con-
suming m inputs xi j (x1 j , . . . , xmj ) to produce s desirable outputs yr j (y1 j , . . . , ys j )
and l UOs bkj (bl j , . . . , bl j ). The DDF is a non-oriented measure of efficiency that
restricts movements towards the frontier by choosing a priori the directional vec-
tor, g = (gx , gy, gb), to be followed. The directional model expands the desirable
outputs in the direction gy and contracts inputs in the direction gx and UOs in the

direction gb, as denoted by
−→
Do(xi j , yr j , bkj , gx , gy, gb) = Max{β|(xio − βgx , yro +

βgy, bko − βgb) ∈ T }. Hence β is the proportion by which inputs and UOs are
contracted and outputs expanded, that can be achieved simultaneously. Note that β

is not an efficiency, corresponding to the inefficiency measure. A DMU is efficient
when the score of the DDF equals to zero. Scores higher than zero are associated with
technical inefficiency, implying that production is not occurring along the frontier. β
represents the radial expansion in outputs and radial contraction in inputs and UOs.
For example, a value of β = 0.25 indicates that the DMU could expand desirable
outputs by 1/4 and contract inputs and UOs by 1/4.

Thedirectional vectorwas proposed in [32] as being equal to the observed inputs or
outputs, showing the equivalence between the traditional input and output efficiency
measures and the DDFmodel. The application of the DDF for assessing efficiency in
the presence of undesirable inputs and/or outputs was introduced in [2, 3]. According
to them, for technologies producing both desirable and UOs, the weak disposability
should be imposed on the underlying technology, such as those reductions in the
UOs (bads) require joint reductions in the desirable outputs (goods). As pointed
by Chung et al. [3], ’The fact that goods and bads are jointly produced means that
reduction of bads will be “costly”: either resources must be diverted to “clean-up”
(e.g. scrubbers), production must be cut back, or fines must be paid.’
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Thus, imposing weak disposability for the UOs and taking the DDF equal to the
observed levels of inputs and outputs [g = (xio, yro, bko)], [3] proposed the CFG
model, preserving the linearity of the DEA model, constant returns to scale and the
strong disposability of desirable outputs and inputs.

The CFG model is used to assess the environmental efficiency of the countries
each consuming inputs to produce desirable outputs and UOs. Strong disposability
in outputs implies that desirable outputs can be easily disposed of without cost.
Generally, this does not occur with GhG emissions, since the reduction in this UO
implies an investment in RE structures and/or energy efficient technologies which
is captured by capital in our case study. Then, the weak disposability is imposed on
GhG emissions, as referred in Sect. 2.

We propose also that the environmental efficiency of a specific country should be
based on countries in which their linear combination in terms of RE share should
be at least the share of RE observed in that country. Consider that p j is the share
of RE that is observed in the country j . This methodology requires the inclusion
of a new constraint

∑n
j=1 λ j p j ≥ po, in the CFG model, deriving the model (1).

Thus, model (1) enables to assess the environmental efficiency of the countries each
consuming inputs to produce desirable outputs and UOs and, in addition, also com-
pares the practices on RE production policy observed in the assessed unit with the
RE production policy observed on benchmarks.

max
{
βo|

n∑

j=1

λ j xi j ≤ xio(1 − βo), i = 1, . . . ,m (1)

n∑

j=1

λ j yr j ≥ yro(1 + βo), r = 1, . . . , s

n∑

j=1

λ j bk j = bko(1 − βo), k = 1, . . . , l

n∑

j=1

λ j p j ≥ po, λ j ≥ 0, j = 1, . . . , n
}

Table 2 Illustrative example and results of models CFG and (1)

DMU x yg yb pRE Model CFG Model (1)

βo Peers βo Peers

A 1 11699.4 2317.4 0.310 0 λA = 1 0 λA = 1

B 1 15560.6 5147.1 0.146 0 λB = 1 0 λB = 1

C 1 11176.5 3267.9 0.092 0.075287 λA = 0.61410,
λB = 0.31062

0.075287 λA = 0.61410,
λB = 0.31062

D 1 5666.7 4000.0 0.180 0.423592 λA = 0.23367,
λB = 0.34274

0.152874 λA = 0.34341,
λB = 0.50371
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To illustrate the results of environmental efficiency assessed by models CFG and
(1), we consider an example with four countries using one input (x : energy) to pro-
duce one desirable output (yg : GDP) and one UO (yb : GhG emissions), producing
a given share of RE (pRE ) (see Table 2). Firstly, we assess the efficiency of countries
using an input x to produce a desirable output yg and aUO yb through the CFGmodel
(see Table 2), without considering pRE . The frontier of the production technology
is represented in Fig. 1, including countries A and B which are efficient (β = 0). C
is inefficient, with β = 0.075287 indicates that it could expand desirable output by
0.075287 and contract input and UO by the same score simultaneously, achieving the
targets given by C ′′ where the input level is (1-0.075287)×1, desirable output level
is (1+0.075287)×11176.47 and UO level is (1-0.075287)×3267.94. D is also ineffi-
cient and should expand yg and contract yb and x by β = 0.423592, simultaneously.
No slacks are observed. Secondly,we assess the environmental efficiency of countries
using an input x to produce the UO yb and a desirable output yg , given a share of RE
(pRE ) produced in each country, through the model (1), defining a new production
technology (see results in Table 2). A and B keep in the frontier of the production
technology while C keeps its inefficiency (β = 0.075287) and D reduces its ineffi-
ciency. C keeps the inefficiency score, as the constraint

∑n
j=1 λ j p j ≥ po is verified.

That is,
∑n

j=1 λ j p j = 0.236 is higher than its share of RE (pRE = 0.092). If C pro-
duces a higher share of RE, its inefficiency will reduce until the

∑n
j=1 λ j p j ≥ po

is satisfied. This happens with D, as its inefficiency is reduced to β = 0.152874
to become the linear combination of the share of the RE observed on benchmarks
≥ 0.18. In the limit, if the constraint

∑n
j=1 λ j p j ≥ po is not satisfied, the DMU

becomes efficient. In this work, the environmental efficiency of the European coun-
tries is assessed through the models CFG and (1). The case study and the dataset are
presented in the next section.

Fig. 1 Illustrative example
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4 Case Study

4.1 Data and Variables

The environmental performance assessment is performed for 28 EUMember States,
during the 2010–2015 time-frame. Data has been collected from Eurostat regar-
ding Belgium, Bulgaria, Czech Republic (CR), Denmark, Germany, Estonia, Ireland,
Greece, Spain, France, Croatia, Italy, Cyprus, Latvia, Lithuania, Luxembourg, Hun-
gary, Malta, Netherlands, Austria, Poland, Portugal, Romania, Slovenia, Slovakia,
Finland, Sweden and United Kingdom (UK).

This study uses input and output variables for the DEA analysis based on the
rationale of the application, and supported by the information in Table 1. Thus, the
environmental production technology is defined by the inputs labor, capital and final
energy consumption, considering as desirable output the GDP and as UO the GhG
emissions. The GDP by country was collected at market constant prices, in millions
of euro (106 e). The GDP is measured in chain-linked volumes, reference year 2010.
Labor is measured by thousand hours (103 h) worked regarding residents and non-
residents who work for national producer units. The capital corresponds to the gross
fixed capital formation at market prices, in millions of euro (106 e), measured in
chain-linkedvolumes, reference year 2010. Final energy consumption by countrywas
collected in 106 tonnes of oil equivalent (106 TOE). It translates all energy supplied
to industry, transport, households, services and agriculture, excluding deliveries to
the energy transformation sector and the energy industries themselves. This quantity
is relevant for measuring the energy consumption at final place of energy use and for
comparing it to theEurope 2020 target. Share ofRE in gross final energy consumption
(in %) measures how extensive is the use of RE and, by implication, the degree to
which renewable sources have substituted fossil and/or nuclear fuels and therefore
contributed to the decarbonisation of the EU economy. Aggregated GhG emissions
was collected in thousands of tonnes (103 tonnes) from the European Environment
Agency (EEA). This indicator is also available in terms of total emissions in relation
to 1990 emissions (base year 1990). Table 3 summaries the mean and standard
deviation (SD) of the above mentioned variables. From the levels of 2010, the mean
of capital, labor and GDP increased by 4.6%, 0.2% and 5.7%, respectively, while the
mean of final energy consumed and GhG emissions decreased by 6.6% and 9.3%,
respectively. The share of RE in gross final energy consumption increased by 25%,
on average. Globally, the European countries follow a sustainable trend in terms of
climate change and energy policy. Next sections detail the behavior of European
countries since 2010, towards Europe 2020 targets.
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4.2 Analysis of EU Countries Towards Europe 2020 Targets

As mentioned before, EU sets three targets on the 2020 climate and energy package:
reducing its GhG emissions by at least 20%, increasing the share of RE to at least 20%
of consumption, and achieving energy savings of 20% or more. At national level,
these targets differ according to their financial and economic status, and environmen-
tal circumstances affecting the ability to achieve the desired outputs. For instance,
on the GhG emissions, there are two policy instruments: the “EU Emissions Trading
System” [36], which sets a cap for power stations, industrial plants and also within
the aviation sector and the “Effort Sharing Decision”, which sets annual GhG emis-
sions for member states in sectors not included in the Emissions Trading System.
With regard to the latest, countries’ targets vary from 20% cut for the richest coun-
tries to a maximum increase of 20% for the poorest countries, though they were still
projected to limit emissions. By this way, weaker economies are allowed to increase
their emissions to accommodate an economic growth. Regarding the share of renew-
ables in the energy consumption, national targets vary from 10% in Malta to 40% in
Sweden, reflecting available resources, different starting points, and ability to fur-
ther increase it. Member States had also the opportunity to set the energy efficiency
targets in terms of either primary or final energy consumption, taking into account
factors such as GDP evolution and forecast, development of all sources of renew-
able and non-renewable energies, and also remaining cost-effective energy-saving
potential [37].

Indicators of the 20-20-20 targets for the EU are depicted in Fig. 2, for the time
span in analysis (2010–2015), becoming clear that those targets are within reach
with a continuous effort in the climate and energy policies. In 2015, GhG emissions
had already reached 22.1% lower than 1990 levels and RE provided 16.7% of gross
final energy consumption, mainly due to the grid-parity of wind and solar energy.
The 2020 final energy consumption target had already been achieved, but it should
be noted that some of the reduction may be attributed to the recent economic crisis
and years with heating and cooling energy requirements lower than average, which
had decreased the consumption.

Figures 3, 4 and 5 detail the indicators for the EU-28 countries, in the time frame
under analysis, and set a comparison with their individual targets. From the aggre-
gated GhG emissions (total man-made emissions of the “Kyoto basket”) in percen-
tage of the base year 1990 (Fig. 3), it can be seen a generalized trend to decrease
the emissions over the years, however in 2015 some countries increased the GhG
emissions due to a slight economic recovery. Seven member countries remain above
their national reduction target, although all of them show a downward trend, except
Ireland. Remaining countries have reached their national targets, but twelve of them,
mostly Eastern countries, were allowed to increase their annual emissions in relation
to 1990. Belgium, Denmark, Germany, Greece, France, Italy, Finland, Sweden and
United Kingdom were able to reduce their emissions below the base value of 1990.

Regarding the share of RE in gross final energy consumption (Fig. 4), all EU
countries increased their RE share in the years under analysis and eleven of them
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Fig. 2 Indicators of the EU 2020 climate and energy policy

Fig. 3 Aggregated GhG emissions by country and 2020 target (2010–2015)

have already met their 2020 targets, of which Denmark, Estonia, Croatia, Lithuania,
Romania, Finland and Sweden have a target higher than 20%. In 2015, the share
of RE ranged from 53.9% in Sweden to 5.0% in Luxembourg and Malta. These
differences among Member States are mainly due to variations in natural resources,
such as the hydropower potential and availability of biomass. From the range of
sources, bioenergy is the EU’s most important RE source because it contributes to
all energy sectors (electricity generation, transport and heating and cooling) [38].

Energy efficiency is assessed in this work through final energy consumption,
according to Fig. 5. Most of the countries display an intermittent but overall down-
ward trend. However, much of the decrease may be attributed to financial and eco-
nomic crisis, rather than to a structural shift in energy savings behaviour. One factor
that impacts considerably on the final energy consumption is the heating demand,
therefore warmer years, such as 2014, have a significant reduced energy consump-
tion, when compared to the other ones. In 2015, fifteen member states have reached
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Fig. 4 Share of RE in gross final energy consumption and 2020 target (2010–2015)

Fig. 5 Final energy consumption by country and 2020 target (2010–2015)

their own targets. From the member states that did not reach their targets, there
are three major economies: Germany, France and United Kingdom. The environ-
mental efficiency assessment of EU countries is explored in the next section taking
into account both energy and non-energy resources in each country, assuring a fair
performance comparison.

4.3 Empirical Results

The environmental efficiency for each country is assessed through the models pre-
viously introduced, CFG and (1), deriving the inefficiency scores β∗

CFG and β∗
1 ,

respectively, by comparison to the best practices observed until 2015. The RE share
is only an additional factor in model (1) to restrict the comparison of the assessed unit
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Table 4 Environmental efficiency results through the models CFG and (1)
2010 2011 2012 2013 2014 2015

Model β∗
CFG β∗

1 β∗
CFG β∗

1 β∗
CFG β∗

1 β∗
CFG β∗

1 β∗
CFG β∗

1 β∗
CFG β∗

1

Austria 0.099 0.095 0.102 0.100 0.097 0.096 0.102 0.101 0.088 0.088 0.092 0.091

Belgium 0.109 0.109 0.114 0.114 0.114 0.114 0.109 0.109 0.118 0.118 0.122 0.122

Bulgaria 0.142 0.132 0 0 0.097 0.083 0.157 0.130 0.164 0.141 0.133 0.113

Croatia 0.210 0.172 0.201 0.162 0.190 0.142 0.190 0.134 0.175 0.119 0.179 0.120

Cyprus 0.179 0.166 0.141 0.132 0.079 0.075 0.051 0.036 0 0 0.029 0.009

CR 0.309 0.309 0.306 0.306 0.300 0.300 0.294 0.294 0.293 0.293 0.299 0.299

Denmark 0.004 0.000 0 0 0 0 0.003 0 0 0 0 0

Estonia 0 0 0 0 0.216 0.035 0 0 0 0 0.247 0

Finland 0.127 0.127 0.128 0.125 0.123 0.112 0.108 0.098 0.096 0.081 0.092 0.073

France 0.087 0.087 0.078 0.078 0.077 0.077 0.071 0.071 0.057 0.057 0.056 0.056

Germany 0.073 0.073 0.079 0.079 0.075 0.075 0.069 0.069 0.072 0.072 0.070 0.070

Greece 0.087 0.087 0.084 0.084 0.004 0.004 0 0 0 0 0 0

Hungary 0.211 0.209 0.195 0.192 0.183 0.179 0.194 0.189 0.213 0.209 0.211 0.208

Ireland 0.014 0.014 0 0 0.011 0.011 0.015 0.015 0.029 0.028 0 0

Italy 0.090 0.090 0.078 0.078 0.053 0.053 0.031 0.030 0.017 0.017 0.023 0.023

Latvia 0.209 0 0.233 0.042 0.256 0.056 0.223 0.022 0.213 0 0.199 0

Lithuania 0.182 0.124 0.210 0.174 0.186 0.146 0.180 0.129 0.180 0.125 0.187 0.124

Luxembourg 0 0 0.004 0.004 0.018 0.018 0.011 0.011 0 0 0 0

Malta 0.084 0.084 0.029 0.029 0 0 0.025 0.024 0 0 0.122 0

Netherlands 0.069 0.069 0.078 0.078 0.059 0.059 0.043 0.043 0.041 0.041 0.071 0.071

Poland 0.221 0.221 0.275 0.275 0.262 0.262 0.250 0.250 0.288 0.288 0.286 0.286

Portugal 0.136 0.127 0.095 0.090 0.049 0.044 0.033 0.027 0.036 0.030 0.057 0.051

Romania 0.348 0.345 0.363 0.361 0.363 0.360 0.320 0.317 0.315 0.312 0.320 0.316

Slovakia 0.242 0.239 0.261 0.258 0.217 0.213 0.205 0.202 0.193 0.188 0.237 0.231

Slovenia 0.191 0.143 0.169 0.126 0.148 0.103 0.159 0.101 0.134 0.073 0.120 0.059

Spain 0.145 0.145 0.125 0.125 0.106 0.106 0.098 0.098 0.100 0.100 0.103 0.103

Sweden 0.023 0.023 0.017 0.017 0.008 0.008 0 0 0 0 0 0

UK 0.001 0.001 0 0 0.003 0.003 0.003 0.003 0.001 0.001 0 0

All Model CFG Model (1)

Mean (SD) 0.115 (0.098) 0.097 (0.094)

No of efficient
units

25 31

to peers. Note that the RE share is not used in CFGmodel. These results are reported
in Table 4. β∗

CFG evaluates the capacity of each country in expanding GDP and
contracting labor, energy, capital and GhG emissions, simultaneously, by the same
proportion. β∗

1 evaluates the same capacity, by imposing to each assessed country
the comparison to peers such as their linear combination in terms of RE share should
be at least the share of RE observed in the assessed country.

It is observed that since 2010, the mean of environmental efficiency of the
economies assessed by the model (1) is 0.097, which means that inputs and GhG
emissions can reduce 0.097, on average, and the GDP can increase 0.097, on ave-
rage (see Table 4). Globally, from 2010, the European countries have increased their
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environmental efficiency or some of them keep their efficiency status. Four groups
of countries are observed taking into account the results from models CFG and (1):
(i) countries efficient in both models; (ii) countries that become efficient only in
model (1); (iii) inefficient countries that keep efficiency score in both models and
(iv) inefficient countries that increase the efficiency in model (1). There are 25 units
that are efficient in both models, such as Estonia (in 2010, 2011, 2013, 2014), Lu-
xembourg (in 2010, 2014, 2015), Bulgaria (in 2011), Denmark (2011, 2012, 2014,
2015), Ireland (in 2011, 2015), UK (in 2011, 2015), Malta (in 2012, 2014), Greece
(in 2013–2015), Sweden (in 2013–2015) and Cyprus (in 2014). These countries are
the benchmarks as they have the best practices in terms of RE production policy
and capacity to reduce inputs and GhG emissions and expand GDP, simultaneously.
Generally Denmark, Sweden and Luxembourg keep their environmental efficiency
status over time. Greece becomes efficient from 2013 and Ireland and UK become
efficient in 2015.

Regarding the inefficient units in CFG model, there are only 6 units that become
efficient using model (1), such as Denmark (in 2013), Estonia (in 2015), Latvia (in
2010, 2014, 2015) andMalta (2015). These countries should follow the best practices
observed using model CFG and keep their RE production policy. Latvia becomes
efficient from 2014 while Malta becomes efficient in 2015.

It is observed that 64 units keep inefficiency scores in bothmodels. These countries
should emulate the best practices observed on their benchmarks, in terms of energy
consumed, GhG emissions and RE production policy. These countries are Belgium,
Czech Republic, Germany, Spain, France, Poland, Netherlands during all period and
Ireland (in 2010, 2012, 2013),Greece (in 2010–2012), Italy (in 2010–2012),Malta (in
2010, 2011), Finland (in 2010), Sweden (in 2010–2012), UK (in 2010, 2012–2014)
and Luxembourg (in 2011–2013). From 2010, it is observed a consistent increasing
trend in environmental efficiency of Finland, France, Greece and Sweden. On the
other hand, Poland has decreased its environmental efficiency over the time.

There are 73 inefficient units that improve efficiency score in model (1). Thus,
β∗
1 reflects also the adjustment regarding the RE production policy observed in the

assessed unit. This occurs in the case of Croatia, Lithuania, Hungary, Austria, Por-
tugal, Romania, Slovenia and Slovakia during all period and Bulgaria (in 2010,
2012–2015), Estonia (in 2012), Denmark (in 2010), Cyprus (in 2010–2013, 2015),
Finland (in 2011–2015), Italy (in 2013–2015), Ireland (in 2014), Latvia (in 2011–
2013) and Malta (in 2013). Cyprus has significantly improved their efficiency since
2010.

As by-product of model (1), each inefficient country should follow the best prac-
tices of their benchmarks, learning strategies to improve its environmental efficiency.
The managerial implications of the environmental efficiency results are explored in
detail for Portugal, in 2015, using both models: CFG and (1). In the CFG model
the peers are Greece (in 2015, λ = 0.4021) and UK (in 2015, λ = 0.0527), deriving
a β∗

CFG = 0.057, meaning that the country could expand the GDP and reduce the
inputs and the GhG emissions by 0.057. Applying the model (1), the environmen-
tal inefficiency decreases to 0.051, to accommodate the new constraint, reflecting an
improvement on RE share. In this model, the peers are Cyprus (in 2014, λ = 2.8315),
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Greece (in 2015, λ = 0.1539) and UK (in 2015, λ = 0.0506), fulfilling the new
constraint (2.8315 × 0.089 + 0.1539 × 0.154 + 0.056 × 0.085 = 0.28). This out-
come entails the reduction of the targets contribution of Greece and UK and the
inclusion of an additional benchmark, Cyprus. The λ j ’s also incorporate the influ-
ence of the inefficiencies due to the simultaneously expansion of GDP and reduc-
tion of the inputs and GhG. If there are not observed inefficiencies in terms of
the current inputs and outputs (GDP, GhG), the country could become efficient.
This occurred with Latvia in 2010, 2014, 2015 and Denmark in 2013. Bear also
in mind, that Portugal in 2015 presents slacks regarding final energy consump-
tion (slack = 1.42×106 TOE) and labor (slack=2405233x103 hours), which result
in total reductions to the levels of (1 − 0.051)16 − 1.42 = 13.76x106 TOE and
(1 − 0.051)8579294 − 2405233 = 5735380×103 hours, respectively. In a similar
way, Portugal can reduce the level of capital and GhG emissions by (1-0.051) to
the levels 26287×106 e and 68399×103 tonnes, respectively. It also is possible, to
increase the level of GDP to 180994×106 e , i.e., 172190(1 + 0.051).

4.4 EU Countries 2020 Targets and Environmental
Efficiency Comparison

From the analyses presented above (Sects. 4.2 and 4.3), it is possible to complement
the fulfilment of the EU countries 2020 targets with the environmental efficiency
results, which take into account both energy and non-energy resources, in order to
establish a relation between them. At the end of 2015, almost all countries have
potential to further reduce the GhG emissions and the final energy consumed while
increasing GDP except for the benchmarks in that year, i.e., Denmark, Luxembourg,
Sweden, Ireland, Greece and UK. Denmark has already met their own targets and
Sweden only surpass the final energy consumption target by a small margin. UK and
Greece are still below the 2020 target on RE share, but well positioned to achieve
the targets regarding GhG emissions and final energy consumption. Luxembourg
and Ireland reached only the final energy consumption target, but according to DEA
results, they are environmentally efficient. Finland has already achieved their own
targets and, according to DEA assessment, it has had a consistent increasing trend in
the environmental efficiency. Swedenonly lacks the achievement on energy efficiency
target (measured by the final energy consumption) and, taking into account the DEA
results, it is environmentally efficient. Germany and France have only fulfilled the
target concerning the GhG emissions target. The DEA model indicates that there
is still potential to reduce GhG emissions and the final energy consumed. Poland
presents a decrease in its environmental efficiency and also a bad performancemetrics
in terms of the EU climate and energy 2020 targets. In fact, the energy sector has
been dominated by fossil fuels and only in the past decade, a new energy strategy has
been introduced into political agenda to implement an energy mix and the necessary
regulations to support renewables [39].
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5 Conclusions

This work establishes an analysis of the environmental efficiency of European coun-
tries, under the EU 2020 climate and energy strategy. The environmental efficiency
is assessed through a DEA analysis, measuring the ability of each country in minimi-
zing current resources, while maximizing the GDP and minimizing GhG emissions,
reflecting the environmental policymaking in Europe concerning climate change and
energy targets. The DEA model is based on DDF, imposing weak disposability for
the UO. A new model (1) is proposed establishing that efficiency comparison for
each country is performed only using countries such that linear combination in terms
of RE share is at least the share of RE observed in the assessed country, comparing
also the practices in terms of RE production policy.

Results obtained show that globally the EU has increased its environmental effi-
ciency which is consistent with the analysis of the indicators of the 2020 climate
and energy package, during the 2010–2015 time-frame. Although the environmental
efficiency scores vary among the EU member states, countries with higher GDP le-
vels tend to have higher potential in reducing GhG emissions. The study produces a
benchmark list (Denmark, Sweden, Luxembourg, Greece, Ireland and UK) in 2015
and also a set of countries which environmental efficiency has increased consistently
in the period under analysis: Finland, France, Greece and Sweden. On the other hand,
Poland is the only country whose environmental efficiency has been decreasing over
time. In fact, Poland performs worse than most of other Eastern European countries
and average EU in terms of emission reductions due to its strong dependence on
coal. Also, the expansion of renewable energies has not been properly addressed by
national incentives and legislation.

TheDEAmethodology can be used as a support tool in establishing the new targets
for each one of the EU country and also in future target setting scenarios. Further
analysis could be explored in terms of environmental performance assessment in
other countries of the world, establishing their targets in order to guide them to
sustainable environmental policies, fulfilling their commitments under the Kyoto
Protocol.
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Abstract Staff scheduling involves assigning people to tasks organized in working
shifts. It is a complex and time-consuming activity common to several real-world
companies while still typically a hand-made task. These problems are usually condi-
tioned by legal and working rules, and by personal preferences. Thus, the challenge
is to find schedules that most accurately fit the functionality of the services and equity
issues. For this purpose, a column generation-based diving heuristic is proposed to
solve a staff scheduling problem at an Emergency Medical Service. The approach is
generic and possibly adjusted to several realities and companies. In this context, the
heuristic is applied to a real-life problem at Instituto Nacional de EmergênciaMédica
(INEM), obtaining good quality solutions in relatively short running times. The best-
found solution is compared with an implemented schedule at INEM, strengthening
the practical value of this approach. The ultimate goal is to develop automated tools
to support INEM in their staff scheduling activities.
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1 Introduction

Staff scheduling is the process of deploying timetables for a set of workers within
an organization so as to satisfy demand for various services, while simultaneously
ensuring a distinctive level of employee satisfaction. Moreover, staff scheduling also
needs to consider legal, organizational and contractual constraints [1]. In Emer-
gency Medical Services (EMSs), staff scheduling is of paramount importance, since
shortages in the number of required personnel directly impact the quality of care
that patients receive. Furthermore, employee satisfaction cannot be neglected, as
undesirable schedules can lead to increased staff turnover and to poorer on-job-
performances.

Personnel scheduling problems arise in a wide variety of settings, such as trans-
portation systems, call centers, and health care systems. Different reviews of the
literature have been published and propose different classifications for staff schedul-
ing problems [1–3]. In the health care sector, workforce scheduling have been largely
dedicated to nurse and physician scheduling. Reviews of models and solution meth-
ods for nurse or physician scheduling are also available in the literature [4, 5].
Nevertheless, only few papers deal with staff scheduling in EMSs [6] and are usu-
ally dedicated to ambulances by combining the so-called crew scheduling and crew
pairing problems. The domain of dispatch centers has not received much attention
and is proposed as a potential future research area in [7].

Many solution techniques are applied to solve personnel scheduling problems. A
straightforward approach is to model the problem as a standard integer programming
(IP) formulation and solve it using a commercial solver [8]. Other researchers use
branch-and-price [9], which uses column generation (CG) in each node in the branch-
and-bound tree to solve the linear programming (LP) relaxation. Despite the vast
improvements in computer hardware and commercial solvers, the high complexity
of staff scheduling problems make them difficult to solve to optimality. The easy-
to-implement feature of heuristics and the ability to deal with complex constraints
or objectives make them well suited to personnel scheduling problems. Genetic
algorithms are a popular type of metaheuristic in this field [10]. Recently, MixedIP-
based heuristics have been succesfully applied to workforce scheduling [11]. These
approaches combine the strengths of both mixed IP and (meta)heuristic approaches.
Column generation is also used inside a heuristic framework instead of standard
MixedIP approaches [12]. Diving heuristics can be used to obtain integer feasible
solutions. Diving algorithms heuristically select branches in the branch-and-price
tree using a certain rounding strategy until the first integer solution is found [13].

This paper addresses a staff scheduling problemmotivated by the real-life context
at Instituto Nacional de Emergência Médica (INEM). The aim is twofold. First, it
intends to propose a novel solution approach for the staff scheduling problem at
INEM that may be applied to other real-life settings. Second, it aims to enhance
INEM productivity and profitability levels, by noticing and proposing solutions for
their current scheduling conflicts.
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The remainder of this paper is structured as follows. Section2 introduces the
staff scheduling problem and a standard IP model. Next, a column generation-based
diving heuristic is proposed in Sect. 3. In Sect. 4, the heuristic is applied to a real-life
dataset provided by INEM. Finally, Sect. 5 concludes the paper.

2 Staff Scheduling at an Emergency Medical Service

The EMS is organized in different services and each service is divided in several
teams. Each team is responsible for a set of tasks and has a set of staff members
with the required skills to perform those tasks. All staff members are assigned to one
service and may belong to one or more teams. Preferably workers perform tasks in
their own team(s), but it is possible to do tasks from other teams or services to meet
the required demand. However, this should be avoided.

This personnel scheduling problem integrates the staffing of the set of services
that may share the same workforce. Each service operates 7 days per week and 24
hours per day. Each day of the planning horizon is divided into shifts in which tasks
are performed (night, morning and afternoon shifts) and the workload required to
each shift (staff level) is known in advance. In this, the problem differs from most
problems in the context of staff scheduling at an emergency service, where shift
lengths and workload demands are usually not considered as fixed. The reason is
that our model schedules only technical personnel for which the demand can be
predicted in advance reasonably well.

Legal rules and organizational and contractual issues which need to be satisfied
to obtain feasible schedules give rise to the following hard constraints. Legal rules
require a minimum resting time between working shifts. Working time regulations
set a maximum number of consecutive working days and of consecutive days off for
each staff member. Workers must have a minimum number of Sundays off over the
planning period. Furthermore, employees are only assigned to tasks for which they
have the required skills. For reasons of equity between workers, every staff member
needs to work a minimum number of each shift type.

The objective function of the schedules consists of two elements. The primary
objective is to ensure functionality of the services. The workload demand should be
satisfied as much as possible and is formulated as soft constraints. Thus understaffing
and overstaffing are allowed at a penalization cost to be minimized. A second objec-
tive for this staff scheduling problem is to increase employee satisfaction and equity
among the staff. Workers should have the entire weekend off instead of a single day.
The contract hours of each staff member should preferably be met, meaning both
overtime and undertime are undesirable. Finally, the number of tasks assigned to
staff members belonging to other teams should be minimized.
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A standard IP model for this staff scheduling problem is formulated in (1)–(14).
The notation is summarized in Table 1. Functionality of the services is modeled
by constraints (2)–(8) whereas equity among the staff is formulated by constraints
(9)–(12).

min
∑

d∈D

∑

s∈S

∑

j∈J

∑

t∈TJ
j

(
wRE+

j Y RE+
tds + wRE−

j Y RE−
tds

)
+ wWO

∑

p∈P

∑

w∈W

(
YWO+
pw + YWO−

pw

)

+
∑

p∈P

(
wH+ Y H+

p + wH− Y H−
p

)
+

∑

j∈J

∑

g∈Gj

wG
j YG

g (1)

s.t.:
∑

p∈PTt
x ptds − Y RE+
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∑

t∈TP
p

(
xptd,N + xptd,M + xptd,A

) ≤ 1 ∀p ∈ P, d ∈ D (3)

∑
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p
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p , Y H−
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g ≥ 0
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xptds ∈ {0, 1} ∀p ∈ P, t ∈ TP
p , d ∈ D, s ∈ S (14)



A Column Generation-Based Diving Heuristic … 237

This is a goal programming model where undesired deviations to target values
are penalized and minimized as the weighted sum objective function (1). Constraints
(2) model the workload demand where understaffing and overstaffing are allowed
at a penalty cost minimized in the first term of the objective function. Constraints
(3), (4), and (5) force a minimum 2-shifts resting time between consecutive working
shifts. Staff members must work a maximum of θWD consecutive days (6) and have
at most θ DO consecutive days off (7). Constraints (8) guarantee at least θ SO Sundays
off over the planning period. Constraints (9) set a minimum number of each shift
type to be performed by each staff member. The soft requirements contributing for
the equity among staff are formulated in (10)–(12), respectively: full weekends off;
contract hours; and tasks of other teams performed bymembers of team g. Deviations
to the corresponding target values are penalized, respectively, in the last three terms
of the objective function.Regarding the penalization scheme for full weekends off
(constraints (10)), the requirements outlined by INEM were followed: a penalty is
incurred if a staff member has to work exactly one day in the weekend; and no
penalty is incurred if a staff member has to work both weekend days or has both
weekend days-off. Thus, as we have a minimization problem, YWO+

pw equals one if
staff member p has to work Sunday but not Saturday, while YWO−

pw equals one if
staff member p has to work Saturday but not Sunday. Constraints (13) represent the
domain for the deviation variables, and constraints (14) model the binary domain for
the decision variables.

3 Column Generation-Based Diving Heuristic

Staff scheduling problems are highly complex and commercial solvers are not able
to solve these problems effectively when there are a large number of staff using
standard IP models. This paper proposes a hybrid approach combining CG and a
diving heuristic.

The column generation is first presented in Sect. 3.1 and the diving heuristic is
proposed in Sect. 3.2.

3.1 Column Generation

The standard IPmodel (1)–(14) is reformulated in termsofworkpatterns (or columns)
for each staff member consisting on the tasks to be perfomed during the planning
period. The model can be reformulated in (15)–(19) using the additional notation in
Table 2.
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Table 1 Sets, parameters and variables for the IP model

Sets and indices

p ∈ P Available staff

t ∈ T Tasks

d ∈ D Days in the planning horizon; the first day of the planning horizon is d = 1

w ∈ W Full weekends in the planning horizon

s ∈ S Shifts, i.e. S = {N,M,A}, (N = Night, M = Morning, A = Afternoon)

g ∈ G Teams

j ∈ J Services

Subsets

PTt Staff skilled to perform task t

TP
p Tasks that can be performed by staff member p

PGg Staff from team g

TG
g Tasks from team g

TJ
j Tasks from service j

G j Teams from service j

Parameters

κ First planning day (0 = Monday, 1 = Tuesday, ..., 6 = Sunday)

Θp Contract hours of staff member p, adjusted for holidays

Lt Duration of task t

Rtds Workload demand (service level) for task t on shift s on day d

θWD Maximum number of consecutive working days

θDO Maximum number of consecutive days off

θ SO Minimum number of sundays off

θ ST
s Minimum number of shift type s scheduled

wRE+
j , wRE−

j Penalty for overstaffing and understaffing service j , respectively

wWO Penalty for full weekend off

wH+, wH− Penalty for excess and shortage hours worked, respectively

wG
j Penalty for assigning tasks of a team to members of another team in service j

Decision and auxiliary variables

xptds 1, if staff member p is assigned to task t on shift s on day d; 0, otherwise

Y RE+
tds , Y RE−

tds Overstaffing and understaffing for task t on shift s on day d, respectively

YWO+
pw , YWO−

pw Penalty variables when staff member p has to work exactly one day in
weekend w

(Sunday and Saturday, respectively)

Y H+
p , Y H−

p Excess and shortage hours worked for staff member p

YG
g The number of tasks of other teams performed by members of team g
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Table 2 New sets, parameters and variables

Sets and indices

k ∈ Kp Work patterns for staff member p

Parameters

apktds 1, if staff member p is assigned to task t on shift s on day d in work
pattern k; 0, otherwise

cpk Cost of work pattern k for staff member p (based on the violations of the
soft constraints)

Decision variables

z pk 1, if staff member p is assigned to work pattern k; 0, otherwise

atds 1 if task t is assigned on shift s on day d; 0 otherwise

min
∑

p∈P

∑

k∈Kp

(
cpk z pk

) +
∑

d∈D

∑

s∈S

∑

j∈J

∑

t∈TJ
j

(
wRE+

j Y RE+
tds + wRE−

j Y RE−
tds

)
(15)

s.t.:
∑

p∈P

∑

k∈Kp

apktds z pk − Y RE+
tds + Y RE−

tds = Rtds ∀t ∈ T, d ∈ D, s ∈ S (16)

∑

k∈Kp

z pk = 1 ∀p ∈ P (17)

z pk ∈ {0, 1} ∀p ∈ P, k ∈ Kp (18)

Y RE+
tds ,Y RE−

tds ≥ 0 ∀t ∈ T, d ∈ D, s ∈ S (19)

Objective function (15) minimizes the cost of the work patterns assigned to each
staff member measured by the deviations to the target values of the soft requirements
contributing for the equity among staff, and the penalty associated with understaffing
and overstaffing. Constraints (16) model the workload demand. Constraints (17)
enforce the assignment of one work pattern to each staff member. The variables’
domain are defined in constraints (18) and (19).

In the CG approach, the LP relaxation of model (15)–(19) (master problem) is ini-
tialized with a limited set of work patterns. New promising work patterns (columns)
are iteratively added into the master problem. These promising work patterns are
generated by the subproblems (pricing problems) solved for each staff member in
each iteration of the algorithm. These subproblems consider the constraints related
to each staff member individually. The process is repeated until no more promising
work patterns (i.e. columns with negative reduced cost) are obtained by solving the
subproblems for all the staff. The reduced cost (RC) of a new work pattern k for staff
member p is then given by:

RC = cpk −
∑

t∈T

∑

d∈D

∑

s∈S
apktds λtds − μp (20)

where λtds and μp represent the dual costs associated with constraints (16) and (17),
respectively.
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The objective function of the pricing problem for each staff member p can then
be defined in (21) while the set of constraints consists of Eqs. (3)–(13) with the new
defined variables atds instead of variables xptds .

min
∑

t∈T

∑

d∈D

∑

s∈S
(−λtds atds) +

∑

w∈W

(
wWO YWO+

w + wWO YWO−
w

)

+wH+ Y H+ + wH− Y H− +
∑

j∈J

∑

g∈G j

wG
j Y G

g

(21)

The column generation loop can be implemented in two different ways. Strategy
E solves a pricing problem for every staff member in each iteration of the column
generation. Thus, in each iteration the number of subproblems solved equals the
number of available staff and all the work patterns with negative reduced cost are
added to the master problem. Strategy P solves only one pricing problem for a given
staff member and a work pattern is added to the master problem in each iteration of
the column generation if it has a negative reduced cost.

3.2 Diving Heuristic

The solution obtained by the column generation might fail integrality and thus not
represent a feasible staff schedule. A diving heuristic allows to traverse a branch-and-
price tree in a depth-first manner until finding a feasible solution, thus speeding up
the search for a good integer solution. In the diving heuristic, some integer variables
are fixed and the linear program is resolved. The fixing and resolving is iterated until
either an integral solution is found or the linear program becomes infeasible.

Two strategies are considered for the branching scheme. StrategyLfixes the largest
fractional variable to one while strategy T fixes to one all the fractional variables
above a threshold value δ. Each iteration of the heuristic defines the schedule for
at least one staff member and the corresponding variables can be removed from the
problem. The algorithm ends when a work pattern has been assigned for every staff
member.

4 Case Study at INEM

4.1 Case Study

The column generation-based diving heuristic is applied in the context of the staff
scheduling problem at INEM. This EMS is organized in two main services: the
dispatch center (Centro de Orientação de Doentes Urgentes, CODU), and the Emer-
gency Vehicles (EVs). CODU receives the emergency calls, delivers assistance and
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Table 3 Penalty values used in the computational tests

Penalty wRE+
CODU wRE+

EV wRE−
CODU wRE−

EV wWO wH+ wH− wG
CODU wG

EV

Value 10 10 100 1000 10 1 1 10 20

instructions, and dispatches the convenient EV. EVs move to the scene, the techni-
cians provide assistance and care on scene, and transport the victims to the hospital
if required. The scope of the study is the Lisbon region which includes neighbor-
hood areas coordinated by the Lisbon center (Almada, Amadora, Cascais, Elvas,
Estremoz, Ponte de Sôr, Sacavém, Seixal, Setúbal, Tomar and Torres Novas). The
workforce at INEM consists of Técnicos de Emergência Pré-Hospitalar (TEPHs).
Each TEPH is assigned to one service, although they can also perform tasks at other
service.Within a service, TEPHsmay belong tomore than one team. The assignment
of TEPHs to teams depends on the required skills and on the place of residence.

Work rules at INEM state that staff: cannot work more than 6 consecutive days
(θWD = 6); cannot have more than 5 consecutive days-off (θ DO = 5); must have at
least one Sunday off every four weeks (θ SO = 1). For equity concerns, it is required
that each staff member works at least 2 shifts of each type (θ ST

s = 2,∀s ∈ S). Finally,
a standard contract specifies a monthly working time of 140 hours (Θp = 140,∀p ∈
P). All tasks have a duration of 8 h, except for a single type of tasks, emergency
motorcylces, which has a duration of 12 hours. Table 3 shows the penalty values used
in the objective function (1). The most important objective is to ensure functionality
of the services. This means that understaffing is worse than overstaffing. Moreover,
the call center (CODU) can still function if there is some understaffing, while the
emergency vehicles (EV) are more sensitive to understaffing. Therefore, wRE−

CODU =
100, wRE−

EV = 1000, and wRE+
CODU = wRE+

EV = 10. The second objective is that every
staff member works the amount of hours stipulated in his or her contract (wH+ and
wH−), that staffmembers receive fullweekends off (wWO ), and that tasks are assigned
to members of the own team as much as possible (wG

CODU and wG
EV). Therefore, the

values for these weights are smaller. The different weights are measured in different
units or dimensions, and thus e.g. wH+ and wH− are equal to 1, while wWO is set
equal to 10. The INEM dataset includes 289 TEPHs which are organized in 22 teams
(5 in CODU and 17 in EVs), and need to be assigned to 61 tasks (10 in CODU and
51 in EVs) within a 4-weeks planning period.

4.2 Results

The standard IP model and the column generation-based diving heuristic were coded
in C++14 and compiled with Microsoft Visual Studio 2015 using the callable library
of ILOG CPLEX 12.6.2. All tests ran on a PC with an Intel Core i5-5200U CPU of
2.20 GHz and 8 GB of RAM under Windows 10.
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Table 4 Results for INEM

Configuration BFS Timetotal COLStotal Obj. root Timeroot COLSroot Gap

IP model
(1)–(14)

1,901,916 >18,000 – 37,021 159 – 98.05

E/L/2-2 2,137,340 52 578 2,137,340a 48 578 98.27

E/L/3-3 – >18,000 – 1,727,850a 57 867 –

E/L/10-1 – >18,000 – 515,331a 224 2890 –

E/T/2-2 2,137,340 35 578 2,137,340a 32 578 98.27

E/T/3-3 189,732 488 6075 1,727,850a 58 867 80.49

E/T/4-4 164,796 587 7044 1,437,690a 72 1156 77.54

E/T/10-1 204,992 434 5082 515,331a 224 2890 81.94

P/L/2-2 – >18,000 – 103,131a 58 578 –

P/L/10-1 – >18,000 – 61,702.8a 1765 2890 –

P/T/2-2 92,640 287 1905 103,131a 58 578 60.04

P/T/3-3 89,368 1592 4006 86,627.7a 130 867 58.57

P/T/4-4 91,434 2432 5042 80,397.6a 262 1156 59.51

P/T/10-1 71,112 7852 9181 61,702.8a 1765 2890 47.94
aSince column generation is stopped prematurely, this is not an actual lower bound

The following notation is used to refer to the different combination of strategies
for the column generation-based diving heuristic: A/B/C-D, where A is the column
generation loop strategy (E or P), B is the diving strategy (L or T with threshold
δ = 0.6), and C-D refer to the stopping criteria used for the column generation
(respectively, the number of iterations for the root node, βroot, and for each node on
the diving, βdiving).

The results for the INEM instance are shown in Table 4. In this table, BFS is the
objective function value of the best found solution, Timetotal is the total computation
time (in seconds), COLStotal is the total number of columns added, ‘Obj. root’ is the
objective value of the LP relaxation of the root node, Timeroot is the computation time
(in seconds) of the root node, COLSroot is the number of columns added in the root
node, and ‘Gap’ is an upper bound on the optimality gap in percent based on the LP
relaxation solved by CPLEX. Since the optimal solution is not known, the optimality
gap is calculated relative to the objective value LP relaxation, which is never worse
than the objective value of the IP problem. Therefore, this gives an upper bound on
the optimality gap. Compared to the standard IP approach, the column generation-
based diving heuristic with configuration P/T/10-1 finds a solution almost 27 times
better in significantly less time (7852 s).

From the results of Table 4, three observations can be made. First, branching on
the largest fractional variable (L) is much slower than branching on all variables (T)
with a value above threshold δ. The former branching method is not able to find any
solution within the 5 h time limit, irrespective of the column generation scheme and
the values for βroot and βdiving. The only exception is E/L/2-2, but this is a very poor
solution. Second, the column generation strategy has an important impact on the
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solution quality. The strategy where a subproblem is solved for every staff member
p (E) is much less efficient. The reason for this is the high level of symmetry in
the data as most people have the skills to do most of the tasks. As such, given the
same dual vector, for almost every staff member the same work pattern is generated.
However, in themaster only one or a few of those work patterns are useful to meet the
demand for a given set of tasks on the different days. On the other hand, in strategy
P the dual variables are always updated after the addition of a single work pattern
and thus the subproblems for the other staff generate work patterns with different
activities. When the column generation phase is terminated prematurely, this leads
to the quality of the solutions found by the former column generation strategy being
worse as the available work patterns cannot be combined into a good solution. This
can also be seen from the objective value obtained in the root node. Third, increasing
βroot is more beneficial for the solution quality than increasing βdiving.

4.3 Comparison with an Implemented Schedule

The best solution (configuration P/T/10-1) is compared with an implemented sched-
ule at INEM. Some indicators, used for comparison, are summarized in Table 5.

In the INEM schedule, TEPHs are working below their contractual hours. On
the other hand, in the best solution a TEPH exceeds his/her working hours by only
3.61% on average. Indeed, in our approach failing to meet workload demands carries
a higher penalty than overtime, and therefore overtime is being used to satisfy the
workload demand as much as possible. More than one Sundays-off is considered on
average, which is in line with hard constraints (8). The entire weekend off is modeled
as a soft constraint and therefore this value is lower than in the INEM schedule. The
INEM real case gives greater importance to this personnel preference, while the
solution case schedule seeks primarily to satisfy the workload demand.

Therefore we may conclude that the column generation-based diving heuristic is
an improvement over the time-consuming manual scheduling procedure currently in
use at INEM.

Table 5 Comparison between the best solution found and an implemented schedule at INEM

Indicator (per staff member) INEM schedule Best solution found

CODU EVs INEM CODU EVs INEM

Average hours worked
(% of contractual hours)

106.9 82.8 88.7 107.8 102.3 103.6

Average number
of sundays off

1.69 1.09 1.24 1.18 1.38 1.33

Average number
of weekends off

0.96 1.01 0.99 0.67 0.96 0.90
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5 Conclusions

This paper addresses a real-life staff scheduling at an EMS. A column generation-
based diving heuristic is proposed, decomposing the problem on the staff members
and diving to obtain integer solutions. Two column generation strategies and two
branching schemes are implemented. The best configuration is the one that solves a
single pricing problem for each staff member in each iteration of the column gen-
eration, and rounds to one all the variables above a certain threshold as branching
scheme for the diving heuristic. The solution approach is tested on the case study of
INEM, the Portuguese EMS, and obtains qood quality solutions in reasonable com-
putation time. The best solution found is compared with an implemented schedule
at INEM and shows good practical value and potential to be embedded in an expert
system to support staff scheduling decisions. Moreover, this personnel problem inte-
grates the scheduling of staff for several services which is a novelty in the literature
of workforce scheduling at EMSs.

The performance of the algorithm in datasets with different dimensions (not
described in this paper) shows that the solution approach can easily handle more staff
and is robust for the level of problem symmetry (measured in terms of the number
of staff members that can perform each task) but performs poorly when the planning
period is extended. Together with the slow convergence of the column generation this
suggests that the pricing problems are the bottleneck of the algorithm. Consequently,
alternative solution approaches can be also explored such as constructive heuristics
combined with a variable neighborhood search (VNS) method.
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