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Chapter 10
Neural Network Dynamics and Audiovisual 
Integration

Julian Keil and Daniel Senkowski

Abstract Why does seeing a speaker’s lip movements improve understanding 
speech in noisy environments? Why does simultaneous ringing and vibrating 
quicken answering a phone? These are questions of interest for researchers in the 
field of multisensory information processing. Electrophysiological approaches are 
suited to map the neural network dynamics underlying multisensory perception. 
Combining findings from behavioral, functional neuroimaging, and electrophysio-
logical studies allows a comprehensive understanding of how information is inte-
grated across the different senses. This chapter first provides an introduction on the 
relationships between neural network dynamics, as reflected in neural oscillations, 
and unisensory perception. Then, the relevance of neural network dynamics for 
multisensory perception is described, with a special focus on the auditory system. 
Moreover, the chapter provides an overview on how visual and auditory information 
can mutually influence each other and highlights the crucial role of ongoing neural 
network dynamics for upcoming multisensory perception. Finally, general princi-
ples of audiovisual integration are established, and open questions and future direc-
tion in the field of multisensory perception are discussed.
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10.1  Introduction

Why does seeing a speaker’s lip movements improve understanding speech in 
noisy environments? Why does simultaneous ringing and vibrating quicken 
answering a phone? These are questions of interest for researchers in the field of 
multisensory information processing (Sumby and Polack 1954; Pomper et  al. 
2014). The study of multisensory integration at the behavioral level can provide 
valuable information about the conditions under which information from different 
senses interact. Moreover, functional neuroimaging approaches are well suited to 
study which cortical regions are involved in the perception and processing of mul-
tisensory information. Electrophysiological approaches, in particular, are suited to 
map the neural network dynamics underlying multisensory perception. The com-
bined knowledge from behavioral, functional neuroimaging, and electrophysiolog-
ical studies allows a comprehensive understanding of how information is integrated 
across the different senses.

This chapter first provides an introduction on the relationships between neural 
network dynamics, as reflected in neural oscillations, and perception (Sect. 10.1.1). 
Then, the relevance of neural network dynamics for multisensory perception is 
described, with a special focus on the auditory system (Sects. 10.2 and 10.3). 
Subsequently, the chapter describes how visual and auditory information can mutu-
ally influence each other (Sects. 10.4 and 10.5). This chapter also highlights the 
crucial role of ongoing neural network dynamics for upcoming perception (Sect. 
10.6). Finally, general principles of audiovisual integration based on presented find-
ings are established (Sect. 10.7), and open questions and future direction in the field 
of multisensory perception are discussed (Sect. 10.7.4).

10.1.1  Oscillatory Neural Activity Relates to Cognition 
and Perception

“Clocks tick, bridges vibrate, and neural networks oscillate” (Buzsáki and Draguhn 
2004). Oscillatory neural activity recorded through electroencephalography (EEG) 
or magnetoencephalography (MEG) can be understood as the synchronous waxing 
and waning of summed postsynaptic activity of large neural populations in circum-
scribed brain regions (Lopes da Silva 1991; Wang 2010). The resulting waveform 
can be dissected into different frequency components with distinct amplitudes (also 
called power) and phases (Herrmann et al. 1999; Mitra and Pesaran 1999). In the 
frequency components, two types of oscillatory responses, which reflect different 
aspects of neural synchronization, can be distinguished: evoked and induced oscil-
lations (Tallon-Baudry and Bertrand 1999). The former are closely related to the 
onset of an external event and are strictly phase and time locked to the stimulus 
onset. The phase locking of oscillatory responses can be quantified by intertrial 
coherence (ITC; Cheron et  al. 2007) and the summation over trials of identical 
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phase can result in event-related potentials (ERPs; Luck 2014). Induced oscillations 
can be elicited by stimulation but are also present independent of external stimula-
tion. Induced oscillations do not have to be strictly phase and time locked to the 
onset of stimuli (Tallon-Baudry and Bertrand 1999). Evoked and induced oscilla-
tions can be modulated by cognitive processes. Moreover, functional connectivity, 
the interaction between oscillatory activities in different cortical regions, can be 
reflected in phase coherence. Neural oscillations of two brain regions are considered 
to be phase coherent when there is a constant relationship between the phases of the 
two signals over time (Fries 2005, 2015). Information processing as well as transfer 
and storage in the cortex has been hypothesized to rely on flexible cell assemblies, 
which are defined as transiently synchronized neural networks (Engel et al. 2001; 
Buzsáki and Draguhn 2004). The transient synchronization of cell assemblies by 
oscillatory activity depends on the coupling strength between neural populations as 
well as on the frequency distribution; as long as the frequencies of coupled cell 
assemblies are similar, the synchronization within the neural network can be sus-
tained with weak synaptic links (Wang 2010). In general, the analysis of oscillatory 
cortical activity can provide valuable information on the temporal structure of local 
processes and network interactions underlying perception and cognition.

Neural networks in mammals exhibit oscillatory activity ranging between 
approximately 0.05  Hz and 350  Hz (Penttonen and Buzsáki 2003). In humans, 
oscillatory activity patterns were among the first signals recorded using EEG 
(Berger 1929; Bremer 1958). Within one neural network, neighboring frequency 
bands can compete with each other and can be associated with different cognitive 
and perceptual processes (Engel et al. 2001; Buzsáki and Draguhn 2004). Typically, 
multiple rhythms coexist at the same time, which result in complex waveforms con-
sisting of high- and low-frequency oscillations (Steriade 2001). One way to orga-
nize the multiple rhythms is to divide the frequency spectrum into neighboring 
frequency bands (Buzsáki and Draguhn 2004). Oscillatory slow-wave activity 
(below 1 Hz) plays a prominent role in sleep and memory (Penttonen and Buzsáki 
2003; Diekelmann and Born 2010), but also reflects changes in cortical excitability 
related to task performance (Birbaumer et al. 1990; Rockstroh et al. 1992). Above 
these slow-wave oscillations, Walter (1936) described the delta band, which com-
prises oscillatory activity below 4 Hz. In the frequency range of 4–7 Hz, Walter 
et al. (1966) identified the theta band. Both delta band and theta band activity have 
been related to memory processing (Klimesch 1999; Sauseng et al. 2005). More 
recently, theta band activity has been linked to cognitive control mechanisms such 
as attention and predictions (Cavanagh and Frank 2014). In his seminal article from 
the late 1920s, Berger described that the EEG is dominated by ongoing 8- to 12-Hz 
oscillations, which were later termed alpha band activity (Berger 1929). Of particu-
lar note was Berger’s observation that alpha band activity changed with the partici-
pant’s behavior: alpha band power increased when participants closed their eyes and 
decreased when they opened the eyes (Berger 1929). Ray and Cole (1985) proposed 
that oscillatory activity in different frequency bands reflects different cognitive pro-
cesses. In two experiments, the authors established that alpha band activity relates 
to attentional processes and is increased if attention is not required. Additionally, 
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ongoing alpha band oscillations influence subsequent perception (Lange et  al. 
2014). Recently, the alpha band has been ascribed an important role in attention and 
the routing of information (Jensen and Mazaheri 2010; Klimesch 2012). Above the 
alpha band, Berger (1929) identified the beta band (13–30 Hz), but its functional 
significance has only been studied many years later (Pfurtscheller 1992; Engel and 
Fries 2010). Recent studies have provided evidence that, besides motor functions, 
beta band activity relates to cognitive and emotional processing and that it might 
reflect cortical feedback processing (Keil et  al. 2016; Michalareas et  al. 2016). 
Cortical activity in frequencies above the beta band (i.e., >30 Hz) has been coined 
gamma band activity (Adrian 1942; Bressler 1990). It has been proposed that oscil-
latory activity in the gamma band may form a mechanism for feature representation 
of a given stimulus (Lopes da Silva 1991). Findings from the auditory and visual 
domains support this notion. For instance, using intracranial recordings from the 
calcarine region of the visual cortex in epileptic patients, Chatrian et  al. (1960) 
described a rhythmic response to visual stimulation at a frequency of around 50 Hz. 
Moreover, in response to auditory stimuli, Pantev et al. (1991) described a transient 
oscillatory response at around 40 Hz.

Thus, oscillatory activity in different frequency bands relates to different 
perceptual and cognitive processes and reflects the functional states of neural 
networks (Lopes da Silva 1991). However, multiple neighboring frequency bands 
can be involved in a single process and multiple processes can relate to a single 
frequency. Moreover, the boundaries between different frequency bands can vary 
by task and recording technique (Buzsáki and Draguhn 2004). In summary, there 
is robust evidence that oscillatory activity in different frequency bands relates to 
various perceptual and cognitive functions (Table 10.1).

10.2  Role of Oscillatory Processes for Multisensory 
Integration and Perception

Multisensory perception requires processing in primary sensory areas as well as the 
formation of multimodal coherent percepts in distributed neural networks. In an 
early EEG study on oscillatory activity and multisensory processing, Sakowitz et al. 
(2001) found increased gamma band power in response to audiovisual stimuli 

Table 10.1 Overview of the classical frequency bands found in human electrophysiological data 
and examples of functions ascribed to the frequency bands

Name Frequency range (Hz) Exemplary function

Slow wave <1 Sleep, Memory, Cortical excitability
Delta 1–3 Memory
Theta 4–7 Memory, Attention, Cognitive control
Alpha 8–12 Attention, Cognition, Routing of information
Beta 13–30 Attention, Cognition, Stimulus processing
Gamma >30 Stimulus processing, Feature binding
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compared with auditory or visual stimuli alone. A later EEG study extended this 
finding by showing that evoked gamma band power to audiovisual stimuli increases, 
in particular, for attended versus unattended stimuli (Senkowski et  al. 2005). 
Interestingly, another study found increased occipital gamma band power following 
the presentation of incongruent audiovisual stimuli, but only if the audiovisual stim-
uli were integrated into a coherent perception (Bhattacharya et al. 2002). Whereas 
these studies demonstrate that multisensory processes or, at least, specific aspects of 
multisensory processes are presumably reflected in gamma band power, they did not 
examine the underlying cortical networks.

Traditionally, it has been assumed that multisensory integration is a higher order 
process that occurs after stimulus processing in unisensory cortical and subcortical 
areas (Driver and Noesselt 2008). However, a number of studies have challenged 
this idea by providing evidence for multisensory convergence in low-level sensory 
cortices (Schroeder and Foxe 2005; Ghazanfar and Schroeder 2006). Using intra-
cranial recordings in monkeys, Lakatos et  al. (2007) showed that somatosensory 
stimulation modulates activity in primary auditory areas. Interestingly, the authors 
found evidence for a theta band phase reset of ongoing oscillatory activity in the 
primary auditory cortex by concurrent somatosensory input. The authors suggested 
that stimulus responses are enhanced when their onset falls into a high-excitability 
phase and suppressed when the onset falls into a low-excitability phase. These 
observations are in-line with another study recording local field potentials and 
single- unit activity in monkeys, which highlights the role of oscillatory alpha band 
phase for the modulation of auditory evoked activity (Kayser et al. 2008). Analyzing 
ITC as a measure of transient phase synchronization in intracranial recordings from 
the visual cortex in humans, Mercier et al. (2013) found an influence of auditory 
stimulation on the processing of a concurrent visual stimulus in the theta band and 
low alpha band as well as in the beta band. Based on the finding of transient syn-
chronization of delta and theta band oscillations during audiovisual stimulation in a 
follow-up intracranial study, Mercier et  al. (2015) argued that optimally aligned 
low-frequency phases promote communication between cortical areas and that 
stimuli in one modality can reset the phase of an oscillation in a cortical area of the 
other modality. Taken together, these studies demonstrate cross-modal influences in 
primary sensory areas. Furthermore, it is likely that low-frequency oscillations 
mediate this cross-modal influence.

The finding that cross-modal processes influence primary sensory activity via 
low-frequency oscillatory activity implies a predictive process (Schroeder et al. 
2008). In many natural settings, visual information precedes auditory informa-
tion. For example, in audiovisual speech, the lip movements precede the articula-
tion of phonemes (see Grant and Bernstein, Chap. 3). A mechanism that has been 
proposed for the transfer of information between cortical areas is neural coher-
ence, as reflected in synchronized oscillatory activity (Fries 2005, 2015). For 
example, in audiovisual speech, the visual information can be transferred to the 
auditory cortex (Arnal et al. 2009). It has been proposed that audiovisual perception 
involves a network of primary visual and auditory areas as well as multisensory 
regions (Keil et al. 2012; Schepers et al. 2013). This network presumably reflects 
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reentrant bottom- up and top-down interactions between primary sensory and 
multisensory areas (Arnal and Giraud 2012).

In summary, there is robust evidence that multisensory integration can be reflected 
in increased gamma band power and that cross-modal processes can modulate cor-
tical activity in primary sensory areas (van Atteveldt 2014). Furthermore, as hypoth-
esized (Senkowski et al. 2008; Keil and Senkowski 2018), it is likely that information 
transfer in a network of primary sensory, multisensory, and frontal cortical areas is 
instantiated through synchronized oscillatory activity.

10.3  Principles of Multisensory Integration and Oscillatory 
Processes

The studies described in Sect. 10.2 suggest a relationship between oscillatory activity 
and multisensory perception. The current section focuses on the principles of mul-
tisensory perception and how these principles relate to oscillatory activity in the 
auditory system. Based on findings from a wide range of studies, three principles of 
multisensory integration have been established: the spatial principle, the temporal 
principle, and the principle of inverse effectiveness (Stein and Meredith 1993; Stein 
et al., 2014). In short, the principles state that multisensory integration is the stron-
gest when the input modalities are (1) spatially concordant, (2) temporally aligned, 
and (3) when the neural responses to the presented stimuli are weak. In addition to 
the three principles of multisensory integration, the modality appropriateness 
hypothesis has been proposed (Welch and Warren 1980). The auditory system has a 
relatively low spatial acuity but high temporal resolution. In contrast, the visual 
system has a relatively low temporal resolution but a high spatial acuity. Therefore, 
it has been proposed that audiovisual integration will be governed by the auditory 
modality in tasks requiring high temporal resolution and by the visual modality in 
tasks requiring high spatial acuity. The modality appropriateness hypothesis has 
been extended in a maximum-likelihood-estimation framework, which puts forward 
the idea that information from each sensory modality is weighted based on its rela-
tive reliability (Ernst and Bülthoff 2004). Therefore, it can be hypothesized that the 
auditory system will be especially affected by the visual system when a stimulus 
contains task-relevant spatial information. In turn, it can be hypothesized that the 
auditory system will prevail in tasks requiring high temporal resolution.

A previous EEG study examined the influence of audiovisual temporal synchrony 
on evoked gamma band oscillations (Senkowski et  al. 2007). In line with the 
principle of temporal alignment, gamma band power following audiovisual stimula-
tion was strongest when the auditory and visual inputs of an audiovisual stimulus 
were presented simultaneously. Interestingly, stimuli were perceived as being sepa-
rated when the auditory input preceded the visual input by more than 100 ms. A later 
EEG study established the principle of inverse effectiveness for multisensory stimu-
lus processing, as reflected in early event-related potentials (ERPs; Senkowski et al. 
2011). In this study, ERP amplitudes were larger for bimodal audiovisual stimulation 
compared with combined ERPs following unimodal auditory or visual stimulation 
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but only when the stimuli were presented at a low intensity. Moreover, a local field-
potential recording study in monkeys revealed that the principle of spatial alignment 
and the principle of inverse effectiveness were also reflected in neural oscillations 
(Lakatos et al. 2007). Interestingly, these authors found that a somatosensory stimu-
lus shifted the neural oscillations in the ipsilateral auditory cortex to a low-excit-
atory phase and reduced event-related responses. In contrast, a contralateral 
somatosensory stimulus grouped oscillations around the ideal (i.e., high-excitatory) 
phase and increased event-related responses. Moreover, in agreement with the prin-
ciple of inverse effectiveness, the event-related response in the auditory cortex was 
significantly enhanced when a somatosensory stimulus was added to an auditory 
stimulus that elicited only a weak response in isolation. Thus, multisensory integra-
tion requires flexible neuronal processing (van Atteveldt et al. 2014).

Taken together, a number of general principles for multisensory integration and 
cross-modal influence have been formulated. Recent electrophysiological studies 
suggested that these principles are reflected in cortical network dynamics involving 
neural oscillations.

10.4  Influence of Visual Input on Auditory Perception 
in Audiovisual Speech

The auditory system, with its high temporal resolution, is very effective in the 
processing of temporal information. The visual system excels at spatial acuity. As 
described in Sect. 10.3, the auditory system might be especially affected by the 
visual system when a stimulus contains important spatial information. An example 
for the influence of visual information on auditory perception is observing the 
speaker’s mouth movements during audiovisual speech processing. Here, the tem-
porally complex auditory information is processed in the auditory cortex. 
Concurrently, the variations in the speaker’s mouth movements before the utterance 
of a syllable are processed by the visual system. The lip movements can facilitate 
the processing of the auditory information. Moreover, rhythmic gestures provide 
coarse temporal cues for the onset of auditory stimuli (Biau et al. 2015; He et al. 
2015). In an early MEG study comparing cortical activity evoked by auditory speech 
stimuli accompanied by either congruent or incongruent visual stimuli, Sams et al. 
(1991) showed that incongruent visual information from face movements influences 
syllable perception. Incongruent audiovisual stimuli elicited a mismatch response in 
the event-related field. A later MEG study used similar stimuli and found that incon-
gruent audiovisual stimuli elicit stronger gamma band responses than congruent 
audiovisual stimuli (Kaiser et al. 2005). Interestingly, the study suggested a spatio-
temporal hierarchy in the processing of audiovisual stimuli, which starts in posterior 
parietal cortical areas and spreads to occipital and frontal areas. More recently, 
Lange et al. (2013) compared neural oscillations to incongruent compared with con-
gruent audiovisual speech stimuli and found increased gamma band and beta band 
power following congruent speech stimulation, although at a longer latency than 
Kaiser et al. (2005) found. Whereas the early gamma band power increase in the 
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study by Kaiser et al. (2005) might reflect the processing of the audiovisual mis-
match, the later gamma band power increase following congruent speech found by 
Lange et al. (2013) might be related to audiovisual integration. The idea of a pro-
cessing hierarchy has recently received support by an EEG study investigating 
oscillatory activity during the McGurk illusion (Roa Romero et  al. 2015). The 
McGurk illusion involves incongruent audiovisual speech stimuli, which can be 
fused into an integrated, subjectively congruent audiovisual percept (McGurk and 
MacDonald 1976). In this study, incongruent audiovisual syllables, which were per-
ceived as an illusory novel percept, were compared with congruent audiovisual 
stimuli. Again, incongruent stimuli were associated with increased stimulus pro-
cessing, in this case reflected in beta band power reduction. These reductions were 
found at two temporal stages: initially over posterior scalp regions and then over 
frontal scalp regions (Fig. 10.1). With respect to the cortical areas critical to this 
process, multistage models of audiovisual integration involving the initial process-
ing of auditory and visual information in primary sensory areas and the subsequent 
integration in parietal and frontal cortical areas have been recently suggested (Peelle 
and Sommers 2015; Bizley et al. 2016).

Support for the notion that audiovisual speech perception involves multiple 
processing stages comes from a MEG study (Arnal et  al. 2011). The authors 
investigated the neuronal signatures of valid or invalid predictions that were based 
on congruent or incongruent visual speech information, respectively. By correlating 
the ERP with time-frequency-resolved ITC, the authors found that initial processing 
of audiovisual speech, independent of stimulus congruence, was reflected in 
increased delta band and theta band ITC around 100  ms after auditory stimulus 
onset. Furthermore, valid cross-modal predictions in congruent audiovisual speech 
stimuli were reflected in increased delta band ITC around 400 ms after auditory 
stimulus onset. In a case of invalid predictions in incongruent audiovisual stimuli, a 
later beta band component around 500 ms after auditory stimulus onset was identi-
fied. This beta band component presumably reflects the error of the prediction based 
on the visual syllable. These findings were discussed within the predictive coding 
framework (Rao and Ballard 1999) to describe cortical oscillatory activity as a 
mechanism for multisensory integration and temporal predictions. Arnal and Giraud 
(2012) suggested that temporal regularities induce low-frequency oscillations to 
align neuronal excitability with the predicted onset of upcoming stimuli (see also 
Van Wassenhove and Grzeczkowski 2015). Moreover, the authors proposed that 
top-down signals, which are based on previously available visual information, influ-
ence oscillatory activity in neural networks. The top-down signals are primarily 
conveyed in beta band oscillations, whereas the bottom-up sensory signals originat-
ing in primary sensory cortical areas are conveyed in gamma band activity.

In summary, audiovisual integration of speech, as reflected in beta band and 
gamma band oscillations, requires early and late processing stages. The early 
stage could reflect sensory processing, whereas the later stages could relate to the 
formation of a coherent percept. Moreover, it is likely that previously available 
information is relayed in a feedback manner to sensory cortical areas via beta 
band oscillations.
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10.5  Influence of Auditory Input on Visual Perception 
in Audiovisual Illusions

In Sect. 10.3, it was hypothesized that the auditory system prevails in tasks requiring 
high temporal resolution. Examples for the influence of auditory information on 
visual processing are visual illusions induced by concurrently presented auditory 
stimuli. For example, Shams et al. (2000) have shown that a short visual flash could 
be perceived as multiple flashes when it is accompanied by multiple short auditory 
noise bursts. The perception of the sound-induced flash illusion (SIFI) is 

Fig. 10.1 Visual input influences auditory perception in audiovisual speech. (A) In the McGurk 
illusion, a video of an actor pronouncing a syllable is dubbed with an incongruent auditory stream. 
The natural mouth movement before the auditory onset provides important information about the 
upcoming auditory stimulus. In the case of an incongruent auditory stimulus, these predictions are 
violated, and the nonmatching visual and auditory information are, for specific audiovisual sylla-
ble combinations, fused to a novel percept. (B) Formation of a coherent percept presumably occurs 
in two separate stages. In a first step, auditory and visual stimuli are perceived, processed, and fed 
forward. In conjunction with predictions based on the mouth movements, the information obtained 
in the first stage are integrated into a novel, fused percept. In the topographies (top), solid dots 
mark significant electrodes and shadings represent percentage of signal change from baseline. In 
the time-frequency plots (bottom), dashed-line boxes mark significant effects and shadings repre-
sent percentage of signal change from baseline. Adapted from Roa Romero et al. (2015)
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accompanied by increased ERP amplitudes over occipital electrodes (Shams et al. 
2001). Notably, the SIFI only occurs if auditory and visual stimuli are presented 
above the detection threshold with a stimulus onset asynchrony of up to 115 ms. An 
interesting phenomenon in audiovisual illusions is alternating perception. In the 
McGurk illusion, as well as in the SIFI, individuals typically perceive the illusion in 
some but not all trials, even though the input is always the same. This allows for 
direct comparisons of the neural responses at varying perceptions but under identi-
cal audiovisual stimulation (Keil et al. 2012, 2014a). Analyzing trials in which the 
SIFI was perceived and trials in which no illusion occurred, Bhattacharya et  al. 
(2002) found that the perception of the illusion is marked by a strong early gamma 
band power increase as well as a sustained cross-modal interaction in occipital elec-
trodes. Mishra et al. (2007) replicated this finding in a direct comparison between 
oscillatory activity in illusion and nonillusion trials. Again, the perception of the 
illusion was marked by an increase in gamma band power in occipital electrodes. 
Moreover, the authors were able to distinguish an early and a late phase of audiovi-
sual integration. A recent study replicated the role of gamma band power for the 
perception of the illusion and identified the left superior temporal gyrus (STG) as 
well as the extrastriatal cortex as putative cortical generators (Balz et al. 2016). 
In this study, multisensory integration of the audiovisual stimuli was marked by 
increased gamma band power. Importantly, the individual gamma band power was 
positively correlated to the SIFI rate, which represents an individual’s likelihood to 
perceive the illusion. By additionally using magnetic resonance spectroscopy to 
measure neurotransmitter metabolite concentrations, it was observed that the 
GABA level in the STG modulated the relationship between gamma band power 
and the SIFI rate (Fig. 10.2). This finding points toward an influence of global 
cortical states on multisensory perception because the GABA concentration was 
recorded during rest.

Taken together, the cross-modal influence underlying the influence of auditory 
information on visual processing is reflected in increased induced gamma band 
power, which relates to the likelihood to perceive the sound induced flash illusion.

10.6  Anticipatory Activity Influences Cross-Modal Influence

In pioneering EEG research, Davis and Davis (1936) were early to suggest that the 
pattern and degree of cortical activity might be modified by various physiological 
and psychological states. In support of this idea, Lindsley (1952) demonstrated that 
the amplitude of auditory evoked potentials varies systematically with an underly-
ing low-frequency phase. In the last decades, a number of studies have supported 
the assumption that cortical activity in response to a stimulus is influenced by the 
phase of ongoing oscillatory activity before the stimulus onset (Busch et al. 2009; 
Keil et al. 2014b). In addition to the phase, the power of oscillatory activity before 
stimulus onset also plays a role in perceptual processes (Van Dijk et al. 2008; Romei 
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et al. 2010). Moreover, network processes, as reflected in functional connectivity, 
also influence perception (Weisz et al. 2014; Leske et al. 2015). Thus far, the vast 
majority of studies have investigated the influence of prestimulus activity on unisen-
sory processing.

More recently, a number of studies have started to suggest that oscillatory activity 
before the stimulus onset also influences the processing and perception of 
multisensory stimuli (Pomper et al. 2015; Keil et al. 2016). For instance, predictions 
based on visual information before auditory stimulus onset can modulate audiovi-
sual integration (Arnal et al. 2011). In a similar vein, expectations based on auditory 

Fig. 10.2 Auditory input influences visual perception in audiovisual illusions. (A) In the sound- 
induced flash illusion, a single visual stimulus (V1) is paired with two consecutive auditory stimuli 
(A1 and A2). Subjects are asked to report the number of perceived visual stimuli. In approximately 
half of the trials, subjects reported an illusory perception of two visual stimuli. (B) After an initial 
perception of auditory and visual stimuli in primary sensory areas, incongruent information from 
both modalities is integrated to an illusory percept as reflected in gamma band power in the left 
superior temporal gyrus (STG). Left: the shaded area on the cortical surface represents an increase 
relative to baseline for poststimulus gamma band power. Right: shadings represent percentage of 
signal change from baseline; vertical dashed lines indicate the onset of A1, V1, and A2; dashed- 
line box indicates the time-frequency window marking increased gamma band power during mul-
tisensory integration of the audiovisual stimuli. Adapted from Balz et al. (2016)
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cues modulate ongoing oscillatory activity in the visual and somatosensory cortices 
(Pomper et al. 2015) as well as functional connectivity networks comprising frontal, 
parietal, and primary sensory areas (Leonardelli et  al. 2015; Keil et  al. 2016). 
Ongoing fluctuations of local cortical oscillations and functional connectivity net-
works have been found to also influence multisensory perception when there are no 
specific predictions and expectations (Lange et al. 2011; Keil et al. 2012). For exam-
ple, one study compared oscillatory neural activity before stimulus onset between 
trials in which incongruent audiovisual speech stimuli were perceived as the 
McGurk illusion with trials in which either the auditory or the visual input domi-
nated the percept (Keil et al. 2012). A main finding of this study was that prestimu-
lus beta band power and functional connectivity influenced upcoming perception 
(Fig. 10.3A). More specifically, beta band power was increased in the left STG, 
precuneus, and middle frontal gyrus before stimulus onset, in trials in which the 
illusion was perceived. Interestingly, before the perception of the illusion, the left 
STG was decoupled from cortical areas associated with face (i.e., fusiform gyrus) 
or voice (i.e., Brodmann area 22) processing. Similar results were obtained in a 
study comparing incongruent audiovisual trials in which the SIFI was perceived and 
trials where the SIFI was not perceived (Keil et  al. 2014a). The study revealed 
increased beta band power before the perception of the illusion (Fig.  10.3B). In 
addition, the left STG was coupled to left auditory cortical areas but decoupled from 
visual cortical areas before the illusion. Furthermore, the stronger the functional 
connectivity between the left STG and the left auditory cortex, the higher the likeli-
hood of an illusion. These data provide strong evidence for a role of the left STG in 
audiovisual integration. In case of degraded bottom-up input, the formation of a 
fused percept is supported by strong beta band power (see also Schepers et al. 2013). 
In case of imbalanced reliability of the bottom-up input of various modalities, infor-
mation from one modality can dominate the subjective percept.

Two recent studies using the SIFI further highlighted the role of low-frequency 
oscillations for audiovisual perception (Cecere et  al. 2015; Keil and Senkowski 
2017). Cecere et al. (2015) found a negative correlation between the participants’ 
individual alpha band frequency (IAF) and their illusion rate, which indicates that 
alpha band oscillations provide a temporal window in which the cross-modal influ-
ence could induce an illusion. Underscoring the role of low-frequency oscillations 
for cross-modal influence, the authors also found that increasing the IAF using 
 transcranial direct current stimulation reduces the probability of an illusion percep-
tion, where as a reduction of the IAF had the opposite effect. Recently, Keil and 
Senkowski (2017) corroborated the relationship between the IAF and the SIFI per-
ception rate and localized this effect to the occipital cortex.

Taken together, local cortical activity and the information transfer between 
cortical network nodes critically influence the processing and perception of 
multisensory stimuli. Furthermore, functional connectivity networks seem to 
mediate how  information is relayed between unisensory, multisensory, and higher 
order cortical areas. Hence, there is strong evidence that ongoing oscillatory activity 
influences unisensory and multisensory perception.
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10.7  Summary and Open Questions

This chapter reviewed empirical findings on the neural mechanisms underlying 
multisensory processing, with a focus on oscillatory activity. Based on the available 
findings, it can be postulated that multisensory processing and perception rely on a 
complex and dynamic cross-frequency interaction pattern within widespread neural 

Fig. 10.3 Anticipatory activity influences cross-modal influence. Cortical activity before the onset 
of audiovisual stimulation influences perception of the McGurk illusion (A) and perception of the 
sound-induced flash illusion (B). The cross-modal influence at the behavioral level is opposite 
between the two illusions. However, empirical data show that similar cortical processes (i.e., 
increased beta band power in the left STG) influence upcoming perception in both illusions. 
Left: shadings represent results (T values) of the statistical comparison via t-tests between trials 
with and without the illusion; dashed-line boxes indicate the time-frequency window marking 
increased beta band power prior to multisensory integration of the audiovisual stimuli. Right: 
shaded  areas in the brains represent results (T values) of the statistical comparison via t-tests 
between trials with and without the illusion. Adapted from Keil et al. (2012, 2014a)
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networks (Keil and Senkowski 2018). Currently available evidence suggests a hier-
archical interplay between low-frequency phase and high-frequency power during 
multisensory processing; low-frequency oscillations presumably provide temporal 
windows of integration for the cross-modal influence. Successful multisensory inte-
gration is subsequently reflected in increased high-frequency power.

10.7.1  Low-Frequency Oscillations Transfer Feedback 
Information and Cross-Modal Influence

An increasing number of studies suggest that low-frequency oscillations (delta, 
theta, and alpha bands), might serve as a mechanism to control local cortical activ-
ity. The phase of these oscillations has been shown to modulate stimulus evoked 
activity and perception (Busch et al. 2009; Keil et al. 2014b). Moreover, as demon-
strated in a number of studies, low-frequency oscillations seem to reflect cross- 
modal influences (Lakatos et  al. 2007; Mercier et  al. 2015). In addition, prior 
information based on stimulus properties influences local cortical activity (Roa 
Romero et al. 2016). The modulating influence can be found in primary sensory 
areas (e.g., visual cortex) as well as higher order areas (e.g., frontal cortex). Thus, 
information that is transferred from frontal cortical areas to multisensory and uni-
sensory cortical areas can represent abstract top-down processes, such as attention 
(Keil et al. 2016). Additionally, information that is transferred between these corti-
cal areas can also represent stimulus properties, such as timing, rhythmicity, or 
space (Lakatos et al. 2007; Mercier et al. 2015).

10.7.2  High-Frequency Oscillations Reflect Perception 
and Integration

Oscillatory activity above 12 Hz (i.e., in the frequency of the beta band and gamma 
band) has been implied to reflect perception and stimulus integration (Senkowski 
et al. 2008). Furthermore, it has been shown that multisensory integration is reflected 
in increased gamma band power in traditional multisensory cortical areas, such as the 
STG (Balz et al. 2016). The analyses of beta band and gamma band power modula-
tions during multisensory stimulus processing revealed different stages of multisen-
sory integration (Roa Romero et al. 2015; Bizley et al. 2016). In audiovisual speech 
perception, stimuli are processed and different input streams are compared for con-
gruence at a putative early stage. In a later stage, the different input streams are 
combined and, in case of incongruence, resolved to a subjectively congruent percept 
(Peelle and Sommers 2015).
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10.7.3  Functional Connectivity Guides Integration

Whereas perception and multisensory integration are reflected in high-frequency 
power, both processes are modulated by a low-frequency oscillatory phase. 
Therefore, modulatory information has to be transferred within functional connec-
tivity networks encompassing primary sensory areas, traditional multisensory areas, 
and higher order frontal areas (Senkowski et al. 2008; Keil and Senkowski 2018). A 
number of studies have shown that feedback information is conveyed in alpha band 
and beta band functional connectivity. Furthermore, cue-induced attention or expec-
tations also modulate low-frequency functional connectivity (Keil et al. 2016).

10.7.4  Open Questions

In the last decade, research on the neural mechanisms underlying the integration 
and perception of multisensory information as well as on the role of oscillatory 
processes therein has made tremendous progress. It has been found that the effects 
in neural oscillations go along with the principles of multisensory integration, but 
several open questions remain to be answered. For instance, the temporal evolution 
of multisensory perception and integration is still not well understood. A number of 
studies have shown that multisensory perception, as reflected in oscillatory activity, 
requires multiple processing stages. However, it is so far unknown which cortical 
nodes are active at a given latency. Future studies could integrate recent progress in 
technical methods and analytical approaches to analyze time-frequency-resolved 
oscillatory activity on the level of cortical sources. This will help to elucidate the 
progression of multisensory stimulus processing. Another open question pertains to 
the role of attention, predictions, and expectations for multisensory perception and 
the underlying neural oscillatory patterns. Recent studies have highlighted the role 
of prior expectations and attention for prestimulus oscillations in multisensory para-
digms. Yet it remains to be elucidated how cognitive processes influence multisen-
sory processing, how they influence network architecture, and in which oscillatory 
signatures they are reflected. Future studies should exploit the full spectrum of 
information available from electrophysiological data to capture the complex net-
work processes underlying the integration of multisensory information as well as 
how cognitive processes modulate neural oscillations in these networks. The func-
tional significance of the separate network nodes for multisensory perception also 
has not been fully clarified. Electrophysiological as well as functional imaging stud-
ies have identified a number of cortical regions involved in multisensory perception, 
but these studies have mostly used correlation approaches. Future studies should 
therefore turn to more causal approaches in which stimulation can be used to directly 
test the functional role of cortical areas. For instance, transcranial magnetic stimula-
tion could be used to apply a so-called virtual lesion to selectively interrupt activity 
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within a cortical area to study how cortical activity, multisensory integration, and 
perception are influenced. In addition, entrainment of cortical networks via tran-
scranial direct/alternating current stimulation could be used to obtain information 
on the role of specific oscillatory frequencies for multisensory integration and per-
ception. In conclusion, the studies reviewed above suggest that multisensory per-
ception relies on dynamic neural networks in which information in transferred 
through oscillatory activity. An important endeavor will be to more precisely study 
the functional roles of the different frequency bands and their interplay for multi-
sensory integrative processing.
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