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Preface

It is hard to find something else to say about data science today that has not already
been said. Perhaps what has not yet been discussed is that the progress in this area is
profoundly challenging the way concepts have to be presented to newcomers. Data
science brings together concepts from disciplines like computer science, statistics
and applied mathematics, and the applications reach all possible aspects of life
and economics. Consequently, universities around the world are having difficulties
in addressing the need for a reformulation of their courses. There is a clear need
for new ways to present the material, with an emphasis in understanding the
key concepts, the novel applications and the impact of the techniques. This is,
undoubtedly, a huge endeavour as there is no universally established curriculum
for data science. In fact, we feel there is a need for students and practitioners who
have been trained in one particular field to find a “shortcut” that would allow them
to understand other areas.

This book can be seen as a first step in that direction. We aim at “bridging the
gap” between some core new ideas in data science with the application in business
and consumer analytics.

There are several reasons to choose this intersection as our first target. Advances
in data science, data analytics and data mining methodologies are bringing many
novel contributions to business and marketing applications. On the other side, the
scale of e-commerce activities and the possibility of reaching a novel understanding
of consumer behaviour are a driving force that pushes and challenges the field of
data science. It is clear that the trend is here to stay. Conducting business and
speaking out to consumers will be forever paired with data analytics. We have
gained an incredible capability for collecting large amounts of widely varied data,
and providing business insights from these data sources has become an important
and continuous task of many researchers and business professionals.

At the time of writing this work, all the techniques included are considered novel
in the area of business and consumer analytics. We are sure that more work needs
to be done for many of them to reach the scalability necessary to deal with datasets
of millions of consumers and products. That is a necessity of daily operations of
many companies; we feel that this need for scalability will be met by the natural
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algorithmic progress provided by computer science. This said, we are interested in
the new ideas currently at the crossroads between developments in data science,
optimization, network analytics, computational complexity, artificial intelligence
and machine learning, evolutionary algorithms and their application to business
scenarios. We are confident that many of these techniques will soon flourish and
become more widely adopted by businesses.

There are several lessons that are normally learnt when you finish a book. For the
two editors, some of them were early ones at the beginning of the work, and they,
in turn, helped to mould the introductory section to address them. For instance,
the overzealous preoccupation of computer scientists with the provision of highly
predictive analytic learning systems often clashes with the interest of business
professionals. The latter tend to prefer models with perhaps less variables, at a cost
of having a reduced predictive capability, that nevertheless contain the necessary
levers that can lead to improved decision-making, reducing cost and maximizing
profit. For both sides of the intersection we are looking at (i.e., data scientists and
business professionals), even the word “problem” conveys a different meaning,
and the quest of “efficiency” in computer science may be misinterpreted by a
business marketer. We also aimed at presenting some fundamentals on marketing
and consumer behaviour to enlighten the “hardcore computer scientists” about some
of the needs and wants of marketing and business professionals. We quote: “Data
has been king for well over a decade by now, but the way we use it is undergoing
some serious change. Gone are the days of awe at pretty charts and heat maps.
Gone, too, is any patience for analytics unaligned to action”." These differences
in the use of language and purpose are discussed in a tutorial way to help engage
both communities towards a common goal. Once again, although we are certain that
more needs to be done, our intention was clear; we tried to fill this gap.

Apart from the two introductory chapters, the rest of the book is organized as
follows. Each section is centred in one specific area of fast development, which
is either methodological or application based. The clustering and pattern mining
section contains recent developments that are important for customer segmentation
and targeting. They go from an introductory tone (Chaps. 3 and 4 are of that type),
while the other two chapters relate to more advanced methods currently under
development.

The network section contains a review chapter, which again is of an introductory
nature, followed by an introduction to the area of centrality analysis (which is a
main topic for areas of computational social science and product analyses). The
remaining four chapters provide a variety of methods and applications related to
network analytics including novel applications in survey analyses and co-purchasing
network analytics.

In the 1980s, a new word was coined by Fred Glover called “metaheuristics”,
which are generic techniques aimed at guiding heuristics for a problem at hand

Uhttps://www.information-management.com/opinion/data- science-underlies-everything-the-
enterprise-now-does.
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which can be posed as an optimization task. Analogously, he is proposing the
use of the word “meta-analytics” for identifying high-level techniques aiming at
guiding a multitude of methods working together to address a data analytic problem.
These ideas are introduced, and then several chapters are dedicated to specific
implementations of these methodologies: two with a focus in ensemble learning
and one in a classification problem.

Memetic algorithms are a paradigm that was championed by one of the editors,
and during the last years, it has become a highly active field of research following
the publication of the Handbook of Memetic Algorithms by Springer in 2011. While
applications in many fields of science and technology exist, there is an enormous
potential for the area of business and consumer analytics. The chapters included in
this work are just the tip of the iceberg of the activity that currently exists. It includes
applications in product and customer visualization, personalized recommendation
systems, facility location and vehicle routing, and orienting problems. We also
note that one of the contributions in the network section includes a memetic algo-
rithm application addressing overlapping community identification in co-purchasing
graphs from the Amazon group.

The final section includes a more application-oriented major theme around travel
and fashion analytics with three contributions in tourism and one in recommendation
systems for a fashion e-commerce service. While the major theme is on personal-
ization of services, the chapters are self-contained and methodologically address the
questions using different techniques (fuzzy clustering, mathematical programming
and ranking-based techniques).

We have tried, whenever possible, to use the same dataset in some of the different
chapters. This allows readers to understand the possibilities that the different
techniques gave individually and to concentrate the descriptions of all the datasets
in a single Appendix chapter at the end of this book.

Callaghan, NSW, Australia Pablo Moscato
Natalie Jane de Vries
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Chapter 1 ®
Marketing Meets Data Science: Bridging <o
the Gap

Pablo Moscato and Natalie Jane de Vries

Abstract It is certain that computer science is completely reformulating the
way that business is being conducted around the world. We are witnessing the
increasing availability of large volumes of data together with the advances in
artificial intelligence, machine learning and optimization techniques. Breakthroughs
in statistics, discrete applied mathematics and new algorithms are leading to the
development of a new interdisciplinary field: data science. The purpose of this
chapter is to provide a bridge, a short-cut to understand some of the questions
that computer science deals with in a context of developing new techniques to get
knowledge from data.

Keywords Analytics - Marketing and customer behaviour analytics - Data
mining - Marketing

1.1 Data Science for Marketing

Once upon a time. . . things were a bit simpler. Indeed. Several decades ago, when
computers started to be used for marketing and business intelligence, they were
mainly used to analyse surveys, evaluate simple statistics or to produce interactive
displays to compute the results of some mathematical models that humans would
create [169]. That was a perfect marriage. The different disciplines seemed to
complement each other and would not need anything more, they satisfied the mutual
requirements very well and a natural symbiosis occurred. Marketers and business
analysts would first identify a few things to build a case for a quantitative study
and would then ask statisticians’ help. Typically it would be a triad consisting of:
(a) an assumedly important problem would be identified, (b) a solution that can be
implemented would need to be evaluated if introduced, (c) an expected outcome

P. Moscato (B<) - N. J. de Vries

School of Electrical Engineering and Computing, The University of Newcastle, Callaghan, NSW,
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would benefit the business. If this triad can lead to a testable experiment, statistics
would help to analyse the data, to draw some conclusions and the whole process
would provide some business insight.

In fact, nobody can argue against the use of statistics, they bring a necessary
quantitative dimension which is indispensable for competitiveness. However, there
are some limitations. For decision-making some people cite a few common prob-
lems with such ad hoc experimentation: small sample sizes, the use of frequencies
instead of tolerances, probabilities instead of possibilities and presence of outcome
bias. It is also true that experimentation clearly helps to get insights, identify new
problems and, when carefully planned, helps to understand the core difficulties of
the company.

1.1.1 Data Is Almost Everything Now, Enabling Change

There was something missing in that old symbiosis; discussing such problems
is not really the purpose of this chapter. Instead, here we choose to make the
reader appreciate another wave of change that of introducing computer science
techniques in marketing, business and customer analytics (without leaving statistical
methods behind). We are sure that traditional hypothesis-driven research in business
and marketing will continue, stronger than ever. Here we will concentrate on the
new changes coming from a data-driven revolution. It is fuelled by the increased
availability of data gathered, and stored, by new technologies. Today, we are moving
into the era of Data Science, and again, it all started not with products and services
but with the humble consumers and by putting them in the centre of the scene.

It is always interesting to look at the past, the signs of change are already there.
We quote:

The view that an industry is a customer-satistying process, not a goods-producing process,
is vital for all business people to understand. An industry begins with the customer and his
or her needs, not with a patent, a raw material, or a selling skill.

We are sure that the reader will think about companies like Amazon, Google, Apple,
or Virgin almost immediately. However, we are neither quoting Bezos, Page, Brin,
Jobs, Zuckerberg, nor Branson. We are citing here an academic scholar, Theodore
Levitt, from an article titled “Marketing Myopia” written almost 60 years ago [137].
That article had a clear message, it is a manifesto for change. In it Levitt also said:

... the entire corporation must be viewed as a customer-creating and customer-satisfying
organism. Management must think of itself not as producing products but as providing
customer-creating value satisfactions. It must push this idea (and everything it means and
requires) into every nook and cranny of the organization. It has to do it this continuously
and with the kind of flair that excited and stimulates the people in it.

Users and customers, like decades before, are continuously generating huge
amounts of data. What is now really unprecedented that we have the capacity
to gather this data and transform it into knowledge. Even just considering the
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statistical-only approach, the time cycles between hypotheses formation and their
testing and validation have been dramatically shortened. Ron Kohavi, at the
Knowledge Discovery from Databases 2015 conference in Sydney, explained how
hundreds of online controlled statistical experiments are conducted on a daily basis
to understand user behaviour. He explained how “data trumps intuition” (see a
video from a similar talk he gave that is available in YouTube! ). After all, another
early quote, this one attributed to W. Edwards Deming, also warned us:

In God we trust, the rest bring data.

It is then easy to recognize that the ethos of some of the companies cited above
embody a new thinking pioneered by Levitt. From solving “tiny problems”, some
companies scaled-up their skills and managed to disrupt existing business models
occurring at a global scale (and they have created new business niches in the
process). They quickly moved from “tiny problems” to “big data”, and then to world
scale, but actually they are profoundly based in a customer-centric and adaptive new
view of the role of the company business intelligence.

1.1.2 While Data Is Everything, You Have Nothing Without
Understanding It

The large volumes of data collected by companies around the world are increasingly
being exploited with methods that employ computer science techniques. However,
this is not a new field; “Why is computer science so useful now?” Well, there are the
obvious aspects of dealing with computers that have changed. We are increasingly
having them allied to the necessary skills to conduct large-scale online statistical
testing (as the ones Kohavi discusses). But computer science has established itself
as a new discipline for the past 70 years and, at its core, it has a very clear manifesto
that of being the quintessential approach to identify, characterize and solve problems
involving the processing of information. It creates knowledge from large databases
containing information.

This emphasis in problem identification and problem-solving of computer sci-
ence is interesting for data-driven companies. They directly benefit on the behaviour
of people trained in the discipline. We can quote Levitt’s article [137] (the article is
so rich that it seems an inevitable temptation to continue quoting it);

If thinking is an intellectual response to a problem, then the absence of a problem leads to
the absence of thinking.

This said, what computer science brings to companies, business and consumer
analytics is a new view, a novel perspective. Computer scientists have a proactive
role in an organization, shared by the roots of the discipline in Applied Mathematics.

Thttps://www.youtube.com/watch?v=qtboCGd_hTA.
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Questions like: “Can this be done at this price?” “Can I serve all my customers
if each of their requirements need to be met?” “What is the optimal schedule of
tasks?” and many others indicate the role of computer scientists at enabling optimal
decisions and how they can base their actions on the result of algorithms operating
on the data available.

From a pure psychological perspective, computer scientists bring “new blood”
to the mix of skills and human capital of the company. They tend to be constantly
on the hunt for “the next problem”, the “next variation” that can make a problem
seemingly intractable, tractable. Computer scientists will thrive in finding those new
problems that would create the “need” for new thinking. They will help to “bridge
the gap”, if properly motivated, to create the intellectual response required and to
open new business niches for companies. We discuss the computer science’s “world
view” and some of its primary goals later in Sect. 1.3.

In addition to their different complementary perspective, computer scientists
also constantly look for efficiencies, reductions of times and costs, increments in
prediction. More recently, adopting a customer-centric view, they were central in
the development of the wave of “personalization”. All these areas, also linked
to discrete applied mathematics, operations research and management science,
are becoming hugely useful for companies that thrive on the benefits of a data-
driven agenda to drive marketing and selling (note, en passant, that as clarified by
Levitt [137], these are two different things). He said:

The difference between marketing and selling is more than semantic. Selling focuses on
the needs of the seller, marketing on the needs of the buyer. Selling is preoccupied with
the seller’s need to convert his product into cash; marketing with the idea of satisfying the
needs of the customer by means of the product and the whole cluster of things associated
with creating, delivering, and finally consuming it.

The convergence of new methods coming from computer science and statistics is
delivering incredible breakthroughs in the areas of automated learning by machines
and computers. The field of Artificial Intelligence will dramatically change business
and marketing is no exception. However, just “predicting” events, even at the level
of predicting what an individual consumer will do/like, is not good enough without
an “understanding” of the causes of that choice. Products and services can then be
the consequence of an informed marketing process, making it deliver in its true
role [137]. This said, the increased availability of data from consumers can be
translated, via computer analysis, into both understandable and actionable insights
on their needs.

1.1.3 Data Science: Do We Need Another Name

in “Buzzland”?

An article in the Harvard Business Review popularized the idea that Data Science
is the “Sexiest Job of the 21st Century”. But looking smart, Mr. Bond, would not
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be enough. .. you will need to study hard if you want to become a true data scientist
and get one of these “sexy jobs”. For the old players in this game it is not news. But
what really is this “new field”?
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Fig. 1.1 Interest of “Data Mining” over “Data Science” from the year 2004 till 2017 (measured
by Google Trends). The chart indicates that Data Science is starting to surpass in popularity Data
Mining from the beginning of 2016

“Data Science” is increasingly being recognized as a hub, an interdisciplinary
field dedicated to transforming data into useful knowledge. To be trained in the
area you will need to master fundamental knowledge in algorithms for data mining,
predictive analytics, Machine Learning and Computational Intelligence. Aside of
this, Data Science blends techniques from Computer Science, Statistics, Applied
Mathematics, Operations Research, Management Science, Artificial Intelligence,
together with Psychology and Economics. The interdisciplinary nature of Data
Science is challenging academic institutions around the world. Countries like the
UK have opted to create a network of affiliated institutions under the umbrella of
the Alan Turing Institute,” as an integrated national response to the need of research
and training.

The numbers in the y-axis of Fig. 1.1 represent the search interest of the term
relatively measured against the highest point for the mentioned period of time. A
value of 100 indicates the peak popularity for the term. A value of 50 means that the
term is half as popular than the most popular term in the period.

Zhttps://www.turing.ac.uk/.
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The question is not if we need a new name, it is already here and it is based on
a very coherent message. There is a quest for a data-driven approach for changing
science as well as understanding consumers; thus, we expect that its relevance will
continue to grow in the next decades as “algorithmic” and “computational thinking”
extend their influence (Fig. 1.2).
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Fig. 1.2 The popularity of the search terms from the year 2004 till July 2017 (again, measured
via Google Trends). For clarity the inset shows the popularity of those terms during the period of
2012-2017

1.2 The Algorithmic Revolution

A central theme of data science is the identification of algorithms for the solution of
problems that can be solved with computers, one of the core objectives of computer
science. We can ask: “Why are they so central?”

1.2.1 If Algorithms Already Rule the World: Why Another
“Revolution”?

It is true, algorithms already rule the world; everything we do with computers is
based on them. What are they? One “computational” or “mechanical” definition is
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that they are step-by-step detailed instructions for a machine to execute. A more
philosophical view, quoting Steven Skiena, is that algorithms are “the ideas behind
computer programs”. More than ever before, algorithms are at the core of all
our activities. Some of the world’s most successful companies of the digital and
networked global economy are now entirely based on them.

Why is another “revolution” coming? There is a clear path by which algorithms
will be redefining the Knowledge Economy and will be creating a new one. This is
certainly not an understatement. For instance, the progress observed in some areas of
machine learning and Artificial Intelligence (AI) has been phenomenal since we first
discussed the possibility of editing this book in 2012. Computer-based algorithms
are now beating our world’s masters in both Chess and Go, by “training themselves”
to do so.

The revolution is coming because we are living in a period of accelerated change.
Current tablets and smartphones have performances that are comparable to those of
the world’s best supercomputers three decades ago. This means that we have now
what used to be “supercomputer power” at our fingertips, in our pockets or even on
your wrist while you rest on a sofa or go for a run through the park. A number
of companies are turning things around by thinking of clever strategies to give
users more power, by personalizing the customer experience in ways not previously
thought possible.

In terms of AI advances, the recent result product the DeepMind company is
fascinating. This company is responsible of AlphaGo the first computer program
that managed to defeat a human world champion in the game of Go. The approach
required human supervision, so the algorithm would adapt its decision based on
human expert moves. But when AlphaGo became the world master in the game,
what is next? The company put then AlphaGo in the “driver’s seat”, or, in a twist,
perhaps a better wording would be: AlphaGo became its own teacher. The new
algorithm, AlphaGo Zero, starts tabula rasa and then learns from, and develops the
capacity to predict the original AlphaGo algorithms decisions, resulting in a new
algorithm with superhuman performance that defeated the original AlphaGo 100
times without losing a single match [207].

Humankind has accumulated Go knowledge from millions of games played over thousands

of years, collectively distilled into patterns, proverbs and books. In a space of a few days,

starting tabula rasa (i.e., from scratch), AlphaGo Zero was able to rediscover much of this
Go knowledge, as well as novel strategies that provide insights into the oldest of games.

In an interesting twist, AlphaZero was “repurposed” from Go to Chess. In only
four hours the system came from just the basic knowledge of the rules of Chess to
be at a level in which it has beaten Stockfish 8 the current world champion chess
program in a 100-games match up [205]. It also learned Shogi (Japanese Chess) in
just 2 h and defeated another world-class program called Elmo [205].

This is an extraordinary acceleration, provided by the closed loop of algorithms
teaching algorithms, reaching superhuman abilities in a matter of hours. This feat
has no previous comparison in the history of our world and it is really revolutionary.

Algorithms now decide what to show to us; which books we may like, what
to watch, where to stay, how to travel, where to study, what to buy and in which
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companies to invest. Although hype also exists, even in the medical area, algorithms
are now allowing us help to diagnose and even predict the occurrence of certain
diseases. Algorithms are creating new knowledge by teaching themselves from the
data they generate.

1.2.2 Bad Algorithms Might Go, But Good Ideas Remain

The progress with AlphaGo and AlphaGo Zero is in part due to new existing
hardware (with some versions of AlphaGo running over 176 GPUs, while other
versions and AlphaGo Zero run on 4 TPUs, the Tensor Processing Units created by
Google specially for machine learning, which are now being reported to run at 45
Teraflops, that is, they are capable of performing 45 trillion floating-point operations
per second).

It is also just to say that some algorithmic framework ideas are, in some
sense, more transcendental than hardware and the latest technological achievements.
Good algorithms, and good algorithmic ideas, remain for a long time. At the core
of AlphaGo and AlphaGo Zero there are tree search techniques [206, 207] that
have been proposed many decades ago. In some cases an algorithm may “remain
forever” once you have mathematically proved that there is no better algorithm
for a particular problem. A formal mathematical proof could bring one question
to a close: “how complex” is the computational problem? That is why the field
of computer science always strives to find the best possible algorithm for a given
problem. In some cases researchers can find them and a problem is, in some sense
to be defined later, a “case closed”.

New algorithms are also inspired by new hardware, and the core ideas will
remain, evolving with the new generations of hardware. For instance, the technical
presentations at the Parallel Computing and Transputer Applications conference
in Barcelona (PACTA ’92, 20-24 September 1992) had a general focus on the
“Teraflop Grand Challenge”. The general conclusion arrived at that conference was
that: “a Teraflop computer would cost hundreds of millions of pounds; need to be
housed in a small warehouse; and require an extensive cooling system. To operate
the machine would require upwards of three Megawatts, requiring its own electricity
sub-station to down-load off the national grid. It was noted that switching such
a machine on or off would require the approval of the local Electricity authority
on each occasion”.> Twenty years later NVIDIA unveiled a 1.3 Teraflop GPU for
Supercomputing based on the Kepler architecture. We have now this dreamed, once
utopical supercomputing power, and it is a reality. A system built on many of these
“building blocks” achieved 27,000 Teraflop peak performance (Titan at Oak Ridge
National Laboratories).* The new building blocks are proving even faster, NVIDIA’s

3http://www.chilton-computing.org.uk/inf/transputers/p011.htm.
“http://energy.gov/articles/new-titan-supercomputer-named-fastest-world.
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Volta GPU now has a peak performance at around 7 Teraflops. The game console
Xbox One X delivers 6 Teraflops. In terms of supercomputing, Sunway TaihuLight,
in Wuxi, China, maintains its leadership with a mark of 93.01 Petaflops (data from
November 2017); thus, it tops the list of the 500 fastest supercomputers in the world.

Supercomputing brings an impressive new world to business analytics which is
yet to be fully explored. Together with new algorithms it will give large corporations
(as well as data-driven and computationally wise start-ups) an unprecedented
capacity to analyse large datasets. Supercomputing will bring a transformational
capacity to small and medium enterprises which is still waiting to be properly used.
When allied to Big Data this will shake marketing [37, 64, 211].

While hardware progress and prowess is impressive, however, it is “the ideas
behind computer programs” that live on. For instance, at the same supercomputing
conference we just mentioned (PACTA ’92), a relatively new methodology named
“Memetic algorithms” was presented for the first time in the European community
[162]. It was one of the 183 papers accepted; now it is not only the most cited
paper of that conference, it has become a driving idea that has become stronger than
ever before and we dedicate an entire section to it and the current applications of
memetic computing in business analytics and data science. Originally, they found
an initial motivation in the use of these large scale computing systems based on
parallel architectures (see [160] for a historical account of the development of this
field until 2012). With the advent of “supercomputing at your fingertips”, smart
phones and other systems allow users to tailor solutions to their own needs. There is
a pending revolution, that of personalized systems, that would benefit from the user
experience and that wishes to bring the value of the wealth of data available online
with a unique perspective.

What is important about the story of memetic algorithms and their development
is that it is a clear example which shows that some methods remain in practice
many years later. While the “algorithmic revolution” is here now, its origins go back
three decades or more, when computing became personal. It may be the case, then,
that we should say that now we are living the times that what it was considered
“supercomputing” has become personal and is in our pockets.

1.2.3 Is the Disruption Real?

In any revolution there are new opportunities, challenges, as well as new problems
ahead. Nothing comes without a cost, especially in revolutionary times. The global
changes of our intellectual and economic endeavours are imminent. The clear
trouble of manufacturing industries, for many countries, may have been an early
warning of more disruption to come. A perfect storm is brewing, powered by
accelerated progress in Mathematics and Computing; its key force is the global
deployment of Artificial Intelligence (AI) techniques. In the mid-1960s, one of the
founders of Artificial Intelligence, the Nobel Laureate in Economics H.A. Simon,
predicted that “machines will be capable, within twenty years, of doing any work
a man can do”. Our current machines are not able to do “any work a man can do”;
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instead, they are much better than the best humans in specific and certain tasks, e.g.,
in games like Go as discussed in the prior section, a trend that started with Checkers
(Chinook vs. M. Tinsley, 1994) or Chess (Deep Blue vs. G. Kasparov, 1997), as well
as Jeopardy (Watson vs. B. Rutter and K. Jennings, 2011).

The “digital revolution” should now be renamed “the algorithmic revolution”.
In reality, everything that we do with computers corresponds to a set of step-by-
step detailed instructions designed to accomplish some final outcome in a machine.
Our anthropocentric perspective “Everything we hope to do with computers requires
the design and implementation of algorithms” may still be valid, but the design of
algorithms is no longer the privilege of our race, machines now can also design
algorithms. And algorithms have become a powerful new force in the Knowledge
Economy. An algorithm presented by Brin and Page in a conference in Brisbane,
Australia, back in 1998, named PageRank [30], is credited to be the foundation
for Google. A similar algorithm was used in the 1996 search engine RankDex
designed by the CEO of Chinese search giant Baidu. Algorithms also give us great
opportunities. Algorithms are the true engine of the new Networked Knowledge
Economy.

The Digital Economy is now considered a key driver of growth for many
developed countries, it will also shape the future of some economies that will use
the news technologies in creative ways. Europe has already recognized this fact
and is working to get all possible global advantages of it. Before Brexit, Europe
was planning to merge 28 national markets to a single digital one. Europeans
estimate a global contribution to their continent of 415 billion Euros per year and the
creation of 3.8 million jobs.? This new Digital Economy will create unprecedented
opportunities for the delivery of goods and services, boost existing skills, allow
life-long learning and facilitate investment for the creation of ICT start-ups and new
companies. The sheer size of this new affluent cohort of 500 million people can only
be matched by the growth of the Asia-Pacific economies and brings opportunities
and challenges.®

1.2.4 If “Data is Dumb”...Is “Big Data” Dumber?

“Algorithms are where the real value lies. Data is inherently dumb. Algorithms
define the way the world works”. These were the words of Peter Sondergaard,
Senior Vice President, Gartner Research, in his opening talk at the Symposium
ITxpo (Oct. 5, 2015). This is no overstatement. No actionable insights can be found
by looking at data without any methodological tools such as algorithms. Industry
is clear about the benefits of an algorithmic-based approach, supported by the best
Computer Science practices, to develop the economy.

Shttps://ec.europa.eu/commission/priorities/digital- single-market_en.
Shttps://www.gov.uk/government/publications/the-age-of-algorithms.
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There is no doubt that with the increasing availability of large datasets, there is a
huge potential delivered by scientific activities to transform the generated data into
knowledge. Peter Sondergaard estimates that an emergent “Algorithmic Economy”
will develop from the Internet of Things (IoT) [208] . He predicts that the impacts
will be ubiquitous and massive;

Products will be defined by the sophistication of their algorithms. Organizations will be

valued based not just on their big data, but the algorithms that turn that data into actions and
ultimately customer impact.

The prediction is that “by 2020, 30 billion mobile phones, tablets, computers,
wearable technology devices and other types of connected devices will be in use”
and that “the incremental revenue generated by the IoT suppliers is estimated to
reach 309 billion per year by 2020”."

It is interesting to point out that the part of the prediction that says that
organizations “will be valued based not just on their big data, but the algorithms
that turn that data into actions and ultimately customer impact” may have already
been verified. A relatively new company called Jet.com (established in Jan. 2014)
was valued and purchased at USD 3.3 billion in 2016. Part of its success is based
on an algorithm that allows consumers to find the best deal based on the actual
contents of their digital shopping carts. With an estimated return-on-investment of
approximately 15 times for an e-Commerce company and the news that an entire
shopping mall previously valued at USD 200 million was purchased in Jan. 2017 for
just USD 100 [18], it is clear that Internet retailing based on algorithmic solutions
is having a clear impact.

1.2.4.1 Big Data vs. Large Datasets

Many people and many media reporters, perhaps for lack of understanding, neglect
the importance that algorithms have. They also tend to confuse “Big Data” with
“larger datasets”, so it would be relevant to give some clear definitions. The current
Wikipedia entry for “Big Data” is rather unsatisfactory: “‘Big data’ is a broad term
for data sets so large or complex that traditional data processing applications are
inadequate”.® Defining something by our current “inadequacy” to do something
with it is not a good start. However, it does point at the need to have powerful
algorithms that can extract meaning from it. Any relevant online blogpost or
academic referred paper on “Big Data” will explain some common definition that
includes the “four V’s of Big Data”; Volume, Variety, Velocity and Veracity. This
is where the difference lies between simply a “larger dataset” and true “Big Data”
[39].

"http://www.businessnewsdaily.com/5450-internet-of- things-business-opportunities.html.
8https://en.wikipedia.org/wiki/Big_data.
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The Volume of data of course does refer to sheer size but it is also the number of
datasets that are increasingly collected, stored and available to business leaders and
researchers which is challenging us. It is predicted that by 2020, 40 zettabytes (43
trillion gigabytes) of data will be created.” This is a 300% increase since 2005.
Although greater amounts of data make it harder to analyse all the information
available, it is the other three V’s that truly make Big Data so hard to deal with.

Today’s data landscape has an extremely high variety and velocity. This means
that there is not just one type of big dataset that makes up the whole equation
to understanding a problem, trend or topic. Businesses need to derive data from
many different sources which come in many different formats, combine all this data,
analyse it and generate useful insights. For instance, data coming from social media
sites in the form of text or numeric values such as “likes” needs to be combined with
financial data trends, sales figures and possibly historical datasets for a manager to
make a completely informed decision about their next strategic move. Furthermore,
high Velocity means that all these high volumes and varieties of data are increasing
at an ever accelerating pace. You may have heard that nowadays, one flight of a
Boeing 787 creates half a Terabyte of data. Similarly, during one trading session
of the New York Stock Exchange, around 1 TB of data may be generated. In a lot
of cases, decisions need to be made almost instantaneously, sometimes not even
by a person, but by algorithms and machines. This means that a high velocity of
data-streams needs to be accounted for in the computing power and the algorithms
scalability aspects. Finally, the last “V” stands for “Veracity”. Basically, it refers to
the uncertainty of data. This topic has received a lot of attention in recent years as
businesses and consumers have become more aware and concerned about integrity,
privacy and data security in our digitally interconnected world. Not only does poor
data quality or poor data standards cost economies and organizations a lot of money,
it also risks the integrity of findings coming from these data sources leading to
potentially catastrophic business decisions.

This is why we need to tread especially carefully when dealing with Big Data as
we do not want to have “bigger” and “dumber” data without any extra understanding
or advancement in knowledge. What we want is to make ever more informed
decisions, use the information available to us in ever-increasingly efficient ways and
enhance the life of consumers, organizations, businesses and economies through the
use of data science techniques.

1.3 Computer Science: An Unusual but Rightful
Introduction

Firstly, we provide a brief background to the computer science discipline in general,
what it encompasses and some of the reasons for the unavoidable omnipresence
of data analytics in any transaction, purchase, or planning today. A business or

%http://www.ibmbigdatahub.com/infographic/four-vs-big-data.
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marketing person will listen to the words algorithms, heuristics, optimization,
machine learning, machine teaching, grammars, graphs, hypergraphs, etc., and
soon become overwhelmed about the whole different vocabulary. We will try to
give a shortcut to help them be introduced into this new language. Before we
start explaining some of the fundamentals, there is one “step zero” which is to
discuss what “a problem” means. This also gives us the opportunity to set up
the first comment between the Business and Marketing and the Computer Science
communities, as they perceive this word in a dramatically different way.

Understanding the Meaning of the Word *“Problem”

Perhaps the first advice to bridge the gap between the language of a computer
scientist (let’s call her Anna) and that of a business or marketing person
(let’s call him Ben) is regarding the use of a word: “problem”. The computer
scientist would be very happy and glad to hear: “we have a new problem for
you?” while the exact opposite may be the case for the marketing or business
professional. There is a clear reason for that. For the computer scientist, the
world “problem” brings excitement. People trained in the development of
algorithms understand “problem” as a mathematically well-defined challenge.
Usually, there is a set of “problem instances” that define the possible inputs of
the problem and there is a “task’ to be addressed. Depending on the problem,
the number of possible inputs can be finite or infinite. Generally the objective
is to find an algorithm that provides the right “output” for each possible
instance, thus “solving” the particular task (if the algorithm provides the right
output for all possible inputs).

In this sense, a “problem” becomes a kind of a “contract” (i.e., there is
a well-specified type of inputs and there are well identifiable deliverables,
the outputs or solutions. This is part of the reason why a computer scientist
likes the word “problem”. It is expected that they can easily understand what
constitutes the set of given inputs, which is the type of outputs that might be
expected as solutions, and, consequently, they can design an algorithm that
connects both ends.

Instead, for a person with a business or marketing background, as perhaps
for the rest of the population as well, “a problem” is often associated with
an undesired difficulty in accomplishing something. Thus it is often the case
that, when somebody from a large company identifies some “problem to be
addressed” in some aspect of their operations, for instance, in logistics, it
is generally not a clear-cut precise definition of a problem as in computer
science. Some computer scientists may say that it is an “ill-defined” problem,
and not “a real problem”. Most of the engagement between the client and
the provider of computational services revolves in understanding the true
nature of these “ill-posed questions” and transforming them into a set of
“well-posed” and “clear-cut” objective computational problems that can be

(continued)
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addressed by algorithmic means, something that today means that solutions
can be found via algorithms and these, in turn, can be implemented in
software.

The advice should also include something more: be patient and enjoy the
interaction. Nothing better than a good culture clash to make some magic
happen and bridge the gap.

1.3.1 The Complexity of Problems

Our computer scientist, Anna, would certainly agree that we are following an
unorthodox path to explain algorithms and what they can do, as well as what they
cannot do. For Ben, and perhaps for the rest of the population, it is difficult to
understand “Why can’t we just find a simple algorithmic solution that works for all
problems?” Well, to put it in simple terms, we currently do not have algorithmic
solutions for all possible problems (and we do not expect that computers can solve
all problems, see the educational video about this point!?).

It is true, however, that for many problems we can have, in principle, step-
by-step unambiguous procedures that can be coded and may give relatively good
solutions and also be very fast, which is always a plus. However, they may lack
performance guarantees (i.e., they may give you a feasible solution, although it may
not necessarily be an optimal one).

Why do we have this global quest of matching problems with the best algorithm
we can design for them? Note that the major goal of computer science is to classify
problems. We would be interested in knowing, for instance, “the best instance”
of a problem that Ben brings to the discussion table. Anna could even work out
which that case would be. Perhaps the solutions she can provide, in the marketing
context of Ben’s business, can bring actionable insights. If for Ben, identifying the
general problem under study (which may be too computationally hard to address)
has “a special case problem” (which can be solved quickly), may lead to an ultra
fast algorithm. Ben could then adapt his business strategies consequently so that
he can exploit this fact for profit. However, it is generally the case that computer
scientists are interested in finding the worst-case scenario. Having this knowledge
has clear benefits, for instance, allowing to have preventative controls avoiding these
situations, but it is also important to help classify problems.

1.3.1.1 Why Worst-Case Analysis Does Matter?

For a given algorithm, there might be an instance (or a class of instances, potentially
an infinite number) for which there is an algorithmic solution and for which the

10proof That Computers Can’t Do Everything, (The Halting Problem) available in YouTube at:
https://www.youtube.com/watch?v=92WHN-pAFCs.
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algorithm has its worst performance. For instance, imagine that an airline company
has a very well organized/optimized schedule of n flights. If, for instance, a couple
of the planes had some technical issues that oblige them to a delay for repairs, it
may need to face several decisions. The situation is clearly something that could
eventually happen (albeit with a small probability, having & <« n planes with
technical difficulties is certainly not unexpected), so algorithms need to be designed
for the problem (i.e., support decisions of rescheduling flights, minimizing delays,
reducing cost of operations, etc.) with the final overarching objective of returning
to the cyclic scheduling of operations in the minimum number of days possible
as well. These algorithms should not be designed “for some of the most common
possible failures”; they have to address the problem regardless which is the failure.
For instance, if an algorithm is designed for the problem of facing that “at least
k planes needed to be repaired and cannot flight”, then the algorithm may have a
worst-case scenario that depends on the selection of a number k&’ < k planes.

Note that for another algorithm the worst-case scenario may occur for a different
selection of these k' planes. This creates an interesting dynamics between a
computer scientist (generally involved in algorithm design) and the decision makers,
as there is also a strong connection between the optimal cyclic scheduling that the
company decides to normally operate with. Some cyclic scheduling/timetabling may
cost to the company slightly more but be more robust to some types of failures
(which could have catastrophic consequences in terms of brand reputation).

The performance of algorithms is usually measured by the number of computa-
tional steps required to give the final output/solution. And then, there is a natural
question for Anna...if Ben brings a new problem, one that nobody has ever seen
before, can she obtain a mathematical proof that guarantees that for the given
problem, and in the worst case, there is an algorithm that always terminates and
retrieves the optimal solution while it also satisfies certain efficiency requirements?
That might explain why Anna and other computer scientists are so motivated to
hunt for new problems, they bring new life to their professions. They aim to identify
the “computational complexity” of the new problem, so this brings us a rule of
engagement for Ben and Anna. The creation of a new customer service system may
lead to the requirement of solving certain computational problems. Ben expects that
Anna will find the worst-case scenario, a possible query that may make the service
useless. If the worst-case can be solved in “reasonable time”, then the system may
be built; otherwise, a complete redesign of the service is probably needed.

Don’t Use the Word “Complexity”” in Vain

Another word that clearly may have different meanings to people coming
from disparate disciplinary fields is one we have just used: “complexity”.
In Marketing and Economics, people have been using this word for almost
everything [147], most of the time as a proxy or a synonymous for “difficult”,
or “hard to understand”. A unique definition of “complexity” would then be

(continued)
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entirely futile and even individual ones which may be particular to one aspect
of a system/situation are hard to come up with [200]. Cosma Shalizi’s online
notebook on the different measures of complexity is an excellent reference for
those who want to mathematically delve into the many uses of this word in a
wide range of fields.!!

At first, the reader may think that we refer to this since there is an intrinsic
subjectivity at the core; what may be “complex” for somebody might not be
for some other person. Arthur C. Clarke once said: “Any sufficiently advanced
technology is indistinguishable from magic”. Analogously, any given new
problem always looks “complex” at the beginning when you are coming from
a different field or when you face it for the first time. In fact, the lack of an
objective and universally accepted definition for “complexity” does not mean
that computer scientists use this word loosely. A central aspect of the Theory
of Computation is to study the computational complexity of a problem. For
further reading, after finishing this chapter, we also recommend an excellent
tutorial by Craig Tovey [217].

1.3.2 Selecting Small Feature Sets: A Central Problem
in Data Analytics

We have said that computer scientists love problems and we are not an exception
here. Some are closer to our heart than others. The problem we are going to
introduce is “a little gem”. It will help us to present several concepts. We will discuss
it within a scenario that can arise in business analytics practice.

Let us suppose that we have the following dataset (Table 1.1). Several products
have been purchased by the same buyer(s) and they have different characteristics.
We will call each of these characteristics “attributes” or “features”. For the sake of
simplification, we will assume that these features are Boolean (i.e., either the object
has each the attribute or not). We will denote the feature state as either being “1”
or “0” (i.e., either we can observe/measure that characteristic in an object (1) or not
(0)). One such a feature could be (in the case of clothing, for instance) is a product
for women (value=1) or not (i.e., it is for men and value = 0). This indicates a single
piece of information (a feature) that tells us something about the product; it allows
to distinguish between products a pair of products if the values are different. The
products are divided in two groups; the curious thing is that one of them is rejected
by the consumer(s), while the others are not (all the others are purchased). What is
wrong with that product? Could a subset of the set of features give us the necessary
clues to understand customer behaviour?

Mhttp://bactra.org/notebooks/complexity-measures.html.
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In Table 1.1 we present data for seven products, each one has five characteristics
(i.e., their features, one column per feature), and the only one that was not purchased
is represented by the state of the features of the last row.

Table 1.1 An instance of the

0 1 1 1 0 Sold
ONE-OUT k-FEATURE SET 1 | 0 0 0 Sold

0 0 0 0 0 Sold

1 0 0 1 1 Sold

0 0 1 1 1 Sold

0 0 1 0 1 Sold

0 1 0 1 1 Unsold

In this case we are modelling a real-world problem in which
seven similar products (corresponding to rows of the matrix)
have been purchased by a user but one has been rejected. Five
different attributes/features (columns) can be observed in each
of the objects, and they are present (coded as “1” if the object
“is positive” for a question that test for the attribute and it is
“0” if it is “negative” for this attributed). One pair of features
that distinguishes the unsold object is the only one that has the
joint pattern of features (1, 1) which are positive for features
2and 5

It may be possible that no single feature could individually “explain” why a
product was rejected. If that would have been the case, one feature would have
been present in a particular state in the non-purchased object and and that state, for
that particular feature, would have not been observed in the six others (the reader
can check that there is no such a feature in this example). However, if we look
at the observed features in the second and fourth columns, both are “1”, meaning
that the non-purchased product has these two characteristics. That is excellent in
general, but unfortunately there is one exception. While almost all the sold objects
do not have this combination (both being “1”), the first row indicates that there
is one purchased object that has the pattern. Formally speaking, we were wishing
that the set {2, 4} was a 2-feature set, a subset of the features that can help us
to “explain” why one of the objects is rejected, while the others do not. But we
have found an exception, a natural question arises...does there exist a 2-feature
set for this database? As a matter of fact, the answer is “Yes” for this decision
problem. There is one, the reader can also check that {2, 5} is indeed a 2-feature
set.

If we are going to inform marketing, or the product design department about
which combinations of attributes may lead to a product being rejected, several other
natural questions arise: (a) does there exist another 2-feature set apart from {2, 5}?
(b) we know that {2, 5} is optimal in the sense that there is no other feature set
having smaller cardinality, are there other 3-feature sets that do not include the set
{2, 5} as a subset? We can answer this second question first, the answer is “Yes”
again; the set {1, 3, 5} is indeed a 3-feature set (the non-purchased object has the
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pattern (0, 0, 1), respectively, on these three features). This pattern is not present
in any other purchased object. The product design department may be interested in
this observation as they may have an alternative explanation that would help them
to understand why this product was rejected.

The reader would note that enumerating a collection of feature sets may lead to
important insights for the marketing department. They may give alternative views
on the rejection of that product. This approach is indeed very different from what
they can have with the use of statistics alone. We are searching for all possible sets
of features that satisfy a certain requirement.

We now go back to the first question. The issue can be iteratively solved in two
steps. First, we remove the second column of our database and we ask, again, if there
is a 2-feature set. If the answer is “No”, then we incorporate that second column
again and we remove the fifth column and again we ask if there is a 2-feature set. If
the answer is again “No”, we conclude that the {2, 5} is the unique optimal feature
set for this database.

We can see that this approach to knowledge extraction from databases is
combinatorial in nature and that statistics is not the branch of mathematics that deals
with these problems. The reader may notice that if, realistically we have information
about a set of 1000 products with 80 features each, we have a relatively large number
of possible combinations to check. Combinatorial optimization methods come to the
rescue [70]; they are then used to find smaller feature sets. For instance, an exact
method would give you the one of smallest cardinality, and that could potentially be
very useful.

1.3.3 The Computational Complexity of Problems
and the Efficiency of Algorithms

Problems like the one we have just introduced immediately bring into consideration
one of the central missions of computer science: to characterize the computational
complexity of all known well-defined problems. For the particular case of having
to identify the minimal feature set, in the case of 1000 products with 80 features
each, a “brute force” approach would need to enumerate all possible solutions.
This is indeed a staggering number (280) and it is a few orders of magnitude
different than the conjectured number of stars in the observable universe. A “brute
force” enumeration is clearly out of the question. Obviously, we need to find a
better way. As we said before, one area of discrete applied mathematics (and
computer science) called “combinatorial optimization™ deals with these problems.
Again, problems in this domain could have radically different computational
complexities.
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1.3.3.1 Size Does Not Matter

Let’s compare with another combinatorial problem most people are familiar with
called “Sorting”. Assume you are given 80 different objects and that somebody has
given them some merit value. Just to make things “harder”, let’s even imagine that
all of them have a different merit value, an integer from that ranges from 1 to 80;
you are required to put them in order. Obviously, there is only one way of ordering
80 different numbers from the largest to the smallest value. This means that, if you
are given that task, you will need to give “the right order”” among the 80! (i.e., eighty
factorial) possible orderings that 80 numbers can have. This is the number of feasible
solutions of the problem for such an instance and its approximately 7.157 x 1018,
which is massively larger than the number of elementary particles in the visible
universe.

We note that the mere size of the space in which we have to search in order to
find feasible solutions is not very relevant. Actually, computer science considers
“Sorting” an easy problem because they know that an efficient algorithm exists for
it. Sheer size of the search space, alone, is not enough to characterize the complexity
of problems. Something else is needed.

1.3.3.2 What Is an Efficient Algorithm?

We now explain the concept of efficiency in algorithms. We have said before that
an algorithm is a “step-by-step” procedure for solving a problem. For the problem
called “Sorting”, there are several algorithms that guarantee that they will bring you
the optimally sorted sequence. For one particular input sequence of n objects, the
number of steps required by an algorithm can be bounded in the worst case. For
instance, for sorting, there is an algorithm called “Merge Sort” invented by John
von Neumann in 1945. The number of steps required by this algorithm is bounded
by a polynomial function (p) in the number of objects (r) (i.e., in this case it has
been proved that p(n) = k xnlog(n), with k being a constant which is independent
of n). This type of algorithms are said to be efficient and the sorting problem is
said that can be solved “in polynomial time” (because there is at least one known
algorithm that has a time performance which in the worst-case scenario is bounded
by a polynomial function in the size of the input).

The situation contrasts with other problems. For some of them, we already know
that there is no polynomial-time algorithm (because a researcher has mathematically
proven that). For instance, in the scientific article “The Odds of Staying on Budget”
[84], the authors refer to a very intuitive problem coming from a tourism area; they
consider this basic question:

Is it possible to travel from Copenhagen to Kyoto in less than 15 hours?

which can be answered either “Yes” or “No” in polynomial-time (since this question
matches the problem “find a shortest path in a graph” for which we know there
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is a polynomial-time algorithm proposed by Dijkstra'?). However, in a real-life
scenario, uncertainties in the flight path and airport conditions may introduce
unexpected delays. Then problems of the type:

Given a budget constraint » > 0 and a probability threshold t what is the complexity of

determining whether the probability of paths reaching a designated target state with cost
consistent with b is at least t?

give rise to several types of problems, some of them which are in a class called
EXP-Complete. This class contains as its elements the problems that can be solved
in a number of steps bounded by a function which is f(n) = k 27, where p(n)
is a polynomial function of n (and n represents the size of your input and k is a
constant that is independent of the size of the input). This means that, in general, a
query of that type, for some types of possible inputs, would require an algorithm that
would need a significant extra amount computing time. This problem of answering
those queries shares membership in this class with other EXP-Complete problems
like computing a perfect strategy in generalized forms of games like Chess [71], Go
(with Japanese Ko rules) [185] or even Checkers [186]. Even if a human travel agent
has oracle-like powers, it would be difficult to know if what the agent is saying is
true or not by computing means. It is then unlikely that we will see some online flight
ticket-selling software be empowered by algorithms that perfectly answer queries
like that; most customers would not accept such long delays for receiving answers.

Note also that “in general” does not mean “on average”. In some cases, the
query may be resolved very quickly, due to the nature of the input, but an algorithm
may take exponential time for another query, leading to a highly heterogeneous
customer experience and bad reviews of the system. Computer science and compu-
tational complexity provide the right framework for these problems to be properly
discussed and their running time behaviour properly estimated.

For other known computational problems, we have to raise our shoulders and
say... “We simply do not know”, their complexity status is still open. For the feature
set problem we have presented before, it actually belongs to an important class of
problems for which we just do not know. The same happens for many other problems
in computer science, if somebody asks Humanity if there is an efficient algorithm for
it, we should all raise our shoulders and say in unison “We do not know!”. However,
for the feature set problem we know something more than we discuss next.

1.3.3.3 NP-Completeness

What are those problems for which we really do not know if there exists an efficient
algorithm that can be applied in any case and that it is also guaranteed that will
bring the optimal answer? Interestingly, many important questions in Customer and

12Problems for which the answer can only be either “Yes” or “No” are called decision problems.
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Business analytics can be modelled as problems such as those two above. It is thus
utterly important to know how we can address this issue.

There are problems that are classified as belonging to a computational complexity
class called “NP-complete”. Generally speaking, these problems are easy to
formulate, and in some instances deceptively simple to understand, yet are very
hard to solve (sometimes in both exact and approximate ways). In many scenarios
in data analytics, they are the right mathematical model for understanding a core
question of interest; they are crucial for extracting knowledge from data. They also
have a peculiarity, if somebody claims to have found (or even “guessed” or “given”
by a mythical oracle) one feasible solution for the problem we can use an efficient
algorithm to validate (or disprove) the claim. Thousands of NP-Complete problems
have already been identified and they are omnipresent in our life, our economic
activities and in every aspect of science. NP-Complete problems were quickly
identified in the Business (e.g., [222]) and data analytics domains (e.g., [95]). Nearly
100 papers were published in the first decade since the introduction of the class
(1971-1981), having “NP-Complete” as part of the title. In July 2017, a simple
Google Scholar search query retrieves approximately 239,000 hits when using the
term “NP-Complete”. Consequently, the theory of NP-Completeness is considered
to be “the cultural ambassador of Computer Science” since it has influenced almost
every aspect of science and technology by identifying computational problems that
need to be addressed by sophisticated computational means.

Rule of Engagement: Understand That for Computer Scientists, Opti-
mization ‘“Reduces” to Solve Decision Problems

It is perhaps a good moment to explain the relationship between optimization
problems and decision problems. The latter is one in which a particular
problem can be posed as a question about the input values and the answer
can only take two possible outputs, i.e., it is either “Yes” or “No”. In an
optimization problem the task is to find the best solution from a larger set
of feasible solutions.

From a computer science theoretical perspective, they are actually tightly
linked! Suppose that Anna brings some sort of “magical algorithm” A that
solves the decision version of the k-feature set problem (k-FS, for short), Ben
can then solve the optimization version (which we will call opz-ES) using the
following algorithm. The strategy has two major steps. He will first use A to
determine the minimum k for which there is a k-feature set (let’s call this value
kopr). He now knows the optimal value, now he has to find one. The second
step is also iterative. He will then repeatedly pick an arbitrary feature, and
he will remove it from the instance (now our instance has n — 1 features and
still has the same number of samples m). Again, he uses A to determine if the
new instance has a k,,;-feature set, if it does (i.e., the answer of A is “Yes”),
the removed feature was not essential (so we pick another arbitrarily chosen

(continued)
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feature to delete and iterate on this procedure); otherwise, this feature helps
to discriminate at least a pair of samples, so we remove all pairs of samples
from different classes that this feature discriminates (in our previous example,
products that were “sold” and “unsold”). We can safely do this as this feature
“explains” this dichotomy. Ben will add the feature to the list of features in
the feature set we are seeking and iterate, this time asking if the remaining
input instance has a (k,p; — 1)-feature set. Ben’s algorithm iteratively reduces
the instance and will stop when we have identified k., essential features and
we have run out of samples.

We leave to the reader, and Ben, the task of analysing how many times
A will need to be used (in the worst-possible scenario for a k-feature set
problem involving n features and m samples that belong to two different
classes). However, we hope the reader has already got the feeling that Ben’s
algorithm is relatively simple and would work provided that A is also very
efficient. Unfortunately, no such algorithm A is known for k-Feature set that is
also mathematically guaranteed to run in polynomial-time. If were are lucky,
and eventually somebody finds one, then Ben’s algorithm will also run in
polynomial-time. Some day, some day, it may be found. Some people are still
hopeful, are you?'?

1.3.4 Networks and Graphs

A huge amount of data analysis methods require the use of mathematical entities
known as graphs and networks; many decision problems based on them were
soon found to be NP-complete after the first NP-complete problem was identified.
Readers familiar with graph and network mathematical notation can skip the grey
box below in which we give some basic definitions. This book also dedicates a
section with several problems and new algorithmic ideas as well as an introductory
chapter that naturally connects with this one. A few definitions are still needed here
for completeness of the following discussions.

In discrete mathematics and computer science, a network is distinct from a
graph and they have their own set of very interesting associated problems [11].
A key difference of networks is that, in addition to weights on the edges, they also
have capacities. As a consequence, networks are used to model traffic, scheduling
problems with circulations on demands, delivery of fluids in pipelines or currents in
electrical circuits and so forth. Unfortunately, other disciplines have started to use
the word “network” to what has been known for years as “undirected graphs” (either

13Millennium Prize: P vs. NP http:/theconversation.com/millennium-prize-p-vs-np-4246.
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weighted or not), so some people are suggesting to use the term “flow network™ or
“transportation network” now to characterize these other mathematical entities.

Algorithms for solving optimization problems in graphs are one of the cor-
nerstones of computer science undergraduate education. They are used to model
many types of relationships occurring in business and data analysis problems. Even
classical problems, like the graph colouring problem, find applications in areas like
microeconomics [167] or timetabling [194].

In graph colouring the task is to find, given an undirected graph G(V, E), an
assignment of k different colours to each of the vertices of the graph such that no
two pair of vertices connected with an edge have the same colour. It is then obvious
that the answer is “Yes” if k = | V| (you just use a different colour for each vertex)
and that the answer is “No” if |E| > 1 and k = 1. Then, for any particular graph
(having at least one edge) there is a value of k (let’s call it k*) such that the answer
is “Yes” for k* but it is “No” for k* — 1. Obviously, we only need two colours for a
tree (or a forest) (graphs that have no cycles). In fact, it is known that we can always
answer if a graph can be coloured with two colours in polynomial-time, but for
k = 3 we need to raise our shoulders and say “We don’t know!” if such algorithm
exists. The problem was proved to be NP-complete in 1972.

A generic trick of computer scientists is then to transform particular quests into
well-defined series tasks, and then formulate them as graph optimization problems
for which they can use known algorithms. One of the areas they are particularly
trained in is in searching for solutions to problems that try to maximize or minimize
a particular function of interest. They call objective functions these merit functions
that rank solutions according to a preference, so it is not surprising that we will
follow this approach. We will now show with some examples how some ““classical”
optimization problems in graphs are at the core of current models of knowledge
extraction from large datasets. If you are not accustomed with standard graph
notation, the following ‘“Rule of Engagement” can help you bridge the gap.

Rule of Engagement: Learn About Graphs and Networks and Use
Standard Mathematical Notation, It Facilitates Dialogue

Firstly, a brief introduction to some basic notions of Graph Theory and its
notation is presented here in order to provide context.

A simple undirected graph is denoted as G(V, E) in which V is a non-
empty set of vertices (sometimes also called “nodes”) and E is a set of
unordered pairs of distinct elements of V called edges. The cardinality of
the sets of vertices and edges is denoted as |V| and |E|. Standard set notation
applies, for instance, V' € V indicates that V' is a subset of the vertices of
V (but it could potentially include them all, i.e., V' = V). An edge weighted
graph is denoted as G(V, E, W) in which V and E are defined as before but
each edge now has associated a weight (i.e., W is a set of weights). We refer

(continued)
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to the sets £ and V as E(G) and V(G), to indicate that they are the set of
edges of G and analogously, the set of nodes of G, respectively [82].

A path in a graph G(V, E) is a sequence of edges of G that connects a
sequence of vertices. In an undirected graph G(V, E), we say that two nodes
a and b are connected if the set of edges E contains a subset of them that
form a path between nodes @ and b.

A graph is connected if every pair of vertices in the graph is connected.
A connected component of a graph is a maximal connected subgraph of
G; in this case, each node and each edge belong to exactly one connected
component.

A simple undirected graph is a tree if in it any two vertices are connected
by exactly one simple path. A graph is a forest if it is a disjoint union of graphs
that are all trees, which means that in a forest all the connected components
are trees.

Given a connected, simple undirected graph G(V, E), a spanning tree T
of that graph is a tree such that E(7T) € E(G) and T connects all the vertices
of G. Given a weighted graph G(E, V, W) we can enumerate all its spanning
trees and order them according to the total sum of weights of all edges of
the tree. Accordingly, a tree is a minimum spanning tree of a weighted graph
(denoted as M ST (G(E, V, W))), if it is a spanning tree of G with the total
sum of weights of its edges (its weight) being less than or equal to the weight
of every other spanning tree of G(E, V, W).

A weighted graph G(V, A, W) is called weighted directed or a weighted
digraph if it has arcs instead of edges connecting nodes. Often used to
represent some sort of relationship, the set of arcs is called A(G).

1.3.5 Finding Influential Members of Social Networks:
Dominating Sets

In the area of social media and network analytics, the representation of a problem via
some sort of “graph equivalent” is pretty obvious for both our marketing colleague,
Ben, as well as for Anna, our computer scientist. Thus it is pretty obvious that the
problem of selecting the most representative users of a social network may indeed
lead to some optimization problem defined on graphs.

Assume, for instance, that you are running a marketing campaign and you know
that a friendship relationship exists among a set of individuals. Your budget is
limited and you may be pressured by a boss that you can only have enough funds to
reach out to 15 individuals. Given a graph that represents these pairs of friendships,
is it possible to find 15 nodes (where each node corresponds to a different person)
such that for each node that has not received directly a marketing message, at least
one of their friends has received it? Obviously, this is another decision problem (it
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Fig. 1.3 A graph with 42
nodes and a dominating set of
vertices of 14 vertices
(marked in red). If this is a
social network, those 14
vertices can be used to start a
“word-of-mouth” campaign
by just targeting them first. If
we seek to reduce marketing
costs, we would then be
interested in finding the
dominating set with the
smallest number of vertices
(hoping the message expands
through the network)

just requires a “Yes” or “No” answer). Anna will probably enunciate it as “Given a
graph G, does it have a 15-vertices dominating set?”

Well, the answer will depend on the graph we are receiving as input, of course.
Again, Anna will call this graph “the instance” of the problem. In Fig. 1.3 we see
one such example. It is clear that for this graph the right answer to the question
is “Yes”. You can actually do even better, in this case we can use 14 vertices and
do what has been required. Actually, we have still “one extra to spare”, adding any
extra node to make it 15 will obviously still be a feasible solution (some nodes may
be dominated even more than once).

1.3.5.1 Domination...at a Distance

Ben’s original idea and the cooperation with Anna went down the drain. In fact, the
direct marketing idea is not sensible for larger networks. Ben knows he might be
in trouble with his boss. After a few minutes running a heuristic with his computer
he found that he needed to contact approximately 923,567 people with his direct
marketing campaign if the goal was that for any pair of people that are friends in the
social media at least one is directly contacted. He hoped that the exact algorithm the
computer scientist team was running would give him better news. However, after
2 months of computing time, and a significant dollar bill paid to Amazon Cloud
Services, the exact algorithm returned an optimal solution of 923,117 (yes, this can
happen...).

Trembling before presenting the results, he has another plan. He has heard that
old idea of Frigyes Karinthy about the “six degrees of separation”, the one that
basically states that everyone is six or fewer steps away, by way of introduction,
from any other person in the world. Perhaps this is also true in the social network.
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What if we if require to identify the minimum number of nodes to be dominated
such that if there is a node that is not directly dominated it will not be “at a
distance greater than d”. When we have d = 1 this is the original problem we were
discussing before, but searching for optimal solutions for increasing values of d,
Ben would eventually find a value of d for which the cardinality of the dominating
set “fits the budget” and the direct marketing campaign could be possible. If d is
still small, word-of-mouth may help to propagate the message.

This type of problems belong to the area of “distance domination” [87] or the
(k, r)-centre problem [53]. We have introduced this example to show that a dialogue
can exist, based on data, such that we could be using mathematical modelling for a
campaign for direct marketing. Exact algorithms can give a clear indication of what
is feasible or not, the cost it would require and then, consequently, decision makers
could judge other alternatives.

Problems related to domination at a distance may be new in marketing, but not
in business analytics (where location problems abound). If we look further into the
past, and even the Emperor Constantine the Great had to consider them to protect
the Roman Empire [178]. There are several variants of these domination problems
being studied. We anticipate that combinatorial problems finding influential nodes
in graphs are likely to become a hot topic of research in the near future [20, 80].

1.3.6 Cleaning Data by Removing Its Contradictions:
Vertex Covers

Other problems can be transformed into a graph optimization problem. We give
here another interesting example. We know that the use of raw data, without proper
preprocessing and analysis, may be highly misleading for business intelligence
purposes. If a problem is said to be an offline problem, you can safely assume
that you have all the information that is required for decision-making (i.e., you can
design an algorithm that has the complete instance, it has all the input that is required
to produce a solution).

In real scenarios, data scientists spend significant amount of time ‘“cleaning”
the dataset. Some sort of internal consistency is necessary before using the data.
For instance, you may need to first check if the collected evidence has some sort
of “global logical contradictions” or if it is “contradiction free”. How can graph
optimization algorithms help you with that?

With so many forensic-related TV series, perhaps we can introduce the problem
using a crime-fighting investigative scenario. Let us suppose you have interrogated
a number of people who may have information regarding a certain crime. You want
to uncover “the truth” (i.e., what has really happened). However, raw data may hide
this information in a “cloud of noise”. For instance, some of the contradictions may
be due to honest mistakes of the respondents, recollection errors or other types
of involuntary actions, while others may be originating by a group of individuals
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purposely trying to misguide the investigation. The interrogation process only gives
a number of statements that have originated from a set of individuals, a dataset
to work with, it cannot give you “the truth”. You need to transform data into
knowledge.

We will say, that typically, we can take all the interviews and completely distil
from them a set of statements that can be either “true” or “false”, while at the
same time “everything else remains the same” (i.e., their true/false status is not
influenced by the status of any other particular statement). We can then create an
undirected graph and define a problem on it. Given then this set of statements the
undirected graph has one different vertex for each statement we have (i.e., a one-to-
one mapping between statements and vertices). An edge will thus connect any pair
of vertices v; and v}, respectively, representing statements s; and s, if and only if
these two statements are in logical contradiction.

Let us suppose that we have generated such graph and we called it G(V, E) and
is the one shown in Fig. 1.4. To simplify the presentation, we have drawn the graph
on the plane such that there is a vertex at each point on a two dimensional grid
and the lines show the edges between nodes. No edges of G are superposed in this
layout, although there exists a single pair of edges that cross each other.'*

If the responses are coming from people who are lying (or just confused, or a mix
of both), their statements may likely have several contradictions with other people’
statements (or even with their own if obtained at different occasions). Instead of
working with raw data, we may be willing to identify the minimum cardinality set
of statements that, if eliminated, could remove all the contradictions of the entire set
of statements in our database. Let’s call that minimum number k. Your quest is then
to find this minimum number k; you are seeking a solution for the MIN VERTEX
COVER Problem in that graph you have just constructed.

If indeed this is a criminal investigation, and assuming that nobody has been
forcing people to give these statements, you would be really interested in finding
if a small number of people, p, have been responsible for most of these k
conflicting statements, in particular if p << k, you would call them back for
further interrogation and evidence gathering (are they not saying the truth or just
confused?).

In reality, this quest is probably too ambitious. We want to find a group of k
statements that, if removed, eliminated all the contradictions in the whole set of
statements. That is a pretty big ask. The person in charge of the police investigation,
perhaps, could counter-propose something else. Why do not check for a group of k'
statements (represented by a set of nodes V'), of cardinality k¥’ (i.e., kK’ = |V|") such
that, for all vertices not in V’, but in contradiction with some statement, at least one
of the contradicting statements should be represented by a vertex in V.

14 En passant, an area of computer science that is concerned with visualization algorithms, creates
aesthetically and perceptually informative layouts of data structures such as graphs. Chapter 16
presents one approach and several references can help the reader to have an introduction to the
topic.
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Interestingly, this second problem is the MIN DOMINATING SET Problem
which we have discussed in Sect. 1.3.5. Some people like the intuition that comes
from considering that the graph represents a museum, the nodes represent the
intersections of corridors and the edges the corridors. In the MIN DOMINATING
SET Problem we are interested in finding the minimum number of guards that could
just run one corridor and reach any other intersection of corridors, in MIN VERTEX
COVER we are interested in finding the minimum number of guards that can “watch”
every single corridor (by staying in the intersections and multitask a bit).

We can then expect that the optimal solution for a graph given by a MIN
DOMINATING SET algorithm will give less number of vertices than one of MIN
VERTEX COVER, and this may not only bring potentially less people for further
interrogation, it may be “easier” to solve. Wrong. Both problems are NP-complete,
so there is not such a hope at the moment.

1.3.7 Solving Problems by Reaching a Collective Consensus:
The Role of “Recombination” of Solutions

How to deal with these optimization problems in real situations? We now take a bit
of a departure from traditional exposition of concepts in computer science. It is also
an opportunity to honour some early pioneers who have employed a novel way of
thinking and found strategies that may have not even required the use of complex
mathematics or computing to solve large scale industrial problems.

Back in 1964, when faced with a facility layout problem, Kase and Nishiyama
proposed a method that circumvented expensive computing unavailable at the
time for them. They proposed a kind of “game” to solve this problem. A set
of “rules of the game” were proposed so that company employees interacted by
exchanging ideas with the final objective of collectively designing a new layout
for a company [110]. A group of “referees” and “players” iterate in the alternative
“design” of a layout by working independently and by synchronizing to exchange
information about their partial solutions to the problem. Together, the team is
addressing the task at hand by “recombining their ideas”, thanks to a two-tiered
system of players and referees.

The proposal is interesting since it is from a time when computers were perhaps
not available for them. The authors proposed that the game is useful to motivate
the players (employees) interest in decision-making by consensus. It also helped
to create a good feedback flow from the employees helping to identify relevant
information and basic data that is needed and which could then be translated in
strategies to the referees (who may be assumed to be the next level decision-makers
in the company hierarchy).
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Fig. 1.4 A hypothetical case of an instance of a data cleaning problem modelled as a graph
optimization problem. Here we are looking at a graph with 80 vertices. Is it possible to select
a subset of the vertices, of a given fixed cardinality k, such that all edges have at least one endpoint
that belongs to this subset? A feasible solution of the MIN VERTEX COVER problem on the graph
is shown (the vertices are coloured in red)

We highlight the similarities to what we are going to present here. One of
the basic procedures that is most commonly used in the field of evolutionary
computation (an alternative for the approximate solution of combinatorial opti-
mization problems) is the recombination of feasible solutions. For instance, let us
suppose that through some sort of constructive randomized algorithm, or thanks to
suggestions of the members of your team (such in Kase and Nishiyama’s game),
two proposed solutions of the MIN VERTEX COVER Problem are available. Let’s
suppose we are given two solutions like the ones shown in Figs. 1.4 and 1.5. The
vertices coloured in red in Figs. 1.4 and 1.5 are two different vertex covers (all
edges have at least one red vertex at an endpoint, or have both of them coloured in
red). Of course, in both cases there is a bit of “redundancy”, we are not illustrating
the example with any initial pair of solutions that are optimal in a “local” sense.
They may be, of course, readily improved by removing some of the red vertices and
still be a vertex cover.
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Fig. 1.5 The set of vertices coloured in red constitutes another solution for MIN VERTEX COVER
for the same graph of Fig. 1.4

It is thus tempting to think of these two solutions as something that may have
been generated by human trial-and-error, and as a consequence, it would have been
generated with some “errors”, e.g., some unnecessary marked vertices, might have
been introduced in the solutions. Imagine that this is a graph of a large museum
and the museum’s Director aims at finding a placement of guards such that each
corridor (an edge) can be guarded by at least one person in an intersection. These
two solutions may have been provided by two members of the guard, and probably
they are far from optimal. The two solutions have 49 and 50 vertices, respectively.
Can we recombine their “ideas”?

The reader can easily check that the marked vertices in red in Figs. 1.4 and 1.5 are
indeed vertex covers of the graph (i.e., all edges of the graph have at least one vertex
marked at their endpoints). The two solutions are not necessarily minimal covers.
We can remove the red mark of some of these vertexes (turning it into “unmarked”,
i.e., in yellow) and the remaining set in red is still a vertex cover of the graph.



1 Marketing Meets Data Science: Bridging the Gap 33

® O ® O
@ O
L
® O @ @
o e o
® o ® O @
o-@ e
e o
@
o
@

Fig. 1.6 In red, the vertices that are common to the two vertex covers shown in Figs. 1.4 and 1.5.
The thickness of the edge indicates that is covered by a red line or not, so the thicker edges indicate
those for which there was no consensus between the two solutions about how it should be covered.
Thus, four connected components need now to be covered to obtain again a feasible solution of the
problem

We will now show how a new solution to the problem can be constructed
by recombining these two feasible solutions. We will just present one possible
algorithmic way of doing this to illustrate the general idea. We start by finding the
vertices that are present in both covers.

In Fig. 1.6 we now show in red the vertices that were present in both vertex
covers. This set, denoted as C; N C; induces a subgraph G’'(V', E') C G(V, E),
where E’ C E is the set of edges covered by vertices in C; N C, and V' is the
union of the set C1 N C; and the set of vertices that have all their touching edges
already covered (i.e., in E’). This subgraph is shown with thin edges and the vertices
of C1 N C; are shown in red in Fig. 1.6. With thick lines we show the edges of G
that are not adjacent to vertices in C; N C; (both endpoints of these edges are now
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switched to yellow, as there was no consensus on the two solutions on how to cover
them). Note that this graph is not connected and has four connected components.

Interestingly, each one of these four fragments can be coloured by a simple
reduction rule that can be stated as:

If the input graph has a vertex u of degree 1, the other endpoint vertex v must be in the
cover.

The rationale is simple, by adding v to the cover, we guarantee that edge (u, v) is
covered; we do not need to include vertex u in the cover and we may have the extra
benefits of covering some other edges by choosing v.

1.3.7.1 Safe Data Reduction Rules Can Lead to a Proven Optimal
Consensus

We can rewrite this simple rule for the vertex cover problem in the following terms:

If there is an edge (u, v) € E, where E is the edge set of an undirected graph G(V, E), and
v has degree 1, then the graph G has a k-vertex cover if, and only if, the graph G’, the graph
obtained from G by removing vertices # and v and all their incoming edges, has a k — 1
vertex cover.

This reduction rule is then said to be safe, and while in this case this fact is pretty
intuitive and mathematically proving its safeness is easy; for other rules more
elaborate mathematical proofs are needed.

In this case, the repeated application of the reduction rule leads to a complete
covering of all the edges of the graph, so for this particular pair of solutions, we
have been able to find another solution which is optimal in the sense that, with the
constraint of respecting that certain vertices are present in both covers, it has the
minimum number of remaining vertices needed to cover the whole graph.

We invite the reader to check that indeed the repeated application of this
reduction rule leads to marking another 13 vertices as being in the cover which
leads to a total of 44. The step-by-step process is shown in Fig. 1.7. Interestingly in
this case the new solution obtained by recombination, shown in Fig. 1.8, is different,
and much improved, than both input solutions.

When we can prove that a recombination algorithm is always able to find the
optimal solution while respecting a certain property, we say that this is a dynastically
optimal recombination algorithm [43]. Theorems and theory are called to identify
which type of optimal recombination algorithms can be proposed (under certain
circumstances); this is a very active field of research for memetic algorithms when
hybridizing exact techniques.
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Fig. 1.7 Pictures of reduction rule in action. (a) Round 1: selection. (b) Round 1: reduction. (c)
Round 2: selection. (d) Round 2: reduction. (e) Round 3: selection. (f) Round 3: reduction
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Fig. 1.8 The dynastically optimal vertex cover that can be reached using the two feasible solutions
of this problem of Figs. 1.4 and 1.5. Thanks to the use of safe data reduction rules we can guarantee
that no better solution exists that satisfies that all common vertices (the consensus, vertices marked
in red) are in the new “recombined” 44-vertex cover. The vertices marked to be in the vertex cover
by the reduction rule appear in blue. Recombination has then found a solution that it is better than
both “parent” solutions of Figs. 1.4 and 1.5 (with 49 and 50 vertices in their covers)

1.4 Algorithms, Approximation Algorithms, Heuristics
and Metaheuristics

If an algorithm is a well-defined procedure that will always converge, in a finite
number of steps, to the best feasible solution of a given problem, what should we
do if we do not have such an algorithm? Sometimes this is not because “we are
not smart enough”; actually this situation is not unusual and may reasonably appear
early on in the process of dealing with a new problem. Following a discussion from
Foulds [70], we can list some of the situations that we may face in practice:

e Both Anna and Ben may come with a great idea for an e-commerce application.
However, a nice visualization of the data is required and no algorithm is known
for the problem at hand. After a few back-of-the-envelope calculations, Anna
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convinced herself that there is an algorithm that can do the required job, but it will
take a large amount of time, thus prohibiting its use (i.e., she may have proved
that the problem is EXP-Complete as discussed in Sect. 1.3.3.2). Depending on
the particular input, what can be considered as “acceptable delay” can go from
milliseconds to years, it does not really matter, but it just renders the approach
“unfeasible in practice”.

e The input of the problem already requires to make some sort of approximation.
This means that we are confronted with a problem that has a well-defined input,
yet the data has to be approximated in some way. This said, “selecting the
best” (according to some objective value that ranks feasible solutions in order
or preference) may be highly irrelevant.

* The problem has been defined by a number of people, which may have different
views on what is good and what is not. For instance, a set of managers may be
willing to design a visualization tool for a website that presents several products.
However, it is not clear which is a “natural measure” of similarity between the
products.

* In the area of personalization of services, part of the input comes from the user.
A computer system may need to present alternative solutions (i.e., a website that
suggests flights), produce a preliminary ranking based on average patterns of
behaviour and then learn from a specific user to adapt to the particular needs.

When these situations cannot be resolved, there are several options. We will now
address one and leave others for later. We may say that, perhaps, Anna and Ben
should avoid the idea of getting optimal solutions in these scenarios and resort to
heuristics.

1.4.1 Heuristics and Approximation Algorithms

In the fast pacing real world, heuristics are used everywhere. There are many
examples, for instance: “allocate ten percent of the average of the last three years’
sales revenues to the marketing department” (or so they may wish our marketing
readers. .. a hopeful heuristic for them!). These are heuristics in the sense of “rule-
of-thumb procedures”. However, heuristics for computational problems can be
extremely sophisticated and they are an important tool. They can provide managers
a quick implemented solution that could make their work competitive, particularly
if another company is also employing heuristic approaches. In a commercial
battleground, a good heuristic implemented early in a new market niche can make a
big difference.

Computational heuristics are methods that are well-defined and, like algorithms,
they are step-by-step procedures that, given the input, will attempt to give you a
feasible solution, and in some cases they also aim to give you the optimal one.
However, they may provide you with an “escape route” for the four difficulties
itemized above. This comes at a price. For heuristics, there is no guarantee that
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they will give you a feasible solution and, to a lesser degree, an optimal one if there
are many feasible solutions and some sort of value which can be used to rank them.

Ben’s boss may have been suddenly inspired by this new idea. Optimization can
help her reduce the cost of the business. Would it then be possible that, for a problem
that we may not have an efficient algorithm that finds the optimal solution, it may
still be possible to give “pretty good solutions” with some sort of approximation
guarantee? That will make her look good with the company’s Board of Directors,
she may know how far from optimality her decision was (in the worst case!).

Computer scientists have asked themselves these questions a while back, and in
the 1970s the idea started to attract the interest of many. Unlike heuristics, with
their recognized problems of lack of guarantee, perhaps we can trade optimality for
a different guarantee, one of being “close enough” to the optimal solution up to a
constant factor. Let’s say, for instance, that there is a guarantee of being at most
10% of the optimal solution for any instance of the problem. That seemed to be an
interesting research direction.

From the work by David S. Johnson and other colleagues in the early 1970s,
many researchers developed the field of approximation algorithms. This vibrant area
of research flourished for many years, yet this does not mean that they are suitable
for all types of practical applications. However, there might be cases in areas where
the computational cost associated with running them may dwarf against the benefits
of having some sort of guarantee given on the final result.

Some of the mathematical proofs required to obtain tight mathematical results are
very elaborate. The early progress during the early 1970s years lead to promising
results on some problems like MAX INDEPENDENT SET, MIN SET COVER and MIN
COLOURING. In turn, this catalysed an interest that remains until today. Though
these techniques may not be practical in many cases, the field pushes the limits of
algorithmic design techniques and researchers create elaborate proofs, algorithms
and data structures to obtain the results.

Heuristics and Approximation Algorithms also showed that not only “time” and
“space” are important resources in the design of algorithms, also sparingly use of
randomness may help as well.

1.4.2 Basic Strategies for Computational Heuristics

For many theorists, in the area of algorithm design, ease of coding is actually
of no relevance at all but in the real world it is of great importance. We have a
paradoxical situation, mathematical methods that do not have theoretical guarantees
of performance are generally neglected regardless of all empirical evidence of the
usefulness in practical settings. However, theoreticians are well aware of some of the
limitations. Downey, Fellows and Stege, in [58], alert to the challenge to theoretical
computer science currently stands when they affirm:
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The undeniable successes of sometimes “mindless” and generally unanalysable heuristic
algorithms puts computer science theory in an uncomfortable position.

This said, we choose to discuss heuristics before other concepts are presented due
to their ubiquitousness in practical computing.

Heuristics are not “mindless”, and are based around some main key strategies.
Foulds describes four major strategies for the design of heuristics [70].

1. The Improvement Strategy—In many cases, a feasible solution is known, or
can be quickly computed, for a given problem. If there is an objective function
of interest, we may search in the space of possible solutions via an iterative
improvement scheme. The input for this type of heuristics is then a feasible
solution either suggested or built via another algorithm. A step-by-step procedure
is then designed such that the solution is iteratively improved by a series of
changes. If these modifications are somehow “relatively small”, people refer
to this strategy as a “local search” [173, 225]. Assume, for instance, that
Ben identified the set of vertices in Fig. 1.3 as an influential group in a social
network. Anna then could write a program that would iteratively improve on this
feasible solution by trying to reduce the cardinality. She may test, for instance,
if all possible ways of removing two vertices and including at most one lead
to a reduction of either two or one vertices in the dominating set. If no such
improvement can be found, you can extend your search trying to remove more
vertices [88]. This heuristic strategy then becomes, like others, a really easy thing
to implement and, in fact, experienced people on these approaches can quickly
produce heuristics that exploit this approach to the full extent of its potential.

2. The Construction Strategy—In other marketing and business scenarios, a
clean-slate approach is often preferred. A solution can be obtained by adding
a small component at a time. For instance, in a delivery problem involving n
requests, it may involve starting with a closed partial solution, e.g., a loop that
from a depot visits two clients that need to be served and returns to the depot.
Initially, these could be those that are further away from each other, so the initial
“tour” starts from a depot and visits these two. Then, iteratively, all remaining
n — 2 clients are considered, one at a time, selected with some criteria and added
to the route between the pair of existing clients in the tour such that the overall
length of the tour is minimized.

These types of strategies generally employ other mechanisms of “looking
ahead”, because adding an element to a solution may hinder the possibility of
a chain of a potentially more beneficial set of choices later in the construction
phase. The final output should be a feasible solution of the problem so, for some
problems, it is not unusual to run a construction heuristic followed by an iterative
improvement one. The first one guarantees that at least one feasible solution is
given, which is already a non-trivial feat for some problems.

3. The Component Analysis Strategy—Image databases of consumer interest,
for instance, are so large that the only reasonable strategy, for many problem
domains, is to partition them into smaller subsets for analysis. Improvement or
Construction heuristic strategies may be used to deal with each of the subsets
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separately (like, for instance, in problems involving visualizations). There are
cases in which the solutions for individual components need to be “aggregated”
to build the final solution for the whole database. This may require “resharing”
of individual elements to other components leading to a number of subsequent
heuristics to mitigate the effects of these new insertions in already established
partial solutions. It is one of the many prices to pay when datasets are too
large that either time, or memory, would make other more direct approaches not
implementable. However, this “divide and conquer” may have its very useful side
and, when well employed, could lead to efficient implementations.

4. The Learning and Adaptive Strategy—This approach tries to benefit from
previously gathered information during the process of searching, constructing
or improving solutions. There are a variety of methods to do this. At the end
of the spectrum, we have strategies such as the only ones discussed by Foulds,
based on the use of a tree data structure. The method can then track previous
decisions by coding it with a tree, the sequence of choices can be traced by a
path through the tree. It is then the choice of which branch to take governed
by a “heuristic function” which in turn can be guided by the outcome of
earlier decisions. Some exact methods generate a feasible solution and then
continue computing improving on that one. One example of this strategy is
truncated Branch-and-Bound. However, in the past three decades this strategy
has expanded considerably and we now have a number of strategies that also
adapt through the search process.

1.4.3 Metaheuristics and Variants

In the early 1980s, with the advent of the personal computing revolution, a new type
of strategies emerged. A term was later coined for this approach: “metaheuristics”.
This denomination encompasses a number of high-level and domain-independent
strategies that provide a set of guidelines to improve the performance of heuristics.

Some of the very first metaheuristics, for instance, Simulated Annealing [116]
or Tabu Search [77], were so easy to understand and implement that these
methodologies quickly started to be applied to many problems. Folklore stories
abound high-expenditure in commercial optimization software for solving major
logistics problems which were providing feasible solutions but were still rather
unsatisfactory from a return-on-investment point of view, but after a few lines of
code were included to implement a metaheuristic, the improved systems managed
to turn millions of dollars in savings for the associated company.

Today there are a number of different metaheuristics being applied in business
and customer analytics apart from the two mentioned before. Other types include
genetic algorithms, ant colony optimization, memetic algorithms (part of the field
of Evolutionary Computation), variable neighbourhood search, (adaptive) large
neighbourhood search, etc. How can metaheuristics empower the different strategies
for heuristic design? We can discuss them in the context of Foulds’ classification:
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¢ Metaheuristics and the Improvement Strategy—To use methods based on
iterative improvement we need to find clever ways to “represent” feasible
solutions of a problem. There are strong requirements to fill too. For instance, if
we have an objective function (and the task is either to find its, possible multiple,
global maximum or minimum) at least one of them should be a member of the
space of represented solutions (sometimes called the configuration space).

Metaheuristic methods may help a basic Improvement Strategy (like a simple
local search technique) by preventing that it may get “stuck” in a bad region of
configuration space (according to the objective function), a suboptimal solution,
or by bringing the search “closer” to where the global optima may be located
in the space. They do that by different techniques, for instance, by allowing
a temporary worsening of the solution currently being considered (e.g., both
Tabu Search [77] and Simulated Annealing [116] work that way). Alternatively,
metaheuristics could be designed to “restore feasibility”. For some problems
some representational schemes could be very self-evident and improvement
techniques be very efficient on them, at the hindrance of creating configurations
that do not represent feasible solutions. In that sense, metaheuristics help to
restore feasibility.

¢ Metaheuristics and the Construction Strategy—We have mentioned before
that a construction-based heuristic can guarantee the creation of a feasible
solution, which an improvement strategy can subsequently try to ameliorate.
This tandem process can be iterated as well. After the improvement strategy
has somehow “stagnated”, the process can be iterated by selecting other “seed”
parts and running the construction-based heuristic again. Alternatively, if there
is a guiding principle for the constructive heuristic, this principle can be slightly
changed, leading to some sort of adaptation of the process. We will then discuss
this more in the context of the final strategy which involves learning. Another
famous technique is called GRASP, from Greedy Adaptive Randomized Search
Procedure [65, 66, 179, 183]. A state-of-the-art survey of this methodology can
be found in [67]. In some sense GRASP is an example of a metaheuristic that
tries to combine the Construction, Improvement, and Learning and Adaptation
Strategies in a single package.

* Metaheuristics and the Component Analysis Strategy—It is perhaps a good
idea to discuss one particular problem from the area of logistics in which
this approach could lead to a good combination of the three strategies into a
metaheuristic. Suppose you have a single depot and a fleet of vehicles, each
having a maximum load capacity, and you quickly notice that you will need to
use many vehicles to satisfy the demand. You need to deliver a set of orders,
there are no time restrictions when the delivery needs to be done. First, you
partition the set of geographical locations into a nearly equal number of orders.
Then you can use a constructive heuristic to trace routes, and optimize the total
travel time with an iterative strategy. Most likely, for some of the vehicles you
have exceeded the maximum capacity, rendering your solution infeasible. Thus
you can use an iterative improvement heuristic to “shuffle” customers among
the different vehicles so that the maximum load is not exceeded. When for a
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vehicle you achieve that, then you try to optimize the route according to another
iterative improvement method that reduces the length of the travel. However,
all is dependent on your initial component separation, the partition of the set
of customer orders. In a metaheuristic, you need to plan again this component
analysis. You may need now to change the partition, perhaps in a more drastic
way, and reiterate the process. The next strategy gives one possible way to
achieve this.

* Metaheuristics and the Learning and Adaptive Strategy—There is an existing
great potential in mixing the learning and adaptive strategies with the other
design strategies. There are a number of metaheuristic methods that combine
them. For instance, soon after Tabu Search was proposed, other techniques like
Reactive Tabu Search, for instance, were proposed. In addition, a number of
other techniques involving techniques of machine learning followed this trend
aiming at helping to adapt the search procedures. The previously mentioned
GRASP, from Greedy Adaptive Randomized Search Procedure also contains
simple learning/adaptive mechanisms. Other metaheuristics that make use of
randomization and adaptation use a population of solutions and are related to
the area of Evolutionary Computation.

e Hybridize Always: Memetic Algorithms—Finally, there is one strategy that
aims at combining all the elements of the other strategies and also includes algo-
rithmic design elements from other areas. The key idea is that the hybridization
of the techniques would probably give benefits when the individual elements are
selected such that a “synergy”” would occur. The book dedicates several chapters
to this approach (i.e., “memetic algorithms”) so this topic is covered in at least a
couple of sections. We thus refer to Chap. 13 that covers the essentials in some
depth, points to the relevant literature and contains a survey of current trends and
applications in business analytics and data science.

1.4.4 Introducing Genetic Programming for Classification
and Model Building

We have mentioned Memetic Algorithms, and there is another technique from the
field of Evolutionary Computation that we will introduce now. We have used it in
several book chapters and it is relevant to include early into the discussion as it is
potentially very intuitive to understand.

It should now be clear to the reader that finding good algorithmic and/or heuristic
methods for a problem requires insight and a fair bit of knowledge of computer
science tools and study. The natural question these days, for almost everything, is:
“Can it be automated?” The “it” refers to many things. With every job in jeopardy,
perhaps it is also the case that significant parts of the “invention” of computer
science can be automated, at least in part. Can algorithm and heuristic design also
be automated?
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In fact, it is far to be a new question. Computer scientists have been discussing
this idea for quite a while and a lot of research exists in this area. The unquestionable
imagination of Alan Turing was there first [221], followed by Richard Forsyth’s
BEAGLE (Biological Evolutionary Algorithm Generating Logical Expressions)
[69]. Forsyth, almost 30 years later than Turing, shows that evolutionary systems
allowed the generation of rules for classifying heart patients (as deaths or survivors),
Olympic finalists (as long-distance runners or sprinters) and also on sports, catego-
rizing games into draws and non-draws. Another early pioneer is Cramer [45].

In 1992, John R. Koza published a book titled “Genetic Programming: On the
programming of computers by means of natural selection” [122] which was then
followed by other major contributions in 1994 and 1999 [123, 125]. The field had
a dramatic evolution since 1992. By 2010, Koza had already assembled a list of 77
problem domains in which a solution provided as a result of Genetic Programming,
on a major identified challenge, was already “human competitive”, meaning that it is
competitive with human-produced results [124]. Genetic programming applications
continue to highlight the power of the technique and challenge human performance,
including the optimization of software and its performance [38, 40, 128—131].

In general, a GP method represents solutions as tree structures (we note other
representations exist, but we will try to keep this introduction simple by referring
only to this case). Following the standard graph notation, there are vertices and
edges in these structures. The vertices that have degree one are called the leaves
of the tree and the other vertices are said to be internal. These internal vertices
have associated a mathematical operator. These operators depend on the problem
domain, they could be mathematical, e.g., addition, represented as “+”, subtraction
(“=""), multiplication (‘“*”), division (“/”), etc. In other problem domains it could
even be logical operators, or even primitive algorithms, etc. Each of the leaves will
have associated one of the variables associated with the study of which we have
data available. As said before, other building blocks associated with the internal
vertices could be logical operators (e.g., AND, NOT, OR, XOR, etc.), mathematical
functions (e.g., trigonometric functions, exponentiation, etc.) and many others.

Given a task of interest, the key idea is to associate these structures to “programs”
performing “actions” which are then “evolved” in a computer to complete a certain
task or to optimize some function of merit. There is often quite a generic evolution-
ary algorithm associated with this process, so these tree structures are generated
by processes involving “recombinations” of their structures or “mutations” (i.e.,
changes applied to small parts of these solutions in a random manner). The overall
idea is that, thanks to a guiding function (also known as a fitness function) we will
eventually generate a program structure (a tree) that performs well for the task at
hand.

In general, the trees search for an equation of the form y = f(x), where x =
(x1, X2, ...x,) is an array containing the variables of the given problem and f(x)
is a function of the variables only. The left side of the equation, represented by y,
may be a numeric class label (like in our example of Table 1.1 in which we had two
classes of objects), or a real-valued variable (e.g., it could have been the proportion
of objects sold of each particular type). For instance, if we are studying the one-out
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feature set problem of Sect. 1.3.2, and in particular the instance shown in Fig. 1.1,
then the class label y (which can take the values “sold” or “unsold”) would need to
be mapped to the values “1”” and “0”, respectively. Then a GP method can be invoked
to solve this problem. If, for instance, only multiplication, addition and subtraction
operators are allowed at internal vertices, one possible solution of the problem that
might be obtained is y = f(x) = 1 — x3 % x5, which takes the value “0” (unsold)
if and only if features 2 and 5 (here represented by x> and xs) are both “1” and are
valued “1” (sold) for all other cases.

In this example, we are dealing with a classification problem, and it could be
easily extended to several labels which are then mapped to different numerical
values. For the cases in which y is a real-valued, or continuous variable over some
interval (for which we know the value of f at only some particular points) we have
a regression problem. Arguably, our already more mathematically fluent readers
will quickly find some analogy with numerical regression in which are given a
mathematical equation representing a model of interest and the task is to identify
a set of parameters for which such a model “adjust” a given training data. In this
case we talk about symbolic regression, a particular type of regression analysis in
which we search a space of mathematical models (characterized by the trees that the
GP system can generate) which produce approximations of the “unknown” function
f(x) such that, on the set of given pairs of the form (x@D y;), the function f(x®)
minimizes some quantifiable divergence from the respective “expected” values y;.
Different alternatives are then consider to find a function f(x) that “does well” for
all the pairs, and this is modelled as different types of optimization problems.

In several sections in the book we will see examples of their applications to
problems that relate to consumer behaviour for classification and regression.

Current GP methods may allow to use more than one objective. For instance, for a
problem that has a binary outcome we would aim to find models that maximize the
accuracy, the balanced accuracy, the Fl-score, the Matthews Correlation Coeffi-
cient, Confusion Entropy other quality measures of interest for a classifier [106]. We
refer to Chap. 20, Sect. 20.3 for the definition and a discussion about these metrics.
At the same time, we would like to minimize the number of variables used. The
search of new models could be biased or unbiased by the selection of an initial
population of candidate solutions; however, “pure” symbolic regression generally
avoids having a seed model for initializing the search.

There are many software solutions available for symbolic regression that imple-
ment GP and their variations.!> In this book we have used the academic version
of a package called Eurega produced by the company Nutonian'® (acquired by
DataRobot in May of 2017). This package got a lot of attention after the publication
of a paper in the journal Science in which the authors “reverse engineer” the
laws governing the mechanical behaviours of several systems from experimental

htp://geneticprogramming.com/software/.
16http://www.nutonian.com.
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data [199]. Thanks to its free academic licence, it has allowed us to conduct
symbolic regression analyses and we present them in several chapters of this book.

In Eureqa the user selects an objective function which the GP will aim to
optimize. Its output of is a Pareto optimality curve which trades between the model
fitting capacity and its “complexity”.

As Chap. 5 explains in more detail, Eurega also uses what are called “building
blocks” that the user selects based on the type of data they are using. For instance,
in the example following below, we used these building blocks: integer constant,
introduction of an input variable, addition, subtraction, multiplication and division.
As for the objective function, we selected “Absolute Error”.

1.4.5 Genetic Programming for Predicting Who “Churns”

In Chap. 20 we present a case study in which the task is to find a way to predict
which clients would “churn”, i.e., leave a telecom service company, and which of
the customers are highly to be “non-churners” (they remain with the company).
The new method we use in that chapter is based on a different technique and we
also compare with the results provided by the GP approach. In this section, we just
want to illustrate on how GP generates models for churning behaviour. We refer to
Chap. 26 for details on this dataset.

To give an idea of how GP works, let’s see the following “equations” that Eureqa
generates. When they evaluate to “T'rue” this means that the client is predicted to
churn. The first model to consider is the following:

Churn = ((Int.l.Plan = No) + Intl.Calls — (Int.l.Plan = Yes))
< (Int.l.Plan = Yes) (1.1)

Note that there are two possibilities to discuss, either the client has no International
Plan or not. We will first consider the latter. If the client has no International Plan,
then (I/nt.l.Plan = Yes) is found to be False, returning a 0, and since Intl.Calls
is always a positive integer valued variable, then there is no way that this inequality
is satisfied (since (Int.l.Plan = Yes) is True returning a value of 1), so the
prediction is that the client is a “non-churner”. If the client has an International Plan,
then (Int.l.Plan = Yes) is found to be True, returning a 1, so (Int.l.Plan = No)
is found to be False, returning a 0. In this case the model predicts that the client
would be a “churner” if the inequality is satisfied, meaning that the number of
International Calls made in the period in being sampled, is one the three possibilities
(either O, or 1, or 2). For larger values of the number of Intl.Calls, since this is
always a positive integer valued variable, then there is no way that this inequality is
satisfied, so the prediction in this case is that the client is a “non-churner”. We show
how the GP method represents this model in Fig. 1.1.
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As the reader can appreciate, we do not argue for the usefulness of this model, it
is one among hundreds of millions of possible models that the GP code searches in a
matter of minutes in its quest to find a good predictive one. It is a very simple model
and, most likely, perhaps it can only explain a fraction of the “churn” behaviour.
This is reasonable to expect as the model seems to be entirely related to two aspects
of the user experience and interaction with the service.

Other co-evolving models can be more complex, for instance:

(VMail.Plan = No % Day.Mins * Day.Charge x Eve.Charge)
(Day.Mins + Eve.Mins)

> Area.Code (1.2)

Churn =

When preparing the data, we have deliberately included the Area.Code as a
variable. The GP may, or may not, select this characteristic to build a model.
The previous model did not use it, while this one has. Some other studies have
left it outside of the scope in the generation of models as it was supposedly not
contributing to a better understanding of user behaviour. It is known, however, that
in the USA some area codes may have a non-random distribution with several highly
populated areas of the states of California and New York having high values for the
Area.Code value. It may be the case that this model has found some benefit of
including some sort of regional information, together with costs and durations of
calls, to produce a prediction.

Now, to simplify the notation (as the next models are fitting better but
have more variables) we will use the following convention: Day.Mins (DM),
Night.Calls (NC), Night.Charge (NChrg), VMail.Plan (VP), Eve.Charge
(EV), Intl.Charge (IC), Area.Code (AC), Int.l.Plan (IP), Intl.Mins (IM). We
then have two other equations to consider.

Churn = (DM + NC + (VP = No) * EC x IC) > AC (1.3)

which can be seen as the tree structure of Fig. 1.9b and finally, the last equation
indicates that Churn = True if, and only if, the value of the variable Area.Code
for a given customer is strictly smaller than the value given by

DM+ ECxIC

+(VP =Nox DM * EC* NChrg + IP =Yes * (IM x IC)?)
AC

(1.4)

We show Eq. (1.4) as represented by its corresponding tree structure with the aid of
Fig. 1.9c.
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Int.l.Plan_no
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Fig. 1.9 Three different models for predictive churning behaviour in a telecom case study. More
complex models have better predictive capabilities but may be more difficult to understand. (a) A
tree representing Eq. (1.1). It has four leaves and only uses two variables. (b) A tree that represents
Eq. (1.3). We note that the variable Area.Code is now part of the solution. (¢) A tree that represents
Eq. (1.4). We note that Intl.Plan acts as a sort of “gatekeeper”. If this is equal to “Yes”, then
churn behaviour becomes highly dependent of the value of either /ntl.Mins and Intl.Charge to
the power of three. This indicates a clear need to address these costs to consumers who have the
plan and, probably, also the need of customer-specific plans (as for some the charges are an issue
and for others the usage). Market segmentation is a technique that is employed to address these
issues and it is discussed and applied in several chapters of this book

1.4.6 Mathematical Models and Interpretability

It is hard for somebody trained in the physical or exact sciences to easily accept
these equations as a “model” of a phenomena, perhaps due to the use of the word in
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different fields. Physicists, for instance, quickly search for the “units” in an equation,
and these do not seem right in that regard. The first term of Eq. (1.4) is DM which
is measured in minutes, and the second term is £C x I C which could be measured
in “US Dollars squared”. Clearly, interpreted like this, these individual models will
make very little sense. Some may give some insights and many clearly not.

It could be possible, as an alternative, to restrict the domain of models that the
GP code is searching to some in which there is some sort of correct “balance” of
units of measure. We are not aware that there are many researchers investigating in
that direction though, whether restricting the GP to some particular types of model
classes, according to some ‘“hints” [3-7], would actually increase its prediction
capability in generalization, i.e., given more accurate answers (for classification
problems) or more accurate values (for numerical regression problems). Due to
previous experiences in learning in neural networks [8, 151, 204] we do expect
this also to be the case in “learning using GPs”. Instead, the general practice of a
large number of practitioners of machine learning and artificial intelligence methods
concentrates in “just finding” a suitable encoding of the data into the input of their
adaptive technique (a GP, an artificial neural network, etc.), and then they adapt it
(i.e., they produce changes that “train it” using the data). This process generates
mathematical expressions that, when evaluated, can help to deliver predictions.
These equations are sometimes considered to be “weak learners”, rules-of-thumb
classifiers that may not necessarily be working very well.

Other more complex machine learning and Al systems can have better pre-
dictions at the risk of transforming into “black boxes”, hindering interpretability
for us, mere human mortals. Even if we can follow the computation of these
“internal representations” of the models they are just too intricate to translate it into
meaningful natural language. We know about these limitations of machine learning
and Al systems for many decades, but now the discussion has become vox populi
due to the apparently imminent introduction of self-driving cars in our roads and
their legal and ethical implications.!’

One thing is sure, the study of the automatic generation of mathematical models
and interpretability in machine learning is going to be a hot topic of research in
future decades [144, 175]. As we will see in another chapter of this book, there is a
trade-off between accuracy and interpretability [196].

1.4.7 Recombination and Mutation in Genetic Programming

Since GP is based on the evolutionary computation paradigm of creating, selecting
and storing a population of solutions, it is pretty obvious that there should be a
mechanism to “recombine” two solutions. In the case we are discussing, such a
process produces new models. In Fig. 1.10 we give an example of such a process.

Thttps://www.technologyreview.com/s/604087/the-dark-secret-at-the- heart- of-ai/.
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Two solutions are selected (by some algorithmic/heuristic decision process), called
Parent 1 and Parent 2, and then two new solutions are created. The selection of
internal vertices at random in the two parent trees is followed by the swapping of
the corresponding subtrees that start from that vertex. In this case, the operator of
that vertex is also swapped.

It is hard to imagine that such a crude procedure for sharing information could
indeed lead to the generation of better models. In fact, in most cases, the models
generated are indeed far worse than the two parents. After iterating these processes
millions of times, the individuals in the population somehow ‘““co-evolve” and it is
expected that the individuals’ trees share some similarity for the internal vertices
and structure near the root and gradually diverge towards the leaves. Recombination
may become more useful near the end of the run, when we could see the process
helping to “fine tune” a particular model. While we have observed this behaviour in
several successful implementations of GPs, it may be the case that a less performing
GP lacks this behaviour and consequently a new design of the representation of the
solutions is needed.

Parent 2

Int.I.Plan_no
VMail.Plan_no Eve.Charge

Child 1 Child 2

Fig. 1.10 Recombination in Genetic Programming. Two solutions, represented by the two trees
labelled “Parent 1” and “Parent 2” recombine parts of their structures to generate two ‘“children”
solutions. This is achieved by selecting at random an internal vertex to both trees and swapping
the subtrees, including the selected vertex. This is, in general, a highly disruptive recombination
mechanism. Other representations and more sophisticated recombination algorithms also exist in
the literature
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Int.l.Plan_no

Fig. 1.11 An example of a mutation method in Genetic Programming. The tree to the left of the
figure is chosen for mutation, generally according to some prescribed probability. A new solution
is created by first identifying a vertex at random (marked in grey here) and then creating a new
subtree from that vertex. As in the case of recombination, this procedure can be very disruptive
and special problem-domain specific technique may be applied

In addition, GPs have operators that “mutate” a given solution. In general, such
a word is used to a process that generates a new tree structure from a current one
by modifying it without the intervention of another solution of the problem (e.g.,
without the information provided by another tree structure). In Fig. 1.11 we see
an example. An internal vertex has been selected at random (in grey) and a new
subtree is created in its place. There are many ways by which this can be done. They
go all the way from being a highly randomized procedure to some other schemes
that use more problem domain, an approach which is likely to be called “memetic
programming” [68, 149, 150] in which individual improvement of these structures
is also beneficial.

1.4.8 Genetic Programming for Predicting Wine Quality

There are a number of applications of GP for consumer analysis. In [224], the
authors use a GP that uses hedonic (liking) ratings for 40 flavours each composed
of the same 7 ingredients at different concentration levels. Surrogate models of
human taste are created using these 40 samples, and then, using another optimization
technique, new flavours are created that receive high liking scores and consistently
liked by a cluster of panellists.

The mechanics of a GP code such as Eureqa allows to be used also for symbolic
regression, which as we said before, is a type of regression analysis. We now need
to approximate a function f(x) such that we are given a set of pairs of the form
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(x®, y;) and the values y; are numerical and could be integer (e.g., like in a Likert
scale as it is frequently used in surveys), rational or even real valued numbers.

As a relatively simple example to introduce GP for consumer analytics and the
Eurega software, we illustrate with a publicly available dataset on Wine Quality
including information on to hedonic characteristics of Greek wines (i.e., aroma and
taste). In [181], Raptis et al. provide data for a training set composed of 140 wines
for which we have information about three quantitative inputs; the barrel usage (the
number of refills of a barrel), the barrel age and the distillate age (the maturation
period of each distillate contained in a specific barrel, measured in years). For all of
them we also have expert ratings (each on a scale from 0 to 10) of the qualitative
evaluation of the taste and the aroma of these wines. They also provide the same
information for a fest set of 20 wines. The objective of Raptis et al. in [181] is to
find a predictive model, using the quantitative input variables, to “predict” expert
ratings of aroma or taste quality.

In Fig. 1.12, we can see the results of one of the equations produced by the GP
system (Eq. (1.5)). The figure shows the “predicted” values from the Aroma in the
20 wines of the test set (red columns), as well as the actual test values (in blue).

12
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12 3 45 6 7 8 91011121314151617 1819 20

Wines by barrell

B Aroma test set values M Predicted aroma values

Fig. 1.12 Results of a predictive model that was trained with 140 observations. We show the
results on an independent set of 20 samples not used for training. The bar plot shows, for each
barrel, the results of the expert panel aggregated opinions on the wine’s aroma (in blue, “Aroma
test set value”, which takes integer values between 0 and 10) and the results of the predictive model
found by the Genetic Programming-based system (as obtained with the Eureqa software)
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. 42 x Distillate_age
Aroma_evaluation = — (1.5)
(10 + Barrel_usage + 3 * Distillate_age)

The equation was still a fairly “simple” one as its Eureqa attributed “size” (an
indication of how complex the function is), was 12, as opposed to the best fitting
solution of which the “size” was 48. However, what is interesting to note is that for
Eq. (1.5), the R? Goodness of Fit value is 0.94, and for the best fitting function we
found its value turns to be 0.97. It seems that a much simpler model does almost
as good of a job at “predicting” the aroma quality attributed by experts as the best
fitting (and much more complex) function.

Further, we also used the GP in an attempt to find models to predict wine quality
“taste” in the dataset. The “building blocks” and objective function are exactly
the same using the same data to predict it. The interesting difference between
the experiments for Aroma and Taste is that when predicting Taste, the method
performed slightly worse. The R?> Goodness of Fit value for the best (and most
complex) model of predicting Taste is 0.95. However, a model more comparable in
terms of “size” and complexity as that in Eq. (1.5) for the taste experiment is shown
in Eq. (1.6) and only has a R? value of 0.88.

72

14 + Barrel_usage x Barrel_age
(1.6)

Taste_eval. = (Distillate_age — 1) +

The approach used by Raptis et al., who first proposed this problem and
contributed the dataset in [181], is based on fuzzy logic and artificial neural
networks, consequently less interpretable than these models. Towards the end of the
chapter, we will cover some aspects of the latter. Readers may then like to compare
the outputs provided by artificial neural systems and those of GP. It is clear that
the interpretability of the models of these “weak learners” is a compelling aspect
for their utilization. It basically tells us which sets of variables seem to be more
important (two perhaps for the aroma and three seem to be necessary to predict taste
evaluations). They correlate with domain understanding, i.e., aroma is proportional
to maturation and inversely proportional to the times a barrel has been used, while
for taste its age is equally relevant.

A GP applied for a classification or a symbolic regression problem is selecting
variables (features) that it finds most useful for the task at hand. The selection of
which subset is used is based on the performance of the group as a whole. This
means that it helps to detect possible synergies between these features. Such an
approach for feature selection is called a “wrapper”. It has two main problems.
When there is not enough samples in your training set, there is a risk to overfit
(particularly if you have many features). High-dimensionality is also a problem, if
you have too many features the computation of a classifier, for instance, may take
too much time. The alternatives are “filfer” methods. In this alternative approach
the selection of a best subset of the features is conducted and completed before we
create a classifier or we build a mathematical model based only on those features. In
the next section we enter into the discussion of one approach for feature selection.



1 Marketing Meets Data Science: Bridging the Gap 53

1.5 Feature Selection and the Marketing of a Presidential
Candidate

We will introduce some basic concepts about feature selection in data mining and
basic model building with the aid of a very engaging problem domain of timeless
appeal.

Nearly 35 years ago, a fortuitous encounter brought together a historian, Allan
J. Lichtman from American University of Washington, DC, who had a strong
interest in American politics, and a Soviet geophysicist and mathematician who
was developing mathematical models and methods for earthquake prediction, Prof.
Vladimir Keilis-Borok of the U.S.S.R. Academy of Sciences. At the California
Institute of Technology, where both were Fairchild Scholars, they found themselves
seated next to each other at a dinner party. They both guessed if the hosts had
organized this on purpose as it looked as an odd matching of a pair of dinner guests.
But soon they discovered their mutual interest in predicting “big changes”. The
unlikely research collaboration soon followed, another evidence that a lot can be
done at the intersection of sciences with likewise open minded people willing to
delve into interdisciplinary research.

Table 1.2 The 12 questions presented by Lichtman and Keilis-Borok

Feature | Question In 1980

Ql Has the incumbent party been in office more than a single term? No

Q2 Did the incumbent party gain more than 50% of the vote cast in the | No
previous election?

Q3 Was there major third party activity during the election year? Yes

Q4 Was there a serious contest for the nomination of the incumbent party | Yes
candidate?

Q5 Was the incumbent party candidate the sitting president? Yes

Q6 Was the election year a time of recession or depression? Yes

Q7 Was the yearly mean per capita rate of growth in real gross national | Yes

product during the incumbent administration equal to or greater than the
mean rate in the previous 8 years and equal or greater than 1%?

Q8 Did the incumbent president initiate major changes in national policy? No

Q9 Was there major social unrest in the nation during the incumbent | No
administration?

Q10 Was the incumbent administration tainted by a major scandal? Yes

Ql1 Is the incumbent party candidate charismatic or a national hero? No

Q12 Is the challenging party candidate charismatic or a national hero? Yes

In the rightmost column we show the authors’ answers (provided in [140]) for the election of 1980
that gave the presidency to Ronald Reagan

Predicting who can win an election indeed seems to be an impossible task and
the same can be said about predicting earthquakes. The story is a good example of
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the concept of feature engineering and how it can bring a new perspective to analyse
problems for which it is seemingly impossible to come up with a solution.

Table 1.3 The table shows the dataset contributed by Lichtman and Keilis-Borok, with each
answer for each election represented in binary (1=Yes, 0=No) in [140]

Year [Ql |Q2 Q3 Q4 |Q5 Q6 [Q7 |Q8 |Q9 Q10 QIl | Q12 | Winner (target)
1864 ([0 |0 |0 |0 1 0o |0 |1 1 0 0 0 Incumbent
1868 | 1 1 0 0 0 0 1 1 1 0 1 0 Incumbent
1872 |1 1 o |0 1 0 1 0 |0 0 1 0 Incumbent
1880 |1 0 |0 1 0 0 1 1 0 0 0 0 Incumbent
1888 |0 0 |0 0 1 0 0 0 0 0 0 0 Incumbent
1900 |0 1 0 0 1 0 1 0 0 0 0 1 Incumbent
1904 |1 1 0 0 1 0 1 0 0 0 1 0 Incumbent
1908 |1 1 0o |0 0 1 0 |1 0 0 0 0 Incumbent
1916 |10 |0 |0 |0 1 0o |0 |1 0 0 0 0 Incumbent
1924 |0 1 1 0 1 0 1 1 0 1 0 0 Incumbent
1928 |1 1 0 0 0 0 1 0 0 0 0 0 Incumbent
1936 | 0 1 0 0 1 1 1 1 0 0 1 0 Incumbent
1940 |1 1 0o |0 1 1 1 1 0 0 1 0 Incumbent
1944 |1 1 o |0 1 0 1 1 0 0 1 0 Incumbent
1948 |1 1 1 0 1 0o |0 |1 0 0 0 0 Incumbent
1956 |0 1 0 0 1 0 1 0 0 0 1 0 Incumbent
1964 | 0 0 |0 0 1 0 1 0 0 0 0 0 Incumbent
1972 |0 0 0 0 1 0 0 1 1 0 0 0 Incumbent
1860 |1 0 1 1 0 0 1 0 1 0 0 0 Challenger
1876 |1 1 0 1 0 1 0o |0 0 1 0 0 Challenger
1884 |1 0 |0 1 0 0 1 0 1 0 1 0 Challenger
1892 |0 |0 1 0 1 0 |0 |1 1 0 0 1 Challenger
1896 |10 |0 O |1 0 1 0 |1 1 0 1 0 Challenger
1912 |1 1 1 1 1 0 1 0 |0 0 0 0 Challenger
1920 |1 0 |0 1 0 1 0 |1 1 0 0 0 Challenger
1932 |1 1 0o |0 1 1 0o |0 1 0 0 1 Challenger
1952 |1 0 |0 1 0 0o (0 [0 o 1 0 1 Challenger
1960 |1 1 o |0 0 1 o (0 |0 0 0 1 Challenger
1968 |1 1 1 1 0 0 1 1 1 0 0 0 Challenger
1976 |1 1 0 1 1 o (0 [0 o 1 0 0 Challenger
1980 (0 |0 1 1 1 1 1 0 0 1 0 1 Challenger

The final column (i.e., the “target” feature) indicates the winner party of the popular vote, with the
“incumbent” party victory indicating some stability, or the “challenger” party victory (indicating
the presence of some sort of upheaval in the society at the time). These “key” 12 features were
expanded to a set of 13 in [52] with an extra one that also helped to accurately “predict” the
election of 1912 (this feature was not present in [140])

The central idea they had was to look at the problem from a “geological
perspective”. “Stability” was then linked to the fact that a political party that
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currently runs the White House would continue there, while “Upheaval” was then
linked to the case in which the party that challenges the current control of the country
wins the election. This radically changes the perspective on the prediction problem.
The question swifts. It is no longer whether Republicans or Democrats would win
but instead they worked in a complete new representation of the core issue, namely:
“Upheaval or Stability”?

Keilis-Borok and Lichtman did their “feature engineering” according to this
new perspective which, in turn, needed a new representation of the knowledge
database. They looked at features whose responses were either “true” or “false”
and that the answers had some correlation with the outcome (Upheaval or not) in
each election since 1860 until 1980. Features with weak association like “Has the
election occurred during a time of war?” were omitted. They finally identified 12
features that, together with an algorithm, “retrodicted” the popular vote winners of
every election from 1860 to 1980 except the 1912 election.

Table 1.2 has the 12 “key” features. (We note that Lichtman continues working
and publishing in this subject and later, with the collaboration of statistician Harry
N. Davey at the U.S. Bureau of Labor Statistics, they were expanded to it to 13
features [142] and they slightly differ from these. We choose to illustrate our take
on this problem by referring to the 12 features in their original publication [140].)
The reader would note that these features reveal the interest on building models
that would help to understand politics. Questions related to issues like social unrest,
foreign policy, etc., as well as opinion polls were not considered. In [140] we can
read:

The full set of favourable circumstances for continuity in party control of the White House
has not changed significantly in the past 100 years.

and later they say

Our 12 questions seem to be close to a minimally necessary set, given the information
included in this study. Of course, our questionnaire could be superseded by other questions
not considered here.

These open research questions motivated us to study this problem with a different
perspective. Is it the case that these questions are a minimal necessary set? Is it
possible that a subset of the questions has the same discriminatory power? We note
that the comment of Lichtman and Keilis-Borok relates to the nature of the dataset
and the algorithm they have devised to classify samples (a technique that could be
classified as closely linked to kernel discriminant function analysis [195]). Would it
be possible that another technique would prove that there is discrimination between
the pairs of samples and that a small feature set could achieve this objective? There
is obviously no single feature, or not even a pair of features that can do that, so the
problem of identifying k features out of those 12 would require some computation
(Table 1.3). Table 1.4 shows that a subset of the whole set of questions is a 5-feature
set, so it is time to give a proper formal definition to this problem.
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Table 1.4 A reduced dataset from the one presented in Table 1.3

Year(s) of same election pattern

=)
=
=)
W
=)
®
=]
o

Q12 | Winner (Target)

1864, 1972 0 1 1 1 0 Incumbent
1868 0 0 1 1 0 Incumbent
1872, 1888, 1904, 1956, 1964 0 1 0 0 0 Incumbent
1880 1 0 1 0 0 Incumbent
1900 0 1 0 0 1 Incumbent
1908 0 0 1 0 0 Incumbent
1916, 1924, 1936, 1940, 1944, 1948 | 0 1 1 0 0 Incumbent
1928 0 0 0 0 0 Incumbent
1860, 1884 1 0 0 1 0 Challenger
1876 1 0 0 0 0 Challenger
1892 0 1 1 1 1 Challenger
1896, 1920, 1968 1 0 1 1 0 Challenger
1912, 1976 1 1 0 0 0 Challenger
1932 0 1 0 1 1 Challenger
1952 1 0 0 0 1 Challenger
1960 0 0 0 0 1 Challenger
1980 1 1 0 0 1 Challenger

We highlight the presence of a subset of features that constitute a 5-feature set. These questions
alone can help generate a predictive model for the outcome of the election. Identifying these feature
sets in data allows to “compress” information as well, uncovering a common set of characteristics
which are jointly present. In turn, political scientists can elaborate theories about their formation
and influence in the electorate behaviour

1.5.1 Let’s Get More Formal: The k-FEATURE SET

We can now return to our marketing motivation. In the general case, a company
may have information of several products or services that have been rejected by
consumers and, hopefully, the company would have others being purchased and
accepted. We then say that the particular case of having only one sample of one
class, while all the others are of the different class, is a special case of the problem
the k-FEATURE SET problem known as the ONE-OUT k-FEATURE SET (one of the
classes has only one sample from it). Following Davies and Russell [50], the k-
FEATURE SET is the following decision problem:

k-FEATURE SET

Instance Given a set X of examples (which are composed of a binary value
specifying the value of the target feature and a vector of n binary values specifying
the values of the other features) and a positive integer £ > 0.

Question Does a set S of k non-target features exist such that:

e SC{l,-.--,n}(i.e., the set S has the indexes of the features in the feature set),
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* |S] =k (i.e., the set S has cardinality equal to k),
* no two examples in X that have identical values for all the features in S have
different values for the target feature?

The reader can now check that the subset of five features presented in Table 1.4 is
rightfully called a 5-feature set for the US Presidential elections data. We now know
that feature sets of size k > 5 exist for this problem, but do we have still open to
know if there are feature sets of smaller cardinality? These decision problems (one
for each value of k) can be conveniently reformulated as follows:

k-FEATURE SET

Instance A set of m examples X = {x(l), x(z), e, x(m)}, such that for all i, x) =
e x0x 1 D) € 10, 1)1, and an integer k > 0.
Question Does a feature set S, S C {1, ---,n}, with |S| = k exist and such that

for all pairs of examples i # j, if ) # t(/) there exists [ € S such that xl(i) + xl(j)?

Table 1.5 An instance of the

LF S bl 1 1 1 1 1 Sold
“PEATURE SET problem o0 1 0 0 |0 |sold

from a marketing scenario in

which the first four samples 0 0 0 0 0 Sold

(rows) correspond to objects 1 0 0 1 1 Sold

of one class (“purchased”) 0 0 1 1 1 Unsold

End the o]gher three Samglﬁs 1 0 1 0 0 Unsold
ave not been purchased by 0 1 0 1 1 Unsold

consumers
Each of the five columns indicate a char-

acteristic that is either present or absent
in those products. Each column indicates a
different “feature”

Table 1.5 shows a simple example of this problem from a marketing application.
For the mathematical formalization, we now mapped also the target feature to binary
values (e.g., “sold” is represented by a value of “1” and “unsold” by a “0” for the
data of Table 1.5, or “incumbent” is represented with a “1” and “challenger” with
a “0” for the data of Tables 1.3 and 1.4).

1.5.2 Minimal Feature Sets Help to ldentify Patterns in Data

In 2004, which was an election year in the USA, one of the authors of this chapter
addressed the issue of identifying if Lichtman and Keilis-Borok’s dataset contains a
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minimum feature set. A manuscript was produced in which the authors studied the
application of exact methods to find k-Feature Sets of minimum cardinality for this
problem [161].

From the previous section, recapitulating a bit, in Table 1.3 we present the
original data and a 5-Feature Set is shown by highlighting the values of five columns
in boldface. In Table 1.4 we show how this feature set “compresses” the information
available and that several elections have the same pattern of feature state values and,
by definition, no pattern of feature set values that we observe in one of the two
classes of outcomes is observed in the other one. Some elections differ by only
one feature, for instance, the election of 1892, that brought challenger candidate
(Grover Cleveland, Democrat) to the White House, only differs in a single value in
one of the five features (Q12) from the elections of 1864 (Lincoln, Republican) and
1972 (Nixon, Republican). Indeed, Q12 seems to be a decisive factor (Q12: Is the
challenging party candidate charismatic or a national hero?), and it is worth noting
that Cleveland was one of only two people to win the popular vote in three U.S.
presidential elections and the first person in the USA who was elected to a second,
non-consecutive presidential term.

The elections of 1980 and 1900 only differ in the value attributed to feature
Q4 (Q4: Was there a serious contest for the nomination of the incumbent party
candidate?). In 1980, the election that brought Ronald Reagan to the presidency,
the incumbent was Jimmy Carter who had a troubled presidency (with double-digits
figures for inflation, interest rates and an energy crisis). Carter also faced the Iran
hostage crisis, the misfortune of an attempted rescue that failed and a perceived
deteriorated leadership. Senator Ted Kennedy appeared as a serious contender to
be the leader of the incumbent party, with a leadership in the polls of 58-25
against Carter in August 1979, then going to 49-39 3 months later. Kennedy lacked
a clear will to confront Carter and he failed to articulate his motivation for the
top job!8; these factors clearly debilitated the Democrat campaigners. In contrast,
in 1900 the incumbent was William McKinley who was unanimously nominated
for his re-election with no candidate running against him in the 1900 Republican
National Convention, and New York Governor Theodore Roosevelt was selected
as nominated candidate for the Vice-Presidency by a vote of 925 with only one
delegate abstaining. This shows the markedly different outcomes for Q4 for these
two elections.

In June of 2004, our team at The University of Newcastle submitted our
manuscript on the application of k-Feature Set techniques for the US Presidential
Election to the Thirtieth Australasian Computer Science Conference. At the time of
submission, George W. Bush was the incumbent candidate and the challenger was
John Kerry. Our paper was accepted and the final version was resubmitted before
the election took place and in it we predicted Bush’s victory. At the Republican
National Convention Bush received 2508 votes (with only one abstention, a 99.96%
of the votes), so we can safely assume that the answer to Q4 is “No” in this

]8http://archive.boston.com/news/nation/articles/2009/02/ 18/chapter_4_sailing_into_the_wind/.
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case. The answer to QS5 is obviously “Yes” as Bush was seeking re-election, the
answer for QS8 is also “Yes” as during the first Bush administration there were
major changes in national policy. In our paper we assumed that, in spite of the
war in Iraq and Afghanistan, there had been no major social unrest inside the USA.
We acknowledged that protests have occurred in relation to the nation’s foreign
policies but that it does not seem to be an unusual position for the USA and we
did not consider this was a major unrest within the nation. This said, our answer
for Q9 was “No”. Finally, we considered that the answer of Q12 was “Yes”. We
highlighted the fact that John Kerry was decorated 5 times, including 3 Purple
Hearts, in the Vietnam conflict and we considered reasonably charismatic (although
we acknowledge the use of the term “reasonably” as he was far from the charisma
of some other successful challengers of other elections like John F. Kennedy (1960),
Ronald Reagan (1980), Dwight Eisenhower (1952) or Franklin D. Roosvelt (1932)
as well as the previously cited Grover Cleveland (1892)). This said, the pattern
in question for 2004, regarding our 5-feature set was (Q4 = 0, 05 = 1, 08 =
1, 09 = 0, 012 = 1). This is very close to the most frequent pattern that can be
observed as associated with an incumbent victory, present in the elections of 1916,
1924, 1936, 1940, 1944 and 1948. Based on a number of further analytical studies,
including the generation of other types of feature sets that will be described in other
chapters of this book, we made the final prediction: “Bush will win the election”.
We waited for our fate, as presenting the manuscript in an International conference
in Computer Science with a failed prediction would be quite a challenge and a lesson
in humbleness.

Luckily for our self-esteem and the confidence in our new mathematical models,
Bush won the popular vote for a very close margin. However, we did follow the
marketing campaign closely during 2004. Clearly, Q12 was indeed a key question.
If the perception of the public can be directed to make a five-times decorated John
Kerry, former prisoner of war in Vietnam for 5 years, with 3 Purple Hearts, not look
as a “war hero”, perhaps that is where there is some point in converting to the pattern
that has been so frequently observed to be associated with an incumbent victory. In
fact, John McCain (Republican) had denounced the ads attacking John Kerry as
“dishonest and dishonorable” and urged the White House to condemn it as well.'?
Fast-forward 11 years, in July 2015 it was the turn of John Kerry to defend the
war hero record of John McCain when he went under attack from Donald Trump.?°
Kerry said: “If anyone doesn’t know that John McCain is a war hero, it only proves
they know nothing about war and even less about heroism”.

It is comforting that we still have people who are supporting different political
parties yet they do not allow some tactics to be employed in the media and that see
each other as citizens full of respect and admiration, if this is something genuine
and not also a political tactic. Now from a purely mathematical and data analytics
perspective, this dataset allowed us to present a very simple, yet illustrative, example
of how a combinatorial approach can give new insights on a complex predictive

http://www.nbenews.com/id/5612836/ns/politics/t/mecain-deplores-anti-kerry-ad/.
2Ohttp://www.businessinsider.com.au/john-kerry-donald- trump-john-mccain-2015-7.
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problem that spans more than a century. We thus recommend the reader to read the
original publication [140] and to compare it with [161] in which several k-Feature
Sets of minimum cardinality are found for this dataset. The method presented here
is indeed non-parametric and can give important insights. In future sections we will
revisit the dataset to present some other techniques and again it will help us to
illustrate some of the main concepts.

Donald Trump’s Victory in 2016: Could It Have Been Predicted?

Many things happened in 2016, and indeed we witnessed a highly uncommon
presidential election. This said, this year may have “broken the mould” of
what an election is and how it is planned, but it is illustrative to see what our
analysis based on feature sets can deliver.

We refer the reader to Fig. 1 of [161] that presents a decision tree. The
top question at the root of the tree is Q4 (‘Was there a serious contest for
the nomination of the incumbent party candidate?’). In our view it can be
answered as “Yes” as indeed the contest of the nomination of the Democratic
party was very serious, with Clinton defeating Sanders and without the party
giving any impression of coming in unity to the election. The next question
in the decision tree is Q8 (“Did the incumbent president initiate major
changes in national policy?”), again we argue the answer is a clear “Yes”
as Obama introduced many major national policy changes during his 8 years
as President. Finally, Q9 ("Was there major social unrest in the nation during
the incumbent administration?’) is a matter of discussion. Answering “No”
indicates that the decision tree predicts an Incumbent victory for Clinton.
We have, however, very little previous evidence of a similar pattern (only
the election of 1880). A “Yes” answer leads to three elections that had the
three-questions pattern (1896, 1920 and 1968). We can argue that a large and
latent “social unrest” existed in the society, and that may have made him
“unstoppable” [212]. Film-maker Michael Moore was among the few that
pointed at the unrest in the “rust belt” of the Great Lakes (Michigan, Ohio,
Pennsylvania and Wisconsin), see his post “5 reasons why Trump will win” !

One of Moore’s five reasons indirectly points to Q4. He mentions the
“Depressed Sanders Vote”, a backer who will be a voter for Hillary, if obliged
by the circumstances but that “doesn’t bring five people to vote with her”.
He doesn’t volunteer 10 h in the month leading up to the election. She never
talks in an excited voice when asked why she’s voting for Hillary”. The view
is then that in a democracy that does not have compulsory attendance to
elections, these voters would not draw in followers and incumbent parties
that have serious contests for the nomination will always suffer. Q4 is indeed

(continued)

2l http://michaelmoore.com/trumpwillwin/.
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very important, only the election of 1880 can be answered “Yes” (won by
Garfield) yet it lead to an Incumbent party victory and in 10 other elections
we have victories of the Challenger party. In fact, Allan Lichtman himself
pointed at the risks for the Democrats in May 2016 (in “Why President Obama
must endorse Hillary Clinton” [141]). In that article he also highlights that
Garfield’s exceptional victory in 1880 was a marginal one he “eked out a
general election victory by one-tenth of I percent of the popular vote in 1880 .

What does the US Presidency dataset teach us? The application of a method to
identify a 5-feature set followed by the generation of decision trees based on these
features is an example of the “filter” approach to feature selection and then training
of a classifier. However, this simple dataset gives the opportunity to discuss some
other issues in marketing and data science. The next sections give connections with
techniques normally use to the analysis of data.

1.5.3 Association Rules

In early 2016, Lichtman recommended Obama to endorse Hillary based on what we
call an association rule. This is basically a statement of the form: “If P then Q”.
This basically reads “if P is true, then Q is also true”. Mathematical logic is the
basis of association rule mining [85, 86].

In data analytics, algorithms for “discovering” association rules are in high
demand to “mine” the databases (like the one of US Presidents) to discover
regularities in the collected evidence [10]. They have traditionally been used by
supermarkets to identify regularities at transaction data recorded by point-of-sale
systems (an example from the field of market basket analysis has been recently
popularized by recommender systems like those of Amazon and other e-commerce
providers).

Quantitative association rules also exist; for instance, “ten percent of married
people between age 50 and 60 have at least 2 cars” (an example from [210]).
Litchman’s advice to Obama in The Hill’s article could have thus been written
simply as:

Ten out of the 11 times in which (Q4 = True) AND (Q8 = True) AND (Q9 = True)

the Challenger Party won the election.

which is a quantitative association rule involving the target feature and which clearly
conveys a very powerful message.

Finding these association rules has then been the quest of many researchers using
exact algorithms like Apriori, Eclart and FP-Growth [90] or based on dynamic
programming [238] and heuristics [14, 107, 115, 153]. Chapter 6 discusses advanced
techniques in this area.
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Identifying small feature sets then leads to a dimensionality reduction and a
guarantee that all the possible cases of outcomes are “covered” by an association
rule. The one presented to President Obama covered some of the outcomes, but
others can be extracted from the decision tree (by starting in the root and working
downwards towards a leaf).

1.5.4 The Need for Including a Problem Domain
When Mining Rules

Finding association rules is probably not enough to derive useful knowledge.
In Marketing, “Market Basket Analysis” refers to techniques that try to identify
the products that are more likely to be purchased together with another group
of products. Vindevogel, van den Poel and Wets alert that, when applied to
market basket analysis, association rules can bring together products that are both
substitutes and complementary so care has to be taken by marketers who need to use
domain knowledge [226].

Complementary products have a negative cross-price elasticity: when the demand
for one product decreases, the price of the other one increases. Analogously,
supplementary products have a positive cross-price elasticity: when the demand
of a product increases, the price of the other product increases. Could this have
some links to the US President Election? Well, the association rule is a logical
conjunction, Q4, 08 and Q9 should all be answered “True” for predicting the
victory. None of them are products or “goods”. As a marketing campaigners for
the Challenger Party candidate, though, we can perceive them areas in which we
need to jointly invest as a leverage for victory. The campaign may steer resources so
that marketing can influence “customers” to perceive all of them as being “True”,
trying to reduce the “cost” on consumers to perceive them as being valid. Then,
Q4 can be perceived to be true if there is a division in the Incumbent party. To
create this perceived vision, one strategy is to invest in attacking the most prominent
opponent of the Incumbent party before the primaries (and largely ignore the rest).
The key idea is to choose the early opponents in a strategic way so that the other
party naturally divides itself. Q8 is about the past, so little can be done, but a simple
message on one clear issue (e.g., “Obamacare”) can help to cement that there are
nation-wide changes in policy, but they need to be corrected. Finally feature Q9
is about “social unrest”; once again, a marketer can capitalize in the opportunities
to make this the major issue of your campaign. It is hard to think that this has not
been exactly what has happened in the US elections of 2016. Perhaps a variant of
Vindevogel, van den Poel and Wets alert to marketing may be needed for some cases
in political science.
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1.5.5 Alternative Scenarios and Algorithmic Bias

The original paper by Lichtman and Keilis Borok [140] and the analysis using k-
Feature sets [161] both employ a mechanism for exploring models. The “learning
material” is composed of 19 elections and 12 features and we can explore what can
happen if some, or just one, of these samples or features are deleted. In [140] the
authors state that they “removed each of the 12 features to obtain five indeterminate
projections, instead of one, and up to two wrong projections, instead of one”. They
concluded: “Our 12 questions seem to be close to a minimally necessary set, given
the information included in this study”. In contrast, in [161], the authors identify 23
different S-feature sets, which show that the previous conclusion in [161] is wrong.
With each of these 5-feature sets we can construct 23 possible models that perfectly
explain the separation of victories into the two groups.

How can this be explained? For Lichtman and Keilis Borok these 12 features are
probably the minimal number they require given the classification algorithm they
use. Feature set reduction, using a formal model like the k-FEATURE SET can lead to
alternative models to consider. In a marketing and business environment, a group can
then consider all of them without the bias of an algorithm “in the loop” and adjust
intervention policies based in all of them. Considerations of alternative scenarios
may help for the interpretation of models and even allow the use of multiple learning
algorithms (these matters are covered in more depth in Chaps. 18 and 20).

1.5.6 Ensemble Learning and Decision Forests

Although both [140] and [161] use the same “learning material” they differ in the
way they produce a call for a new election. In [140] the prediction outcome is the
result of a single classifier using all features. In [161] (Sect. 5.3) the prediction for
2004 was made on the basis of discussing four decision trees and two heuristics
called PART and PRISM (which were part of a Java-based Open Source package
called WEKA of great versatility and popularity [27]).

For a given dataset, the feature set of small cardinality does not need to be unique.
In the US presidency election dataset we have 23 different 5-feature sets [161]. It is
then possible to generate an equal number of different decision trees (e.g., such a set
of trees could be called a decision forest) and then, given a new upcoming election,
return the result that the majority of the decision trees have selected. Indeed, this
approach is very close to one nowadays very popular technique for classification
and data mining which is called random decision forests [1, 29, 91].

Contrary to a k-FEATURE SET problem-based approach, which aims at identify-
ing the smallest feature set in a dataset (and thus need to address an NP-complete
problem), a random forest approach can be seen as a heuristic to obtain several
feature sets (which are not necessary of the smallest cardinality). Due to the
speed of the basic decision tree generating mechanism of the basic random forest
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implementation, and the possibility of parallelizing the search, they have become an
interesting heuristic for wrapper-based feature selection [96, 170, 182, 228].

The technique of creating a “forest” and then to base decisions in the majority
of them (or some other function of their output taken as a consensus measure) is an
example of a ensemble learning approach (i.e., multiple learners classify the data
and the outputs are combined for new data in order to improve the performance). In
ensemble averaging multiple models are created to produce a desired output model.
An ensemble-learning method that can be considered a “meta-analytic” method to
a traditional problem in business and marketing analytics (i.e., churn prediction) is
described in Chap. 20.

1.5.7 The Role of Logic and Asking the Right Questions

Another one of W. Edwards Deming’s famous quotes is:

If you do not know how to ask the right question, you discover nothing.

and it seems very right to cite here. In [140] features are binary (Yes/No, a
“True”/“False” answer for each of them). While some of the questions are indeed
subjective, taken them as features they still satisfy Wittgenstein’s “Independence
of facts propositions”, quoting him: “1.2 The world divides into facts. 1.2.1 Each
item can be the case or not the case while everything else remains the same”
from his Tractus Logico-philosophicus from 1921 (see [230]). Indeed, we learn
from?? that “Out of nearly 200 questions, which were all binary (‘Yes’ or ‘No’)
variables, the algorithm picked those that displayed the greatest difference between
the proportion of the time the variable was ‘Yes’ for years when the incumbent
party won and the corresponding proportion for years when the challenging party
won, using all U.S. elections from 1860 through 1976 as the training set”. While
today many practitioners complain about the “data deluge”, we hope they appreciate
that these investigators also started with one order of magnitude more features than
samples. However, via a useful yet slightly unclear preprocessing stage, they kept
those features that had more predictive value in univariate statistical tests and that
they were largely independent of each other.

It may be argued that perhaps the most important question was that of the
target feature. When they asked if the Incumbent party will remain, this pushes
the discussion to be about good governance and not about the candidate appeal
(with the notable exception of Q11 and Q12 but note that the presence of both
allows for this proposition, of subjective evaluation, still satisfy the independence of
facts). Quantitative information that compares the two candidates (i.e., the folklore
knowledge that “Americans tend to reject the shorter candidate™) were disregarded
of consideration even when only eight winning candidates have been shorter than

2http://analytics-magazine.org/13-keys-to-the- white-house/.
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the opponents in the last 29 elections (from 1900 to 2016) [229]. Such a question,
independent of the predictive value, does not match the context of the other ones
and would not bring knowledge about the governance process and how it is viewed
by the population. We observe that part of the “data deluge” is due to improper use
of logic and domain knowledge and how to generate the set of features that would
help to extract useful models.

1.5.8 Mutual-Information and Feature Independence

The 12 features of [140] seem to have low correlation across the set of samples.
Without details of the preprocessing we can only speculate that this may have
occurred (reducing the number of possible features from around 200 to just 12). The
need to consider the mutual information of features has been proposed more than
two decades ago in the area of learning in neural networks [22] (see also [56, 172]).
Large datasets are now posing new challenges which are being addressed by efficient
algorithms [235].

1.5.9 Majority-Based Classifiers, You Can Do Better

The 12 features introduced in [140] and the algorithm they originally presented in
the same paper were later both modified. Lichtman moved to an alternative approach
in which he considered 13 questions (an odd number now) and a majority rule, for
a reason that we will make clear below. Following the convention that questions
are posed in a way that when answered “True” this favours the Incumbent party
candidate chances, the new classification algorithm says that when six or more of
the questions are answered “False”, then the Challenger party is predicted to win
the popular vote. These majority-based classifiers can be seen as follows:

13
fw, q) = sign(}_ wig) (1.7)
i=1
with ¢; = 1 if the answer to question i is “True” and —1 if the answer is “False”,

sign(x) is a function that is 1 if the argument of the function x is positive and it is
—1 if it is negative, and for all i is also valid that w; = 1 (we will explain why we
included this variable later if the reader bears a bit of suspense).
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1.5.10 The k-Feature Set as a Sharp Bound for Your
Aspirations

It may be the case that you would be interested in finding good association rules
and you may consider that finding a proven discriminatory set of features, although
of minimum cardinality, it would bring some sort of “overfitting”. Consequently,
investigating which is the minimum k-Feature Set for your dataset of interest can
help you to bound the search for association rules. For instance, in the dataset of the
US Presidential election we now know that five features are enough to discriminate
between the two classes. This tell us that good association rules with four and,
perhaps even three features, could be really interesting to “compress” most of the
data in just a few patterns of interest. In fact, the reader can easily check that the
association rule

1V = not(or(Q4, and(not (Q7), Q12))) (1.8)

is quite powerful. We can formally write it using the logic symbols as:
IV =—=(04Vv (=07 A Q12)) (1.9)
It gives an almost perfect discrimination; this rule only predicts in an incorrect
way the US Presidential Election of 1880. We know, as it was explained before,

that it was a very small and marginal number of votes that gave a different result
(Table 1.6).

Table 1.6 A subset of the questions and elections previously presented in Table 1.3

Year Q4| Q7| Q12| Winner (target)
1864, 1888, 1908, 1916, 1948, 1972 0 |0 |0 |Incumbent
1880 1 /1|0 Incumbent
1900 0|1 |1 Incumbent
1868, 1872, 1904, 1924, 1928, 1936, 1940, 1944, 1964, 1956 |0 |1 |0 |Incumbent
1860, 1884, 1912, 1968 1 |1 |0 Challenger
1876, 1896, 1920, 1976 1 |0 |0 Challenger
1892, 1932, 1960 0 [0 |1 Challenger
1952 1 ]0 |1 Challenger
1980 1 /1 |1 Challenger

We have removed only one US election (the one of 1880) and 9 out of the 12 questions. The
remaining three questions are able to separate all other US elections in the two different outcomes
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1.6 Linear Separability

We have seen before that Lichtman moved in later years to a classification scheme
of the US elections which was based on a majority rule [52], a particular type of a
procedure called “linear separability”. We have introduced it by referring to a set of
variables {w1, wy, ..., w13} which are all set to be equal to the value of 1 (which
look to be a bit of an overkill in the previous section). But what if we allow them to
vary, thus becoming “continuous/real variables” then?

In fact, a set of samples in Euclidean n-dimensional space that belong to one
of two classes (called Class) and Classy) is linearly separable if an array of real

values exists (wy, wa, ..., w,) together with a real-valued constant b such that we
have
n
b+ wix; >0 Vx € Class; (1.10)
i=1
n
b+ wixi <0 Vx € Classy (1.11)

i=1

Then it is clear that functions of the form

fw.x,b) =sign(b+ Y wix;) (1.12)
i=1

can be used to provide a linear separation that helps to discriminate between the
samples. When the sign is positive (i.e., f() returns 1), then we will say that the
sample x is from Class; (and, of course, of Class, when f() returns —1).

We leave to the reader the task of identifying if such a function exists or not
for the whole dataset of 12 questions of the original paper of Lichtman and Keilis-
Borok [140]. We refer to [62] for several of the mathematical methods that can be
used.

We now turn our attention to the problem of identifying if such linear separations
exist for subsets of the questions. The following example will illustrate that there
might be some hope for the case of 12 questions (before doing the maths) as there is
3-feature set that is very good at discriminating elections. We have seen before that
the association rule IV = not (or (Q4, and(not(Q7), Q12))) which we can write
as not(or (Q4, and (not (Q7), Q12))) — 1V is very good. In fact, we will now turn
our attention to these three questions and, for a moment, we will forget about the
US Presidential Election of 1880 which was won by a very marginal difference.

With three binary features, we could potentially observe a maximum of 23 =
8 different binary patterns on these features. Interestingly, all these have been
observed at least once in the data. Three have now been associated with an
Incumbent party victory and the other five with a Challenger party victory. We
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can then associate each of these patterns to a vertex of a cube of edge length
equal to one in three dimensions. For instance, the origin of coordinates (0, 0, 0)
would correspond to the pattern Q4 = 0, Q07 = 0, 012 = 0 (an Incumbent
Victory), 04 = 0, Q7 = 1, Q12 = 0 (another Incumbent victory) and the pattern
04 = 0,07 = 0,012 = 1 corresponding to a Challenger victory. Given this
geometric interpretation of our patterns: Would it be possible to separate the two
types of outcomes in a different mathematical way?
We first note that an arithmetic function of the form:

(04,07, 012) =14+207-2012 -404 (1.13)

takes positive values for patterns that corresponds to the Incumbent class and for
the Challenger class takes negative values. In fact, it is greater or equal than 1 for
the first group and lower or equal to —1 for the other (see Table 1.7 for all the
values). The set of points in three dimensions for which the function evaluates
to O defines a two dimensional plane. In n-dimensions, if we have points that
belong to two different classes and there is an (n — 1)-dimensional hyperplane
that discriminates between the two classes we thus say the classes are “linearly
separable”.

Table 1.7 With the

; . Q4 | Q7 | Ql2 |Class (04, 07, 012)

exception of the election of

1880, all the US Presidential 0 10 |0 |Incumbent |1

Elections are linearly 0 |1 1 Incumbent | 1

separable using only three of 0 1 0 Incumbent |3

the 12 original questions 1 1 0 Challenger | —1

proposed by Lichtman and 1 0 0 Challenger | —3

Keilis-Borok in [140

eilis-Borok in [140] 0 0 1 Challenger | —1

1 0 1 Challenger | —5
1 1 1 Challenger | —3

The separating function values are those computed
following Eq. (1.13)

1.6.1 Linear Separability and the Identification of “Maximum
Margins”

“Linear separability” is one central computational problem. Wouldn’t it be great if
everything is linearly separable? A simple function would discriminate samples in
two groups. You can hire a data analytics service anywhere in the world, send your
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data and a linear function would be sent to you (and it would be even better if the
service is fast). All what you would need is then, when the function arrives in your
email Inbox, to compute it for all samples (as we did in Table 1.7). This has the
same characteristics as other NP problems, if somebody gives you a solution, you
can check it is a solution in polynomial-time in the size of the instance. However is
“Linear separability” an NP-complete problem?

Well, we have good news here. In fact “Linear separability” is a special case of
a problem known as “Linear Programming” which is known to be polynomial-time
solvable. However, the first algorithms for “Linear separability” goes back to 1958,
with the pioneering “perceptron algorithm” of Rosenblatt [190]. These two are
alternative methods to show that a problem is separable. When Rosenblatt presented
the perceptron, the New York Times got attracted to the news and the headline was:
“New Navy Device Learns by Doing” [216]. The New Yorker titled its coverage of
the news with an interesting title: “Rival”?? and with this simple algorithm humans
now recognized that non-human entities were able to perform classification and
categorization tasks. Being afraid of the performance of machines is clearly not a
new trend of this millennium. Currently, perceptron-like algorithms are a known part
of an area called “on-line learning” [32, 92] which is a distinguishable approach to
“batch learning” [117, 145].

1.6.2 Slabs, Hyperslabs and Learning the Margins

When we can linearly separate a set of points belonging to two classes, this leaves us
with a very interesting question. If we expect that our samples are coming from some
process that generates them according to some distribution, we may have several
ways by which we can linearly separate them. A perceptron-type algorithm or a
variant gives a function that separates the samples (such as those of Fig. 1.13a or b
which shows lines that separate the red and blue samples in two groups). Which one
would we prefer?

Without entering in statistical arguments about which type of process may have
generated samples with a particular observed distribution of occurrences, we are
certain that there are well-defined regions in which the red and blue samples have
been observed. This said, with no further mathematical arguments to bring to the
table and just with a pure intuition, we may expect that a new sample (one which we
have not yet observed and which may be either be red or blue in type) should “most
likely” be observed somewhere in the smallest convex set of points that contains
all the points of samples of that colour. In Fig. 1.13c we show two different sets of
points and their enclosing convex hulls, the two polygons that define the limits of
these two regions of points belonging to only one class. Obviously this generalizes

Zhttp://www.newyorker.com/magazine/1958/12/06/rival-2.
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Fig. 1.13 If a set of samples is linearly separable, then there might be other criteria to select
which linear function we would like to prefer. In many dimensions, selecting the maximum margin
hyperplane is a reasonable alternative. The figure shows such a situation when the points are in
the plane. (a) A possible separating plane. (b) Another possible separating plane. (¢) Maximum

margin hyperplane

to n-dimensions, in that case we will have “facets” that limit the regions instead of

edges/segments.

In Fig. 1.13c we have identified as p; and p, the two points of each convex
hull that are the closest to each other. One of them (p;) lies on the edge of the
convex hull that connects two blue samples in the convex hull. The other one (p;)
is actually one of the red samples, so it is a vertex of the “red” convex hull. For
any unseen point on the line that connects p; and pj, if is closer to p; we will
intuitively associate it with the red group (and the opposite can be said for those
which are closer to p»). Consequently, any hypothetical new observed point that
lies in the line which is perpendicular to the mid-point of the edge connecting p
and pp we could either attribute a red or blue label. In n-dimensions, we do not
have a line, we have a separating hyperplane. Two parallel hyperplanes can then be
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traced and containing the points p; and p,. The resulting hyperplane is the one with
a maximum margin [24].

Maximum margins could be useful for decision-making. For instance, assume
that the blue dots in Fig. 1.13 correspond to customers of a bank that manage to
pay a home mortgage in less than 5 years. In contrast, let’s assume that the red
is a group of customers that could not pay the mortgage. The “slab” that contains
the hyperplane of maximum margin separates the two-dimensional space in three
regions. The one that contains the blue dots is then assumed to be a safer option for
a bank, while the region that contains the red dots involves a higher risk. The slab
may then indicate a region where the bank may actually take the risk of financing
the customers and, in addition, it may contain the most profitable segment for them
(as the institution may expect that they take more time to pay the mortgage than
those in the blue group). Depending on the bank risk appetite, more or less funds
could be allocated to customers that appear in the slab, thus diversifying the credit
given could lead to a good strategy for the company.

1.6.3 What to Do When Linear Separability Is Not Possible?
Escape to Higher Dimensions!

Many classification problems are defined as having a set of samples in an n-
dimensional space that does not allow to have a separating hyperplane that separates
the set of samples in two classes. What to do in these cases?

As a matter of fact, one simple idea is “a trick of escapology”. If we have
a problem that is not linearly separable in n-dimensions, perhaps it is linearly
separable in m-dimensions when m > n. Can it be possible to add at least one
extra dimension to the problem and make it linearly separable? We can resort to
two basic alternatives: either we collect more information from the problem domain
(and more piece of data could be added) or we do some sort of “trick™ that creates
these new dimensions from the existing data. In fact, this second approach has been
very popular and a simple example can help understand the main concepts.

Consider the set of points in Fig. 1.14a. It is clear that there is no straight line
that can separate these points in the two classes (red and blue). However, the red
points are all “circumscribed” to be interior to an ellipse. This is quite revealing,
and allows us to give a very simple example of the “escapology trick”. It is known
that an ellipse on a two-dimensional Cartesian Plane can be defined as the set of
points P = {(x, y)} that satisfy the following equation:

ax2+bxy+cy2+dx+ey+f=0 (1.14)

under the condition that b2 — 4ac < 0, where a, b, ¢, d, e and f are all real valued
coefficients.
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Fig. 1.14 Two instances in which the two classes of interest are not linearly separable in two
dimensions. (a) Two classes of samples (red and blue) which are not linearly separable data by
a line in a two-dimensional Euclidean plane. (b) Another set of samples which are not linearly
separable data but in which all samples of one type are within the interior area of an ellipse

Just knowing this bit of mathematics has suddenly become quite empowering.
What this means is that for the set of red samples Sgp = {(x;, y;)} it is always the
case that:

axi2+bx,~yl~+cyi2+dxi+€)h'+f <0 (L.15)
and for all blue samples Sp = {(x;, y;)} itis also true that
axj +bxjyj +cy; +dxj+eyj+ f >0 (1.16)

We can obviously draw a parallel with Eq.(1.11). We would not say that the
set of blue and red points are “ellipse separable”...but indeed an ellipse is a kind
of geometrical figure called a “quadric”, also known as “quadric hypersurfaces” in
higher dimensions. This is a powerful set of “new tools” to separate samples. Just in
three dimensions there are 10 non-degenerate and 6 degenerate real quadric surfaces.
They add quite a new battery of separating surfaces to our set of mathematical tools
(for a visual tour of them check?*).

Interestingly, degenerate forms of quadrics include planes, so we have something
here that nicely generalizes on our previously known abilities to discriminate
samples with mathematical equations.

Z*https://en.wikipedia.org/wiki/Quadric.
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This new power comes at a price, the trick of escapology has a cost. If we have
been given a problem in two dimensions, like the ones of Fig. 1.14 , then we now
need to “create” new “meta-features” from our data corresponding to the values
that our samples would have if three new features corresponding would have been
measured. This means that for any sample x in our set of samples S (composed of
the union of the blue and red samples in two-dimensions), we now have samples in
a five-dimensional space X' = (x;, y;, xl.z, yl.z, x;y;i) (note that we are writing the
coordinates of x" as a function of the coordinates of its associated point in two
dimensions x). As an illustrative example, if we have the sample point (—1, 5), then
in this five-dimensional space it will be represented as (—1, 5, 1, 25, —5). Then the
problem of finding “a good quadric” that separates the set of points becomes the
problem of identifying a separating hyperplane in five-dimensions. On a practical
side, the mathematical method that finds a maximum separating hyperplane in this
new higher-dimensional space is the same. No need for a new project in software
coding, just a bit to “lift” some of our data points with this non-linear transformation.
Isn’t it wonderful?

1.6.4 A First Few Notes on Generalization

And now, a caveat, remember that old quote: “With great power comes great
responsibility”.>5 Assume that for a given dataset of 20 red and 20 blue samples
in two dimensions you cannot find a separation in five dimensions. For instance,
when you draw the convex hull of the red and blue samples they intersect, so there
is no plane of maximum margin (and obviously the perceptron learning algorithm
does not converge [62]). Then you may be tempted to continue the process and
“lift it more” by using your newly discovered power again and by creating new
dimensions. After all, such a separation may now be possible. For instance, you
may now have your points lying in a nine-dimensional Euclidean space x” =
(xi, Vi, Xi Vi, xl.z, yl.z, xl.3, xizyi, xiyiz, yl.?’). While the problem of separating your 40
samples may become easier in this space, the use of the resulting separating
maximum margin classifier may become less and less useful in terms of its
generalization capabilities.

As we have seen in the case of the presidents dataset, three features were given
the possibility of creating a linear separable function that almost perfectly classified
all the US elections results with the exception of one. Then, there is a clear trade-
off between reducing the dimensionality of the original dataset (without losing the
discrimination potential on the observed), and increasing the discriminative capacity
of the model built for the future elections. After all, it is generally attributed to
William of Ockham (c. 1287-1347) the principle that says

Among competing hypotheses, the one with the fewest assumptions should be selected.

Zhttp://quoteinvestigator.com/2015/07/23/great-power/.
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This principle is generally known as “Occam’s razor” and it then has to be
considered as heuristic design rule to develop theoretical models of phenomena and
not as a kind of a “judge” between alternative models. This said, and we will return
to Occam’s razor later, if we expand to higher dimensions we may pay a price
in terms of the generalization to cases not yet seen (and, intuitively, the problem
will be worse if we use too many dimensions). In fact, Table 1.6 has eight rows,
indicating that all possible assignments/answers of “True” and “False” to these
three questions have already occurred until 1980 (informally speaking, we “have
covered all corners with elections”, sometimes several times). There is then some
strong evidence, with only one exception, of the power of these three questions to
discriminate. We also know from [161] that neither a set of three nor a set of four
features can perfectly separate the two types of outcomes. We know that only a 5-
feature set can do the job. However, having a representation in five dimensions, to
“cover all corners/possibilities” we should have at least 2° = 32 different election
patterns (and this is impossible to achieve as we have only 31 samples in our original
dataset until 1980). In addition, we also know from [161] that there are 23 5-feature
sets and there are 9 («, B)-k-feature sets with « = 2 and 8 = 2. It is then an
open problem to identify which are the conditions that would make one of these
many discriminating feature sets the “best” in terms of its expected generalization
capabilities. For the US presidents dataset, with a new sample generated every 4
years, it is unlikely we could answer the question anytime soon!

This issue of generalization is closely linked with the use of a classifier.
In our experience, we have found that there is a good synergy between using
the (o, B)-k-feature set approach (to reduce the dimensionality of the dataset,
something that can also be done with heuristics means [187]) followed by relatively
simple classification methods (like obtaining a maximum margin hyperplane or by
employing a Support Vector Machine algorithm [79]). It may be possible that, in
the near future, a combined multi-objective optimization approach combining these
approaches would then be developed.

1.6.5 Piling Things Up: From Simple Neural Networks to Deep
Learning

A lot can be done with linear discrimination and proper transformation of features.
Quoting from the Epilogue of [9]

The linear model can be used as a building block for other popular techniques. A cascade
of linear models, mostly with soft thresholds, creates a neural network. A robust algorithm
for linear models, based on quadratic programming, creates support vector machines. An
efficient approach to non-linear transformation in support vector machines creates kernel
methods. A combination of different models in a principled way creates boosting and
ensemble learning. There are other successful models and techniques, and more to come
for sure.
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Indeed, “piling things up”, using some of the techniques as building blocks of
something more complex would add power to our machine learning techniques.
Generally referred as connexionism, this approach has been followed by many
researchers and practitioners since the 1940s but it may come at a cost. Minsky
and Papert’s book on perceptrons (published in 1969 [158]) was credited at one
that pointed at some limitations of linear separability and some gains that can be
obtained by using layered networks. The book also pointed at limitations of these
networks; these results created pessimism but also a dynamic response to overcome
the obstacles that emerged [168].

We will now return to our guiding example, the one of the 12 questions for the US
Presidential elections. We can now go back to a geometrical view. A training sample
can be thought as a corner of a 12-dimensional hypercube. Assuming that no two
elections have been equal, each corner will be “labelled” as IV (if the Incumbent
party won that particular election) or CV (when the Challenger prevailed). We have
asked the reader in Sect. 1.6 to investigate if there is a separating hyperplane that
can separate these corners in two groups (such that those having the same label are
in the same half-space only).

We can now extend our previous challenge to the reader and to consider the two
questions:

Does a single hyperplane exist that separates the “IV corners” from the “CV corners”?

a reiteration of linear separability question, if the answer is “No”, then the reader
should now consider this new question:

Do two hyperplanes exist that can partition the corners so that either one quadrant contains
all and only “IV corners” or one quadrant contains only “CV corners”?

Why is this relevant? Assume that the answer to the first question is “No”, we
cannot find linear separability. Suppose we have now the following “architecture”
which we have built by “piling up” our basic “building blocks” based on linear
separable functions. On the bottom, we have one vertex for each question input,
which like in Sect. 1.6, can we assume “receives” or “holds” the value of the
variables {q1, q2, . .., q12}. Let us also assume that there is a weight associated with
each arc. We will then use the following notation, let wil), wél), e, wg) be the

weights of the arcs coming from the inputs such that wl.(l) “weights in” the input

qi for vertex H;. Assume that we want our new “system’ to be such that when we
have an Incumbent victory sample the vertex at the top (H3) should return the value
+1 for any “positive sample” (which without loss of generality can say they are
the Incumbent victories), and H3z should return —1 for a sample that corresponds
to a Challenger Victory. This could be done, in principle, if H3 is some sort of
“logical AND function” (returns 1 if and only if it receives an input which is 1
coming from both H; and H,. If we call 71 and &> the inputs for H; it is easy to
see that if h3 = Hz(hy,hy) = hy + hy — 1, H3(—1,1) = H3(1,—1) = —1 and
H3(—1,—1) = =3, while H3 = (1, 1) = 1, which is not surprising as a Boolean
AND is a linear separable function.
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Fig. 1.15 Two basic architectures for artificial neural networks. (a) A 3-node neural network with
n-inputs. (b) A two-layered neural network with four nodes in the hidden layer shape

This said, since we know that the problem is not linear separable, without loss
of generality we can assume that Hj is a linear discriminating function that returns
the value 1 for many samples of the IV type but makes some “mistakes”, returning
1 for some samples of the CV type. If H, is one function that returns —1 on those
CV samples for which Hj has returned the undesired output but returns 1 for all
IV-type samples, then H and H; together define the intersection of two half-spaces
(a “quadrant”) that contains samples of only class I'V. This was our original question
to the reader. Consequently, this pyramidal structure can separate the samples in two
classes if and only if we can partition the corners with samples of different labels
with two hyperplanes so that one quadrant contains all and only “IV corners” (or,
alternatively, if one quadrant contains only “CV corners”).

This proposed architecture to “pile up” our basic classifiers H;, H, and Hj
(shown in Fig. 1.15) is what it is known as a 3-node artificial neural network. We
can think of three units that “compute” according to

n
hy = sign (b1 +Zw§”x,~) (1.17)

i=1

n
hy = sign (bz +y wl-(z)xi> (1.18)

i=1

hy =sign(—1+hy + hy) (1.19)

Then the “learning problem” for the US presidents data corresponds to

answer if it is possible to find two sets of values of {wil), wél), ...,wflz)} and
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{wiz), wéz), ...,wg)}, as well as two constants by and bj, that, together, can

make it possible to have all the examples of the IV-type in the same quadrant
defined by the linear discriminant functions hyperplanes /1, h> and k3 (as shown in
Eqgs. (1.17)—(1.18)).

What happens with the computational complexity of this problem? It has been
attributed to Megiddo the honour to have been the first who has shown that this
problem is NP-complete in a quite general case [156]. Meggido’s result is for an
arbitrary collection of points in n-dimensional Euclidean space. The problem when
the set of points are in the vertices of a hypercube is a particular case thus to
prove its computational complexity it would demand a different proof. This means
that another mathematical proof is necessary (a particular case of an NP-complete
problem may indeed be solvable in polynomial-time, that is, with an efficient
algorithm like the perceptron algorithm, or others based on linear programming).
Unfortunately the problem is also NP-complete...Blum and Rivest proved that
“training a 3-node neural network is NP-complete” (see [25] and [26]). Other
models of neural networks also lead to NP-completeness results [102, 104], while
other models and architectures had led to efficient algorithms [103—-105].

The idea of “piling things up” leads to a plethora of different computational solu-
tions for classification problems. Kunihiko Fukushima in [73] reviews several such
contributions before 1980 in an article in which he proposes an architecture called
the “Neocognitron”, for the purpose of delivering the right classification of images
without being affected by shifts in the position of the object of interest [72, 74].
The Neocognitron approach?® is considered a pioneer proposal in the area and,
for many years, its full potential was anticipated but it was not entirely revealed.
Several decades later, thanks to some new heuristics for learning and a new types
of hardware (in particular the GPUs [236], an acronym for “Graphic Processing
Units”), some of the ideas of pioneers from the 1980s have now become a disruptive
reality?’ in every aspect of our lives. Known as “Deep Learning” this area has been
recently reviewed by several authors [133, 197, 198, 227].

Here is perhaps an important lesson for our practitioners. Although all these NP-
completeness results exist for learning and classification, many of these problems
can be addressed with heuristics in practice. An important caveat exists, these
methods currently are exhibiting a fantastic performance in many problems but
at the cost of requiring a large number of examples. Undoubtedly, the fields of
applications of finance [89], sharing behaviour social media [97] and even the
US Central Intelligence Agency is reportedly using these technologies to predict
collective human behaviour and social unrest [193]. Machine learning and artificial
intelligence methods are showing that connexionism is alive and one of the strongest
tools for many large-scale problems in business and consumer analytics. This time,
it seems they are here to stay since the field is now so vibrant that it is pushing the
development of specialized hardware for it.

26http://www.scholarpedia.org/article/Neocognitron.
Thttp://fortune.com/ai-artificial-intelligence-deep-machine-learning/.
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1.6.6 A Few Words Regarding Model Complexity

One of the most common mistakes in real-life situations involving machine learning
or the use of artificial intelligence solutions is the “unrecognized preference”
towards “complex models” that fit the data better. There has been some “obsession”
with the performance of a method on the known data, but increasingly performing
well on it would not necessarily bring equal improvements for data not yet seen.
The generalization capacity of a complex model would be then smaller than the one
of a simpler model.

Without entering the discussion of how to measure “complexity”, which is an
open subject with many mathematical innuendos and ramifications,”® we choose to
illustrate our discussion with an example modified from Fig. 3.7 in [9], which we
have slightly adapted for the purpose of our discussion. Let us suppose that we have
collected information on two continuous feature variables of a set of samples/points
in the Euclidean two-dimensional plane defined by these two features. We have been
given class labels (red and blue) for all of them. We have drawn them with circles
and Triangles, respectively, in Fig. 1.16a depending to the class they belong to. It is
perhaps intuitive to the reader that these two sets of points are not linearly separable
and that the line shown is perhaps one that minimizes the error you can have in
this training set (or at least, one that does a reasonable good job at separating the
points). In Fig. 1.16b we show that a higher dimensional surface can be calculated by
the application of non-linear transformations to the original features (you can follow
the discussion of in [9] to see how it can be calculated). The process is basically the
“escape to higher dimensions” trick we have discussed before in Sect. 1.6.3. The
intersection of this surface with the two-dimensional plane acts as a discriminant
function on the set of red and blue nodes and achieves the separation.

What is then the catch? Of course we have been able to separate the two sets of
points by going into higher dimensions, but do we have enough samples to expect
a good generalization performance? One “rule of thumb” is that the number of
samples that you would need to achieve good generalization should be proportional
to the so-called Vapnik—Chervonenkis dimension (VC-dimension) [143]. The VC-
dimension for a linear discriminant function on n-dimensions (a perceptron) is
n+11[9, 61], so the VC-dimension for the first case is 3. In contrast, if we aim
to use a higher-order surface, such as that of Fig. 1.16b, we would need to have at
least an order of magnitude more samples to have some sort of reliability that the
discrimination using this surface is better than the discrimination using a separating
line [9]. We have seen a similar situation before, when we discussed that three
questions can be used to predict the presidency of the USA (making a single mistake
and “covering” all possible patterns you can have with three features).

Would this really be the “3 Keys to the White House plus a linear classifier
solution” to the US Presidential prediction problem? Well, the VC-dimension for

Zhttp://bactra.org/motebooks/complexity-measures.html.
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the 5-dimensional case would be as high as 20, and for the 12-dimensional case of
using all questions it is 12¥15/2=90, indicating we would need to be collecting data
for at least 200 years to reach the required values that gives us some confidence.
Since there was no linear separability with 12 questions in the existing elections
until 1980, we may possibly consider that we need to have other types of models
indeed, while the linear one is still a good approximation.

We now turn our attention to Fig. 1.16b. Contrary to Fig.3.7b of [9], we have
decided not to colour a region discriminated by the higher-order function with the
colour red on the background (and we have left it as white instead). The reason
is that we would like to highlight an interesting fact. The reader would notice that
the red points can be covered by two relatively thin “slabs”. Again, according to a
generic role of preferring “simplicity” to “complexity” we could argue that there is
a piecewise linear model that “explains” the location of the red samples in the plane.
It does seem that not all the space associated with “not blue” could be “naturally”
associated with be “red” given the evidence that all the samples of class red are
restricted to be within two covering slabs.

In n-dimensions we can talk about hyperslabs. If we assume that we have to
find two hyperslabs in our dataset that would correspond to find sets of coefficients
which are the solutions of

n
bi—e =Y wix = b +e Vx € Slab (1.20)
i=1

n
bh-e>Y wxzbh+e Vx € Slabs (1.21)
i=1

given some tolerances €] > 0 and €3 > 0 which correspond to half the length of the
width of these hyperslabs (and we are assuming that in principle they are different).

The problem of finding the minimum number of hyperslabs that cover a set of
points has been called the MINIMUM PARTITION INTO CONSISTENT SUBSYSTEMS
(MIN PCS) by Mattavelli and Amaldi in [154] and in that work the authors present a
greedy approach for this combinatorial problem. The strategy is based on “breaking”
an instance of the MIN PCS into smaller problems which require the solution of
another problem (the identification of consistent subsystems with the maximum
number of equations [16]). We refer the reader to the expanded discussions of the
topic in [17].

We note that in MIN PCS the objective is to cover the samples with the minimum
number of hyperslabs, and once a point is covered we do not take into account
the distance between the point and the central hyperplane of the hyperslab. There
are similarities with support vector regression [59] which has business analytics
applications in the stock market [139] and short-term load forecasting [94]. Other
applications have been reported in customer demand forecasting [136], tourism
demand forecasting [34], response modelling and direct marketing [113] and more
recently in sales forecasting of computer products [146]. Even more recently, a very
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interesting new integrated problem has been proposed called k-PIECEWISE AFFINE
MODEL FITTING WITH PIECEWISE LINEAR SEPARABILITY PROBLEM [15]. In
many cases, there is the need to have a feature selection step together with the
support vector regression approach which then more complex models like the one
in [15] would perhaps deal with in a formal way. In any case, there is clear potential
for these approaches in interpreting data.

Why we make these comments? Why we are concerned with linear regression in
a world that is known to be highly non-linear? Well, we have actually observed in
our practice a situation exactly like the one in Fig. 1.16 when analysing a high-
dimensional dataset. It took us a while to recognize that indeed, some pairs of
variables in our domain of study were easily separating the two classes of interest
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Fig. 1.16 If a set of samples is not linearly separable in a certain space of n-dimensions, then there
might be other criteria to select which linear function we would like to prefer. Again, selecting
the maximum margin hyperplane in a higher n’-dimensional space continues to be alternative.
Piecewise linear model estimation of samples of one or both classes is another possibility to
consider to separate the groups. (a) A possible separating plane that makes four “mistakes”. (b)
The intersection of a higher-dimensional surface that perfectly separates the points in two groups
as suggested in [9]. (¢) Piecewise linear model estimation of red samples
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in one for which a k-piecewise affine model (with k < 2) was very good at
“explaining” the variables of one class (but there was no equivalent “fitting” via k-
piecewise affine models in the other class). Then we recognized that a large number
of pairs of variables had the same behaviour. The domain in question was that of
bioinformatics, and the problem was related to the disease called multiple sclerosis.
The class that was behaving as the class with a “low k” good fitting was that of
healthy control samples, while the samples from disease patients were not having
that behaviour. In fact, multiple sclerosis has at least four clinical subtypes and we
were sure that our samples belong to at least three of them.

This said, we draw some conclusions: (a) in some problem domains, some vari-
ables may be “tightly regulated” via some unknown mechanism that is “governed”
by a linear model, or a piecewise linear one, (b) under some assumptions (i.e.,
natural evolution in biology, perhaps in this case; or by engineered design in others),
a system exhibits this behaviour, (c) while other variables may be having good linear
models that explain them, as this is in a disease or disease subtype, they may not
necessarily be the same as the one that are in the other class.

1.7 From Features to Patterns

We have mentioned the word “patterns” a few times in this chapter but, so far, most
of the attention was related to “features” and the role they play in discrimination.
We discussed the problem of mining association rules, which can be seen as finding
rules involving features which are in particular states, thus naturally leading to a
type of pattern. Also, the presentation of the concept of k-feature sets in Sect. 1.3.2
rather explicitly refers to the concept of patterns.

We can argue that “patterns” are what we observe; we are in some sense
“hardwired” to try to identify patterns and then act accordingly. Coalescing these
patterns into some sort of “higher-order” set of patterns may help to establish a
reduced set of rules for actions. This section explores these new possibilities.

1.7.1 On Including Problem Domain and Tall Men: Feature
Engineering

In general, given an analytic task, it is difficult, if not entirely futile, to give generic
arguments about what is the most relevant set of features. In some sense, it is only
after a subset of discriminative features has been identified, and a mathematical
model or a classifier algorithm based on them has been created, that we could
recognize the usefulness of such representation. Prediction and interpretability are
key.
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In the highly successful TV show called “House of Cards”, we can hear the
central character Frank Underwood stating: “Tall men make great presidents”.
Abraham Lincoln was 6 foot 4 inches (193 cm), Barack Obama is 6 foot 1 inch
(185 cm). The height of elected US presidents in our dataset has a growing trend
in the past 150 years (as perhaps the average height of a US citizen has been
increasing as well). Is this a form of problem domain knowledge that can be useful
for prediction?

There is an entrenched belief that in modern US elections taller candidates
have “the upper hand” (pun intended) and that they are more successful than their
opponents. Is this a trend in leadership roles? We read in “Blink: The Power of
Thinking Without Thinking ”’[76]

In the U.S. population, about 14.5% of all men are six feet or over. Among CEOs of
Fortune 500 companies, that number is 58%. Even more strikingly, in the general American
population, 3.9% of adult men are 6 feet 2 inches or taller. Among my CEO sample, 30%
were 6 feet 2 inches or taller.

Is that it? Are we selecting presidents by “Thinking Without Thinking”? Also from
Gladwell’s book [76] we quote:

Of the tens of millions of American men below 5 foot 6 inches, a grand total of ten in my
sample have reached the level of CEO, which says that being short is probably as much, or
more, of a handicap to corporate success as being a woman or an African-American.

Departing from this special case, and from a data science perspective, we should
concentrate in the core concept: are we missing essential features that can even
reduce the dimensionality of models that can predict the data even more? After
all, if this is a critical feature, it may “interact” well with other features and give
predictive models with less variables.

We can generalize this a little. Given a problem domain area of interest, the first
attempt should always be to identify which traits in the data can be measured with
confidence. This mapping from the “qualitative characteristics” to the “quantitative
features™ to be measured is a decisive step. Are the 12 questions from Keilis-Borok
relevant to understand the election process? If we consider a binary feature as a test
on a sample, what are its individual sensitivity and specificity? Is it robust to the type
of “noises” we can have at data collection? Are the features covering all aspects
of the problem of predicting the US presidency election result? Should more be
added? For instance, one of them could be: Qj: “Is the Incumbent party candidate
taller than the Challenger candidate?” That is clearly a quantitative feature with no
margin for error and perhaps preferable to others more subjective (like the question
involving “charisma”). Observed patterns may inform which features to include.

Researchers and data scientists use the denomination of “feature engineering”
in machine learning for this process of using domain knowledge to create new
features. This is a very important step in the extraction of knowledge from databases.
For an interesting example of the craftsmanship behind current feature engineering
techniques we refer to [138] in which the authors address one of the KDD
Cup 2013 challenges of which they have been the winning team. The task was
to identify whether a paper is truly written by a particular author. The authors
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transform different types of text information into 97 features and they also use
ensemble learning techniques. In another study,?” the authors address the problem
of predicting student algebraic problem performance when past performance and
feature engineering also plays a central role in their success.>’

This area is more art than science as there are still no definite and generic
guidelines about how to identify a good set of features. In reality, the process of
identifying what are the good features involve several steps: (a) ideally, they should
be easy to compute, (b) they should have a reduced cardinality of possible outcomes,
(c) ideally, the outcome of computing the feature states should, if possible, correlate
with the target feature of interest (the outcome we want to explain), (d) they may
weakly correlate with each other, showing some degree of mutual independence
in our sample dataset, (e) they should help to understand the properties of the
discrimination task you aim to sort out, (f) they should lead to some sort of useful
intervention (assuming the knowledge generated would be followed by some actions
from our part).

The list above may not be complete. In some cases, the “right” set of features can
only be identified after some initial experimentation with a dataset. In our practice
we have observed that, even if a set of features satisfies our requirements (a—f)
detailed in the previous paragraph, it is often the combination of pairs of features
that brings more information for building classification models. We thus generally
refer to them as metafeatures [51]. One simple way by which we have captured the
idea of introducing combination (for instance, when we are dealing with numerical
values) is to compute all four simple arithmetical operations (difference, addition,
multiplication, and when possible, division). This takes the original number of
variables from n to 4n(n — 1)2 4+ n variables (assuming, of course, that ratios
of variables make sense in the context of the problem domain, so we are here
including division into account). We have noticed that in several applications, we
have benefited from using “meta-features” [19, 51, 101, 188]. These metafeatures
are somehow analogous to the outputs of the first hidden layer of a “‘connexionist
machine” that has a constant weight of 1 for each edge that connects an input with
a node in the hidden layer, and has 4n(n — 1)/2 4+ n nodes in the hidden layer
(where n of them just replicate the input in the hidden layer). In addition, they may
be the simplest of the operations with variables in a tree that represents solutions in
a genetic programming approach.

The creation of new features from the existing ones can be seen as a natural
extensions of the approaches described in Sect. 1.6.3 for problems in Euclidean
spaces. We have seen before that these approaches help to extend the power of
Support vector machines while benefiting of efficient (polynomial-time) algorithms
for finding a discriminating hyperplane of maximum margin. A central step is then
how to identify a non-linear transformation that, given inputs which are vectors in an
n-dimensional Euclidean space X, is transformed into other non-linear combinations

Dhttp://www.csie.ntu.edu.tw/~htlin/paper/doc/wskdd 1 Ocup.pdf.
Ohttp://www.csie.ntu.edu.tw/~cjlin/courses/dmcase2010/slide.pdf.
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via a function ¢ (x) such that the features for the SVM would be the similarities
between the sample to be categorized and the training examples. A process in
which a part of the training data is used to learn the appropriate function is needed,
so this is a semi-automatic procedure that requires the identification of the so-
called kernel functions [209]. Clearly, a machine-independent automation of these
processes is pretty much in need for an area which is obviously called automated
feature engineering or feature synthesis [109] and that has an association with
propositionalization (the transformation of a relational dataset into a propositional
dataset) [126].

1.7.2 Feature Engineering Should Help You to Understand

Now, before you decide to define the set of features, you need to consider what are
you going to obtain when the analysis is completed. For once, we already know that
increasing the dimensionality would probably lead to better fitting your training data
(even at the risk of overfitting it), and if you have some sort dimensionality reduction
technique you need to consider the interpretability of your final mathematical
models and the classifier you have obtained. Would the set of features tell you
something about the process you are trying to understand?

To wrap-up our this discussion about the US presidential election illustrative
case, and to satisfy the curiosity of the readers, we indeed tested the hypothesis that
the height of the candidates would be important for the outcome of the election.
Using the data available online [229], and the Qj, presented before in this section,
we tested if there was a k-feature set with k < 4 in this dataset. While recognizing
that there is a clear trend for the answer to be positive between 1904 and 1980, and
it could be considered a very correlated feature with the outcome, it does not allow
to bring any new k-feature set solution with k < 4.

And if you asked or you are curious about 2016, Donald Trump is no Abraham
Lincoln but he is pretty tall, 6 feet and 2 inches to be exact. In contrast, Hillary
Clinton is the second shortest US presidential candidate in history at 5 feet 5 inches
(165 cm, both James Madison and Stephen A. Douglas were 163 cm tall). The 23 cm
of difference between the two candidates of 2016 was very clear during the second
debate in which Trump loomed behind Clinton [55]. Is this a coincidence or a clever
marketing tactic to play with the minds of the voters? Time will tell.

You may ask then, is it really important to introduce a particular feature when it is
highly correlated with the outcome? Would it be able to bring new insights about the
problem when it appears together with the other features in a solution? Would the
patterns that are present help you to enact some intervention? These are questions
that are highly dependent on the problem. Take a “return-on-investment” approach
for feature engineering, sometimes working with less gives more.
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1.7.3 Wine Connoisseurs and the Pattern Ildentification
Problem

In the example given in Sect. 1.3.2 we have seen that the problem of feature selection
is central for data analytics. Through this process of selection we are able to identify
patterns which are present in one class and not in the other. These patterns have all
the features in particular values. Is it possible to have other types of identification of
patterns that give other insights?

This question is of particular interest for “extreme case analysis”. If we are
studying consumer behaviour of a particular product, then some of these products
may be highly rejected and others highly appreciated and we would like first to
understand the motives for that. Consumers would pay significantly more for those
products which, in turn, may become the ones in “high demand”. Knowing the
qualities that make them so required is then very important. That is where substantial
financial gains may exist. Also, those highly rejected products (items that companies
thought may really hit the market well but did not) may reflect some conceptual
design issues that need to be revisited and addressed. We also note that the reasons
for high acceptance or rejection may not necessarily be the same. Would or would
not a feature set-based approach be able to bring some light here?

We have said before that a set of features can induce a set of patterns. We showed
in Table 1.4 how a 5-feature set helps us to “compress” all the elections into a set of
just 17 patterns that discriminate between the two types of outcomes. These patterns
are somewhat “particular” in the sense that they correspond to fully specified set of
feature values. This compression may not be enough for decision makers. If we are
discussing a problem in the business and consumer analytics scenario, the marketing
personnel may require an even higher degree of data compression. Marketers would
prefer a smaller cardinality set or patterns so that they could take decisions from a
more limited set of observations. This motivates the search for those. For that we
note that now the objective is somewhat different. These “new type of patterns” are
actually grouping samples.

Like we did before, we present this new combinatorial optimization problem by
first pointing to an application. We could have done it with the US elections dataset,
but we feel that a smaller “toy example” different from the one of the already can
be illustrative here.

Let’s consider this hypothetical situation. After the results of a large study with
wine connoisseurs are finished, we concentrate the attention on four wines that have
been highly acclaimed (all of them in the “award winning” class after a competition
and three that have been “strongly rejected” by the specialists). Let us then assume
we have a dataset of Table 1.8 in which we have information on five features: f;
the free-sulphur dioxide, f> the level of alcohol content, f3 is the sugar content,
fa is the density, f5 is the volatile acidity. We first note that this dataset can be an
instance of the k-FEATURE SET Problem. This may be a surprise since in this case
the dataset does not have binary values as entries. There is a reason in computer
science for first presenting the problems with their “naked core”. There is nothing
really in the requirements definition of what a k-feature set is that says that the only
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variables that are allowed are binary, it actually requires recognizing if a feature is in
the same value or not in from a finite set of computable checks. This set of different
states a feature can have is called an “alphabet”, so here we have a five characters
alphabet, while in the original definition of feature set we have only either “one” or
“zero” (coding for “True” or “False”).

Table 1.8 A toy example of the problem of identifying patterns in data from a wine study

Sample | Free-sulphur dioxide | Alcohol | Sugar |Density | Acidity | Class

1 VH H L M VH Highly rejected
2 L H VL M L Highly rejected
3 VH M M M VH Highly rejected
4 VL H VH H VH Award winning
5 L M VH M L Award winning
6 L H VH H VL Award winning
7 VH H VH M L Award winning

The rows corresponds to seven different samples of two types of quality (the “Class” label given
by specialists which is of two types in this case). “VH” stands for “Very High”, “H” for “High”,
“M” for “Medium”, “L” for “Low” and “VL” for “Very Low”. These values have been given to a
set of five features that help to characterize these different wines

We thus refer to feature f3, which corresponds to the amount of sugar in the
wine. The award winning wines are all having a “VH” (for “Very High”) sugar
content amount. Then feature f3 alone is a 1-feature set, making this instance a
“Yes” instance for all k > 1. This shows a problem for modelling questions of
interest with “just” a feature set perspective, as we know that a high sugary drink
is not necessary a good wine... We need to “bring the context” and grouping the
samples in a particular way. We need to do so by tightening the state of some
features to values (when there is evidence for that) and find patterns that allow
some “uncertainty” on the values that a feature can have. Towards building this
new mathematical framework for this, we will need to include an extra character in
our patterns, the “x” symbol (the “wild card” that can represent any symbol in our
alphabet).

Now let’s go to what it is a possible feasible solution, which we do not claim to
be optimal, is the following:

Good ={x HVH H %, x x VH x L} (1.22)
Bad ={VH « *x M VH, L HVLM L} (1.23)

which shows that the dataset of “award winning” samples can be covered by at least
one of the two patterns in the set called “Good” (obviously, referring to “good” and
observed patterns) and any “strongly rejected” sample can be covered by at least
one of the patterns in the set called “Bad”.

The purpose is to find some patterns that are common to only “award winning”
or to only to a “highly rejected” wines. The patterns may not necessarily be related.
Using these patterns we can build mathematical models; a model for understanding
rejection would then not necessarily relate with a model for understanding high
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acceptance. Finally, a pattern corresponds to a “kind of test”, or a different type of
metafeature than the ones we described before. It will be of the type “if the pattern
is observed then the class is X” (where X is one of the two classes of interest). In
terms of logic thinking, it could not be possible for the pattern not to be present and
the sample interrogated not to be of that class. The ultimate goal, for the marketers
demanding analytics for the study, is to identify the minimum number of patterns
such that, given any new sample of another wine, we can say if it will be “strongly
rejected” or “award winning” as soon it passes one of the tests, and it is guaranteed
that for at least one test the result must be true.

1.7.4 Mathematical Formulation of the [-PATTERN
IDENTIFICATION Problem

We now give a more formal definition of the problem. A string is a concatenation
of symbols of a given alphabet. Let X be one such alphabet. We define a pattern as
a string s over an extended alphabet that now includes the “wild card” symbol and
we write X, := X U {x}.

In the example before we assumed the connoisseurs where giving marks for each
feature in a S-item Likert scale and we also have a “wild card” symbol to augment
our alphabet X so ¥, = {VL,L, M, H, VH, x} (symbols corresponding to the
answers Very Low, Low, Medium, High, Very High (the levels the experts have
given to each feature/attribute).

We denote s[i] as the ith symbol of s. For instance, the first pattern in the set
Bad before

p=VH x x M VH (1.24)

specifies that feature p[1] has value V H, p[4] must be M and p[5] must be VH.
The symbol “x” is called wild card and can match any symbol in X'. The wild cards
for p[2] and p[3] indicate that “we don’t care”, or better, the pattern does not specify
what the value at those two features should be.

A pattern is said to be fully specified when it has no wild cards, then the following
nine fully specified patterns are compatible with p’ = VH % % * VH

VHHLMVH
VHMMLVH
VHHMLVH
VHLLLVH
VHM VLHVH
VHLLMVH
VH VH L L VH
VHM VHM VH
VH VLM M VH,

out of 125 fully specified patterns that are compatible with p’.
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A pattern p is compatible with a string g, denoted p — g, if for all i such that
pli]l # * we have g[i] = p[i]. Alternatively, a pattern is not compatible with the
string g, and in that case we write p /4 g.

For instance, in the example the pattern «+ H VH H * is compatible with the
strings VL H VH H VH and L H VH H VL corresponding to the samples 4 and 6
of the “award winning” wines. Pattern % % VH * L is compatible with the strings
LMVHMLand VH H VH M L, corresponding to the wines 5 and 7. The reader
can easily check that these patterns are not compatible with any of the strings
corresponding to the wines that have the other label.

We now extend this notation to sets of strings, writing p — Good to denote
that for all strings g in the Good set of strings, p — g and P — Good if for all
g € Good there exists at least one p € P such that p — g.

A set P of patterns Good-Bad-separates an ordered pair (Good, Bad) of two
sets of strings, and we will write this as P — (Good, Bad), if satisfies two things:
P — Good, and for every b € Bad and p € P we have p /4 b.

Thus we can state the central problem:

[-PATTERN IDENTIFICATION

Instance A finite alphabet X, two disjoint sets Good, Bad € X" of strings and
an integer [ > 0.

Question Is there a set P of patterns such that |P| </ and P — (Good, Bad)?

where | P| is the cardinality of the set and X" is the set of all strings that can be
written using n characters from the alphabet X.

We note that we pose this problem as the task of separating “the good from the
bad”, one of the two groups of samples. We now turn into attention to the novelty of
this different problem.

1.7.4.1 Are the [-PATTERN IDENTIFICATION and the k-FEATURE SET
Problem Closely Related?

To answer this question, we first note that both problems have the same input, so
they are already related in this way. But is there a deeper connection? They may
be actually same problem. Let k-FS be the k-FEATURE SET problem, and [-PI
the /-PATTERN IDENTIFICATION problem. For some readers it may be intuitive
that they are different. We could understand [-PI as a problem of “covering” the
fully specified samples with the minimum cardinality set of not compatible patterns
(as rows/strings in the instance that are compatible with the pattern are grouped
together). This seems already different than feature set but the differences need to
be spelled out.
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We assume that we have a valid input of the /-PATTERN IDENTIFICATION (this
means that no pairs of samples are identical in all the features and belong to different
classes). We first need to check if it is the case that, given such a valid input, it is
possible to find k" and I’ values for which the answer is “Yes” for both k’-FS and
I’-PI. This is clearly the case, you just need to include all the features (for k'-FS
being “Yes™) and all the samples (for I’-PI being “Yes™).

What is less trivial is to show that each feature set induces a set of patterns and
vice versa. To make the notation simple, assume we have a k-feature set and we have
reindexed the features so that the first k are a valid feature set. Let F' = {1, ..., k} be
this feature set. The patterns made by the first k characters, followed by (n — k) wild
star characters “*”, are a solution for the /-PATTERN IDENTIFICATION problem.

LM|VHLVL LM **%*
MM|VHLH +— MM***
HM|VLLH HM **%*
ML|VHLVL ML ***

The opposite is also true, given a set of patterns which is a solution to the /-
PATTERN IDENTIFICATION problem, we index the features so that all patterns have
“*” from a particular value of k + 1 < n (with n being the total number of features),
while for characters {1, ..., k}, at least one pattern has a non-*“*” symbol of the
alphabet Y. It follows that the first k features are a k-feature set.

1.7.5 Are These Actually the Same Problem?

Intuitively, this suggests that to get small cardinality feature sets from patterns, it is
best to use, when there is a choice, patterns that have as many wild card symbols as
possible. However, let’s consider the following example:

H*L* HLL|H
—~ HHL|M

M oE* HMH|H
HMM | H
This means that there is an /[ = 2 feasible solution for the 2-PATTERN

IDENTIFICATION problem. We now highlight that column 3 is actually a 1-feature
set (i.e., a feature set of cardinality one that feature is all what you need to
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discriminate between the two groups). Following the previous discussion about how
to derive a set of patterns from a minimum cardinality feature set, while possible,
it would not be optimal (it would have 3 patterns, namely * * L * * * H * and

The optimality criteria then separates these two problems, as an optimal solution
does not “translate” in an optimal solution of the other.

Suppose now we have another set of five wines (see Table 1.9). For these
wines, the smallest cardinality feature set has size 1. A kind of problem for a data
miner. .. each individual feature does a perfect discrimination (too much choice!).
In a certain way, this makes exploring high dimensional combinations irrelevant.
However, if we look for patterns, we find H L L * % x and * * % H L M which
would help model building in a different way.

We leave to the readers, as an exercise, to think of other situations in which we
have m samples of n features and there is no (n — 1)-feature set but there is an n-
feature set. In addition, there are cases where the minimum cardinality is achieved
by an n-feature set yet there is a set P of patterns such that |[P| < m and P —
(Good, Bad)?

Table 1.9 Another toy example for a wine study

Sample | Free-sulphur dioxide | Alcohol | Sugar |Density | Acidity |pH | Class

8 H L L L H H | Strongly rejected
9 H L L M H L | Strongly rejected
10 H L L M M H | Strongly rejected
11 M H H H L M | Award winning
12 L M M H L M | Award winning

In this case we have five other wines for which the pH levels have also been measured

In conclusion, these problems are different and both are useful for data mining,
each of them bringing their specific power to the analysis of data.

There are several variations of this basic problem. For instance, we refer to the
more mathematically oriented readers to a paper that describes several of variants
of the [-PATTERN IDENTIFICATION problem [127]. The paper describes a number
of different problems, their computational complexity and we envision that this is
a new exciting area for the application of combinatorial optimization methods to
business analytics problems.
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1.8 How to Fool Yourself

We hope to have attracted your attention with this title to this subsection. It was
Nobel Prize winner Richard Feynman who at Caltech’s Commencement address of
197431 said:

The first principle is that you must not fool yourself and you are the easiest person to fool.

It is not as simple as it looks not to fool yourself. You are “with yourself all day”, so
probably you have found every trick in the book to do it. We will now check out a
few pieces of advice that relate to the practice of data science, aiming at both sides
of the bridge between computer science and marketing/business analytics. No side
is immune.

We may start with the “Three Learning Principles” of his highly recommendable
and very engaging publicly available lecture of Yaser Abu-Mostafa’s from his online
course,’” which is also contained in Chap. 5 of “Learning from Data” [9]. The
principles relate to three main topics: Occam’s Razor, Sampling Bias and Data
Snooping. We then refer to Unbiasing, and The Nature of Measurements.

1.8.1 Occam’s Razor

We have previously discussed this principle (also known as “Lex Parsimoniae” >

or “the Law of Briefness”), in Sect. 1.6.6. There are several versions but the original
quote in Latin from William of Ockham (1285-1347) supposedly is:

Pluralitas non est ponenda sine neccesitate.

that translates as: Plurality should not be posited without necessity. An alternative
translation often cited is: “Entities are not to be multiplied beyond necessity”. The
second one goes directly to the heart of some of the data science as classifiers are
being composed of many elements. The research questions arising from the need
of defining of the number of layers to be used in an artificial neural network, the
number of nodes in a hidden layers, the creation of high-dimensional spaces for
Support vector machines, etc. are all examples of a direct need of the application of
the “Lex Parsimoniae” as a useful heuristic guideline in the development of good
models.

We can also quote the great mathematician, geometer and philosopher Ptolemy
(85-165 AD):

We consider it a good principle to explain the phenomena by the simplest hypothesis

possible.

31http://calteches.library.caltech.edu/3043/1/CargoCult.pdf.
3https://work.caltech.edu/lecture.html.
3https://www.britannica.com/topic/Occams-razor.
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Ockham’s quote:

Frustra fit per plura, quod potest fieri per pauciora.

which translates as: “It is pointless to do with more what can be done with fewer”.>*

also points in the same direction. For instance, if we have a pair of feature sets for
US presidential elections data, one with 5 and another with 6 features, it seems
reasonable to believe that the one with 5 (which we know is optimal) brings the
simplest possible hypothesis.

Ptolemy’s quote brings another interesting point for discussion. What is “the
phenomena” we are trying to explain? For instance, when we have defined the k-
FEATURE SET problem, we were asked to identify a set of features such that for
which every pair of samples that belong to different classes, at least one of the
features should be in a different value. This basically is a feasibility requirement. We
could have selected, in addition, a quantitative measure associated with a feature set.
For each feature, we could count the number of pairs of samples of different classes
for which the feature has different values, and then add up the values obtained for
all the features. We have computed these numbers for the 23 5-feature sets, and
one 5-feature set scores the highest (648) of sample pairs that these five features
discriminate (see Fig. 2 of [161]). This means that the ratio of 648/5 is the optimal
value achievable for 5-feature sets, but if we open this new line of research, would
it be possible for a 6-feature set to discriminate m pairs of such elections such that
m/6 > 6487 Wouldn’t it be reasonable to identify the k-feature set for which this
new ratio score is maximum?

The reader may question our motives and argue that we are moving the goal posts
with our redefinition of what “the phenomena” is. That is correct. We have done it
so to entice the curiosity about this subject and the craftsmanship of “modelling”
via a formal mathematical problem and its opportunities. The selection of an
objective function leads to significantly different solutions, addressing different
questions/phenomena that the data can answer.

1.8.2 Data Snooping

Again from [9]:
If the data set has affected any step in the learning process, its ability to assess the outcome

has been compromised.

Snooping then perfectly fits our section on “fooling ourselves” because there are
some imperceptible ways you may affect your procedures, but discipline in data
handling may prevent this to happen.

3https://en.wikiquote.org/wiki/William_of_Ockham.
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For instance, you must select your predictive analytics techniques before working
or even seeing the data. It is all right to use some a priori knowledge about the
problem domain, but not the actual data you are using. This is a serious trap and
some current ad hoc practices make things worse. Consider the scenario of many
online data mining competitions. You (and your team) start to select predictive
analytic techniques for a challenge posed online. They give you a training set, and
on it you develop your first machine learning method. You know your results on the
training set (assuming your keep some tidy lab notes) but also you can peek a bit on
the performance on the hidden test set (i.e., you may get a score and a rank). In some
cases you have access to other people’s codes which may help you to discard some
machine learning models if yours are different and less competitive. In this case
it is clear that, if this process is reiterated at least one time, you are adapting your
predictive techniques to the data. You may be even entirely changing your predictive
techniques. Guilty of snooping, you can bet you are.

Unfortunately, some of the challenges available online may allow some data
snooping to occur. If this is the case, they are doing harm in a pedagogical sense
to the newcomers of the global data science community. However, if another dataset
is “locked in a safe” and the winner of a competition is only decided on performance
on that locked dataset, we may have, perhaps, taught a better lesson to the overall
community and snooping has been avoided.

People often refer to training, and validation and test datasets.

* Training set: The dataset of samples used for building your predictive models,
this is the dataset which will allow to tune the adaptive parameters (i.e., weights
of a neural network, coefficients of a symbolic regression model, etc.) and help
you build your mathematical models.

e Validation set: A secondary dataset of samples that helps to identify the
“hyperparameters”. For instance, this set may help you get some insight on
the architecture of the neural network, the basic building blocks of the genetic
programming technique of a classifier, the number of hidden units in each layer,
etc.

* Test set: Another dataset which is only used to assess the performance of the
model.

At the time of testing the performance with the test set, no further adaptation should
be required. It thus takes self-discipline (if you are gathering your own data) to lock
out a large part of it to have a useful test set and never “snoop”. Better consider it
“radioactive” and not use it for anything after it has been collected.

1.8.3 Sampling Bias

The key message here is that if there is some bias in the way the sample was
collected, then the outcome of the data analytics procedure would also be biased.
Some typical situations on which Sampling Bias occurs is when data is collected
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based on judgement or convenience or if the selection is related, even indirectly,
to a subset of variables of interest to be measured. Sampling bias is different from
other concepts like sampling error, limited sampling bias.>

Secondary selection bias can also occur when a dataset has already been made
available, for instance, as a result of a previous study. Surveys to consumers may
be a case in point. They may have been created to understand certain aspects and
may be biased to avoid including other important features. A recent report of the US
Federal Trade Commission highlights the potential of sampling bias to be a factor
of exclusion to some parts of the community and give case examples [60].

Confirmation bias occurs when the data is somehow skewed to try to prove a
particular hypothesis. Consequently the process was guided to find variables that
would lead to confirm the intuition. Later, other datasets that could potentially do
not align well with proving the hypothesis are neglected or not treated with the same
standards.

1.8.4 Unbiasing

Some authors called the union of the training and validation sets as the design set.
We bring this denomination to stress that we should be in control of the study,
and design it accordingly. In marketing and customer behaviour analytics there are
situations in which we should be interested in biasing our search for a predictive
model, so “unbiasing” could be a way of fooling ourselves. For instance, we study
later in the book a dataset that contains expert information (by wine connoisseurs)
on the quality of wines. While the values given to the thousands of wines would
have a bell-shaped distribution on a 1-10 scale, and the temptation to obtain good
predictive models for all values in the range is strong, but we may reconsider if
this is reasonable. For a client with a business perspective, predictive models that
explain why some wines are highly scored by connoisseurs may be much more
profitable than a predictive model over all the scale. If such a study would involve
biasing or trimming the training and validation sets that should be part of a well-
planned experimental design. A complementary study would then be conducted to
understand why some wines are very poorly scored. It may be the case that the set
of features occurring in these two studies are different. The knowledge derived by
properly biasing the search of classifiers (given a design set) would probably be
more relevant.

In addition, in marketing, many consumer and product segmentation techniques
are well established and they are a useful way to create carefully planned bias.
A group of consumers who are interested in some action movies may rank them
according to some key characteristics, which are likely to be highly different if they
are comedies or musicals. The dual is also true, another group of consumers may

3Shttp://www.scholarpedia.org/article/Sampling_bias.
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rank action movies by different features and thus different models can be derived.
By “unbiasing” we may end up with a situation in which we are skewing the final
predictive model by working well “on average” but seriously waste the true potential
of the dataset to bring very useful insights for specific subsets of consumers and
products.

It would also be relevant to have in mind Simpson’s Paradox or the 