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Preface

Agricultural information technology has become an important means for developing
modern agriculture. In order to promote the academic exchange and cooperation of ICT
in Agriculture, from 2000 to 2016, the National Engineering Research Center for
Information Technology in Agriculture (NERCITA), China Agricultural University
(CAU), and related organizations hosted eight events in the International Symposium
on Intelligent Information Technology in Agriculture (ISIITA) series and ten events in
the International Conference on Computer and Computing Technologies in Agriculture
(CCTA) series, which provided a platform for the exchange of information on and ICT
in agriculture between global scholars.

Since 2015, the Internet of Things, big data, robots, and precision farming have
entered a stage of agricultural applications. Artificial intelligence (AI) has gradually
penetrated the agriculture field and promoted the development of intelligent agriculture,
which is characterized by “information perception, quantitative decision-making,
intelligent control, precision input, and personalized services.” To exchange experi-
ences and share the state of the art as well as successful application cases of ICT in
intelligent agriculture, ISIITA and CCTA were merged into the International Confer-
ence on Intelligent Agriculture (ICIA). The ICIA will be held every two years (odd
year), and the co-sponsors and conference venue are also selected according to
applications.

ICIA 2017 focused on four topics: Internet of Things and Big Data in Agriculture,
Precision Agriculture and Agricultural Robot, Agricultural Information Services, and
Animal and Plant Phenotyping for Agriculture. The newest theories, viewpoints,
technologies, products, and applications were extensively presented. Practical experi-
ences in innovation and applications in intelligent agriculture were shared among
experts from different countries.

We selected the 100 best papers among the 282 papers submitted to CCTA 2017 for
these proceedings. All papers underwent two reviews by members who are from the
Special Interest Group on Advanced Information Processing in Agriculture (AIPA),
IFIP. In these proceedings, creative thoughts and inspiration can be discovered, dis-
cussed, and disseminated. It is always exciting to have experts, professional, and
scholars with creative contributions getting together to share inspiring ideas and to
accomplish great developments in the field.

I would like to express my sincere thanks to all authors who submitted research
papers to the conference. Finally, I would also like to express my sincere thanks to all
speakers, session chairs, and attendees, both national and international, for their active
participation and support of this conference.

October 2018 Daoliang Li
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Abstract. Aiming at the demand of real-time massive data processing of
Intelligent Agriculture in Jilin Province, this paper studies the big data pro-
cessing of Intelligent Agriculture in Jilin Province based on Spark platform by
acquiring real-time data through monitoring platform. This study first conducted
the performance comparison experiment of Hadoop and Spark data processing
platform, then used the Spark distributed cluster computing platform, real-time
processing the big data of monitoring area. The experimental results show that
the Spark platform speeds up 11.4 times faster than the Hadoop platform in the
case of 100 million data sizes; and based on the Spark platform for real-time
processing of big data intelligent agricultural monitoring network, not only
provides memory calculations to reduce IO overhead, but also the results are
faster and more accurate. The research results provide strong support for the
implementation of precision agriculture technology in intelligent agriculture.

Keywords: Spark � Big data processing � MapReduce
Intelligent Agriculture in Jilin Province

1 Introduction

China is a large agricultural country, facing the ever changing agricultural production
technology, Especially the introduction of remote sensing, geographic information
technology, precision agriculture and expert system in the field of farmland management.
This condition leads to the original variety of agricultural ecosystems turning more
complex. Among them, the agricultural data gradually evolved from single quantitative
transformation into qualitative transformation. The characteristics of data are massive,
dynamic, spatio-temporal, etc., accompanied by structural changes. Thus, if only relying
on the existing data mining technology and relational database, it has been unable to meet
the current data storage and data analysis needs. It is particular important how to effec-
tively analyze and deal withmassive data, and according to the needs of the results back to
the user’s hands is particular important. One of the starting points in the study of big
agricultural data is how to dig out valuable knowledge from complicated agricultural
data. Therefore, it is urgent to use amethod to classify and extract large amounts of data to
find out the correlation and underlying pattern between them [1], establish the platform
for analysis and preprocessing data, monitor agricultural production process, and

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
D. Li and C. Zhao (Eds.): CCTA 2017, IFIP AICT 546, pp. 1–12, 2019.
https://doi.org/10.1007/978-3-030-06179-1_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-06179-1_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-06179-1_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-06179-1_1&amp;domain=pdf
https://doi.org/10.1007/978-3-030-06179-1_1


combine with data mining technology to obtain real-time information, formulate appro-
priate coordination measures, and finally realize the precise operation of the farmland
management area. Improving the quality of agricultural products under the premise of
sustainable development provides a good development environment and material basis
for other areas and even the whole national economic development [2].

Aiming at demand for real-time processing of massive intelligent agricultural data,
this study firstly accesses the soil air temperature and humidity data from intelligent
monitoring network of the National Spark Program “Integration and demonstration of
corn precise operation technology based on Internet of things” demonstration area at
Nong’an county in real time through the intelligent agricultural monitoring platform,
proposes the Spark distributed cluster computing platform. Secondly, conducted the
performance comparison experiment of Hadoop and Spark data processing platform,
then used the Spark distributed cluster computing platform with extended MapReduce
computational models, real-time processing the big data of monitoring area. Spark
distributing cluster computing platform has efficient supported for multiple computing
modes. Spark with the main characteristics of computing in memory can be applied to a
wide variety of distributed platform scenarios, including batch processing, iterative
algorithms, interactive queries, stream processing, and so on [3, 4]. These different
calculations are supported by a unified framework. Spark allows us to integrate various
processing processes simply and at a low cost, combined Spark streaming, SQL, MLlib,
Graph X and other modules and data mining technology to make appropriate analysis of
data processing [5], it provides the basis for the analysis of mass data in the future. The
research results provide strong support for the processing of agricultural big data and
the implementation of precision agriculture technology in intelligent agriculture. Thus,
it contributes to the sustainable development of agriculture, and realize the modern
development of intelligent agriculture.

2 Data Sources and Research Methods

2.1 Data Sources

The study area is Nong’an County of Jilin Province, located in the hinterland of Songliao
plain, and it is the central part of Jilin Province, attached to the city of Changchun,
located 60 km northwest of Changchun City, east longitude 124° 31′–125° 45′, north
latitude 43° 55′–44° 55′, the south is adjacent to the suburbs of Changchun, the east
borders on Dehui, northeast across the river and to Fuyu, north of the former Guoer Ross
Mongolian Autonomous County, west of Changling, southwest border with
Gongzhuling City. County 114.7 km long from north to south, east and west 97.7 km
wide [6], the total area is 5400 km2. In 2013, the county planting area of agricultural land
reached 366,000 hectares, the coverage rate offine varieties is above 98%, it is one of the
important commodity grain bases in Jilin Province. Nong’an County annual average
temperature of 4.7°, frost free period of 145 days, rainfall of 507.7 mm, the effective
accumulated temperature of 2800°. Flat terrain, four distinct seasons, is a temperate
continental climate. The soil in Nong'an county is divided into 10 soil types and 20 sub
types, 50 genera and 111 species of soil. The zonal soil is black soil, chernozem [7]. This
data comes from the seven real-time data monitoring stations located in Nong’an County
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Kai’an Town, Hualong Town Chenjiadian Village, real-time monitoring network for
intelligent agriculture, monitoring and collection of crop production environment
information using wireless sensor networks, thus to realize the real-time processing and
analysis of the big data of the intelligent agriculture.

2.2 Research Methods

2.2.1 Spark Cluster Computing Platform
Spark was originally born at the APM laboratory at the University of Berkeley. It is a
fast, general purpose engine that can be used in large-scale data processing [8], today is
one of the top open source projects under the Apache Software Foundation. Just as its
name Spark, such as lightning fast cluster computing platform, the original design goal
of Spark was to make data analysis faster—Not only is it fast, but it also has to be able
to write programs quickly and easily. In order to make the program run faster, Spark
provides memory computing, reducing the IO overhead in iterative computation. In
order to make the program run easier, Spark is written in a concise, elegant Scala
language [9], Scala provides an interactive programming experience. From enterprise,
medical treatment, transportation to retail trade, the big data solutions offered by Spark
are pushing ahead with the insights of business that have never been seen before, and
thus accelerated decision-making.

The Spark project contains more than one tightly integrated component, the core of
Spark is a computing engine that consists of scheduling, distributing, and monitoring
applications that are composed of many computing tasks, running on multiple work
machines, or a computing cluster. As shown in Fig. 1, Spark is a large and unified
software stack, including Spark SQL, Spark Streaming, MLlib, GraphX, Spark Core and
Independent scheduler, YARN, Mesos Modules [10]. Spark Core implements the basic
functions of Spark, including task scheduling, memory management, error recovery,
storage system interaction and other modules [11]; Spark SQL is a program package that

Fig. 1. Spark software stack
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Spark used to manipulate structured data; Spark Streaming is a component that Spark
provides for streaming computations of real-time data [12]; MLlib provides a variety of
machine learning algorithms, all of which are designed to be easily scalable on a cluster
[13]; GraphX is a library for operating diagrams, which can be computed in parallel [14].

In a distributed environment, the Spark cluster uses a master/slave architecture. In a
Spark cluster, one node is responsible for central coordination, and each distributed
work node is scheduled. The central coordination node is called the drive node, and the
corresponding work node is called the actuator node. Drive nodes can communicate
with a large number of actuator nodes, and they also operate as independent Java
processes [15]. The drive node, together with all of the actuator nodes, is called a Spark
application, as shown in Fig. 2:

The Spark relies on the cluster manager to start the executor node, but in some
special cases it also depends on the cluster manager to start the drive node. The cluster
manager is a pluggable component in Spark [16]. In this way, in addition to Spark’s
own standalone cluster manager, Spark can also run on other external cluster managers,
such as YARN and Mesos [17].

2.2.2 The Characteristics and Advantages of Spark Platform
Implementation
Although Hadoop has become the defacto standard of big data, there are still many
defects in its MapReduce distributed computing model, Spark draws lessons from the
advantages of Hadoop and MapReduce, and solves the problems faced by MapReduce.
As shown in Fig. 3, comparing the execution flow of Hadoop and Spark can be seen,
The biggest feature of Spark is the introduction of the concept of an elastic distributed
data set (Resilient Distributed Dataset, RDD) [18], this allows Spark to cache data set
in each node memory in cluster computing, eliminating the need to load multiple times
into memory and disk storage [19], and greatly speed up the processing speed.

Fig. 2. Calculation framework of Spark cluster
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About the advantages of Spark and Hadoop in executing engine, technology stack
and so on, As shown in Table 1 [20–22].

Fig. 3. Comparison of Hadoop and Spark in execution flow

Table 1. Comparison table of Hadoop and Spark performance

Type Spark Hadoop

Execution
engine

DAG task scheduling execution
mechanism

MapReduce iteration
execution mechanism

Programing
language

Scala, Java, Python Java, Python, C/C++, Ruby

Technology
stack

Spark streaming, SQL, MLlib, GraphX HDFS, MapReduce,
HBase, Hive

Operation mode Independent cluster model Distributed memory
computing

Calculation
model

Belong to MapReduce, but not limited to
Map and Reduce, multiple data set
operation types

Only Map and Reduce two
operations

(continued)
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3 Experimental Results and Analysis

3.1 Comparison of Efficiency Test Between Spark and Hadoop

In performance, the efficiency test compares the time differences between Hadoop and
Spark processing large amounts of data when performing logical regressions. This
experiment from 2015–2017 intelligent monitoring network in Nong’an County 230
million soil, air temperature and humidity data in the selected 5 groups, respectively 10
thousand, 100 thousand, 1 million, 10 million, 100 million data for execution logistic
regression time contrast, the efficiency test results are shown in Table 2 and Fig. 4.

The number in Table 2 is the run time, units are seconds. In Fig. 4, “W” stands for
“ten thousand bars”.

3.2 Real Time Processing of Big Data in Intelligent Agriculture

(1) Build a stream processing framework for Spark platform

The big data analysis platform is designed to have tremendous capabilities and flexi-
bility to meet all these requirements. The major types of processing used in big data
analysis are batch processing, stream processing, and iterative processing. Therefore,
we need such a platform to store such huge distributed data and perform all of these
types of analysis.

Table 2. Comparison of run time between Hadoop and Spark

Computing
platform

10 thousand
(1 W)

100 thousand
(10 W)

1 million
(100 W)

10 million
(1000 W)

100 million
(10000 W)

Hadoop 8 17 27 255 1755
Spark 10 11 15 27 154

Table 1. (continued)

Type Spark Hadoop

IO spending Small, memory calculation large, disk read write
Implementation
of fault
tolerance

RDD data storage model Data replication

Programming
code (code
quantity)

Real-time interactive programming (1) Traditional programming
(3–6)

Hardware
requirements

Requirements for memory and CPU Cheap, heterogeneous

Suitable
application
scenarios

(1) Data mining with iterative operations
(2) Real time and fast calculation
(3) Machine learning operation

Delay is too high, only for
offline, batch application
scenarios
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Before implementing the Spark ecosystem, you need to configure the HDFS dis-
tributed file system, build Block data blocks, Name node master nodes and Data node
slave nodes; based on the HDFS distributed processing model, create HBase database
to achieve high performance, real-time read and write, column storage, scalable
functions; with the Thrift software framework, we build seamless and efficient service
with Java, Python, C/C++, Ruby and other programming languages.

For the intelligent agriculture monitoring system in Jilin, which requires millisec-
ond real-time response, the processing data is characterized by online, small, dynamic,
relative to off-line data processing, because of the high time requirements, it is more
suitable for dealing with small amounts of data and running relatively simple algo-
rithms; for the high fault tolerance and high reliability requirement of the system, Spark
uses record update to create a record RDD transform sequence, in order to facilitate the
recovery of file partitions.

According to the above requirements analysis, the system uses the Spark Streaming
stream computing framework with good fault tolerance and easy combination with
machine learning and graph computing in the Jilin intelligent agriculture monitoring
platform, real-time reception, calculation and delivery of data streams using Spark
Streaming; Based on the MLlib machine learning framework, combining the improved
particle swarm optimization and the limit learning machine ELM, batch processing the
data for the training model; transferred processing data to the distributed file system
HDFS and HBase database to store calls; the final results are fed back to the Jilin
provincial wisdom agriculture monitoring platform in the form of analytical charts, as
shown in Fig. 5.

Fig. 4. Comparison of Hadoop and Spark in efficiency test
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(2) Collecting intelligent monitoring network data

Based on the data comes from seven intelligent monitoring network of the National
Spark Program “Integration and demonstration of corn precise operation technology
based on Internet of things” demonstration area at Nong’an county, collected from May
1, 2015 to December 31, 2016 crop different dimensions (0–20 cm, 20–40 cm, 40–
60 cm, 60–80 cm) soil temperature and humidity data (as shown in Table 3), and
import the data into the HBase system.

Fig. 5. Stream processing framework of intelligent agriculture monitoring platform in Jilin
province

Table 3. Soil moisture and temperature data of intelligent agricultural monitoring network in
Jilin province

Time Water content Soil temperature (°C)

0–20 cm 20–40 cm 40–60 cm 60–80 cm 0–20 cm 20–40 cm 40–60 cm 60–80 cm

2015.5 8.75% 15.31% 19.47% 17.43% 14.51 12.63 11.18 10.11

2015.6 20.62% 20.62% 29.38% 28.85% 20.46 18.55 17.06 15.94
2015.7 12.04% 20.59% 30.73% 29.81% 24.67 23.07 21.75 20.70

2015.8 14.16% 20.91% 31.41% 30.27% 23.79 23.31 22.79 22.24
2015.9 20.69% 20.69% 30.09% 29.43% 19.02 19.34 19.47 19.41
2015.10 12.61% 19.72% 28.66% 28.13% 9.87 11.36 12.44 13.12

2015.11 5.69% 15.78% 25.63% 26.05% 2.22 4.33 5.93 7.04

(continued)
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(3) Processing of Soil Moisture Monitoring Data

According to Table 3 data, soil moisture data in different depths were obtained in real
time, then to dynamic monitoring and multi angle data processing analysis. The pro-
cessing results are shown in Fig. 6.

3.3 Results and Analysis

(1) Comparing the efficiency test of Hadoop and Spark platform

By comparing the efficiency test of Hadoop and Spark platform, the experimental
results are obtained (Table 2 and Fig. 4): When the amount of monitoring data is 10
thousand, Hadoop running time is lower than Spark platform, at this point, the Hadoop
is processing faster than the Spark. When the amount of data reaches 100 thousand or
more, Spark takes advantage of its fast memory, computing, and distributed frame-
works. In time, it is much better than Hadoop’s multiple iteration algorithm. When the
test content reaches 100 million, the Hadoop platform is 11.4 times more expensive
than Spark. At the same time, it can be seen by the contrast chart: Under the Spark
distributed framework, as the amount of data increases, the time difference between the
time spent and the total time is getting smaller and smaller, reflects the stability and
reliability of the Spark platform.

(2) Real-time monitoring and processing of soil moisture data

As can be seen from Fig. 6, in 2015 and 2016 in May to December year on year, the
change of soil temperature at different levels is not obvious. But the soil moisture
change is obvious at different levels; soil moisture content was lowest in late seedling
stage (at the end of June), and it was the most in early mature (September 4th); soil
temperature was lowest in the middle of seedling (June 10th), and highest in late
maturing (at the end of September). At the same time, the trend of moisture change of

Table 3. (continued)

Time Water content Soil temperature (°C)

0–20 cm 20–40 cm 40–60 cm 60–80 cm 0–20 cm 20–40 cm 40–60 cm 60–80 cm

2015.12 3.51% 9.35% 11.63% 21.92% −2.51 −0.30 1.38 2.48

2016.1 2.70% 7.47% 6.24% 9.91% −8.06 −5.20 −2.70 −0.99
2016.2 4.70% 7.76% 6.15% 8.50% −6.35 −5.31 −4.14 −3.17

2016.3 15.33% 13.83% 11.73% 11.12% −0.75 −1.04 −0.98 −0.80
2016.4 15.85% 20.74% 25.51% 19.71% 3.96 1.39 0.09 −0.02
2016.5 15.05% 20.98% 30.96% 28.80% 12.75 10.86 7.98 8.36

2016.6 14.10% 20.92% 31.23% 29.75% 19.73 18.10 16.80 15.81
2016.7 13.05% 20.60% 31.57% 30.33% 24.08 22.73 21.58 20.68

2016.8 13.91% 22.07% 33.36% 31.36% 24.73 24.25 23.67 23.08
2016.9 18.43% 23.13% 34.19% 31.66% 18.82 19.29 19.61 19.74
2016.10 16.76% 21.51% 31.16% 29.17% 9.77 11.95 12.65 13.56

2016.11 9.18% 18.21% 27.27% 26.54% 1.83 3.79 5.51 6.78
2016.12 7.35% 9.55% 14.36% 21.40% −2.12 0.18 1.88 3.03
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Fig. 6. Analysis of massive soil temperature and humidity data of intelligent agricultural
monitoring network in Jilin province. A. Moisture trend of 0–80 cm soil in 2015; B. Temperature
trend of 0–80 cm soil in 2015; C. Moisture trend of 0–80 cm soil in 2016; D. Temperature trend
of 0–80 cm soil in 2016; E. Moisture trend comparison of 0–20 cm soil between 2015 and 2016;
F. Temperature trend comparison of 0–20 cm soil between 2015 and 2016; G. Moisture trend
comparison of 40–60 cm soil between 2015 and 2016; H. Temperature trend comparison of 40–
60 cm soil between 2015 and 2016.
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20 cm and 60 cm in 2015 was compared with that in 2016, affected by climate factors
such as rainfall and light in different years, there were some differences, but the soil
temperature did not change significantly in previous years. The analysis results show
that the intelligent agriculture monitoring network based on Spark platform can deal
with soil moisture data in real-time and effectively. It provides support for precision
agricultural production such as timely sowing of crops and water-saving irrigation and
so on.

4 Conclusion and Prospect

Through accessing the soil air temperature and humidity data from intelligent moni-
toring network of the National Spark Program “Integration and demonstration of corn
precise operation technology based on Internet of things” demonstration area at
Nong’an county in real time through the intelligent agricultural monitoring platform,
research on Spark platform for big data processing of Intelligent Agriculture in Jilin
province found that:

(1) Spark and Hadoop platform efficiency comparison test results show that, the
Spark platform has the advantage of reducing IO overhead with its memory
computing, Hadoop is more suitable for dealing with real time big data of
intelligent agriculture monitoring network in Jilin province.

(2) The agricultural big data processing method of intelligent agriculture in Jilin
Province based on Spark platform, using the machine learning algorithm char-
acterized by dynamic and rapid expansion, combining the Spark streaming flow
calculation framework, able to real-time analyze continuous and rapid changes in
the massive data. Moreover, the calculation results are faster and more accurate.
The implementation of precision agriculture and the wisdom of agricultural big
data processing have a certain role in promoting.

(3) For this study, the problem of the data quantity is small, but the monitoring
network real-time data processing needs large, in the future, we will further adopt
the Spark platform to combine the better clustering algorithm, make the sensor
transmission data to be timely and effective treatment, utilize the advantages of
large data processing, combine soil moisture content with big data information,
constructing perfect intelligent monitoring system of agriculture.
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Abstract. Drought is one of the major natural disasters which causes very
severe impacts on economy and society, remote sensing is the efficient method
which can dynamic monitor drought at a great range of scale, the research on
agricultural drought monitoring has been an important issue. This paper intro-
duces the principle of agricultural drought monitoring based on remote sensing
technology, and reviews the current remote sensing approaches in drought
monitoring. Combined with the current research hotspots, this paper offers the
further research ideas by discussing the dominances and limitations of these
methods.

Keywords: Agricultural drought � Remote sensing � Methods
Soil water

1 Introduction

Agriculture is the most fundamental and weakest link in our country’s entire national
economy. Crop production is directly related to the food security of our country and the
increase of agricultural efficiency. Drought is a water shortage caused by the imbalance
of water supply. Agricultural drought, the water deficit in crops, is mainly due to the
imbalance between soil water supply and crop water demand, depending on the soil’s
water supply capacity and the physiological needs of crops. In recent years, agricultural
disasters in China have occurred many times, agricultural drought because of its high
frequency, long duration, large extent, to the agricultural economy caused serious
influence, has become a major natural disasters in the world [1, 2].

The traditional drought monitoring method is based on the limited soil moisture
monitoring site to determine the status of crops and plants being inhibited by insuffi-
cient water supply, and the description is qualitative. This method has limitations, it
difficult to obtain accurate and timely agricultural drought and the development of time
and space information. Remote sensing technology has the advantages of macro, rapid,
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wide range and economy, which provides a new way for agricultural drought moni-
toring [3]. Remote sensing technology has become an important means of drought
monitoring and has played an important role in agricultural drought monitoring [4].

2 The Background and Status of Drought Remote Sensing
Monitoring Technology

Remote sensing technology is based on electromagnetic theory, application of various
sensors on long-range target radiation and reflection of electromagnetic wave infor-
mation, collection, processing, and finally, imaging, and on the ground all sorts of
scenery detection and identification of a comprehensive technical [5].

Since the invention of the first airplane, aerial remote sensing was first applied
militarily, and has been widely used in geology, engineering construction, map map-
ping, agricultural resources investigation and so on. Since the launch of the first
satellite, remote sensing technology has been widely developed and widely used. With
the continuous development of sensor technology, aerospace technology and com-
munication technology, modern remote sensing technology has entered a new stage of
multi-platform, multiphase and high resolution. Remote sensing technology and space
science, electronic science, earth science, computer science and other edge discipline
cross infiltration and mutual confluence, has gradually developed into a new type of
earth space information science. According to different energy sources of detection
targets, remote sensing is divided into active remote sensing technology and passive
remote sensing technology. According to the representation of recorded information,
remote sensing can be divided into image and non-image modes. Remote sensing can
be divided into space, aviation and ground remote sensing technology according to the
platform of remote sensor. Remote sensing technology has been widely used in land
resources, land resources, vegetation resources, geology, cities, surveying and map-
ping, archaeology, environmental investigation monitoring and planning and
management.

There are many classifications about drought [6–8], which can be divided into four
categories: meteorological drought, hydrological drought, agricultural drought, and
economic and social drought. Agricultural drought refers to the phenomenon of crop
failure due to insufficient rainfall and inadequate irrigation in the process of crop
growth. The key factor to reflect the drought is the soil moisture content [10].
Therefore, the direct target of using remote sensing for drought monitoring is soil
moisture content. Remote sensing based on the theory of electromagnetic wave,
drought, crops before and after the biochemical components in canopy structure has
changed, the sensor receives electromagnetic wave changes, compare before and after
the drought disaster information of electromagnetic analysis can obtain the scale of the
crop. Research work about the drought remote sensing monitoring at home and abroad
have been carried out for a long time, almost all the crops on agricultural drought
disaster, the influence of using remote sensing data and other support, obtain accurate
soil moisture content, set up the drought monitoring and evaluation methods have a lot
of work to do. Scholars at home and abroad often using the thermal inertia method,
vegetation index method of water supply, green index method, anomaly vegetation
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index method, microwave spectroscopy, thermal infrared remote sensing, remote
sensing soil moisture for a study of spectral reflection characteristic of soil moisture
content, such as the relatively mature method of thermal inertia method, vegetation
index method of water supply, the green index method, anomaly vegetation index
method and microwave remote sensing.

3 Thermal Inertia Method

The thermal inertia is a measure of the thermal reaction of matter to temperature,
reflecting the energy exchange of matter and the surrounding environment. The thermal
inertia method is a more mature method for monitoring soil moisture. The thermal
inertia reflects a thermal characteristic of soil. Its principle is that the soil with high
water content has a large thermal inertia according to the heat capacity and heat
conductivity of the water. Soil thermal inertia and there is a correlation between soil
moisture content, soil heat capacity, thermal conductivity increases with the increase of
soil moisture, soil thermal inertia also increases with the increase of soil water content.

The daily contrast of soil surface temperature is determined by the factors of soil
internal and external factors. The internal factors mainly reflect the thermal conduc-
tivity of soil heat transfer capacity and heat capacity reflecting the soil heat storage
capacity; External factors refer to the surface thermal equilibrium caused by solar
radiation, air temperature, relative humidity, wind, cloud, water vapor, etc. Therefore,
when using remote sensing information inversion of soil thermal inertia, needs the
support of a large number of ground data, not only need to consider the solar radiation,
atmospheric absorption and radiation, soil thermal radiation and heat conduction effect,
also should take into account the evaporation, condensation and enrage effect on heat
exchange, or parameters, calculation is more complicated.

In 1971, Price [11] first applied a model based on thermal inertia. In 1975, Kahle
[12], Ju [13], according to the heat balance and heat conduction theory, improved the
soil thermal inertia model, which combined the heat flux (H), latent heat flux (E) and
surface heat flux (G) to the surface radiation energy. Price [12] proposes the Apparent
Thermal Inertia (Apparent Thermal Inertia, ATI) concept, namely, ignore the latitude,
the sun Angle, sunshine time, and the influence of the distance, only consider the soil
reflectance and surface temperature changes. The apparent thermal inertia of soil can be
obtained indirectly through remote sensing inversion of soil reflectivity and surface
temperature. In practice, we usually use the apparent thermal inertia to approximate
replace real thermal inertia, according to the surface of the heat balance equation and
heat conduction equation to establish apparent thermal inertia (ATI) and soil moisture
content between remote sensing information inversion model [14]. The surface tem-
perature difference is small, the apparent thermal inertia is large, the soil water content
is high; the surface temperature difference is large, the apparent thermal inertia is small,
and the soil moisture content is low. In China since the early 1990s in the thermal
inertia model theory and experimental research has made great progress, Ji [15], such
as using MODIS data, through the establishment of apparent thermal inertia and soil
moisture between the linear experience model, in Shaanxi province early February to
March, 2005 occurred in late spring drought process monitoring tests have been carried
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out. The thermal inertia of the surface temperature was calculated by using the modified
surface temperature, and the soil moisture was obtained, and the drought conditions in
liaoning were monitored for years. By using NOAA/AVHRR satellite data, guo zi [17]
and other methods used the apparent thermal inertia method to inversion the shallow
soil moisture. The thermal inertia method of soil moisture content requires strict reg-
istration of two remote sensing images in the research area, and the temperature dif-
ference is obtained by the light temperature. Since remote sensing image is affected by
the cloud, it is difficult to get the image of cloud in the same research area day and
night, so it is difficult to guarantee the accuracy of the diurnal temperature difference.
When the soil vegetation coverage is high, the accuracy of the soil moisture content
will be greatly reduced due to the influence of vegetation transpiration and soil
moisture exchange.

4 Vegetation Water Supply Index Method

The vegetation water supply index is a comprehensive monitoring drought method
based on surface temperature and vegetation index. The principle is that when the plant
water supply is insufficient to cause the crop to die due to lack of water, the normalized
vegetation index will drop sharply and the surface temperature of the leaf will rise
rapidly. Definition [18] of Vegetation Supply Water Index (VSWI):

VSWI ¼ NDVI=TS

VSWI is the vegetation water supply index; ts is the canopy temperature of veg-
etation; NDVI is the normalized vegetation index.

The physical meaning of vegetation water supply index method can be described
as: when the vegetation water supply is normal, the vegetation index reflected by
remote sensing information is stable during certain growth period. In case of suffering
from drought, vegetation growth under water stress, to reduce moisture loss, plant
stomata part will close, resulting in increased leaf temperature, vegetation canopy
temperature, vegetation water supply is insufficient growth affected at the same time,
vegetation remote sensing information is a reflection of the index will be reduced. The
use of NOAA/AVHRR data to use the vegetation water supply index method was used
to monitor the continuous drought disaster in the winter and spring in Fujian province
from 2001 to 2002. Chen [20] and other use vegetation water supply index to monitor
Guangdong province in October 2004 drought conditions. Vegetation water supply
index when applied to the MODIS data, as a result of the MODIS data to get NDVI
easier than NOAA/AVHRR data get NDVI to saturation, so the VSWI is applied to the
high density vegetation biomass, its monitoring precision will decline. Ji [15] on the
VSWI is improved, the model of NDVI to switch to the enhanced vegetation index
(EVI), to improve the sensitivity of biomass area, and early April to may, 2005 in
Shaanxi province in late spring drought monitoring.
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5 Distance Vegetation Index Method

The distance vegetation index defines [21]:

ATNDVI ¼ TNDVI � TNDVI

TNDVI ¼ MAXðNDVIðtÞÞ

ATNDVI is the distance vegetation index; TNDVI was the highest value of NDVI
in the same period. T is the number of days; the evaluate the annual normalized
vegetation index (NDVI).

In general, the light and temperature conditions in certain areas are not very dif-
ferent, and the vegetation growth condition is mainly related to water, and the water
supply is the key factor for vegetation growth. The distance vegetation index method is
from the perspective of vegetation growth. When the soil water supply is abundant, the
vegetation grows well. Conversely, vegetation growth is inhibited. This method needs
to be accumulated many years of remote sensing data to calculate the perennial ten-day
average vegetation index, then the same period when the observation period of veg-
etation index compared with perennial average, judge condition of crop growth, and
then to evaluate crop drought degree. Using the distance vegetation index method, the
NOAA/AVHRR data were used to monitor the extreme drought in Heilongjiang
province in the summer of 2000 [22]. According to the distance vegetation index, the
drought was divided into severe drought, drought and normal 3 grades. In this paper,
the relative distance map of vegetation index is supervised and classified, and the
pseudo-color map of drought monitoring is generated, and the affected area of crops is
calculated. The drought condition of grassland in Qinghai province was monitored by
the vertical vegetation index [23]. Tansey [24], respectively, using 1982–1998 (1999)
precipitation and temperature meteorological data, as well as the AVHRR NDVI
remote sensing data are calculated by the Yellow River basin climate drought index,
and analyzed the NDVI, the Yellow River basin are analyzed from the aspects of
climate and vegetation features 18a to drought condition changes.

6 Microwave Remote Sensing

Microwave remote sensing is one of the most important methods for soil moisture
monitoring. Microwave remote sensing has the characteristics of all-weather, multi-
polarization and a certain transmission capability to the soil layer. The method of
microwave remote sensing monitoring of agricultural drought is mainly passive
microwave method and active microwave method. Generally passive microwave
remote sensing cost is low, the time resolution is high, but the spatial resolution is low;
The active microwave remote sensing cost is high, the spatial resolution is high, but the
time resolution is low. Regardless of passive microwave remote sensing or active
microwave remote sensing, the inversion results are affected by surface roughness and
vegetation. How to reduce or eliminate the influence of surface roughness and vege-
tation is an important research direction of microwave remote sensing. Tansey
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Moeremans and [25, 26] research shows that in bare land and sparse vegetation areas,
after the near surface soil moisture and to a high degree of correlation between scat-
tering coefficient, and that the surface roughness has a great influence on soil moisture
monitoring. Li zhen and other [27] comprehensive active and passive microwave data
and optical data monitoring soil moisture change, reduce the influence of vegetation,
and improve the accuracy of soil moisture change monitoring. Liu wei, etc. [28] try
polarization decomposition technique to overcome the influence of surface roughness
and vegetation, the better estimation of vegetation covered surface soil moisture
change, but this method requires high temporal resolution, must be full polarization
data at the same time, the current spaceborne microwave sensor is difficult to meet the
requirements; Rajat Bindlish [29] takes advantage of the improved IEM model to
obtain the inverse results of 0.95 correlation with actual soil moisture. Microwave
remote sensing is not affected by the interference of cloud, which can be used
throughout the day, although greatly influenced by the surface parameters, but its for
soil moisture estimation accuracy is high, is the method of monitoring soil moisture
potential. However, the current microwave remote sensing usually can only reverse the
moisture of soil surface, and the root system of crops is usually under 10 cm–20 cm, so
the application of agricultural drought monitoring has certain limitations.

7 Conclusion

In recent years, agricultural drought in China has been frequent and serious, and
accurate drought monitoring is of great significance. Agricultural drought involves
many subjects such as agriculture, meteorology, hydrology and plant physiology. It is a
complex phenomenon, and accurate crop drought monitoring is more difficult. Remote
sensing data contains abundant surface comprehensive information and remote sensing
technology has great potential in drought monitoring. At present, the domestic and
foreign scholars in the field of agricultural drought remote sensing monitoring tech-
nology research a series of achievements, and explore some feasible methods and
approaches, among the more mature method of thermal inertia method, vegetation
water supply index method, anomaly vegetation index method and microwave remote
sensing method, etc. Various monitoring technologies have their own advantages and
disadvantages, and their applicability and accuracy are subject to further improvement
and improvement.

(1) The advantage of thermal inertia is that the method is simple and easy to obtain,
suitable for use in the bare ground/low vegetation coverage area, and the disad-
vantage is that the scope of application is narrow;

(2) The advantages of the vegetation water supply index method are that the
parameters are clear and the accuracy is higher, which is suitable for the high and
high vegetation coverage area, and the disadvantage is that the vegetation canopy
temperature is difficult to obtain.

(3) The advantage of the distance vegetation index method is clear, suitable for the
medium and high vegetation coverage area. The disadvantage is that the remote
sensing data and the monitoring results are in lag.
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(4) The advantages of microwave remote sensing method are all-weather and high
precision, suitable for use in bare ground/vegetation coverage area, and the dis-
advantage is that monitoring soil is effective and shallow and cost is high.

In view of the advantages and disadvantages of the existing agricultural drought
remote sensing monitoring technology, further agricultural drought monitoring
research should strengthen the combination of crop physiology, morphological indexes
and soil moisture content indexes. There are many available remote sensing data
sources available, and the application of new remote sensing data sources in agricul-
tural drought monitoring is actively carried out, such as the application of remote
sensing data of GF-1. Further considering the use of multiple satellite sensors simul-
taneously to monitor the agricultural drought situation, the integrated radar data and the
advantages of visible data make the monitoring results more comprehensive, accurate
and timely. Using the advantages of remote sensing methods and solving the problem
of technical practical application, the development and construction of a nationwide
system of remote sensing monitoring of drought remote sensing will be a very chal-
lenging research work.
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Abstract. With the development of agricultural production data, more and
more three-dimensional visualization of monitoring data has become the focus
of agricultural information technology research. The application of ArcGIS
visualization technology, 3D visualization of auxiliary plug-in, and the national
Spark Program demonstration area of farmland monitoring data obtained in Jilin
province Nong’an County Helong town of application. In this study, the use of
C++ language, the introduction of three-dimensional visualization library SDK,
compiled auxiliary plug-in ArcGIS software, optimize the joint jiulongzhen
farmland monitoring data 3D visualization. The experimental results show that
the preparation of the postprocessing plug-ins integrated into ArcGis software
can optimize the 3D visualization of monitoring data, the two-dimensional
spatial variability of thematic map than the traditional representation of 3D data
more natural, more clear, more intuitive, is of great significance for promoting
the development of modern agriculture.

Keywords: ArcGIS � 3D visualization � Auxiliary plug ins � Farmland
monitoring

1 Introduction

3D GIS is one of the new trends in the field of GIS. The 3D GIS is more realistic and
visual than the two-dimensional GIS in expressing the objective world. It does not need
the space entity for abstract symbols, but the geographical objects using stereo tech-
nology show to the user, and to provide humane and 3D simulation world interactive
tools for users, users easier access to spatial information [1].

With the help of data visualization is the main graphical means to communicate
clearly and effectively communicate with the information in order to effectively convey
the concept, aesthetic form and function need to go hand in hand, by visually convey
and key characteristics, in order to achieve in-depth insight into the rather sparse and
complicated data set. Data visualization is closely related to information graphics,
information visualization, scientific visualization and statistical graphics [2]. At pre-
sent, data visualization is a very active and critical aspect in the field of research,
teaching and development. The term “data visualization” enables the integration of
mature scientific visualization with the field of younger information visualization.

In order to continue to promote the optimization of the agricultural economy, and
realize the sustainable development of the industry and the optimization of regional
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industrial structure, to further promote the wisdom of agricultural development, need
comprehensive and timely grasp the dynamic development of agriculture, which
requires the analysis of processing technology on the basis of the agricultural data and
related data, characteristics of agricultural data meet the five characteristics of big data,
a is a large amount of data, the two is fast processing speed, three types of data, the four
is of high value, high accuracy is five [3]. The 3D visualization technology can use
characteristics of agricultural data, continuous inspection data, identify the authenticity
of data, more intuitive to find and put forward useful anomalies, analysis, under-
standing and duplicate data provides a useful tool for multidisciplinary collaboration to
the bridge role.

2 Visual Data Types and Preprocessing

2.1 Visual Data Type

According to the attributes of the data source, types, dimensions, representations and
other features, the visual data can be divided into one-dimensional data, two-
dimensional data, multi-dimensional data, text and hypertext, graphics, image data, etc.
And to visualize data, we first have to extract feature information from the data:

1. visual data is discrete data. In order to improve accuracy, difference method is
needed.

2. visual data can be regular or irregular. Regular data can save storage space, and
irregular data can give us greater freedom of expression.

3. the visual data must have an extension dimension, that is, the 5 data types men-
tioned earlier.

After identifying the issues related to data attributes, you need to prepare for
dealing with large amounts of data. Data is produced at a much faster rate than it is
managed and analyzed. The cardinality of the columns that need to be visualized is also
a factor that should be taken into account. The high cardinality means that the column
has a large number of different values, while the lower cardinality indicates that the
column has a large number of duplicate values, such as [4].

2.2 Data Preprocessing

The visual module inputs analog data and experimental/measurement data from the
computer, and includes data calls in the database. The objects of visual processing
include symbols, structures, images, and signals”. The generation and acquisition of
primitive symbols, structures, images and signals are the tasks of scientists or engineers
engaged in scientific and engineering calculations and experiments. How to transform
these data into visual graphics (images) is the task of scientists and engineers engaged
in scientific computing visualization applications. They combine with scientists
engaged in basic research or engineering research, and use visual tools to implement
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and complete the process of converting invisible objects into visible images. Usually,
the processing of these raw data should include the following two aspects:

Raw data preprocessing and storage are usually used to visualize raw data, and the
preprocessing section involves the following operations:

(1) data format and standardization;
(2) data transformation technology;
(3) data compression and decompression.

The data processed through the above may have larger data capacity. It is usually
stored in a standardized data interchange format. The NASA and other units of the
National Supercomputing Center study the format and structure of scientific data
storage and exchange, such as HDF, CDF, and NetCDF. These data formats are typ-
ically self describing, easy to store and read, and are widely used in large-scale
numerical computations. Through the sensor Nong’an County Joint jiulongzhen soil
moisture real-time data as shown in Fig. 1.

3 Construction of Plots Model

At present, there are two main ways to construct geological models: irregular triangular
mesh (TIN) and regular grid method (Grid).

Fig. 1. Moisture Nong’an County Helong town farmland real time data
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TIN is a continuous blanket of topographic surfaces consisting of many adjacent
but not overlapping triangles. Different types of TIN have different generation methods.
According to the geometric structure of the spatial distribution, there can be a general
triangulation and Delaunay triangulation.

In contrast to TIN, Grid is a composite surface composed of several consecutive
squares of the same shape in space. The data structure of Grid is very regular and
simple. It is possible to construct continuous, smooth and smooth surfaces through
these data, and the structure of the mathematical model is simple. Thus, Grid has the
advantage of constructing a visual representation of good ground models [5].

Many scholars at home and abroad have made extensive research in the geological
level generation methods, some scholars have used Grid triangulation into triangular
data to generate geological level [6]. The triangulation is the simplest for Grid, which
splits into the triangular mesh structure and gets the raw data in a regular and sys-
tematic way. From the rules of the generation of TIN is mainly in the grid decom-
position can be combined in the triangle, regular grid case, with one or two days to
form diagonal grid decomposition of a series of rules of the triangle. After data pro-
cessing, the interpolation of geological space is carried out, and the purpose is to grid
the data [7]. Based on the grid data obtained, geological layers are plotted by using VC
++ and OpenGL.

The main idea of the establishment of this method based on TIN multilayer geo-
logical body is, according to the geological layers with the elevation information to
establish the TIN into a boundary between two layers of TIN, using the boundary and
TIN were built erected under two TIN layer, the vertical TIN to simulate the geological
body solid part.

(1) data arrangement

The main tasks of data collation are drilling data extraction and data slicing. The
borehole coordinate results table.Xls table data and coal quality testing results table.Xls
table finishing, let it become a format for the “number, X, Y, Z for the superposition of
the formation of documents. Converts to text files for subsequent program processing.

(2) data format conversion

Using the development program of AutoCAD2000 software, we can draw the above
hierarchical data files, eliminate the error points and save the .Dwg format.

(3) loading elevation point data

Open Arcsence and add the “point” layer of the saved .Dwg data to the layer. Since the
elevation of each stratum is different, the multilayer data is stacked up and down after
loading the multi layer data point layer.

(4) establishing TIN

Using create, Analyst, create/modify, TIN, TIN, from, and features under 3D, choose
to load the point layer to build the TIN and build the TIN (Elevation) to build the TIN.
As shown in Fig. 2.
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(5) draw the boundaries of TIN

In AutoCAD2000, a closed boundary (i.e., a range of Tin) is plotted along the
boundary of the geological point so that the upper and lower points are coupled into a
geological body. After many experiments, it is proved that the geological boundary can
be achieved by drawing the inner boundary near the boundary of the geological point.
It is worth noting that, when drawing the inner boundary, the connection of the polygon
side can reduce the unnecessary connection on the side of the geological body. The
inner boundary is chosen, and its elevation is assigned in its characteristics. This value
should be in the middle of the elevation of the upper and lower two points. As shown in
Fig. 3.

(6) build DEM stretch layer

When you open the ArcScene and load the inner boundary, you can see that it is at the
height of the two layer point, adjusted properly until the inner edge of the interface is in
the middle of the two layer. Again, open the create TIN from Elevation create/modify
Analyst under 3D TIN features, load the geological points and the inner edge interface,
select a layer, set the Height source to the other attribute in the default format. Then
select its corresponding inner edge interface, set its Triangulate attribute to hard erase,
and the other two items to None. Select the saved path and click OK to build an upright
TIN. Thus, the TIN formed by the geological point is the surface, and the geological
body with the thickness of the TIN as the lateral body is formed.

In support of the national Spark Program, the experiment and research in the field
of monitoring data obtained in Nong'an County, Jilin Province town of Helong. The

Fig. 2. The establishment of Nong’an County Helong town experimental field plots TIN model

Research and Application of 3D Visualization Plug-in Integration with ArcGIS 25



total area of the experimental plot is about 375 µ, and the grid size is set up [8]. There
are several sampling points in the plot. We chose the moisture data for comprehensive
analysis. After finishing, we drew a simple 3D block rendering by drawing the plots
and the marked TIN points in ArcScene. As shown in Fig. 4.

4 Development of 3D Visualization Plug-in Based on ArcGIS

ArcGIS 3D visualization plug-in development, we need to apply to the ArcGIS SDK
software, and in the Visual Studio platform to write source code. Visual Studio is the
most popular integrated development environment for Windows platform applications.

Fig. 3. Markers in Nong’an County Helong town experimental field plots TIN boundary

Fig. 4. Visual expression of soil moisture in farmland of Nong’an County Helong town
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Visual Studio as an integrated solution, applicable to both individual and all sizes of
development teams, seamless collaboration, improved production efficiency and
concentration.

All of the ArcGIS plug-in source code has a single entry point, main (), which is
repeated with the action indicated by the selector. For the main () prototype, this is the
case:

PF_Err main (PF_Cmd  cmd,

PF_InData  *in_data,

PF_OutData *out_data,

PF_ParamList params,

PF_LayerDef *output,

void *extra);

The first parameter is a selector whose value indicates the execution phase the plug-
in is about to enter.

The second parameter is a callback function that points to the large data structure
that contains the host application status information and hooks, which is a primary
parameter.

The third parameter is a pointer to a structure that communicates its needs to the
host as a plug-in. For example, error messages can be sent to the host via mail.

The structure of pf_layerdef output parameter point, which contains the output
image information (including a pointer to the data): its size, its rowbytes value, and
extent_hint, which is directly to the border area, really need to render [9].

Finally, the extra pointer is a special use parameter that is largely unused to the
program. It points to different data structures at different times. If you decide to
implement a custom user interface element, or a complex custom data type, you will
only process this parameter [10].

4.1 ArcGIS Camera Plug-in Function

In the general case (without opening the 3 dimension layer attributes) camera has no
effect, open the layer 3D attribute or some 3D effects can play a role, it can be
simulated in 3D scene picture (picture Z attribute axis), allowing multiple layers to
produce perspective, and also to support the light and material, projection/shadow. In
software, the camera is virtual and will not have a track or a three stand for you to use.
However, by simulating real-life camera movements, we can migrate our understanding
to virtual cameras, so that we can better understand and apply it. In practice, we will
find that the simple on camera animation, it is very difficult to achieve the desired
effect, not our understanding is not enough, but the software itself is designed so that
we need to find some way to simulate the camera in real life, to achieve our purpose.
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4.2 ArcGIS Camera Plug-in Preparation

First, define the camera interface;

#define kAEGPCameraSuite "AEGP Camera Suite"

#define kAEGPCameraSuiteVersion2  2 /* frozen in AE 5.5 */

typedef struct AEGP_CameraSuite2 {

SPAPI A_Err (*AEGP_GetCamera)(

PR_RenderContextH render_contextH,   /* >> */

const A_Time *comp_timeP, /* >> */

AEGP_LayerH *camera_layerPH); /* << */

Then define the camera type;

SPAPI A_Err (*AEGP_GetCameraType)(

AEGP_LayerH camera_layerH, /* >> */

AEGP_CameraType *camera_typeP); /* << */

Define camera view;

SPAPI A_Err (*AEGP_GetDefaultCameraDistanceToImagePlane)(

AEGP_CompH compH, /* >> */

A_FpLong *dist_to_planePF); /* << */

// If a camera is created using aegp, then you must set the film 

size units.

// No default is provided.

Define camera size and size;

SPAPI A_Err (*AEGP_GetCameraFilmSize)(

AEGP_LayerH camera_layerH, /* >> */

AEGP_FilmSizeUnits *film_size_unitsP, /* << */

A_FpLong *film_sizePF0);   /* << in pixels */

SPAPI A_Err (*AEGP_SetCameraFilmSize)(

AEGP_LayerH camera_layerH, /* >> */

AEGP_FilmSizeUnits film_size_units, /* >> */

A_FpLong *film_sizePF0); /* >> in pixels */

} AEGP_CameraSuite2;
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At this point, our plug-in program is complete, the plug-in code generation plug-in
format files, import into the ArcGis software database, open the software can be
invoked. Figure 5 is the effect of observing the block data in the software after calling
the camera plug-in.

5 Conclusion

With the help of data visualization is the main graphical means to communicate clearly
and effectively communicate with the information in order to effectively convey the
concept, through the convey and key characteristics, in order to achieve in-depth
insight into the rather sparse and complex data sets. Research and experimental results
show that

(1) based on the ArcGis software SDK source code to write the auxiliary plug-in and
ArcGis software integration, to make up for the ArcGis software auxiliary func-
tion is not perfect, and optimize the visualization effect of agricultural monitoring
data is feasible.

(2) integrated plug-in ArcGis software in the field monitoring data, obvious opti-
mization effect of 3D visualization of monitoring data, the two-dimensional
spatial variability of thematic map than the traditional representation of 3D data
more natural, more clear, more intuitive. The results of the study are of great
significance to the development of modern agriculture.

Fig. 5. Integrated camera plug-in after the soil moisture data observation effect diagram
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Abstract. Biomass and the chlorophyll content are important indicators to
measure the growth and development of grasslands. Modeling using hyper-
spectral data is an important means to monitor grassland growth and develop-
ment. In this paper, we studied Mexican maize grass, hybrid Pennisetum and
hybrid Sudan grass under different soil texture treatments and determined the
correlation between the canopy reflectance spectrum and plant growth status in
different soil textures based on hyperspectral data. Our results showed that, under
different soil texture treatments, the emergence rate of Mexican maize grass and
hybrid Pennisetum did not differ significantly, whereas that of hybrid Sudan grass
indicated a significant difference. Under different soil texture treatments, the
trend of plant height variation was consistent. In terms of different types of
grassland, it is generally feasible to establish a grassland yield spectral model
based on the vegetation indexes NDVI and RVI, and the leaf SPAD values of the
three types of grassland best fit the spectral parameter red edge area.

Keywords: Grassland � Biomass � SPAD value � Soil textures
Hyperspectral remote sensing

1 Introduction

Biomass is an important component of the ecosystem carbon pool, which is the main
input source to the soil organic carbon pool [1]. Biomass is an important index tomeasure
the growth and development of grassland and to guide production management [2].
Chlorophyll is an important pigment involved in grassland photosynthesis [3] and is
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closely related to protein, nitrogen, moisture and other parameters [4]. It is a good
indicator of photosynthetic efficiency and the development status of grasslands and also
enables crop to exchange matter and energy with their surroundings. Therefore, the
estimation of grassland biomass and the chlorophyll content has become an important
method to evaluate grassland growth and development [5].

There are many grassland biomass and chlorophyll content acquisition methods; the
traditional method has shortcomings such as being time and effort intensive, there are
difficulties in scaling up, and vegetation is damaged [6]. Therefore, the traditional
method cannot easily be used for the rapid acquisition of grassland biomass and
chlorophyll content or the accurate monitoring of grassland growth and development.
In recent years, with the application and development of hyperspectral remote sensing
technology, hyperspectral data can be obtained by means of a hyperspectral imager,
and quantitative analysis of weak spectral differences is carried out directly on the
ground objects. The spectral diagnosis of plant leaf components is based on the spectral
characteristics of plants. A large number of studies have shown a good correlation
between the plant water, carbohydrate and chlorophyll contents and the spectral
reflectance in specific bands [7]. Therefore, a relationship between the leaf components
and the spectral reflectance can be established, and monitoring and diagnosis models of
various plant biochemical parameters based on the reflectance spectrum can be
developed; consequently, hyperspectral data have a strong advantage in grassland
growth monitoring research [8].

Many domestic scholars have extensively studied the spectral characteristics of
grasslands; the results show that grassland biomass and remote sensing vegetation
indexes have a good correlation, but there are some differences in their correlation
degrees [9]. In terms of a grassland biomass monitoring model, Clever et al. [10]
studied a method to estimate grassland biomass based on a support vector machine that
uses remote sensing data to extract grassland biomass and obtained the band with the
best prediction ability. Chen et al. [11] studied the relationship between the grassland
reflectance spectral characteristics of aboveground biomass, extracted a vegetation
index from the spectral data, and established a dynamic monitoring model. In addition,
the Dutch scholars Darvishzadeh et al. [12] used hyperspectral measurements of the
grassland chlorophyll content. However, the grassland spectral characteristics may be
limited by the environmental background, canopy structure, leaf moisture and soil
texture.

In this paper, we studied the correlation between canopy reflectance characteristics
and plant growth status under different soil texture treatments. We analyzed the sen-
sitive bands and vegetation indexes that were closely related to plant biomass and
nutrient status and established a plant biomass and SPAD value estimation model to
promote the application of hyperspectral remote sensing technology in grassland
growth and development monitoring and to provide a theoretical basis for large-scale,
non-destructive and real-time monitoring of grassland growth using spectral
technology.
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2 Materials and Methods

2.1 Test Materials and Varieties

The experimental method is an indoor potting method. The experiment was conducted
in 2016 at the Yangzhou University Agricultural College experimental farm. The tested
varieties included three types of grasses: Mexican maize grass (A1), hybrid Pennisetum
(A2), and South African hybrid Sudan grass (A3). Test pots: the plastic pot was 28 cm
in diameter and 20 cm in height, and the bottom diameter was 18.5 cm. The surface
area of the soil column was approximately 0.045 m2. Soil properties: test farm loam, of
which the hydrolysable nitrogen was 149.2 mg�kg−1, the available phosphorus was
34.5 mg�kg−1, the available potassium was 84.6 mg�kg−1, and the soil organic matter
content was 1.74%.

2.2 Experimental Design

According to the different soil textures, based on a quality ratio, three treatments, i.e.,
loam, loam:sand = 3:1, and loam:sand = 1:1, recorded as B1, B2 and B3, respectively,
were established; each treatment consisted of 8 replicates. During the experimental
period, the nutrient dosage was designed as N 120 kg/hm2 (0.54 g/pot), P2O5

100 kg/hm2 (0.45 g/pot), K2O 100 kg/hm2 (0.45 g/pot), applied once as basal fertil-
izer; the fertilizer and soil were well mixed and added to the pot.

Seed sowing: Mexican maize grass (A1) seeds: 10 seeds/pot; hybrid Pennisetum
(A2) seeds: 100 seeds/pot; South African hybrid Sudan grass (A3) seeds: 60 seeds/pot.
When sowing, some of the soil was removed from the pot; the remaining soil was
compacted in the pot; the grass seeds were evenly spread on the soil surface; the
removed the soil was returned to the pot, compacted; and finally, spray irrigation was
applied at low a low amount but quite frequently to ensure the top 3 cm of the soil
surface remained moist during the seedling stage.

2.3 Measurements

2.3.1 Spectral Determination
After emergence, we sampled approximately once per month. At every sampling, two
pots of each grass species per treatment were examined. When measuring the canopy
spectrum, measurements need to be collected under sunny (not cloudy) conditions with
good light. In addition, a single vegetation type with nearly 100% coverage should be
selected to avoid interference from other vegetation and soil. Further, atmospheric
water vapor absorption also affects the canopy spectral data, especially around
1400 nm and 1900 nm, where there is considerable noise. Therefore, the visible and
near infrared bands are used to study the canopy characteristics of different herbs.

We used the United States ASD FieldSpec 3 Hi-Res field portable terrestrial
spectrometer for spectral measurements. When measuring, the sensor probe was
pointed down in a vertical direction, about 60 cm from the top of the canopy. Each
replicate of each treatment was measured 9 times (i.e., measured 3 times right above the
top of the test pot, then rotated about 120° and measured 3 times, and then rotated
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about 120° and measured 3 times); the average value was taken as the spectral
reflectance of that replicate, and finally the average value of 3 replicates was recorded
as the spectral reflectance value of the treatment. Calibration of a standard blank was
needed; therefore, calibration was performed after each treatment was measured.

2.3.2 Determination of the SPAD Value
We used a portable SPAD-502 chlorophyll meter in the test: 5 newly fully developed
leaves per pot were selected, and we measured the SPAD value in the upper, middle
and lower parts of each leaf and calculated the average.

2.3.3 Determination of Aboveground Biomass
We selected representative grass plants, cut the aboveground part at the roots, and
determined the fresh weight of collected samples in the laboratory. Then, the samples
were subjected to 105 °C for half an hour, followed by oven drying at 65 °C to a
constant weight, after which the dry weight was determined as the aboveground
biomass.

2.3.4 Determination of Soil Dry Density and Water Content
We measured the soil dry density and soil water content during the last two periods: we
selected soil samples where the roots were concentrated in a pot; a ring knife was used
to collect potted soil 5–10 cm from the surface; and the fresh weight was determined.
Then, in the laboratory, the soil samples were dried in an oven at 80 °C to a constant
weight; the dry weight was determined; and the soil dry density and water content were
calculated.

2.4 Data Processing and Mapping

ASD viewspec-pro software was used to read the measured source spectral data, and
the raw data were preprocessed and averaged as the spectral value of the process. Excel
2010 and SPSS16.0 were used for data processing and statistical analysis.

3 Results and Analysis

3.1 The Emergence Rate of Grass Species in Different Soil Textures

The seedling emergence rate is the proportion of emerged seedlings relative to the total
seedlings that should emergence (%). As can be seen from Table 1, there was no
significant difference in the emergence rate of Mexican maize grass (A1) and hybrid
Pennisetum (A2) under different soil texture treatments. The emergence rate of hybrid
Sudan grass (A3) under the B1 treatment was significantly higher than that under the
B2 and B3 treatments.
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The seedling emergence time was similar between hybrid Sudan grass and hybrid
Pennisetum, whereas the emergence time of Mexican maize grass was later than that of
the other two. However, the seedling emergence time was not significantly different
between treatments for each species.

3.2 Plant Heights of the Grasses in Different Soil Textures and Periods

It can be seen from Fig. 1 that after emergence, the Mexican maize grass growth was
relatively rapid, but then gradually slowed down. Hybrid Pennisetum was the fastest
growing during the period from 60 to 90 days after emergence, and hybrid Sudan grass
was the fastest growing during the period from 60 to 90 days after emergence.

3.3 Soil Dry Density and Water Content of the Grasses in Different Soil
Textures and Periods

The soil dry density and water content of the test pots were measured by sampling test
conducted 90 days and 120 days after emergence. The data in Tables 2 and 3 show a
negative correlation between soil dry density and soil water content. This is because

Table 1. The emergence rate of grass seed under different soil textures

Soil
texture

Mexican teosinte
A1

Pennisetum americanum
A2

Sorghum hybrid sudangrass
A3

B1 0.50a 0.41a 0.36a
B2 0.56a 0.49a 0.53b
B3 0.61a 0.51a 0.52b

Fig. 1. The plant height of grass under different soil textures and growth stages
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across the three types of soil treatments, the sand content increased, soil dry density
increased, and there was more sand and less clay; therefore, the soil permeability and
ventilation capacity were good, but the water storage capacity was poor.

3.4 Dry Weight of Grasses in Different Soil Textures and Periods

It can be seen from Table 4 that the growth condition of Mexican maize grass under the
B2 treatment was the best, but in the later stage of growth, the best growth occurred
under the B3 treatment. The soil moisture content under the B3 treatment was more
suitable for the late growth of Mexican maize grass.

It can be seen from Table 5 that there was no significant difference in the dry
weight of hybrid Pennisetum in different soil textures, and the soil texture and water
content had little effect on the growth of hybrid Pennisetum.

It can be seen from Table 6 that the growth condition of hybrid Sudan grass was the
best in the middle and late growth stages under the B2 treatment, and the emergence
rate was the highest under the B2 treatment. Thus, the soil with the B2 treatment was
most conducive to the growth of hybrid Sudan grass.

Table 2. The soil dry density (g/cm3) of grass under different soil textures and growth stages

Soil
texture

90 days after emergence 120 days after emergence
Mexican
teosinte
A1

Pennisetum
americanum
A2

Sorghum
hybrid
sudangrass A3

Mexican
teosinte
A1

Pennisetum
americanum
A2

Sorghum
hybrid
sudangrass A3

B1 1.07 1.08 1.21 1.11 1.06 1.08
B2 1.26 1.10 1.27 1.22 1.10 1.18
B3 1.42 1.36 1.35 1.30 1.31 1.21

Table 3. The soil moisture content (%) of grass under different soil textures and growth stages

Soil
texture

90 days after emergence 120 days after emergence
Mexican
teosinte
A1

Pennisetum
americanum
A2

Sorghum
hybrid
sudangrass A3

Mexican
teosinte
A1

Pennisetum
americanum
A2

Sorghum
hybrid
sudangrass A3

B1 18.15 14.72 17.51 18.29 20.09 17.56
B2 14.33 8.53 13.49 13.88 11.96 13.33
B3 10.16 4.54 9.34 9.17 6.73 6.68

Table 4. The dry weight (g/pot) under different soil textures and growth stages of Mexican
teosinte

Soil texture 60 days after emergence 90 days after emergence 120 days after emergence

B1 18.70 38.05 50.85
B2 26.60 57.05 77.40
B3 19.70 49.10 86.80
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3.5 Relationship Between Dry Weight and Vegetation Index of Different
Types of Grasses

We carried out correlation analysis of the dry weight and vegetation index of the
grassland to test the degree of closeness between the two and to determine whether the
sample can be used to determine the overall situation. The correlation coefficient is an
important indicator to reflect this degree of closeness.

The correlation coefficients between four commonly used vegetation indexes,
calculated using SPSS software, and the dry weights of different grasses are shown in
Table 7.

Table 5. The dry weight (g/pot) under different soil textures and growth stages of Pennisetum
americanum

Soil
texture

30 days
after emergence

60 days
after emergence

90 days
after emergence

120 days
after emergence

B1 12.40 62.90 120.25 151.30
B2 16.80 68.40 124.80 147.10
B3 14.80 65.15 122.10 122.55

Table 6. The dry weight (g/pot) under different soil textures and growth stages of Sorghum
hybrid sudangrass

Soil
texture

30 days
after emergence

60 days
after emergence

90 days
after emergence

120 days
after emergence

B1 9.95 34.70 87.95 139.20
B2 7.85 45.75 104.50 153.85
B3 10.05 35.35 85.90 109.65

Table 7. The correlation coefficient between vegetation index and dry weight of the three types
of grass

Types Vegetation index
NDVI RVI DVI RDVI

Mexican teosinte 60 days after emergence 0.885* 0.937** 0.739 0.819*
90 days after emergence 0.897* 0.894* 0.472 0.604
120 days after emergence 0.921** 0.911* 0.36 0.529

Pennisetum americanum 30 days after emergence 0.910* 0.925** 0.459 0.683
60 days after emergence 0.882* 0.910* 0.29 0.441
90 days after emergence 0.941** 0.956** 0.209 0.48
120 days after emergence 0.932** 0.904* 0.751 0.842*

Sorghum hybrid Sudangrass 30 days after emergence 0.877* 0.907* 0.746 0.816*
60 days after emergence 0.943** 0.961** 0.56 0.692
90 days after emergence 0.878* 0.912* 0.909* 0.916*
120 days after emergence 0.893* 0.924** 0.14 0.592
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It can be seen from Table 7 that there was a certain correlation between the nor-
malized vegetation index (NDVI) and the ratio vegetation index (RVI) and grassland
grass yield; therefore, it is feasible to establish a grass yield spectral model based on the
two vegetation indexes. There were also some differences in the correlation between
grass yield and different vegetation indexes, but there was no significant difference
between the two vegetation indexes described above. Therefore, combined with the
correlation between vegetation index and grass yield, different grassland types and
fertility periods can be used in a practical and effective manner to establish a corre-
sponding yield estimation model. Understanding the correlation between grass yield
and vegetation indexes can help to further analyze the data, so as to achieve the purpose
of determining the internal association within the data. After comparing various
models, we found it best to use the power exponential model for estimation of
grassland yield. Figures 2, 3 and 4 are analysis models of various types of grassland
biomass and related vegetation indexes.

The corresponding yield estimation model and fitting effect of three types of
grassland were different; the fitting effect is reflected by the R value: the greater the R
value, the better the fit. The vegetation index was closely related to the dry weight of
the grass, but the relationship between dry weights of the same type of grass and the
two vegetation indexes (NDVI and RVI) was slightly different. There was also a
difference between the vegetation index and the power exponential model of the dry
weights of a particular grass at different growth stages.

Fig. 2. The correlation between vegetation index (NDVI, RVI) and dry weight of Mexican
teosinte under different growth
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Therefore, the grass yield model can be expressed as y ¼ axb, where a and b are
constants.

3.6 Relationship Between Dry Weight and Vegetation Index of Different
Types of Grasses

Changes in the chlorophyll content will cause changes in plant leaf color. Under normal
circumstances, the chlorophyll content can reflect the photosynthetic physiological
state of plants to a certain extent. With an increase in the chlorophyll content, plant
photosynthesis increases and is conducive to improving plant yield and quality [3].
Chlorophyll can describe crop canopy characteristics, reflecting leaf photosynthetic
capacity and being used in the estimation of yield using the main parameters.

Fig. 3. The correlation between vegetation index (NDVI, RVI) and dry weight of Pennisetum
americanum under different growth stages
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The information that chlorophyll conveys not only contains single leaf information but
also part of the crop canopy information.

The phenomenon caused by the strong reflection formed by the absorption of
vegetation chlorophyll in the red light band and the scattering of the near infrared band
inside the leaf is called the red edge [4]. Previous studies have found close relationships
between chlorophyll and red edge parameters.

The red edge parameters describing vegetation spectrum red edge characteristics in
this paper mainly include [5, 6]:

(1) Red edge position (kred): in the range of 680–750 nm; the corresponding
wavelength of the reflection spectrum when the first order differential value
reaches the maximum.

(2) Red edge peak area: the area surrounded by the spectral first order differential
value between 680–750 nm.

Fig. 4. The correlation between vegetation index (NDVI, RVI) and dry weight of Sorghum
hybrid sudangrass under different growth stages
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(3) Minimum amplitude (dkmin): the corresponding minimum first order differential
value between 680–750 nm.

(4) Red edge amplitude (dkred): the first order differential value when the wavelength
is the red edge.

(5) Ratio of red edge amplitude to the minimum amplitude dkred/dkmin.

SPSS software was used to calculate the correlation coefficient between the SPAD
value and the red edge parameter of entire growth period of different grasslands, as
shown in Table 8.

It can be seen from Table 8 that the red edge area and red edge amplitude of the
three grasses were significantly positively correlated with the SPAD values, and the red
edge area was more strongly correlated with the SPAD values. We took the red edge
area with the most relevant trait as the selected parameter and combined and established
five estimation models based on the SPAD value of the red edge area: (1) Linear
function model y = a + bx, (2) Logarithmic function model y = a + b � In (x),
(3) Power function model y = axb, (4) Exponential function model y = a � ebx, and
(5) Quadratic polynomial function model y = ax2 + bx + c, to achieve the goal of a
more accurate assessment of the SPAD value of grassland. The selection principle of
the model is determined by the coefficient R2; the larger the R2 value, the better the
model evaluation. According to the test results, among three grassland SPAD value
estimation models, the quadratic polynomial model had the best estimation results.

Figure 5 results show that the SPAD value of the grassland was estimated practi-
cally and effectively by using the red edge area of the red edge parameter, and the
SPAD value of hybrid Sudan grassland was the best among the three grassland types.

The reliability of the model was tested using the root mean square (RMSE), relative
error (RE%) and determination coefficient (R2). The results were plotted as a 1:1
correlation map to verify the optimal evaluation model of the grassland SPAD value.

Table 8. The correlation coefficient between the parameters of red edge and the SPAD value of
the three types of grass

Types Parameters of red edge
Red edge
position
kred

Red edge
swing
breadth
dkred

Minimum
swing breadth
dkmin

Ratio
dkred/dkmin

Peak area
of red
edge

Mexican
teosinte

0.261 0.778** 0.654** 0.516* 0.747**

Pennisetum
americanum

0.17 0.534** –0.113 0.529** 0.603**

Sorghum
hybrid
sudangrass

0.454* 0.679** 0.524** 0.319 0.687**

Growth and Spectral Characteristics of Grassland in Response 41



As shown in Fig. 6, the RMSE of the Mexican maize grass corresponding test
model was 2.3218, the relative error RE was 3.53%, the determination coefficient R2

was 0.7994, and the test accuracy was 96.47%.

As shown in Fig. 7, the RMSE of the hybrid Pennisetum corresponding model was
3.3678, the relative error RE was 6.99%, the determination coefficient R2 was 0.655,
and the test accuracy was 93.01%.

As shown in Fig. 8, the RMSE of the South African hybrid Sudan grass corre-
sponding test model was 2.2721, the relative error RE was 4.50%, the determination
coefficient R2 was 0.8841, and the test accuracy was 95.50%.

Fig. 5. The prediction models of SPAD value of the three types of grass

Fig. 6. The correlation between measured and simulated values of the leaf SPAD value of
Mexican teosinte
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4 Conclusion and Discussion

(1) There was no significant difference in the emergence rate of hybrid Pennisetum
and Mexican maize grass under different soil texture treatments. The hybrid Sudan
grass had a higher emergence rate under the B2 and B3 treatments than the B1
treatment, and there was a significant difference.

(2) There was no significant difference in plant height variation under different soil
texture treatments. After emergence, the Mexican maize grass grew rapidly, and
then the growth gradually slowed. The hybrid Sudan grass and hybrid Pennisetum
grew the fastest during the period from 60 to 90 days after emergence.

(3) The Mexican maize grass under the B2 treatment had the best growth condition in
the early stage, but in the late growth stage, the soil water content under the B3
treatment was the most suitable. There was no significant difference in the dry
weights of hybrid Pennisetum under different soil texture treatments during the
entire growth period. It was observed that the soil texture and water content had
little effect on the growth of hybrid Pennisetum. The hybrid Sudan grass under the
B2 treatment had the best growth in the middle and late growth stage and the

Fig. 7. The correlation between measured and simulated values of the leaf SPAD value of
Pennisetum americanum

Fig. 8. The correlation between measured and simulated values of the leaf SPAD value of
Sorghum hybrid sudangrass
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highest rate of emergence; therefore, the soil texture in the B2 treatment was the
most favorable for the growth of hybrid Sudan grass.

(4) It is generally feasible to establish a yield estimation spectral model of different
grasslands by using the vegetation indexes RVI and NDVI. The yield estimation
model of grassland can be expressed as y ¼ axb; a and b are constants.

(5) We used the red edge peak area as the selected parameter, combined with the red
edge peak area of the hyperspectral red edge parameter, and established a cor-
responding SPAD value estimation model; the quadratic polynomial model had
the best estimation results. Among the three grassland types, the SPAD value
estimation equation of Mexican maize grass was y = 301.87x2 − 109.38x +
54.774; that of hybrid Sudan grass was y = 451.3x2 − 153.36x + 50.374; and
that of hybrid Pennisetum was y = 504.36x2 − 127.29x + 37.22.
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Abstract. Passive radiometry at L-band has been widely accepted as one of the
most promising techniques for monitoring soil moisture content (SMC). How-
ever, with vegetation cover, the scatter and attenuation of microwave signals by
vegetation make the discrimination of SMC related signal complicated. To
improve SMC estimate, this study proposed the combined use of L-band
brightness temperature (TB) and optical remote sensing data to take into account
the effect of vegetation. The normalized difference infrared index (NDII) and
enhanced vegetation index (EVI) were used as proxy for including the effect of
vegetation water content and structure. Considering viewing angle effects, TB

data were normalized to three different angles (7°, 21.5°, and 38.5°). The model
based on the combination of NDII and horizontally polarized TB normalized to
7° produced the best result (R2 = 0.678, RMSE = 0.026 m3/m3). It suggests that
involving NDII into the model could significantly improve pasture covered
SMC estimation accuracy.

Keywords: Soil moisture � L-band brightness temperature
Vegetation water content � Normalized difference infrared index
Leaf area index � Enhanced vegetation index

1 Introduction

Soil moisture is a critical factor in many land applications such as hydrology [1], flood
forecasting [2], and precision agriculture [3]. Therefore, it is important to get reliable
information on the spatio-temporal variations of near-surface soil moisture. Soil
moisture estimates are traditionally based on contact-based methods that measure the
electrical resistivity, or on gravimetric methods that measure the volume of water. But
these point measurements are time-consuming and often not applicable to large areas
[4]. Microwave remote sensing methods including passive microwave radiometer and
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active microwave (radar) deployed on either airborne or spaceborne platforms offer an
effective way for retrieving spatial soil moisture estimates at different scales. In the past
decades, passive microwave radiometer data have shown their increasing potential for
quantifying and monitoring soil moisture [5–8]. Particularly, L-band brightness tem-
perature (TB) has been widely accepted as one of the most promising techniques for
quantifying soil moisture. A number of field experiments have demonstrated that
L-band TB has high sensitivity to moisture status and has a nearly linear relationship
with near-surface soil moisture, providing that vegetation conditions or soil characters
are uniform [9–12]. In addition, L-band has been utilized and dedicated to Soil
Moisture and Ocean Salinity (SMOS) mission [13], and NASA’s Soil Moisture
Active/Passive (SMAP) mission [14].

Although passive microwave radiation at L-band can penetrate vegetation canopies
to a certain extent, the difficulty in estimating soil moisture significantly increases in the
presence of vegetation. The main reason is that vegetation canopies can scatter and
attenuate microwave radiation from soil surface, and also emit their own energy, so the
signal received is modified such that the discriminate component of the signal due to
soil moisture becomes complex [15, 16]. Therefore, the effects of vegetation must be
taken into account when retrieving soil moisture with vegetation cover. Wigneron et al.
[15] pointed out that the effects of vegetation can be well approximated by a simple
radiative transfer model based on the optical depth, which could be derived from
vegetation indices. The study of Wang et al. [16] showed that deseasonalized time
series of root-zone soil moisture and normalized difference vegetation index (NDVI)
have a nearly linear relationship. Pause et al. [4] reported that soil moisture estimation
was improved by combining airborne L-band TB observations with leaf area index
(LAI) retrieved from hyperspectral image data. Cho et al. [17] found that the rela-
tionship between enhanced vegetation index (EVI) and soil moisture is nearly linear as
a function of the fraction of vegetation cover. The aforementioned studies all
demonstrated that vegetation related information has a considerable correlation to soil
moisture. However the combination of L-band TB with vegetation related information,
such as vegetation structure and vegetation water content (VWC), have not been
quantitatively investigated for soil moisture retrieval. Thus, the objectives of this study
are to (1) determine whether a multivariate linear model based on a combination of
L-band TB and vegetation structure related vegetation index could increase estimation
accuracy; and (2) demonstrate if soil moisture estimation accuracy could be improved
by combining L-band TB with vegetation water content. We tested the use of nor-
malized difference infrared index (NDII) and EVI, which were calculated from Landsat
5 Thematic Mapper (TM) images, to represent VWC and vegetation structure,
respectively.

2 Data Sources

2.1 Ground Sampling Data from SMAPEx-3

The study site and data sets of the third Soil Moisture Active Passive Experiment
(SMAPEx-3) [18] were used in this study. The SMAPEx-3 was undertaken in the
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Yanco area (145°50′ to 146°21′ E, 34°40′ to 35°0′ S) located in the western plains of
the Murrumbidgee Catchment, Australia. The topography of the study area is flat with
altitude no more than 150 m. This region is characterized by semi-arid agricultural and
grazing area. The analyses in this study were mainly based on sampling data from three
grazing areas. The three-week long campaign was conducted from September 5th to
September 23rd, 2011.

The near surface (0–5 cm) soil moisture measurements were acquired along 250 m
spaced regular grids using the Hydra-probe Data Acquisition System (HDAS) [19] for
each flight day. To improve the accuracy and efficiency of ground sampling, a mea-
surement grid was uploaded on the HDAS screen. Three replicate measurements were
taken at each predefined sampling location and then averaged to account for small-scale
soil moisture variation. Because the spatial resolution of L-band TB data was 1 km, the
average value of about 16 soil moisture measurements was used to represent soil
moisture of a 1 km � 1 km grid. Thus, a total of 32 soil moisture measurements were
obtained. Coincident with soil moisture sampling activities, the vegetation samples for
LAI and VWC were also collected in the corresponding area. LAI observations were
obtained by an LAI-2000 Plant Canopy Analyzer. At each location, an approximate
0.25 m2 area of vegetation within the area was clipped at ground level and then sent to
laboratory for VWC measurements. The detailed sampling protocol was further
described in Panciera et al. [18].

2.2 L-Band TB Data

L-band TB was measured at two polarizations using the Polarimetric L-band Multi-
beam Radiometer (PLMR) deployed on a light aircraft. The PLMR observes at both
horizontal and vertical polarization using a polarization switch, with viewing angles
of ±7°, ±21.5° and ±38.5°. A footprint size of nearly 1 km was achieved with a
flying altitude of 3 km. The details of before and after flight calibrations, radiometric
calibration and final geo-rectification can be found in Monerris et al. [20]. The output
data were time sequential datasets of six beam position TB values with geo-reference
for each flight line. The TB data collected on September 5th, September 18th,
September 19th and September 21th, 2011 were used in the study for analyses.

To effectively use TB data for retrieving soil moisture, the varying viewing angles
should be taken into account through a normalization procedure [21]. For this study,
the data were normalized to 7°, 21.5° and 38.5°, respectively, to evaluate the influence
of viewing angle on soil moisture retrieval. Taking the normalized horizontal polar-
ization TB to 7°, for example, a correction factor was first computed for each beam
position (BP) by deducting its mean from the average value of BP 3 and BP 4, and then
this factor was added to all data point for that BP. The processed and geo-referenced TB

values were mapped at a resolution of 1 km. Figure 1 presents the maps of L-band TB

normalized to 7° in horizontal and vertical polarization acquired on September 5th,
2011.

Due to the relatively low flying height, atmospheric contribution on L-band TB

could be neglected. Consequently, the TB data were normalized and divided by the
ground measured soil temperature (Ts) to remove difference in observed TB due to
seasonal Ts changes.
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2.3 Landsat 5 Thematic Mapper Data

Two images of clear sky Landsat 5 TM, acquired on September 2nd and September
18th, 2011, were used in this study. These two images provided concurrent measure-
ments during the SMAPEx-3 campaign. Because the changes in vegetation (biomass,
VWC and vegetation structure) are negligible within a week, a time shift of two or
three days to the L-band TB data acquisition could be acceptable. TM surface reflec-
tance values were obtained by applying the atmospheric correction algorithm in
ENVI FLAASH.

3 Methods

3.1 Using Enhanced Vegetation Index as an Indicator of Vegetation
Structure

LAI is an important vegetation structure parameter and is commonly estimated by
vegetation indices. According to the existing research, EVI has widely accepted as one
of optimal vegetation indices for LAI retrieval due to its capability in reducing
atmospheric and soil interference [22, 23]. Through the statistical analysis of pasture
LAI, most of the LAI values from SMAPEx-3 fell into the interval of [0, 3]. Because
the relationship between LAI and EVI is nearly linear when LAI is less than three [24,
25], EVI is used as a proxy of LAI in this study and can be computed according to
Eq. (1).

EVI ¼ 2:5
RNIR � RR

RNIR þ 6RR � 7:5RB þ 1
ð1Þ

Fig. 1. Example of L-band TB normalized to 7° in horizontal (a) and vertical (b) polarization
acquired on September 5th, 2011.
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where RNIR, RR and RB represent the reflectance of near-infrared channel (780–
900 nm), red channel (630–690 nm) and blue channel (450–520 nm), respectively.

3.2 Using Normalized Difference Infrared Index as an Indicator of VWC

Many studies [26–28] have explored the utility of Landsat TM images in retrieving
VWC. It has been found that NDII is the most appropriate index for VWC retrieval
using Landsat TM images. Therefore, NDII is utilized as a proxy of VWC in this study
since the relationship between NDII and VWC is approximately linear [29, 30].
The NDII could be calculated according to Eq. (2).

NDII ¼ RNIR � RSWIR

RNIR þRSWIR
ð2Þ

where RNIR and RSWIR represent the reflectance of near-infrared channel (780–900 nm)
and shortwave infrared channel (1550–1750 nm), respectively.

3.3 Image Registration

To determine whether involving TM vegetation data can reduce the effect of vegetation
on microwave signal and improve soil estimation accuracy, horizontal polarization and
vertical polarization L-band TB data normalized to three different viewing angles were
respectively combined with NDII and EVI in turn for soil moisture estimation. Because
TB data and vegetation data derived from Landsat 5 TM imageries have different spatial
resolution, it is necessary to resample the EVI and NDII maps of 30 m � 30 m to
1 km � 1 km pixel. EVI and NDII maps were down-sampled using the nearest
neighbor interpolation algorithm in this study.

3.4 Multivariate Linear Regression Modelling

The previous studies demonstrated that the relationship between L-band TB and soil
moisture is nearly linear [9, 18], and the relationship between vegetation related data
and soil moisture is also approximately linear [16, 17]. Therefore, a multivariate linear
regression model was adopted in this study to estimate soil moisture as a weighted sum
of L-band TB data and a vegetation related measurement. The model is trained as

Y ¼ Xbþ e ð3Þ

where the dependent variable Y is an n � 1 vector for the soil moisture content with n
being the number of training samples; the independent variable X is an n � 2 matrix of
the two observed values for each training sample. One observed value is the TB of a
given viewing angle under a given polarization, and the other is the vegetation
information (NDII or EVI). The b is a 2 � 1 vector of regression coefficients and e is
an n � 1 vector of residuals. The regression coefficients were obtained by minimizing
a least square cost function of Eq. (3). Three viewing angles under two polarizations
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were tested by applying the multivariate regression model with TB and NDII, or with
TB and EVI.

3.5 Validation

Due to the limited number of samples in this study, leave-one-out cross validation
(LOOCV) was utilized to assess the overall performance of different models. This
meant that 32 individual calibration models were developed for each method. The

average coefficient of determination R2
avg

� �
and average root mean square error

(RMSEavg) of 32 calibration models were used to evaluate the calibration accuracy.
The coefficient of determination for LOOCV R2

cv

� �
and root mean square error for

LOOCV (RMSEcv) were selected to further compare the performances of various
models. The proposed models TB + EVI and TB + NDII were compared with the case
of using TB only for three viewing angles of two polarizations.

4 Results

4.1 Multivariate Linear Regression Using the Combination of TB

and EVI

Table 1 gives the comparison results on the performance of the multivariate linear
regression models. It shows that TB + EVI produced little better (or similar) results than
those with the TB only for both calibration and LOOCV analyses. In the multivariate
linear regression analyses, models involving horizontal (H) polarization TB performed
considerably better than those involving vertical (V) polarization TB. Of them, the
model based on the combination of EVI and horizontal polarization TB normalized to 7°

yielded the best results for both calibration R2
avg ¼ 0:686; RMSEavg ¼ 0:026m3=m3

� �

and validation R2
cv ¼ 0:572; RMSEcv ¼ 0:029m3=m3

� �
. The followed were models

involving horizontal polarization TB normalized to 38.5°. The models involving hori-
zontal polarization TB normalized to 21.5° performed the worst.

Table 1. Performance of the multivariate linear regression models based on the combination of
L-band TB and EVI for predicting soil moisture.

Calibration Validation

R2
avg RMSEavg (m

3/m3) R2
cv RMSEcv (m

3/m3)

7°
TB(H) 0.641 0.028 0.579 0.030
TB(H) + EVI 0.686 0.026 0.572 0.029
TB(V) 0.594 0.030 0.516 0.032
TB(V) + EVI 0.623 0.028 0.502 0.032

(continued)

50 Y. Fu et al.



4.2 Multivariate Linear Regression Using the Combination of TB

and NDII

Table 2 gives comparison results on the performance of the multivariate linear regression
models based on the combination of L-band TB and NDII for predicting soil moisture.
This model produced generally better results than those with the TB only, for both
calibration and LOOCV analyses. In the multivariate linear regression analyses, models
involving horizontal polarization TB values performed considerably better than those
involving vertical polarization TB values. Among these models, the performances of
models involving horizontal polarization TB normalized to 7° were the best. Especially,
themodel based on the combination of horizontal polarization TB andNDII resulted in the
highest estimation accuracy with R2

cv ¼ 0:678; RMSEcv ¼ 0:026 m3=m3. The models
involving horizontal polarization TB normalized to 38.5° produced almost similar esti-
mation accuracy to those involving horizontal polarization TB normalized to 7°. The
followed were models involving horizontal polarization TB normalized to 21.5°.

Table 2. Performance of the multivariate linear regression models based on the combination of
L-band TB and NDII for predicting soil moisture.

Calibration Validation

R2
avg RMSEavg (m

3/m3) R2
cv RMSEcv (m

3/m3)

7°
TB(H) 0.641 0.028 0.579 0.030
TB(H) + NDII 0.746 0.023 0.678 0.026
TB(V) 0.594 0.030 0.516 0.032
TB(V) + NDII 0.692 0.025 0.614 0.028

(continued)

Table 1. (continued)

Calibration Validation

R2
avg RMSEavg (m

3/m3) R2
cv RMSEcv (m

3/m3)

21.5°
TB(H) 0.607 0.029 0.545 0.031
TB(H) + EVI 0.640 0.028 0.541 0.031
TB(V) 0.542 0.032 0.451 0.034
TB(V) + EVI 0.583 0.030 0.453 0.033
38.5°
TB(H) 0.624 0.029 0.559 0.031
TB(H) + EVI 0.674 0.026 0.559 0.030
TB(V) 0.423 0.035 0.310 0.038
TB(V) + EVI 0.500 0.032 0.356 0.036
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Figure 2(a) shows the relationship between the modeled results and the ground
truth, when only TB (H) 7° was used. Figure 2(b) shows the performance after NDII
was added. In the comparison of Fig. 2(a) and (b), it can be observed that linear
relationship between the measured soil moisture and the predicted soil moisture was
significantly improved. This model increased R2

cv value by 0.099, and decreased the
RMSEcv value by 0.004 m3/m3 in the cross-validation after involving NDII.

5 Discussion and Conclusions

The SMAPEx-3 led to reliable passive radiometry data at L-band and corresponding
ground sampling data including soil moisture and vegetation data. It allowed an
assessment of the utility of passive radiometry data at L-band for use in estimating soil

Fig. 2. LOOCV results before (a) and after (b) involving NDII for predicting soil moisture using
horizontal polarization L-band TB normalized to 7°. Note: The solid line is a one-to-one line.

Table 2. (continued)

Calibration Validation

R2
avg RMSEavg (m

3/m3) R2
cv RMSEcv (m

3/m3)

21.5°
TB(H) 0.607 0.029 0.545 0.031
TB(H) + NDII 0.711 0.025 0.641 0.027
TB(V) 0.542 0.032 0.451 0.034
TB(V) + NDII 0.658 0.027 0.568 0.030
38.5°
TB(H) 0.624 0.029 0.559 0.031
TB(H) + NDII 0.742 0.023 0.673 0.026
TB(V) 0.423 0.035 0.310 0.038
TB(V) + NDII 0.598 0.029 0.491 0.032
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moisture below pasture. It also made it possible to explore whether soil moisture
estimation could be enhanced by involving vegetation related information.

The performance of multivariate linear regression models involving vegetation
structure related information (LAI) was little better than those with only TB under three
viewing angles (Table 1). These results are not consistent with that observed in Pause
et al. [4] who found that soil moisture estimation accuracy was significantly improved
after combining L-band TB and LAI. This study retrieved winter barley covered and
winter rye covered soil moisture using horizontal polarization TB data with 50 m
spatial resolution and LAI estimated from hyperspectral data with 1.5 m spatial reso-
lution. The primary reason is that hyperspectral data are more powerful than multi-
spectral data for LAI estimation due to its approximately contiguous spectrum [31].
Furthermore, the best pasture LAI estimation accuracy got by EVI was relatively low
R2
cv ¼ 0:385; RMSEcv ¼ 0:75 m2=m2

� �
based on Landsat 5 TM data in the study (the

detailed comparison was not presented in this paper). It demonstrated that LAI esti-
mation accuracy based on remote sensed data should be checked before involving LAI
into soil moisture estimation. If LAI estimation is not accurate, it will not work to
involve it during soil moisture estimation.

The models involving horizontal polarization TB values performed better than those
involving vertical polarization TB values (Tables 1 and 2). It indicated that horizontal
polarization TB was more sensitive to soil moisture than vertical polarization TB. Many
researchers [4, 18] have given the same conclusion about this. The performances of
multivariate linear regression models involving NDII were much better than those with
only TB at both polarizations under three different viewing angles. This is mainly due to
the fact that involving NDII takes VWC into account and relieves the effect of vege-
tation on microwave signal. Among the three viewing angles, models based on TB

normalized to 7° or 38.5° resulted in better estimation accuracy than those based on TB

normalized to 21.5° with and without NDII. It confirmed that effects of vegetation and
soil moisture estimation based on microwave signal are dependent on incidence angle.

In summary, this study demonstrated the potential application of involving vege-
tation related information into soil moisture estimation. The experimental results
indicated that multivariate linear regression models using horizontal polarization TB

and NDII could significantly improve pasture covered soil moisture estimation accu-
racy. It is also worth mentioning that this newly developed method based on empirical
models might be site-specific and thus needs recalibrating or testing the models with a
certain amount of samples collected from an application area before applying the
method to the area. It is necessary to do further study to verify the efficacy of the
proposed method in different vegetation types and under different ecological areas.
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Abstract. Precision fertilization is the core content of precision agriculture
technology. There was a complex non-linear relationship between crop optimal
fertilization and soil fertility. The single model is difficult to accurately describe its
complex relationship and change law, making the crop accurate fertilizer is dif-
ficult to determine; Neural network technology to solve this problem provides a
new way of thinking. But a single radial basis function network (RBF) neural
network fertilization model is too dependent on the selection of the hidden layer
data center. Therefore, this paper proposes a decision-making technique based on
fuzzy C-means (FCM) clustering and RBF neural network fusion algorithm. The
fusion algorithm first uses the FCM algorithm to select multiple RBF networks in
the training samples. Based on this, the least squares (OLS) training network is
used to optimize the data center. Finally, an improved RBF neural network model
is established. In this paper, the model is applied to the maize precision operation
demonstration base, soil nutrient and maize yield as the input of neural network,
using the precision fertilization amount of maize as output. Themodel of precision
fertilization of maize was established. And the model was used to make the
precision fertilization decision of maize. Experimental results show: The
improved RBF neural network is compared with the traditional BP network to
reduce the error by 0.47. Compared with the model, the error of the RBF neural
network method is reduced by 0.045. Significantly improve the prediction accu-
racy, reduce the calculation time. Can effectively guide the precise fertilization.

Keywords: Fusion optimization algorithm � FCM � OLS � RBF
Precision fertilization model

1 Introduction

Maize production in Jilin Province, agricultural production occupies an extremely
important position, is the largest planting area in Jilin Province, food crops, production
accounted for 12.5% of the country, to 27.88million t. corn production of Jilin Province is
essential to China’s food security. Reasonable application of chemical fertilizers is one of
the important guarantees of high and stable yield of maize. According to the soil type, soil
fertility and maize fertilizer characteristics to fertilize scientifically and reasonably is
particularly important. Variable fertilization technology is an important part of precision
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agriculture, It is based on the actual needs of crops, based on scientific fertilization
methods, Identify variables inputs on crop To a certain extent, increased corn production.
In the case of reasonable control of the amount of fertilizer, you can achieve both the
purpose of reducing investment and increase production. Because of the high nonlin-
earity between yield and soil nutrient and fertilization, neural network is considered to be
a powerful tool to solve nonlinear problems, Therefore, a number of different forms of
neural networks are used for precise fertilization decisions. In 2001, Pokrajac et al.
Presented a neural network-based decision support system to provide precise fertilization
recommendations; In 2002, Teng Qingfang and others tried to use the neural network to
establish the soil fertilization model; In 2004, Ma Weilin et al. Proposed a method of
variable fertilization decision-making based on data envelopment analysis and artificial
neural network. In 2007, Lan Weijuan et al. Applied radial basis function network to
variable fertilization decision. The use of RBF network to study the variable fertilization
decision has the advantages of simple structure, rapid training process and good pro-
motion ability. It is superior to the BP network in terms of approaching ability and
learning speed, and can simplify the structure and learning rules of the network.
Therefore, this paper uses FCM algorithm and OLS fusion algorithm to optimize RBF
neural network, and constructs a RBF neural network prediction model based on fusion
algorithm, To adapt the content of soil nutrients, fertilizer and food production ran-
domness, complexity and nonlinear variation, Through the different soil types and yield
prediction fertilization, to explore the realization of high yield of corn nitrogen, phos-
phorus, potassium fertilizer the best amount of application, For the rational use of fer-
tilizer on the production, improve fertilizer utilization to provide a reference. To guide the
variable fertilization in production of maize in central Jilin Province, in order to improve
food productivity, to achieve sustainable development of productivity.

2 Technology and Methods

Techniques employed herein route is divided into three parts: first, Normalizing
treatment the Data samples, and using the FCM algorithm select primary data center;
the second usage OLS to train RBF neural network to generate a regression matrix,
preferably the data center; Thirdly, using the RBF neural network to construct the
precision fertilization model. The specific description shown in Fig. 1:

2.1 RBF Neural Network Prediction Algorithm

The RBF (Radial Basis Function) neural network model was proposed by Moody and
Darken in 1988, it is a three-layer feedforward neural network, the first layer is the
input layer, composed of the source node; the second layer for the hidden layer, the
activation function using radial basis function (this article is Gaussian function), and
Usually defined as any data sample to a data center Euclidean distance between the
monotonic function; The third layer is the output layer, the hidden layer to the output
layer using linear activation function. In this paper, four factors affecting the amount of
maize fertilizer were obtained, so the input vector n = 4, h hidden layer, m output
vector is the amount of soil fertilization of Alkaline N (N) Available phosphorus
(P) Available potassium (K), so m = 3 (Fig. 2).
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By RBFNN learning process and its network mapping relationship, RBF perfor-
mance depends on the strong choice of the center number, the center value and its
location. Therefore, if all the input as a candidate space, it will bring a very large
amount of calculation, reducing network performance. In order to overcome this
deficiency, FCM algorithm can be used to narrow the candidate space and reduce the
network size to improve the computational efficiency.

2.2 FCM Clustering Algorithm Primary Network Center

Fuzzy C-means (FCM) is proposed by Bezdek et al. FCM compared with the tradi-
tional clustering analysis algorithm, It introduced the fuzzy mathematics theory, which
is an unsupervised clustering algorithm based on objective function. Corn soil nutrient,
yield and fertilizer data samples usually have serious non-linear characteristics, Single
model is difficult to describe, so it is necessary to divide the data sample set into
different subclasses. The in order to reduce the number of RBFNN centers, FCM
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clustering is used to initialize the sample training set. And can improve the speed of
network computing efficiency, so that the forecast is more accurate.

The basic idea of FCM is to divide all data samples into c fuzzy groups, The cluster
center of each fuzzy group is determined by minimizing the objective function value.
And the degree of membership in the [0, 1] is used to determine the degree to which
each given data belongs to each fuzzy group. Its membership matrix U must satisfy
Eq. (1):

Xc

i¼1

uij ¼ 1; 8j ¼ 1; . . .; n ð1Þ

The objective function of FCM algorithm is generally as follows (2):

J U; c1; . . .; ccð Þ ¼
Xc

i¼1

Ji ¼
Xc

i¼1

Xn

j

ukijd
2
ij ð2Þ

In the formula, uij is the degree of membership; dij ¼ ci � xj
�� �� represents the

Euclidean distance between the i-th cluster center and the j-th data point; ci is the
clustering center of each fuzzy group; k 2 [1, ∞) is a weighted power exponent. In
order to achieve the minimum target function, We introduce the Lagrangian multiplier
kj j ¼ 1; n½ �ð Þ. The constructor is shown in Eq. 3:

JðU; ci; . . .; cc; knÞ ¼ JðU; c1; . . .; ccÞþ
Xn

j¼1

kj
Xc

i¼1

uij � 1

 !
¼
Xc

i¼1

Xn

j

ukijd
2
ij þ

Xn

i¼1

kj
Xc

i¼1

uij � 1

 !
ð3Þ

Derivating the parameters for each parameter, the requirement of Making Formula 3
Minimal is

ci ¼

Pn

j¼1
ukijxj

Pn

i¼1
ukij

ð4Þ

And

uij ¼ 1
Pc

k¼1

dij
dkj

� �2=ðk�1Þ ð5Þ

The specific FCM algorithm steps are as follows:

Step 1: Given the clustering category c, 2 � c � N, N is the number of initial data
samples, Initial membership matrix is U(0), And set the threshold e;
Step 2: initialize the cluster center ci(t), i = 1, 2, …, n;
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Step 3: calculate the membership degree uij(t) with the formula (5), i = 1, 2, …, c;
j = 1, 2, …, n;
Step 4: Use the obtained membership degree to correct the cluster center ci(t + 1),
i = 1, 2, …, c according to (4);

Step 5: Calculate the error e ¼ Pc

i¼1
ciðtþ 1Þ � ciðtÞk k2. If e < Emax the operation is

over, otherwise let t + 1 = t, return to the third step.

2.3 Orthogonal Least Squares Optimization Center

RBF network center selection orthogonal least squares (orthogonal least squares
algorithm OLS) algorithm, Which solves the key problems in the construction of radial
basis function network. OLS algorithm uses the orthogonalization method to inde-
pendently calculate the contribution of the regression operator to the output, so the
center selection step is simple and effective. OLS algorithm is the basic idea: The center
of the radial basis function is chosen as a subset of the training pattern, Choose one
sample at a time, Through the orthogonal regression matrix, the regression operator
with large error compression ratio is selected, And the number of regression operators
is determined by the selected tolerance, And then find the network weight. The RBF
neural network is trained with OLS, and the matrix representation of the expected
output response is:

Y ¼ Ŷ þE ¼ /W þE ð6Þ

Where Y 2 Rn�3 is the desired output matrix; Ŷ 2 Rn�3 is the output matrix of the
neural network model; U 2 Rn�h is the regression matrix; E 2 Rn�3 is the output error
matrix. In this paper, Schmidt orthogonalization method to reduce the output error.
OLS algorithm can save storage space and improve operation efficiency, and is very
suitable for training RBF network. The RBF neural network trained by OLS can obtain
a more optimized data center, improve the accuracy of the network, greatly reduce the
computational complexity of the network and improve the training speed.

3 Application of RBF Neural Network Fusion Algorithm
in Precision Fertilization Decision of Maize

3.1 Experimental Data

Experimental data from the “National Spark Program” in Jilin Province, Nong’an
County, Helong Town, Chen Jiadian Village and Kai’an town experimental field. In
order to achieve accurate fertilization, the grid was divided into grid, the grid size is
40 m � 40 m. Figure 3 is Chenjiadian village and Kai’an town experimental field
grid.
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In the year of 2015, the experimental field was tested, fertilized and tested, and
finally 64 samples were obtained. Each sample consisted of seven attributes: soil N, P,
K content, actual yield, N, P, K fertilizer. The amount of application, part of the
experimental data shown in Tables 1 and 2:

Chen Jiadian village plot grid  (b)The kaian town grid diagram

Fig. 3. Experimental area grid

Table 1. Chenjiadian village experimental field

Plots N content
mg/kg

P content
mg/kg

K content
mg/kg

N amount
kg/hm

P amount
kg/hm

K amount
kg/hm

Measured yield
kg/hm

a1 115 14.8 159 75.6 32.3 64.8 8303
a2 115 14.8 159 75.6 32.3 66.1 8470
a3 136 17.55 159 76.9 31.4 66.8 8556

a4 136 17.55 159 76.9 31.4 66.1 8461
a5 133 14.6 182 76.7 32.4 66.3 8684

a6 133 14.6 182 76.7 32.4 56.2 7367
a7 129 17.55 182 76.5 31.4 61.1 8002
a8 129 17.55 182 76.5 31.4 65.4 8564

a9 118 16.3 165 75.3 32.3 60.1 7745
a10 125 15.8 179 77.1 32.3 62.7 8192

Table 2. Kai’an town experimental field

Plots N content
mg/kg

P content
mg/kg

K content
mg/kg

N amount
kg/hm

P amount
kg/hm

K amount
kg/hm

Measured yield
kg/hm

a6 133 26.7 240 76.7 28.80 70.0 7696.5
a7 108.5 38.6 270 75.2 26.20 61.6 7592.25
a8 161 30.3 180 78.7 27.96 72.2 8180.25

b5 108.5 35.8 230 75.2 26.76 65.7 7805.25
b6 101.5 35.2 230 74.8 26.89 66.0 8817

b7 140 30.7 160 77.2 27.87 73.4 7587.75

(continued)
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3.2 Pretreatment of Training Samples

In the process of networkmodel trainingwill appear a larger input variable to suppress the
phenomenon of smaller input variables, resulting in increased network training time, and
even the network can not converge. If the data dimension is inconsistent, it is easy to cause
the sickness of the model. In order to remove the data in the dimension and the order of
magnitude to establish the impact of network accuracy, After obtaining the sample vector,
this paper takes the normalization of the data samples to deal with, namely:

x
0
pi ¼

xpi �minfxig
maxfxig �minfxig ð7Þ

In the formula: Xpi is the raw data of the i-th variable of the pth sample, X0
pi is the

normalized processing data for the i-th variable of the pth sample. The preprocessed
sample data range is (0, 1).

3.3 Construction of Fertilization Model

In order to achieve the target yield of corn, this paper establishes a RBF neural network
model based on fusion algorithm, Study the best fertilization model of maize to achieve
high yield of maize. Taking the soil nutrient content of Chenjiadian experiment field
and the input as the neural network, the amount of fertilizer applied as the output of the
neural network, In this paper, based on the RBF neural network fertilization model
shown in Fig. 4:

Table 2. (continued)

Plots N content
mg/kg

P content
mg/kg

K content
mg/kg

N amount
kg/hm

P amount
kg/hm

K amount
kg/hm

Measured yield
kg/hm

b8 175 36.2 200 79.8 26.68 67.5 7221.75
c4 98 21.4 220 74.6 30.22 74.9 6804

c5 112 32.45 280 75.4 27.46 63.9 7360.5
c6 168 33.2 240 79.2 27.31 66.3 7576.5

N in soil

P in soil

K in soil

Tarhet yield Amount of K

Amount of P

Amount of N

Fig. 4. RBF neural network fertilization model
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(1) Different algorithms to predict performance comparison
In the training RBF network, the FCM algorithm, take c = 20, in all the samples,

through clustering, the first selected cluster center number 20 data centers; use OLS
training RBF, take the error threshold of 0.01 to get regression Matrix information, On
the basis of the initial selection of 20 centers, and then enter the choice, and finally get
10 effective data center. Using BP network, single RBF network and post-training RBF
neural network (FCM-OLS-RBF) to test the sample, Test results are shown in Table 3:

It can be seen from Table 3 that from the prediction accuracy, the FCM-OLS-RBF
model constructed in this paper has a prediction error of 0.2, which is obviously better
than RBF network and BP network. From the processing speed, FCM-OLS-RBF
network is 1.93,1.73 times faster than single RBF network and BP neural network in
predicting 10 samples. Thus, the RBF network after the improved algorithm has higher
accuracy and faster speed than the single RBF network and the traditional BP network,
and the practicability is stronger.

(2) FCM-OLS-RBF fusion algorithm simulation experiment
In this experiment, 64 samples of soil nutrient content, yield and actual fertilization

amount in Chenjiadian and Kai’an were divided into three parts, Of which 44 samples
were used as training set, 10 samples were used as validation sets, and the remaining 10
samples were used as test sets. Before training RBF network, we first use FCM
algorithm to select 20 centers in all training samples, then train the network with OLS,
and finally select 10 centers. Finally, the trained RBF neural network was used to
predict the soil fertilization amount of maize in the field of maize, Simulation results
are shown in Fig. 5:

It can be seen from Fig. 5 that the predictive curve of FCM-OLS-RBF network is in
good agreement with the measured curve, especially the predicted value and measured
value of N and P, and the deviation is very small, Showing its higher prediction
accuracy.

It can be seen from Fig. 6 that the relative error of nitrogen, phosphorus and
potassium fertilizers is about 0.1%, and the maximum error is below 0.25%, which can
meet the requirements of actual production.

Table 3. Comparison of different algorithms for prediction performance

BP RBF FCM-OLS-RBF

TIME (s) 2.008 2.234 1.158
MSE 0.67115 0.243501 0.2
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Fig. 5. FCM-OLS-RBF network simulation results

Fig. 6. FCM-OLS-RBF network prediction error
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4 Conclusion

This paper focuses on the RBF neural network algorithm based on FCM clustering and
OLS, and compares it with the traditional RBF and BP neural network. Finally, the
method is applied to the precision fertilization problem. According to the experimental
test, the following conclusions are drawn:

(1) FCM-OLS-RBF fertilization prediction model training speed, good convergence,
In the case of large quantities of non-linear and accurate fertilization applications,
Compared with the traditional RBF and BP network prediction results, it also
shows its better evaluation accuracy. Both to ensure the accuracy of the network
while simplifying the algorithm and network structure;

(2) The fertilization model based on FCM-OLS-RBF neural network can simulate the
nonlinear relationship between soil test and fertilization, which is superior to the
traditional fertilization model and can be used as a quantitative model to guide the
accurate fertilization;

(3) A large number of training samples are needed to predict with a neural network, or
the accuracy of prediction can not be accurately fitted due to the high degree of
non-linear relationship between the factors and fertilization.

And because the factors affecting the amount of corn fertilization varied and
intricate, the factors that affect the yield is not only the amount of fertilizer problems. In
the future, with the deepening of the practice of variable fertilization, the accumulation
of data is rich, can provide a broader basis for improving production.
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Abstract. The rapid, efficient and non-destructive 3D morphological data
acquisition of plants are great significance to the study of digital plant, func-
tional structural plant model and crop phenotype. This paper discusses 3D data
acquisition methods for smaller plant organs, which take maize grain as an
example. Smartscan and Micro-CT scanning can be used to obtain the mor-
phological data of the grains. The efficiency, accuracy, processing of data in two
scanning ways are compared and analyzed. The results shows that the Micro-CT
is more suitable for obtaining information of internal structure of maize grain.
While grain morphology in SmartScan can get better visualization than Micro-
CT, and the former one can also obtain image texture information. These two
kinds of methods for volume measurement have good consistency except for
Denghai 605. The study will provide theoretical basis for obtaining 3D data of
plant organs at smaller scales.

Keywords: Maize grain � Three dimensional scanning � SmartScan
Micro-CT

1 Introduction

With the popularity of three-dimensional (3D) data acquisition technology and
equipment, the measurement, analysis and 3D reconstruction of plant morphology
based on 3D data have become a hotspot in plant science [1]. 3D plant modeling is the
basis of digital plants [2, 3] and functional structural plant models (FSPMs) [4], and
also an important part of crop phenotype studies [5]. Nowadays, the 3D morphological
modeling of plant leaves, stems, ears and other organs have been studied [6–9].
However, there are few researches on small-scale plant organs such as grains. Grains,
the most direct factors of yield, will indirectly affect the morphological structure of the
plants.

Compared with the traditional data acquisition method, Smartscan and Micro-CT
can all be used to obtain non-contact and high precision 3D data measurement. With
scanning speed, high precision, all digital and detailed features can be obtained [10,
11]. Smartscan (white light stripes projection scanning) is a micro-projection tech-
nology (MPT). Thought high-precision optical measurement technology, scanners
could measure the entire surface of the object. The accuracy of acquired point cloud
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achieve sub-millimeter range, and the operation resolution are excellent [12]. At pre-
sent the main application areas of MPT are quality control, reverse engineering and 3D
modeling, especially works of art and archaeological research and digital archiving [13,
14]. Micro-CT (micro-computer tomography) is a non-contact 3D imaging technique
that can clearly acquire the external configuration and internal micro structures of the
sample without destroying itself. It has a great application value for micro-scale plant
organs or plant tissue [15, 16].

To provide data and technical support for micro-scale plant visualization, choosing
maize grain as an example, and compare two kinds of 3D morphological acquisition
methods. The main results are include data acquisition efficiency, scanning precision,
scanning effect, scanning scope, and scanning condition requirement.

2 Material and Method

2.1 3D Data Acquisition Devices

SmartScan3D-5.0 color 3D scanner (AICON three-dimensional Systems GmbH,
Braunschweig, Germany) is used as white light stripe projection 3D scanning, which
mainly composed of host computer (high-end professional workstation), sensor (white-
blue LED light source; two professional high resolution CCD digital camera in left and
right) and a turntable which can be rotated by 180°, as shown in Fig. 1(a). For the
small-scale plant organs, S-30 digital lens is selected for grains point cloud acquisition.
Its measuring range is between 30–1500 mm and the accuracy is ±7 lm. The maize
grains are scanned from six sides, as shown in Fig. 2. The data acquisition time is
basically 0.5–1 h.

Fig. 1. Two kinds of 3D data acquisition devices
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We select Bruker Micro-CT (SkyScan 1172) to acquire the 3D morphological data,
which provide 40 kV/250 mA X-ray source and 1.3 megapixel CCD camera. The
measuring range is between 27–50 mm, as shown in Fig. 1(b). When using Micro-CT to
scanmaize grains, the sample is placed in the equipment. It is necessary to adjust the pixel
size and exposure time of the sample and X-ray source, in order to ensure the sample is in
the middle of view field, so that the scanned 3D image is more accuracy. 3D structure of
the splicing and volume calculation needs the support of the software CTVox and CTAn.

2.2 Material

Dent grain (Yedan13, Liangyu99 and Denghai605) and semi-dent grain (Nongda108,
Jingdan38 and Jingke665) are selected as different grain samples, as shown in Fig. 3.
These selected maize cultivars are commonly used varieties with high stable yield and
good quality. By using the two 3D data acquisition equipment, the 3D structural data of
grains are obtained, and the advantages and disadvantages of the two methods will be
compared.

Fig. 2. Six point cloud side of grains in white scanner (Jingke665 as an example)
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3 Result and Discussion

The high quality 3D model is important for the measurement, simplification, and
parameterization of control points and key trait of the sample. SmartScan and Micro-
CT have their own adaptation scenarios and ranges. Therefore, these two 3D data
acquisition equipment with respect to data acquisition efficiency, accuracy, scanning
range, and post-processing are compared and analyzed.

3.1 Evaluation of Data Acquisition Efficiency, Accuracy,
and Post-processing

Two kinds of 3D data acquisition methods have differences in data acquisition effi-
ciency, scanning accuracy, scanning range and post-processing.

Data Acquisition Efficiency. SmartScan scanning process is longer than Micro-CT. The
former need to scan every six sides of the surface, and search for same cloud points
which between two adjacent scanning position. When using Micro-CT, it only need to
put the grain into the device and set the relevant parameters, then the 3D structure of
the grain can be directly output.

Scanning Accuracy. The comparison can be seen in Table 1, SmartScan for the
external structure can achieve a better level and its accuracy is lm level. Micro-CT can
detect the structure of the internal contents of the grain, the accuracy is higher than the
SmartScan, which can also reach the lm level.

Scanning Range. SmartScan and Micro-CT are best suited for indoor environments,
and the former one is more portable than the latter.

Post-processing. Unlike Smartscan, Micro-CT does not require multi-station scanning
and splicing. The geometric model can directly generate. While Micro-CT also need to
scan out the gray-scale and binarized 3D model can calculate the morphological
parameters.

Fig. 3. Grains configuration of six maize varieties
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Table 1. Visualization result of grains scanned by Smartscan and Micro-CT

Grains type Variety
Scan result

SmartScan Micro-CT

Dent grains
(Zea mays L. 

indentata 
Sturt)

Yedan13

Liangyu99

Denghai605

Half-dent 
grains

(Zea mays L. 
semindentata 

Kulesh)

Jingdan38

Nongda108

Jingke665
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3.2 Volume Measurement

For maize grains, the volume is one of the most important representations of external
structure. The data obtained by two kinds of 3D data acquisition equipment need to
further processing. The point cloud model constructed by SmartScan need use corre-
sponding software (3D Reshaper or Geomagic Studio) to produce corresponding
volume of closed geometric model. Micro-CT output grayscale 3D models need
binarized, and Bruker’s CTAn is used to calculate the volume and other parameters.
Comparing the differences between two kinds of acquisition methods, and combining
with the 3D visualization of the grid data (Table 1), it can more intuitively contrast the
grains structural differences.

From the 3D data in Table 1 and Fig. 4, it can be seen that the two kinds of 3D data
acquisition methods have no obvious difference in other varieties except for Deng-
hai605, which show the application of two devices in grain structures. Denghai605 in
the two methods has big difference may built on the 3D model of SmartScan which
cannot fill a small hole, so that the geometric model is not closed, which makes the
volume calculation becomes larger.

In summary, two methods can be used to obtain the external volume data,
SmartScan effect is better than Micro-CT, the latter one can obtain internal embryo and
endosperm and other related parameters, which is better than the acquisition of external
volume data.
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4 Conclusions

Through the above analysis and comparison, it is feasible to obtain 3D point cloud data
of maize grains by using SmartScan and Micro-CT instruments. On the basis of the
acquired morphological data, the evaluation of data acquisition efficiency, precision
and post-processing have the following conclusions:

(1) As SmartScan need scan different sides to find same cloud points for splicing,
Micro-CT’s advantage is more obvious than Smartscan.

(2) Both SmartScan and Micro-CT can reach lm level with high accuracy and cloud
promise the morphological details of grains. However, Micro-CT has no surface
color texture.

(3) With respect to scanning range, both can be used indoors, Micro-CT is as less
portable as SmartScan.

(4) For post-processing of scanning, SmartScan need to remove the background
impurities and the merger of the simplified processing, but Micro-CT only need to
remove the contents.

(5) The two methods are less difference of volume calculation, but SmartScan have
better effect than Micro-CT.

To summarize, two scanning way can be used for maize grains 3D morphological
data acquisition. Micro-CT is better for analyzing the interior morphometrics of the
grain and SmartScan is more suitable to acquire the 3D appearance of grains.
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Abstract. On the basis of the information perception technology and mobile
interconnection technology, through the technology of Agriculture Internet of
Things, the multi-sensor system integration is realized, and the collaborative
sensing of habitat information come true in crop production. This paper designs
architecture of hardware and software for the system. By wireless multi-hop and
seamless connection technologies of “triple net integration”, common interfaces
and scanning technologies of multi-sensor standard signal transform are used to
achieve the multi-parameter information acquisition of crop during its growth.
Wireless monitoring nodes of the Agriculture Internet of Things are distributed
in each measurement point of the farmland, and they are responsible for
information collection, pretreatment, and wireless transmission of eight
parameters data, including the environment temperature, environment temper-
ature, Light intensity, Carbon dioxide content, soil temperature, soil humidity,
soil pH, soil salt. The data processing and service system execute remote data
storage and on-line information release. The intelligent decision support system
achieve real-time warning of abnormal parameters. Experiments show that the
architecture of the system is reasonable, and the system has good accuracy,
stability and reliability, in line with the practical application of grassroots
agricultural field.
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1 Introduction

In recent years, Chinese scholars have launched a broad and in-depth study for
farmland environment monitoring. These studies mainly rely on 3S (GIS, RS, GPS)
technology in a large range, and take the way of artificial ground survey in a small
range. Surely these studies have made a lot of valuable research results. However, from
the practical application, the farmland environmental information monitoring system
that based on 3S technology has some questions of data imprecise, poor real-time and
poor efficiency [1]. At present the network technology and wireless communication
technology have been rapid development. Especially the development and maturity of
ZigBee and GPRS/CDMA technology made up for the lack of abovementioned
research, and to provide an effective way for improving China’s agricultural infor-
mation monitoring system. Currently the data transmission technology which based on
ZigBee and GPRS/CDMA has a number of typical applications in some related areas.
However through integrating long-distance data collection with agricultural expert
system for field data collection, processing data and sending messages to provide
timely service to farmers, the related researches still needs to strengthen [2]. This paper

Fig. 1. The system architecture

76 Z. L. Hu et al.



has developed a wireless information monitoring field and timely service system which
based on ZigBee and 4G technology, which can uniformly monitor and manage the
environmental parameters (including environmental temperature and humidity, soil
temperature and humidity, light, rainfall, soil pH) that distributed in farmland through
the ZigBee wireless network, while can use the SMS to release production guidance
information to the farmers at any time [3].

2 Design of Architecture of the System

The entire monitoring and service system consists of a monitoring host, a ZigBee
network and an expert system. The ZigBee network consists of a ZigBee gateway node
and a number of ZigBee sub-nodes that connect multiple external sensors. They form a
wireless monitoring network. The ZigBee network sub-nodes collect the environmental
parameters in the agricultural area through various sensors [4]. The collected data of
environmental parameters are sent to the gateway node according to the ZigBee pro-
tocol through the wireless communication module of the terminal node. The gateway
node will real-timely send the received information back to the server knowledge base
system through the serial port, and give timely guidance according to the expert
knowledge [5]. The whole system architecture is shown in Fig. 1.

3 Design and Implementation of System Function

3.1 Design of Hardware Structure of Sub-node

The sub-node hardware structure of Lower position machine is designed for multiple
modular, and its structure is shown in Fig. 2. It mainly consists of the sensor module,
data processing module, ZigBee communication module and power supply module [6].

Fig. 2. Hardware structure of a sub-node
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The data processing module is mainly composed of integrated A/D converter and
the microprocessor that has a certain storage capacity. It is responsible for node net-
work transaction management, data conversion and control of power supply of the
external equipment. It combined the display module with keyboard module to achieve
on-site data display and parameters setting [3]. The data acquisition module is com-
posed of various sensors (environmental temperature and humidity, soil temperature
and humidity, rainfall, light, soil pH and soil salinity). It is responsible for the quick
and accurate collection of environmental information in the field. The wireless com-
munication module is responsible for the data transmission and instruction transceiver
among gateway nodes. The power management module is responsible for providing all
of sub-nodes with the power in the entire network [7].

This paper selected a 32-bit low-power ARM11 microprocessor STR911FAM42
that the ST company developed as the core of data processing module. For other
common low-end microcontrollers, it has richer resources and low power consumption,
and can provide some processing capacity for future system function expansion [8]. In
addition to the normal operating mode, it has also different levels of low-power
operation mode, and is very suitable for low-energy farmland information monitoring
applications in the field [9].

3.2 Design of Software Structure of Sub-node

The sub-node of lower position machine mainly realized the functions of sensor
information acquisition, field data display and working parameter setting and ZigBee
network communication. The AT commands are used to realize the communication
between the data processing module and the ZigBee wireless communication module,
which simplifies the communication process and ensures the versatility of the ZigBee
wireless module. In order to reduce power consumption, here the following measures
are taken: (1) When the sub-node is idle, the microprocessor is in sleep mode, when the
RTC alarm and external interrupt come, it is in wake mode; (2) when the micropro-
cessor acquires sensor data, through the I/O port The mouth control electronics relay is
closed to supply power to the sensor, and the electronic relay is disconnected at other
times [10]. The program flow of sub-node is shown in Fig. 3.

Compared with the assembly language, the C language is easy to develop, readable,
good maintenance and other good characteristics, so the software program of sub-node
is written in C language. In order to ensure the accuracy of the sensor data, using 4
Bytes to represent the data, in line with IEEE 754 floating point definition. The sub-
node sends the data to the gateway node in the following format, where the leading
byte includes the packet sequence number, the node ID, etc. The extended byte is used
to extend the additional sensor data and the frame check bit [11] (Table 1).

Table 1. The sub-node sends the data to the gateway node.

Leading byte Sensor 1# … Sensor 10# Extended bytes

4 Bytes 4 Bytes … 4 Bytes 4 Bytes
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In the mountain farmland environment, due to changes in terrain, the wireless
signal is easy to be interfered, resulting in data packet loss and error. Therefore, the
sub-node software can reduce the data packet loss and bit error rate by increasing the
number of data transmission and frame checking. At the same time, the software
filtering technology is adopted to improve the accuracy of data acquisition [12].

3.3 Design of Hardware Structure of Gateway Node

The hardware structure of gateway node of the lower position machine realized
modular design, the structure is shown in Fig. 3, mainly consisting of remote data
transmission module, data processing module, ZigBee communication module and
power supply module [13].

The data processing module is still using STR911FAM42 as the core unit, and
responsible for the node network transaction management, data processing and control
of external equipment such as power supply, and combined with the display module
and keyboard module to achieve node information display and work parameter settings.
The remote transmission terminal is responsible for the remote information Trans-
mission, and collecting farmland environmental information quickly and accurately
[14]. The ZigBee communication module is responsible for data transmission and
instructions transceiver among sub-nodes. The power management module is respon-
sible for providing energy to the entire gateway node [15].

3.4 Design of Gateway Node Software Structure

The software design of gateway node of the lower position machine mainly includes
the network communication program that based on ZigBee protocol, the node infor-
mation display, the information storage and forwarding program. The flow of main
program is: the gateway node stores and integrates the data received from the sub-
nodes, and encapsulates the data into the data frame according to the corresponding
working parameters and the agreed code. Then they are sent to the industrial host
through serial port 0, and keeps inquiring serial status until all the data is finished
sending [16]. And then it is ready to receive the next packet. The gateway node main
program flow is shown in Fig. 4.

Fig. 3. Hardware structure of a gateway node
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4 Intelligent Decision Support Application System

Taking intelligent information processing as the core technology, the expert knowledge
is integrated into the network service center to build a knowledge base. Through the
technologies of multi-point automatic acquisition of the field farmland environmental
data, wireless transmission based on public band, virtual online expert analysis and
decision-making, and integration of remote real-time sensing data, the rapid diagnosis
of farmland information and remote monitoring is realized. It actively push early
warning and forecasting information. The real-time data collected by the system ter-
minal are carried out data fusion and mining through the intelligent information pro-
cessing module. Further the knowledge base system is integrated into the relevant pest
forecast and fertilization decision-making module [17]. The decision-making results are
submitted to the SMS service platform, and the real-time information is sent to the
users. Through the GSM Modem (CM310) module and RS-485 computer communi-
cation interface, these are submitted to the WEB service system for network publishing
[18]. At the same time, we use the methods of model calculation, knowledge reasoning
and qualitative and quantitative ways to realize the comprehensive reasoning and
decision based on production rules. Finally the real-time early warning information and
intelligent decision-making of crops is achieved according to real-time data and pro-
cessed data and rule base [19]. As shown in Figs. 5 and 6 below.

Fig. 4. Gateway node flow
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5 System Experiment and Analysis

In order to test the stability and reliability of the system, the environment temperature and
humidity sensor, soil temperature and humidity sensor, light sensor and other sensors are
connected with the terminal ZigBee node that installed in the field farmland monitoring
point. the terminal nodes collect these sensing data, after the data are each finished to
send, it will automatically enter the sleep mode, and recovery wake mode after receiving
the acquisition command, and fulfill re-acquisition of data, continuous monitoring for a
month. The gateway node displays the received data and uploads the received data, then
transmitted to industrial control host through the serial port. The system display interface
is shown in Fig. 7 below. The data curve is drawn as shown in Fig. 8.

Fig. 5. Intelligent decision support service system structure

Fig. 6. Display interface of intelligent decision support service system
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Fig. 7. Display interface of the entire system

Fig. 8. Analysis of trends of crop habitat information
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The experimental data show the terminal nodes have send the 24 groups data of the
environmental temperature and humidity, soil temperature and humidity, light intensity
and other sensors in a month of monitoring, and the gateway node has received all of
sensing data in real time. The loss rate of data packet is zero, and the collected data are
accurate and reliable. At the same time in application demonstration of the system, this
paper also carried out testing wireless transmission distance of the data, the current
system can achieve barrier-free network transmission distance of 800 m, point-to-point
communication distance of about 2.5 km. Relatively the transmission distance of a
common ZigBee transceiver module is 200 m. So the communication distance of our
designed system is increased by about 10 times. So our system has achieved the desired
effect.

The above experimental results show that the wireless sensor network based on
ZigBee and ARM11 technology has good stability and reliability, and can provide real-
time reliable and accurate on-line monitoring services for habitat parameters acquisition
and precision agricultural production.

6 Conclusion

This paper briefly introduced the basic principle of the farmland information moni-
toring system based on ZigBee and ARM11 technology, as well as the development
process of the system’s hardware and software. The stability and reliability of the
system is verified. The ZigBee and ARM11 technologies are applied to field farmland
information transmission, and has greatly improved the reliability and real-time of the
system [20]. The expansion and maintenance of the node is also very easy. It help
improve the economic management of precision agricultural production [21].

Although the system needs to further improve in anti-interference, anti-fading,
energy saving and network topology, the system’s integration of a variety of wireless
communication technologies is very good learning for the existing 3S-based economic
farmland information monitoring system. With the growth of demand for economic
farmland products, China’s agricultural production needs to be further developed on
the existing basis [22]. Future agricultural production requirements will strengthen
integrated of a variety of information technologies. The advantages of integrated multi-
system are played for the efficient management farmland production and providing
accurate scientific basis [23].
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Abstract. Soil fertility is the basis of sustainable agricultural development.
Scientific and rational evaluation of soil fertility can better promote the devel-
opment of agricultural informatization and modernization. Based on the data of
166 soil samples in Yanzhou District in 2014, the effects of pH, OM, AN, AP
and AK were chosen as evaluation indexes, SPSS was used to analyze the soil
fertility status. The results showed that the overall level of soil fertility was
below the medium: Among the 166 samples, there were 149 in the medium and
low fertility, accounting for 89.76%. The content of soil OM and AN was in
medium and slightly lower level. In view of the above results, organic fertilizer,
humic acid and nitrogen fertilizer should be added. Soil AP and AK content was
in the middle and above the level, so the fertilizer could be maintained in order
to achieve balanced fertilization.

Keywords: Principal component analysis � Yanzhou district
Comprehensive evaluation � Soil fertility

1 Introduction

Comprehensive evaluation of soil fertility, can not only balance the fertilization but
also improve the utilization efficiency of water and fertilizer of cultivated land. It can
also improve the field management and provide a theoretical basis for the precise
management of soil nutrients and rational use of soil resources. Moreover, it can
minimize harm to the environment so it is of great significance for the protection of
agricultural ecological environment and for the sustainable development of agriculture
[1–3]. In recent years, more and more scholars have applied mathematical statistics to
the quantitative study of soil fertility: Cluster analysis [4–6], factor analysis [7–9], and
principal component analysis [10–12] have been widely used in soil fertility evaluation.
There are many indexes affecting soil fertility, and they have certain correlation that
may lead to overlap of information in the index. However, the principal component
analysis method can overcome the correlation and overlap and use fewer indexes to
replace the original more indexes. Meanwhile, the method can give an objective
weighting based on the relative importance among the indicators, so as to avoid the
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subjective influence of the comprehensive evaluator. Now, the principal component
analysis method has been widely used more and more. Therefore, this paper carried a
comprehensive evaluation of soil fertility in Yanzhou district by principal component
analysis based on the previous studies and selected three categories indexes that can be
measurable, such as soil nutrition index, soil biology index and soil environment index,
specifically selected available nitrogen (AN), available phosphorus (AP), available
potassium (AK), organic matter (OM) and pH to realize the comprehensive and
quantitative evaluation of soil fertility.

2 General Situation of Study Region

Yanzhou District is located in the northeastern part of Jining City, Shandong Province,
and located between northern latitude 35°23′31″ and 35°43′17″ and between east
longitude 116°35′21″ and 116°53′36″ east in longitude. The total land area is
534.82 km2 and the basic farmland area is 2.8110 million hectares. The cultivated land
area is 3.1769 million hectares, accounting for 59.40% of the total land area of the
district. Yanzhou administers 4 subdistricts and 6 towns. The climate is warm tem-
perate East Asian continental monsoon climate. The annual average temperature is
14.1 °C, the average annual precipitation is 681 mm and the annual total sunshine are
2635.0 h. There are 177 days in a year without frost. It is located in piedmont plain
where belongs to the middle mountainous region of Taiyi mountain’s southwest of
Shandong Province. Plain area is 64670 hectares, accounting for 99.7% of the total
area. Soil types are divided into cinnamon soil, fluvo-aquic soil, lime concretion black
soil 3 categories, 5 sub-categories, 7 soil genus, 30 soil species. Among them, fluvo
aquic soil is the main soil type, accounting for 76.24% of the total cultivated land area,
18.69% of sandy black soil and 5.07% of fluvo aquic soil.

3 Research Method

3.1 Determination of Study Scope

Xinyan town ranked first for the comprehensive economic strength among all towns of
Jining City, Xiaomeng town is an important grain production base, and has the rep-
utation of “Northwest granary” in Yanzhou, Caohe town is located in the northernmost
of Yanzhou District and Da’an town is a national ecological town and is a national key
town. These four towns are all located around the urban district of Yanzhou and they
are concentrated in population and agricultural activities, so the four towns are used as
sampling areas.

3.2 Sample Analysis

The data comes from the results of the plowed layers soil sampling in 2014. There are
166 sampling sites in Yanzhou District. According to the land use type and applicable
conditions, the surface soil samples of 0–20 cm depth were collected around the survey
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sites by GPS positioning technology, and the soil samples which were equivalent to
more than 3 kg of dry soil were retained. The collected soil samples were brought back
to the laboratory and dried, ground and sieved in a cool ventilated place and then keep
it for later use. Analysis method is based on the Agricultural Technology Extension
Service Center of the Ministry of agriculture compiled “The investigation and quality
evaluation of cultivated land productivity”. Soil pH was measured by potentiometry,
OM was measured by potassium dichromate oxidation-external heating method, AN
was measured by alkaline hydrolysis diffusion method, AP was measured by sodium
bicarbonate extraction Mo-Sb colorimetry and AK was measured by ammonium
acetate flame photometric method.

4 Data Processing and Analysis

4.1 Data Processing

Traditional (General) Statistical Analysis. The soil nutrient contents of 166 soil
samples were statistically analyzed by SPSS.

Principal Component Analysis. Standardize the raw data, establish the correlation
coefficient matrix of the index, find the characteristic roots and eigenvectors of the
correlation coefficient matrix, determine the number of principal components by the
cumulative variance contribution rate, find the principal component.

4.2 Traditional Statistical Analysis of Soil Fertility

166 soil sample data which collected from Yanzhou District, Jining City, Shandong
province were analyzed by using the SPSS statistical analysis software. (shown in
Table 1). The soil pH content was 6.800–7.200, the average was 7. The OM content of
6.142–24.759 g/kg, the average was 14.980 g/kg. AP and AK value were 9.850–
92.025 mg/kg and 37.466–270.908 mg/kg, the average was 30.044 mg/kg and
118.584 mg/kg respectively. The content of AN was 35–238 mg/kg, and the mean
value was 84.467 mg/kg.

Table 1. Traditional statistical data of soil nutrients in YanZhou district

Indexes Maximum Minimum Average Standard
deviation

Coefficient of
variation

Skewness Peak
value

Median

OM
g/kg

24.759 6.142 14.980 2.983 19.916 0.114 0.928 15.081

pH 7.200 6.800 7.007 0.141 2.019 −0.106 −1.344 7.000
AN
mg/kg

238.000 35.000 84.467 27.303 32.324 1.753 6.801 84.000

AP
mg/kg

92.025 9.850 30.044 16.659 55.450 1.391 2.033 26.563

AK
mg/kg

270.908 37.466 118.584 37.441 31.573 1.205 3.201 118.162
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The description of the 166 soil nutrients (Table 1) showed that the spatial distribution
of soil nutrients in the sample area is not uniform. The distribution of AK in all indicators
had tremendous difference, the maximum value was 7.03 times of the minimum value.
The distribution of the remaining nutrients was as follows: AN > AP > OM > pH, AN:
203.000 mg/kg, AP 82.175 mg/kg,OM18.616 g/kg, pH 0.400. The dispersion degree of
soil spatial variability is usually expressed as the standard deviation or relative standard
deviation (coefficient of variation) of a series of measurements. It is often considered that
when the coefficient of variation less than or equal to 10% is weak variability, when the
coefficient of variation more than 10% and less than 100% is moderate variability, when
the coefficient of variation more than or equal to 100% is strong variability. Results
showed that the spatial variability of soil nutrients follows the order of AP AN AK OM
pH. Except for the weak variation of pH in soil nutrients, all of them were between 10%
and 100%, which were moderately variable. The coefficient of variation showed biggest
variations of soil nutrients was AP. The maximum value of AP was 9.3 times of the
minimumvalue. And the variation degree of pHwas the smallest in totally five indicators.
Therefore, the spatial distribution of soil nutrients in Yanzhou district was uneven.

Based on the grading standards of the second national soil survey grading standards
(national soil survey office, 1992), the contents of OM and AN in Yanzhou district were
below the medium level (up to level four), the content of AP was rich (more than
20 mg/kg, up to level two), high potassium content (more than 100 mg/kg, up to level
three). Soil organic matter, an important source of soil elements, especially nitrogen and
phosphorus, has the capacity of improving soil retention of water and fertilizer and raising
soil buffer capacity. Generally speaking, the amount of soil organic matter is an important
indicator of soil fertility. On the basis of the analysis of the data, it can be seen that the
content of soil organicmatter inYanzhou district ismediumand slightly lower. Therefore,
organic fertilizer and humic acid should be added. Nitrogen fertilizer should be applied in
nitrogen deficient soil to promoting growth and development of crop. The content of
available phosphorus and available potassium in the soil was in the middle and above
level, so the fertilization amount can be maintained to achieve the balanced fertilization.

4.3 Principal Component Analysis

Principal component analysis should first standardize the original data, and then
establish the correlation coefficient matrix of variables. The correlation coefficient
matrix was shown in Table 2.

Table 2. Correlation coefficient matrix

Indexes Correlation pH OM AN AP AK

pH Pearson 1.000 0.132 0.088 0.082 0.089
OM Pearson 1.000 0.064 0.105 0.386**
AN Pearson 1.000 0.007 0.128
AP Pearson 1.000 0.051
AK Pearson 1.000

** correlation is significant at the 0.01 level (2-tailed)
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Initial factor load matrix showed that (Table 3), organic matter and available
potassium had a greater positive load on the first principal component, indicating that
organic matter and available potassium content were the most important factors
affecting soil fertility. Available phosphorus has a greater positive load on the second
principal component, indicating that available phosphorus is also an important factor
affecting soil fertility.

4.3.1 Extract Principal Component
The standardized data were analyzed by principal component analysis. According to
the principle that the eigenvalue is greater than 1, two principal components are
selected. The contribution of first principal component to soil fertility was 30.5%. The
cumulative variance contribution rate of the first 2 components reached 50.6%. Due to
it reflected the original 5 fertility elements of the majority of the information, it is
reliable to use principal component analysis to study the soil fertility in Yanzhou
district (Table 4).

4.3.2 Principal Component Score and Comprehensive Score
Finally, factor scores were calculated. The variance contribution rate of each factor
accounted for the proportion of the total variance contribution rate of two factors were
used as weights to obtain a composite score.

Table 3. Initial factor load matrix and eigenvector

Indexes Principal
component

Eigenvector

1 2 A1 A2

pH 0.42 0.29 0.34 0.29
OM 0.76 −0.03 0.62 −0.03
AN 0.35 −0.44 0.28 −0.44
AP 0.30 0.82 0.24 0.81
AK 0.75 −0.25 0.60 −0.25

Table 4. Eigenvalue and variance contribution rate table

Total variance explained

Component Initial eigenvalues Extraction sums of squared loadings
Total % of variance Cumulative % Total % of variance Cumulative%

1 1.523 30.462 30.462 1.523 30.462 30.462
2 1.005 20.107 50.569 1.005 20.107 50.569
3 0.984 19.678 70.247
4 0.885 17.704 87.951
5 0.602 12.049 100.000
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F1 ¼ 0:34 � X1 þ 0:62 � X2 þ 0:28 � X3 þ 0:24 � X4 þ 0:60 � X5 ð1Þ
F2 ¼ 0:29 � X1 � 0:03 � X2 � 0:44 � X3 þ 0:81 � X4 � 0:25 � X5 ð2Þ

F ¼ 0:305 � F1 þ 0:201 � F2 ð3Þ

Among them, X1 represents pH, X2 represents OM, X3 represents AN, X4 repre-
sents AP and X5 represents AK.

The results showed that the comprehensive scoring range was between −1.99 and
3.64. According to the range of comprehensive score, the soil fertility was divided into
the following 3 grades (Table 5): high fertility type (F � 1), medium fertility type
(0 < F < 1), low fertility type (F � 0). Among the 166 valid data, the number of
samples in high fertility group was 17, accounting for only 10.24%. The number of
samples in low fertility group was 84, accounting for 50.60%. The sample of medium
fertility group was 65, and the proportion was 39.16% by principal component anal-
ysis. Xinyan Town, Da’an Town and Xiaomeng Town’s low fertility type accounted

Table 5. Sample number and proportion of fertility level

Fertility level Town’s
name

Sample number Sample
size

Proportion
%

Low fertility
type (F � 0)

Xinyan
town

16 17 21 22 23 25 26 27 31 32 34 35 36 37 40 41 44
46 47 48 50 51 56 57 58 59 60 63 64 66 67 68

32 19.28

Da’an
town

1 3 5 7 69 70 72 73 74 75 76 79 80 81 83 85 87 89
91 92 95

21 12.65

Caohe
town

10 11 12 101 103 104 108 113 114 123 114 125 12 7.23

Xiaomeng
town

14 128 129 130 133 134 135 136 137 138 140 141
142 143 151 152 153 163 164

19 11.45

Medium
fertility type
(0 < F < 1)

Xinyan
town

18 19 20 24 28 29 30 33 38 42 43 45 49 52 53 55 61
62 65

19 11.45

Da’an
town

2 4 6 8 71 77 78 84 88 90 93 94 96 97 14 8.43

Caohe
town

9 99 100 102 106 107 109 110 111 112 115 116 118
119 120 121 126 127

18 10.84

Xiaomeng
town

13 15 131 144 147 149 155 156 158 159 160 162
166

14 8.43

High fertility
type (F � 1)

Xinyan
town

39 54 2 1.20

Da’an
town

82 86 98 3 1.81

Caohe
town

105 117 122 3 1.81

Xiaomeng
town

132 145 146 148 150 154 157 161 165 9 5.42
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for the highest proportion. There were 32 low fertility types in 53 samples of Xinyan
Town, accounting for 60.38%. There were 21 low fertility types in 38 samples of Daan
Town, accounting for 55.26%. There were 19 low fertility types in 42 samples,
accounting for 45.24%. This showed that the three towns had lower soil fertility. The
highest proportion of Caohe town was the middle fertility type. There were 18 medium
fertility types in 33 samples, accounting for 55.26%, more than half, so the soil fertility
of Caohe town belonged to medium level.

5 Conclusion and Discussion

The spatial distribution of soil nutrient in Yanzhou district was uneven. Results showed
that the spatial variability of soil nutrients follow the order of AK AN AK OM pH.
According to the variation degree of soil nutrient, OM accounted for 19.916%, AN
accounted for 32.324%, AP accounted for 55.450%, AK accounted for 31.573%.
Therefore OM and AN and AP and AK belonged to moderate variability. While pH
accounted for 2.019%, belonged to weak variability.

The soil OM and AN of cultivated land in Yanzhou district was medium and
slightly lower. Therefore, the organic fertilizer, humic acid and nitrogen fertilizer
should be added. The contents of AP and AK in soil were in the middle or higher level,
and the amount of fertilizer remained unchanged, so as to achieve balanced fertilization.

The soil fertility level in Yanzhou district was lower than the medium. According to
the principal component analysis, the sample number of medium fertility type was 149,
accounting for 89.76% in total 166 samples. Meanwhile the soil samples with high
fertility level were 17 and only accounting for 10.24%.

In the three types, the proportion of low fertility type was highest in Xinyan town,
Da’an town and Xiaomeng town, which was 60.38%, 55.26%, 45.24% respectively,
showing that the soil fertility of these towns were relatively low; in Caohe town town,
medium fertility type accounted for the greatest proportion, the number of which was
18 samples, accounting for 55.26% in total 33 samples, therefore the soil fertility of
Caohe town belonged to the middle level.
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Abstract. Soil nutrients play an important role in crop growth, and traditional
monitoring methods are still the first choice for high precision measurement.
However, it is necessary to have a quicker and simpler way to improve the
efficiency of soil nutrient monitoring because of its long monitoring time, pol-
lution and high labor cost. Near infrared spectroscopy has become the focus of
its research because of its rapid and pollution-free advantages. At present, using
near infrared spectroscopy to distinguish soil types, soil heavy metal pollution
technology has become increasingly mature, but the soil nutrients, such as
monitoring of soil organic matter, available phosphorus, available potassium,
available nitrogen is still in the research stage. This paper reviews the recent
research results of soil nutrients in near infrared spectrum monitoring technol-
ogy based on collation, summary and key technology of common data pro-
cessing method, and analysis the advantages and disadvantages of different
detection methods for soil nutrient direction of near infrared spectroscopy
technology put forward suggestions to further research.

Keywords: Near infrared spectroscopy � Soil nutrients

1 Introduction

Soil nutrients mainly refer to the contents of organic matter, available phosphorus,
available potassium and available nitrogen in soil. Soil nutrients can provide nutrients
needed for crop growth, but also constitute an important component of soil structure
and determine soil physical and chemical properties. It is important for crop growth.
Soil nutrient content directly influences crop yield, and it is also an important index to
guide fertilization decision-making.

Traditional soil nutrient determination was completed in the laboratory by chemical
reagents. Poor timeliness, high labor costs, easy to cause pollution. How to rapidly and
efficiently determine soil nutrients is an urgent problem to be solved in the development
of precision agriculture (precision agriculture, PA). Near infrared spectroscopy (Near
Infrared Spectrometry, NIR) is an important component of remote sensing technology,
and its advantages of nondestructive and rapid detection have become the focus of
research. Different soil texture, water storage capacity and soil particle size make it
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possible to detect soil nutrient content by near infrared spectroscopy. At present, the
technology of near infrared spectroscopy to distinguish soil types and soil heavy metals
pollution is becoming more and more mature. But the application of some soil nutrients
content is not yet mature. In this paper, the application of near infrared spectroscopy in
soil nutrient testing was analyzed, in order to promote the application of NIR in soil
nutrient testing and improve the speed and efficiency of PA development.

2 Recent Research Status of in Monitoring Soil Nutrients
by Near Infrared Spectroscopy

Soil indicators closely related to crop growth include organic matter, available phos-
phorus, available potassium and available nitrogen. The detection of soil nutrient
indexes will help to understand the overall situation of soil, guide the rational allocation
of land resources in the field, and make fertilization decisions and predict the quality
and output of agricultural products. The research of rapid and efficient soil nutrient
detection technology is the focus of recent research. NIR has become the research focus
of soil nutrient detection technology because of its nondestructive, rapid and other
advantages.

Soil organic matter refers to organic matter containing carbon in soil, including
residues of various animals and plants, microorganisms and organic matter (Dou 2010),
which are decomposed and synthesized. Soil organic matter plays an important role in
soil formation and soil fertility. The contents of available phosphorus, available
potassium and available nitrogen in soil reflect the storage and supply ability of
nutrients in soil to a certain extent.

The study of soil organic matter content by NIR began in the middle of the 1980s.
In recent years, there are many achievements, and the soil organic matter sensitive
bands, detection methods and models are also gradually deepened. The research of near
infrared spectroscopy in China started late. In recent years, many scholars have made
great efforts to explore the methods of detecting soil nutrients by near infrared
spectroscopy.

Gao and Lu (2011) using FOSSXDS Near Infrared Spectroscopy Analyzer in 85
soil samples collected from northeast spectra, the correlation coefficient spectrum and
successive projection algorithm for near infrared spectral analysis of the soil, and
excellent characteristics of wavelength of total nitrogen and organic matter were
selected. A high signal-to-noise ratio near infrared spectroscopy system based on the
characteristic wavelength was developed, and the near infrared spectra and measure-
ment results of soil samples were analyzed. The system can effectively measure total
nitrogen and organic matter content in soil nutrients.

Zhang et al. (2012) the 5 main types of soil in the research China in central and
eastern regions as the research object, various pretreatment methods combined treat-
ment, combined with partial least squares (PLS) calibration model for each spectral
region. The results show that the near infrared spectrum can be used to estimate soil
total nitrogen, and a better prediction result can be obtained by using the frequency
band (4000–5500 cm-1) as the modeling area.
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Li et al. (2012) in 72 soil samples collected from the Beijing suburb of an
experimental field as test materials, the application of Fu Liye transform near infrared
spectroscopy analysis of total nitrogen, soil total potassium, organic matter, nutrient
content and pH value. By using partial least squares (PLS) on the measured data of soil
nutrient and spectral values using regression analysis to establish prediction model, the
results show that the established method of partial least squares regression model can
accurately predict the nutrient in Beijing cinnamon soil total nitrogen and organic
matter, total potassium and pH value of 4 was predicted based on nutrient.

Song et al. (2012) by orthogonal signal correction (OSC) method can be correlated
with the concentration profiles of the advantage of picture information, the corrected
information mapping and partial least squares (PLS) method combined by near infrared
spectroscopy of different soil texture, soil, clay loam sand: discriminant analysis.

Liu and Zhang (2013) using visible/short wave near infrared spectroscopy
(Vis/SW-NIR) analysis to measure soil available nitrogen (N) and available potassium
(K). The application of genetic algorithm in soil nutrient analysis is discussed. The
correction model is established by least squares support vector machine (LS-SVM)
according to the optimization results. The results show that the visible/short wave near
infrared spectrum based on the genetic algorithm can be used as a method for the
determination of soil physical and chemical properties by using LS-SVM modeling.

Wang et al. (2013) in the middle and lower reaches of Yangtze River main grain
producing area of paddy soil as the research object, collecting 17 kinds of different
treatments of 136 soil samples in 350–2500 nm near infrared spectroscopy, using
partial least squares regression analysis the quantitative analysis model of total carbon,
total nitrogen, carbon and nitrogen combined with cross validation method of near
infrared diffuse a method of analysis of reflectance spectra measured with the tradi-
tional chemical ratio, available potassium, available phosphorus, soil conductivity, soil
pH index. The results show that the total carbon, total nitrogen, carbon to nitrogen ratio
and pH model are very good. The predicted results of the available K model are good,
while the results of the available P and conductivity models are very unsatisfactory.

Wu et al. (2014) to study the paddy soil in Yuxi tobacco science and technology
demonstration park in Yunnan Province, 6 nitrogen levels, 144 soil samples, the
spectral modeling method of the content of soil available nitrogen, phosphorus and
potassium in the fast estimation, by far scatter correction and first derivative spectral
preprocessing, through spectral correlation analysis of feature selection and application
of local bands, nonlinear regression analysis modeling method, results show that using
the local BP neural local modeling method to establish the soil available nitrogen,
phosphorus and potassium content of the quantitative analysis model, which can realize
the rapid diagnosis of soil nutrients.

Fang et al. (2015) based on near infrared spectroscopy combined with continuous
projection algorithm and regression coefficient analysis, the total nitrogen content of soil
was studied. The near infrared spectrum data of farmland soil samples were collected,
and the total number of soil samples was 394. Partial least squares regression (PLS),
multiple linear regression (MLR) and least squares support vector machine (LS-SVM)
modeling were adopted to establish the prediction model of total nitrogen. The results
show that the characteristic wavelength based on the continuous projection algorithm
and the regression coefficient analysis can be applied to the detection of total nitrogen in
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soil by near infrared spectroscopy. At the same time, the method used in this study can
simplify the model and be suitable for developing portable soil nutrient detector.

Zeng et al. (2015) were studied in purple soil of Sichuan Chongqing area, analysis
of soil moisture influence on prediction accuracy of soil organic matter content in
purple, and the conversion of near infrared spectral absorbance of certain water content
under dry soil conditions was then to establish the prediction model of near infrared
spectroscopy of organic matter content by PLS method. Compared with original model
prediction accuracy has improved significantly.

He et al. (2012) acquisition experiment field of Northwest Agriculture and Forestry
University and the surrounding farmland soil total 160, synchronous acquisition of soil
available phosphorus content and the corresponding near infrared spectral data,
respectively, using four kinds of modeling methods, finally found modeling method of
least squares support vector machine method can effectively predict the content of soil
available phosphorus.

Wu et al. (2016) to explore the method of near infrared spectroscopy in field rapid
determination of soil total nitrogen and available nitrogen content, soil spectral signal
acquisition, combined with partial least squares method and principal component
analysis method, respectively. The calibration model for determination of nitrogen
content of soil total nitrogen and alkali solution is established.

Table 1 shows the spectral data after wavelet de-noising based on near infrared
spectroscopy combined with PLS method to establish the model of soil total nitrogen
and available nitrogen content, the correlation coefficient of the calibration set and
validation set were higher than that of near infrared spectra by the multiple scattering
correction, RMES is on the contrary, show that wavelet transform the de-noising effect
is better than the multiple scattering correction de-noising effect.

Relationships between predicted and measured values of soil total nitrogen and
available nitrogen are shown in Figs. 1 and 2. Comprehensive analysis results show
that the application of near infrared spectroscopic techniques on soil total nitrogen and
available nitrogen content of quantitative prediction is feasible, and the application of
wavelet transform to preprocess spectral redundancy, and partial least squares method
can effectively improve the accuracy of the model is significantly improved.

Table 1. Evaluation indices of the calibration models of soil TN and AN by two pretreatment
methods combined with PLS modeling approach

Modeling object Model Spectral preprocessing method R2 RMSE

TN Calibration set Multivariate scattering correction 0.7549 0.1829
Wavelet de-noising 0.8385 0.1521

Validation set Multivariate scattering correction 0.7339 0.1895
Wavelet de-noising 0.7549 0.1842

AN Calibration set Multivariate scattering correction 0.7879 0.2018
Wavelet de-noising 0.8665 0.0077

Validation set Multivariate scattering correction 0.7113 0.2308
Wavelet de-noising 0.7961 0.0094
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3 Conclusion

3.1 The Methods of Data Analysis in Different Regions Still Need to Be
Explored

The research on soil nutrients detection by NIR mainly focuses on the data analysis
method. Data analysis mainly refers to the pretreatment mode and modeling method of
near infrared spectrum data, and the purpose of modeling is to explore the stable
conventional model for predicting soil nutrient content. Most of the existing researches
are based on specific regions, and data analysis methods suitable for monitoring soil
nutrients in various regions are still being explored. Future research on universal data
analysis method is still the key direction for research and development of soil nutrient
detection.

3.2 The Gap Processing of Spectral Data Between Different Years Still
Needs to Be Explored

The pretreatment of spectral data is mainly aimed at eliminating the influence of water,
particle size and soil type on soil nutrient detection, and improving the universality and
stability of the model. At present, the research results show that the spectral data
preprocessing way absorbance, mean normalization, 5 point mean filter smoothing
processing can effectively increase the prediction accuracy of the model. But the
spectral data are mostly data at the same time, and there are significant differences in
the measured spectral data in different years. In the future, narrowing the gap between
spectral data years is still a direction of research.

3.3 The General Modeling Method Between Different Years Still Needs
to Be Explored

The modeling method has been greatly improved. From the early linear regression
analysis to the current partial least squares, local neural network analysis and least
squares support vector machine, the prediction accuracy of the model has been

Fig. 1. Relationship between predicted and
measured values of soil total nitrogen

Fig. 2. Relationship between predicted and
measured values of soil available nitrogen
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significantly improved. But because of the soil type and the time of soil testing, the
prediction effect of the model in different years is decreasing year by year. In order to
develop a rapid detection instrument for Soil Nutrients Based on near infrared spec-
troscopy, the stability and universality of the model are still an important direction of
the research.
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Abstract. A new method for nondestructive measurement of moisture content
of particulate agricultural products is developed using microwave mixing
technique. A double horn system with a relative vertical distance of one-fourth
wavelengths is designed to measure the reflected microwave signals. The par-
ticulate materials are interacted with microwave at a frequency of 10.5 GHz, and
the reflected microwave signal is mixed with the launch signal. Corns with
different moisture contents are chosen as samples. Calibration models for
moisture content are proposed in accordance with the measurement of the dif-
ferential attenuation of the microwave mixing signal. A moisture content from
6.8% to 30.1% is obtained with a coefficient of determination of 0.98 and a
standard error of calibration value of 1.12%.

Keywords: Moisture content � Microwaves � Mixing technique
Nondestructive measuring

1 Introduction

Water is an important component of industrial and agricultural production. Moisture
content directly affects the quality of storage and processing conditions of agricultural
products. The measurement of moisture content has important scientific significance
and application value in agriculture product processing applications.

To achieve automatic processing and production, the moisture measurement pro-
cess of agricultural products needs to be completed accurately and quickly, and the
tested samples are not damaged. The drying weighing method is often used as a
calibration method. Each measurement requires very few samples [1, 2]. The process is
destructive and time and energy consuming. Resistance method needs to measure the
impedance of samples between probes, with low accuracy and destructive measure-
ment. RF capacitance method is a non-destructive measurement, in which samples are
added between capacitor plates and water content is retrieved by measuring capacitance
changes [3, 4]. However, the method results in bulk density of sample, thereby causing
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a large number of measurement errors. It is an urgent research topic to realize on-line
non-destructive and high-precision detection of moisture content in agricultural
products.

In recent decades, microwave measurements have been used in many industrial
applications. Microwave moisture content sensing measures the relative insensitivity to
ionic conductivity, during which the electromagnetic energy is mainly absorbed by
water. This selective absorption is due to the polar characteristic of the water molecules
and their high permittivity compared with that of dry matter [5, 6]. Water molecules
have very strong polarity, and microwave has a high frequency, so the interaction
between the two will lead to energy storage and loss. The dielectric constant critically
depends on the moisture content of water-containing materials at constant frequency
and temperature [7]. There are many reports on dielectric constant measurement,
including resonant cavity method and transmission line method [8, 9]. The dielectric
constant of the sample is calculated by measuring the stationed Bobbi and field strength
of the microwave. During the measurement, the sample is strictly confined to the
waveguide cavity or coaxial line, which limits the application of on-line measurement
[10].

Free-space technology presents great flexibility and does not bound microwaves to
specific regions. After the interaction between microwave and sample, the transmission
energy and phase will change. The moisture content and bulk density of sample can be
measured by measuring the transmission parameters of microwave [11]. The micro-
wave transmitting and receiving antennas are fixed on both sides of the measured
sample. The thickness of the sample should be kept constant during the measurement to
determine the relative attenuation of microwave energy. Therefore, the dual probe
method cannot be applied to the situation where the thickness of the sample changes
continuously during the flow. In our previous studies, a free-space microwave reflec-
tion measurement system with a single sensor is designed for the nondestructive
determination of moisture content and bulk density [12]. The amplitude and phase
parameters of traveling–standing wave are measured through the microwave horn
antenna of continuous motion. However, for large particles of material, the single probe
measurement sensitivity decreases as microwave scattering increases.

In the present study, a double probe microwave reflection measurement system is
designed. The reflected microwave signal is mixed with the launch signal. Two radar
probes are fixed separately on the position of signal maxima and minima. Measuring
sensitivity is increased by differential output. This method is fast, continuous, and
nondestructive. The measuring sensor does not directly contact with the grain mate-
rials, thereby facilitating its use in the real-time monitoring and controlling processes of
moisture content of industrial and agricultural products.

2 Materials and Methods

The microwave moisture measurement system described here is based on a free-space
reflection method and possesses the advantages of being nondestructive and not
requiring sample preparation and physical contact with the material. Moisture content
is determined from the measurement of attenuation and phase shift after the incident
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wave reflection from the material surface. A transmit and reflection wave mixing
method is designed to determine the parameters of attenuation and phase shift.

2.1 Principle of Microwave Mixing Moisture Measurement

The schematic view of this microwaves mixing moisture measurement is shown in
Fig. 1. The materials are interacted with microwave, and the reflected microwave
signal is mixed with the launch signal in the mixing diode. UL(t) is the incident wave
signal with the frequency xL, and US(t) is the reflected microwave signal with the
frequency xS. D1 is a Schottky mixing diode. The DC offset voltage E0 is used to make
sure the diode working well. Finally, the signals are processed by an amplifier and a
low pass filter.

The mixing principle is described as follows. The incident wave signal UL(t) and
the reflected microwave signal US(t) can be described as

ULðtÞ ¼ UL cosxLt; ð1Þ

USðtÞ ¼ US cosðxStþuÞ: ð2Þ

The incident and reflected waves have different amplitudes and phases. After
contact with the material, the reflected microwave US(t) is a small variation compared
with the incident wave. So the current i(t) flowing through the Schottky diode mixer D1

can be expanded as Taylor series

iðtÞ ¼ fðE0 þULðtÞþUSðtÞÞ
¼ fðE0 þUL cosxLtÞþ f 0ðE0 þUL cosxLtÞUS cosðxStþuÞ

þ 1
2!
f 00ðE0 þUL cosxLtÞðUS cosðxStþuÞÞ2 þ � � � :

ð3Þ

Fig. 1. The schematic view of microwave mixing process
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The first expansion is a large signal, which contains the DC and local microwave
fundamental signals. Other items are small signals. For the second item of Eq. (3)

iðtÞ ¼ f 0ðE0 þUL cosxLtÞUS cosðxStþuÞ

¼ g0US cosðxStþuÞþ
X1

n¼1

gnUS cosððnxL þxSÞtþuÞ

þ
X1

n¼1

gnUS cosððnxL � xSÞtþuÞ:

ð4Þ

In (4), gn is the conductance of the diode mixer and it is a constant for the given
diode. After the mixing signals passing through the low-pass filter, the differential
frequency signal, at the point n = 1, can be expressed as follows

iðtÞ ¼ g1US cosððxL � xSÞtþuÞ: ð5Þ

In actual measurement, the relative distance between the microwave probe and the
material remains constant. So the frequency of the incident wave is equivalent to the
reflected microwave. Then we can get the following equation

I0 ¼ g1US cosu: ð6Þ

In (6), g1 is the o conductance constant of the diode. US is the amplitude of reflected
microwave, which is proportional to the moisture content of tested materials. u is the
relative phase value of the reflection microwave. The value cosu varies periodically
from 1 to −1 with the different relative position of the antenna probe and the material.
The mixing signal has the best sensitivity when the microwave antenna is fixed in one
of the two phase extreme points (cosu = 1 or −1).

In this study, two microwave antennas are mounted on the maximum and minimum
phase positions respectively. In experimental measurement, two mixing signals are
opposite to each other. The moisture content of the material is obtained by difference
operation of the two signals. Microwave mixing technique has greatly facilitated the
high-frequency signal processing and extraction in moisture measurement.

2.2 Microwave Measurement System

The measurement system consists of microwave cavity oscillator, double horn antenna,
mixer, sample holder, differential amplifier, and data processing unit. The construction
of microwave measurement system is illustrated in Fig. 2. Two microwave horn
antennas, which transmit and receive signals independently, are mounted on the same
side of the sample holder. The sample container is made of acrylic material, rectangular
and filled with the tested sample. The vertical distance of microwave transceiver probes
1 and 2 is k/4, which relates to microwave wavelengths. Prior to the actual measure-
ment, the distance L between probe 2 and the sample surface needs to be adjusted to
ensure that the mixing signal is at the limit value. When L is finalized, the phase
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difference u between mixing signals A and B is p. Therefore, the mixing current
presents opposite changes between signals A and B, as shown in Eq. (6).

The microwave sensors are designed as follows. The continuous microwave signal
with a frequency of 10.5 GHz and a power of 20 mW is generated by a Gunn diode.
The waveguide cavity is wr90, and the oscillating diode is mounted in the waveguide
cavity. The microwave cavity oscillator is connected with the horn antenna. The
aperture of the microwave horn antenna is 8.4 cm � 6 cm and the output gain at the
frequency of 10.5 GHz is 17.2 dBi. The incident and reflected waves are detected by a
Schottky mixer diode. Finally, mixing signals A and B are measured by using the
differential amplifier.

The output voltage of the differential amplifier is linearly related to the moisture
content of the tested materials. In accordance with the fitting equation, a date acqui-
sition and adjustment unit is designed with different modes to realize the display and
control of moisture content.

Fig. 2. Schematic diagram of double horn antenna microwave measurement system
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2.3 Sample Preparation

Corns are used as the experimental sample in this study. Each sample consists of
approximately 10 kg of material and is dried by natural drying prior to the experiments.
The moisture content of the sample is determined by drying and weighing. A certain
amount of the sample is placed in the drying equipment at a temperature of 130 °C
until the weight is constant. Moisture content is calculated as follows:

Mð%Þ ¼ mw=ðmw þmdÞ; ð7Þ

where M is the moisture content of corn, mw is the mass of water, and md is the mass of
dry matter.

The initial moisture content of corn sample is 6.8%. The water content of the
sample was increased by adding water and stirring evenly. The samples were prepared
with the distance of 3% water content. A total of 8 samples with moisture contents from
6.8% to 30.1% for corn are prepared. Samples are placed in a sealed plastic bag for at
least 24 h at 4 °C to equilibrate. Before the measurement, the samples were transferred
to room temperature for at least 24 h to achieve a temperature balance.

2.4 Measurement Procedure

The sample container is filled with corn samples and placed on the side of the
microwave antenna. The surface of the sample is perpendicular to the direction of
microwave radiation. The size of the sample container should be larger than the
microwave antenna to reduce the edge scattering interference of the microwave.

The microwave horn antenna is fixed on the sliding orbit, and the position of the
antenna can be adjusted freely. The distance between antenna probe 2 and sample
surface is L1. In measurement, the electric field of space microwave varies periodically
with the change of L1. The voltage signal B detected by the digital voltmeter changes
with the increase in horn antenna distance. The variations in voltage signal B with the
antenna distance L for corn with an initial moisture content of 6.8% are illustrated in
Fig. 3.

Two extreme points, Vmin and Vmax, appear with the increase in horn antenna
distance. The corresponding antenna distances are 2.4 and 9.8 mm. During the
experiment, two microwave antenna probes are fixed in the two positions. Extreme
position distance is 7.4 mm, which is in good agreement with the theoretical calcu-
lations of k/4 at 10.5 GHz.

For each corn sample with specific moisture content, measurements are repeated
and performed three times. Mixing voltage signals A and B are recorded by using the
digital voltmeter, and the differential values are calculated for data fitting.
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3 Experimental Results

The relationship between moisture contents and mixing voltage signals of corn samples
is shown in Fig. 4. The sample is measured at room temperature (24 °C) with eight
different moisture contents in increments of approximately 3%. The moisture contents

Fig. 3. Variation of voltage signal B with antenna distance L at the moisture content of 6.8%

Fig. 4. The variations in the mixing signal with moisture content. The round and triangle data
are output of probe 1 and probe 2 respectively.
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vary from 6.8% to 30.1%. Each of the samples is repeated for three times, and 48 sets
of data are recorded.

Curves A and B represent the output of the two microwave probes. The trends of A
and B variation with moisture content are opposite to each other because the phase
difference between the mixing signals is p. Curve B presents a greater slope than curve
A because of the close measuring distance.

The variations in the differential mixing signals with moisture content are illustrated
in Fig. 5. The sensitivity of the differential signal is obviously improved compared with
that of a single mixing output probe 1 or probe 2. The differential output is generally
linear. Therefore, calibration equation is assumed as follows:

MCð%Þ ¼ a0Ud þ b0; ð8Þ

where a0 and b0 are the coefficients, Ud is the differential signal voltage, and MC is the
moisture content of corn. The calibration equation is obtained by statistically analyzing
all experimental data to determine the coefficients. The results show that, the coeffi-
cients a0 and b0 are 63.86 and 38.79, respectively. The moisture content is determined
with an R2 of 0.98, and the standard error of calibration (SEC) is 1.12%.

Particulate material microwave scattering is a major error factor. The main source
of microwave scattering is the inhomogeneity of sample distribution, which is affected
by the size, shape and water content of the particles. Temperature and bulk density also
affect the measurement results. In the experiment, the particle of materials should be
stacked compactly and orderly to reduce the irregular scattering of microwaves.

Fig. 5. Differential mixing signal versus the moisture content of corn
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4 Conclusion

A microwave mixing system is designed for the rapid and nondestructive determination
of moisture content of gain materials. The measurement system consists of microwave
cavity oscillator, double horn antenna, mixer, sample holder, differential amplifier, and
data processing unit. The reflected microwave signal is mixed with the launch signal.
Measuring sensitivity is increased by using the double probe microwave reflection
measurement system. In accordance with the fitting calibration equation, the moisture
content of corn is determined with a coefficient of determination (R2) of 0.98 and a
standard SEC of 1.12%. The proposed measuring method is suitable for the independent
moisture measurement of monomers and on-line moisture measurement, and also meets
the real-time monitoring needs of agricultural products moisture change in industry.
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Abstract. In recent years, China is undergoing a huge economic transformation
since joining in World Trade Organization (WTO) and it has showed an
increasing demand for wine. As China’s wine consumption market is increas-
ingly larger, the European market is becoming increasingly saturated, more and
more wine foreign trade and foreign capital have chosen to enter China. Since
1996, China’s wine imports have gradually increased and the trade deficit has
significantly expanded. Thus, the objective of this study is to analyze the Chi-
na’s competiveness of wine in the international market. We mainly focus on the
factors that most influenced the performance of imported wines from 1995 to
2014. The aim is to testify if the wine imports affect the China’s own wine
industry and examine which factors influence the Chinese wine industry most.
This study uses Constant Market Share (CMS) econometric model to analyze
the influencing factors of China’s grain import fluctuation. The deep introduc-
tion on wine trade has important practical significance for the development of
international trade and the improvement of industrial policies. The procured
result of empirical model demonstrates that competitiveness is not always a
predominant factor throughout the period, especially in wine industry.

Keywords: CMS model � Import � Wine � Competitiveness

1 Introduction

Over the past two decades, with the improvement of people’s living standards, the rate
of China’s economic growth has an amazing pace. Although China has a long-term
traditional to consume grain alcohol production in holidays, with the improvement of
living standards and the influence of Western culture, more and more people especially
educated young professionals and government campaigns led a trend to drink wine and
an increase in wine consumption. (Sun 2009), Undoubtedly, under the background of
global economic integration, the continuous increase in wine imports has largely
guaranteed domestic demand, making China a very promising exporting market (Mitry
et al. 2009). Furthermore, the reduction of import duties after participating in the WTO
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in 2001, the import volume of wine has presented a strong momentum. Today, com-
pared with other countries, China’s wine industry is still largely undeveloped and has
great potential for development. Since joining WTO and the implementation of the
wine import tariffs reduced policy, the wine industry has been greatly impacted by
imported wine, China has urgently needs to promote the development of the domestic
wine industry and improve the international competitiveness of its own wine industry.

However, the income growth and cost effectiveness of imported wine has changed
the consumption situation remarkably. Because the low price and better taste of
imported wine, more and more people prefer imported wine especially the traditional
European products. In order to deal with this situation, China has expanded its area of
vineyards and rising from 15th in 2001 to fifth largest wine producer in the world,
according to OIV report in 2015.

Consequently, the tremendous consumption market has made China became a
much more attractive destination for foreign vintners. The import volume of wine has
grown strongly during the last decades. According to United Nation’s Commodity
Trade Statistics Database, in the case of a general expansion of import demand in the
world, China’s wine yield hovered from 25 million liters to 112 million liters. Fur-
thermore, the average wine consumption per person rises from 0.20 L in 1990 to
1.24 L in 2015. However, compared with the world average, China’s wine con-
sumption only accounts for 36.7%. With the influx of a large number of imported
wines, there are still technical barriers in wine industry such as wine production,
transportation and preservation. Because of these problems, there is still a big gap
between Mainland China and other old wine production countries like France.
Infrastructure, consumption, and market competition have made a big gap in the wine
industry.

In regards to the massive trade deficit, is it for China to decrease wine import and to
develop its own wine industry? At present, the domestic research on wine trade is
mostly descriptive. This paper intends to empirically analyze the fluctuation of China’s
wine import trade and its causes through the CMS model. We also discussed what
measures the Chinese government and wine producers should take to reduce the impact
of imported wine on domestic wines. In addition, how to use its rich geographic
resources and low import tariffs to benefit from its wine industry is a basic contribution
of this paper. These questions should be deep thinking in this process.

In this paper, we first analyze the status of China’s wine import and export to see
why China’s wine trade deficit is surging. Then we use the Constant Market Share
(CMS) model to verify the fluctuation of wine import trade in China. We analyze the
impact of structure, competitiveness, and secondary structure and competitiveness from
three perspectives to determine the main factors affecting our wine industry. Through
the empirical research, we could provide a strong policy support and reference for
import and export trade of related product.
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2 Literature Review

Many previous researches had a deep research on the wine development in China. But
there are few domestic researchers focus on the fluctuation of import trade of wine
contrast by the export trade of agricultural products as a whole at present and they also
have done a great deal of research on it from theory to practice. There is not much
research on wine imports. Most research methods only focus on the statistical analysis
of economic indicators. The research objects are wines, and there are few researches on
the factors and causes of the fluctuations of the wine import trade at home and abroad.

As mentioned above, many foreign researchers have made intensive studies on the
Chinese wine industry. Muhammad et al. (2014) examined Chinese wine imports from
wine consumption patterns perspective. He thinks that one-off structural changes may
not reflect the changes in demand over the past decade. When China joins WTO
successfully in 2001, researchers have found that some of the WTO’s rules on tariff
reduction help the development of the wine industry and demonstrate that open deals
are feasible. More importantly, the evidence had shown that China’s market share in
wine industry was not affected by the financial crisis (Guo and Feng 2013). Other
researchers analyze the effect of the globalization in Chinese wine industry. They
proposed that China had considerable potential in wine consumption, while there may
be huge potential for export as well. Besides, another group of researchers analyze
export competitiveness. They discuss the positive and negative aspects of free trade
from both theoretical and empirical levels.

Although quantitative analysis has been limited, most of researches on wine import
trade mainly focus on measuring the economic benefits of different tariffs or quota
policies, rarely analyzing the influencing factors and causes of the fluctuation of wine
prices at home and abroad. They use theoretical methods to analyze the different type
of wine products’ patterns.

These studies have important implications for the analysis of the factors affecting
the import development of China and wine industry. What is the reason for the growth
of wine imports in China? Is it because of the increase of competitiveness of foreign
wines or the expansion of domestic demand? Although these researchers have made
significant contributions in this field, we should make a new industry synthesis analysis
to better understand the Chinese wine industry because of the rapid growth of wine
imports.

3 An over Overview of Chinese Wine Market

Chinese people are used to drink alcohol at special occasion like social banquets and
business meetings, besides when going to friends’ home they usually bring it as gift
(Liu and Murphy 2007). With the continuous growth of the national consumption
demand and the improvement of the living standard, Chinese wine market continues to
grow, and the wine import scale expands rapidly (Huang and Rozelle 1998).

Due to the accession to the World Economic and Trade Organization and
increasing demand for wine in China in recent years, the openness of the market has
gradually increased and the imports of wine has increased significantly which makes
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China risen form 9th to 5th in the world. Figure 1 shows a time series plot of Chinese
wine import over the post 2002–2016. As the figure shows import of wine has shown
dramatically increase since 2008. From 2002 to 2016, wine yield in China has risen by
a tremendous 1987%, exceeding the world average of 20%. At the same time, China’s
average purchase price for wine from 2002 was 1.67 CNY/g in 2012 at 3.29 CNY/g,
with a compound annual growth rate of 7% which was related to the demand for wine.
This may be due not only to the increase in the share of domestic wines but also to the
increasing cost rising cost of production. China has imported a lot of a lot of wine in
bulk to reduce the cost of wine production.

At present, there are about 500 wineries in China. Many of them are very small,
geographically dispersed and have insufficient capacity. With good natural conditions
and low labor costs, there is great potential for domestic wines development. The extent
to which Chinese wine consumption and production are developed is a problem that
many foreign wine manufacturers are very concerned about. Because of the current
global economic climate, wine import and consumption have slowed down. This long-
term trend will reverse as income increases (Chaney 2008). Due to the competitions of
foreign suppliers, the domestic market share of domestic wines gradually declined. To
a certain extent, brand loyalty is still one of the important factors affecting consumers’
purchase of wine which is also a benefit to Chinese wine manufacturers. The domestic
wine industry, which is at a comparative disadvantage, is facing increasingly fierce
international competition.
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4 Methods

Based on the consideration of many internal and external influences, we use the CMS
model to explore the fluctuations in China’s import trade since 1995 and its causes,
providing a basis for the adjustment and formulation of wine industry policies. Hence, to
infer China’s wine imports, this research explores and discusses these questions by using
the Constant Market Share (CMS) model. The CMS (Constant Market Share) model is a
constant market share model. It was initially proposed by Tyszynski (1951) and has been
revised and refined by Stern and other scholars. It has become the main method for
studying export competitiveness and market trade growth at present. For decades, for-
eign scholars have generally used this model to study the national export competitiveness
and trade fluctuations and have been widely used by domestic scholars in recent years. In
terms of export competitiveness, more scholars use the CMSmodel to study the dynamic
changes in export competitiveness. This modeling approach is based onmarket share as a
constant amount as a research hypothesis. Now let’s briefly introduce this model.

First, consider the market share in exporter’s market may be defined as follow,
where S represents the focus country’s share of the market, q is the focus country’s
exports and Q is the exports of the standard.

S ¼ q=Q ð1Þ

The standard’s exports of commodity i to market j is defined as Qij. Differentiating with
respect to time yields, the change in the share of market share between an initial year
(time 0) and year t is
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Equation (4) is the structural effect which means changes in China’s wine imports
are caused by changes in the overall import demand for wine in the world. Then, it
could be divided into growth effect, market effect, commodity effect and structural
interaction effect. Equation (5) is competitive effect which measures the influence of
changes in China’s wine imports caused by changes in the gravity of China’s wine
imports. Competitiveness refers to the import competitive attraction of China’s wine
consumer market to other countries. As for Eq. (6) is the second-order effect. It
measures the changes in import value caused by changes in the competitiveness of
China’s wine imports and changes in the world’s wine import demand. This model has
made empirical analysis of factors affecting the growth of Chinese imported wine and
analyzed the degree to which the importer gains market share without changing the
pattern of world exports and destinations

5 The CMS Decomposition Results

The CMS model decomposition was based on years, and the end of each stage is the
beginning of the next stage. The result of the selected cycle is then represented by the
average of the annual decomposition results. Using this method, it does not affect the
final results when selecting the year as the start of the entire period. We utilize CMS
model to make empirical research in the view of wine and classification to analyze the
impact on China’s wine industry from 1995 to 2014, such as China’s wine industry,
influence import factors, market structure and market. Then reveal the extent of the
impact. We divided the year into 6 periods.

The data used in this model is product data according to HS classification. This data
mainly derived from the COMTRADE database created by the UN Statistical Office,
World Trade Organization reports and other data about China’s wine imports from.
Since the implementation of the HS code in 1988, there has been a fourth revised
edition of the HS2007 commodity classification method which is used in parallel with
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the HS2002 commodity classification method and the sample period is 1995–2014.
Furthermore, we divide it into 6 periods.

Table 1 presents the two levels of decomposition results in each one period by
using CMS model. According to the table, China increased its wine imports during that
period and China’s wine import fluctuations are the result of structural effects, com-
petition effects, and second-order effects. However, there are significant differences in
the direction and degree of action of the three forces at different stages on wine imports.
In the first level CMS decomposition, the results show that the growth of imported
wine trade from 1995 to 2014 was mainly due to competitive effects. In terms of
percentage, the proportion of China’s wine imports in the world’s total imports rose
from 0.023% to 4.21%, nearly 183 times in 20 years. The contribution of the com-
petitive effects to the increase in imports ranged from −66.00% (period II) to 135.81%
(period VI). The second level CMS decomposition results further indicate that the
fluctuation of China’s wine import trade can actually be attributed to domestic
macroeconomic factors, world economic factors, market structure factors, commodity
structure factors, import gravitational factors, and the effects of the interaction of these
factors. Furthermore, the result of second-order effect means there is a connection
between the imports value and structural effects, competitive effects.

5.1 Structural Effect

The structural effect reflects the impact of the change in the wine imports on its import
performance. Among the six periods, China has a positive growth effect which implies
that the increase of Chinese wine imports is consistent with the world market demand

Table 1. Constant market share model for wine imports of China

Items 1995–1998 1998–2001 2001–2006 2006–2009 2009–2012 2012–2014

Average % Average % Average % Average % Average % Average %

Dq 26.75 100 −11.63 −100 111.85 100 262.10 100 1078.51 100 −62.82 −100

Structural
effect

0.85 3.19 −0.50 −4.29 16.94 15.14 −13.01 −4.96 97.98 9.08 125.33 199.52

Growth effect 0.96 3.57 0.44 −3.78 16.11 14.41 17.01 6.49 114.50 10.62 83.20 132.45

Market effect 0.07 0.28 4.43 38.10 −39.80 −35.58 −39.80 −15.18 −25.11 −2.33 46.93 74.72

Commodity
effect

0.28 1.06 −1.99 −17.08 2.97 2.65 14.41 5.50 −16.51 −1.53 132.69 211.24

Interaction
effect

−0.46 −1.72 −3.38 −29.08 37.65 33.66 −4.64 −1.77 25.09 2.33 −137.49 −218.88

Competitive
effect

25.89 96.77 −7.68 −66.00 56.36 50.39 272.97 104.15 912.03 84.56 85.31 135.81

General
competitive
effect

23.10 86.35 −12.41 −106.67 58.70 52.48 269.10 102.67 808.08 74.93 −158.41 −252.18

Specific
competitive
effect

2.79 10.42 4.73 40.67 −2.34 −2.09 3.87 1.48 103.95 9.64 243.72 388.00

Second-order
effect

0.01 0.04 −3.46 −29.71 38.55 34.47 2.14 0.82 125.33 6.35 −273.46 −435.34

Pure second-
order effect

10.76 40.21 −0.09 −0.81 38.09 34.06 33.58 12.81 228.25 21.16 4.98 7.94

Dynamic
structural
residual

−10.75 −40.17 −3.36 −28.91 0.46 0.41 −31.43 −11.99 −159.75 −14.81 −278.44 −443.27
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growth trend for wine. All the whole years, Chinese wine import value increased from
85 million to 1.25 billon US dollars. In the past 20 years, the import demand of the
world market has increased by 25.796 billion U.S. dollars, an increase of 256.83%.

Especially in recent years, the domestic macroeconomic development has been
gradually optimistic. The increase in GDP has been maintained at more than 7% and
consumption in the commodity market has become increasingly active. In 2014, the
total retail sales of consumer goods in China reached 26.2 trillion CNY, a year-on-year
increase of 12.0%, and a real increase of 10.9% after deducting price factors. The
income of residents increased substantially, an increase of 9.0% over the previous year.
Due to the recovery of China’s economy and the implementation of policies to expand
domestic demand, import barriers have also gradually declined. In addition, the
reduction in import tariffs on wine and the improvement in the living standards of
residents have also stimulated the import of Chinese wine. With China’s accession to
WTO in 2001, the economy is getting better. Especially in the period 6, the contri-
bution rate of growth effect is 132.45%, compared with the first initial stage of rise 37
times.

With the rapid growth of the world economy, the structural effects have become
more and more influential. The optimization of the import structure compensates for the
lack of competitive growth. China’s wine import trade has grown steadily under the
interaction of structure and competitiveness. The reduction of tariffs has greatly
reduced the cost of imports, and favorable domestic macroeconomic factors will push
China’s wine import trade to the next high point. The effect of world economic
development to China’s wine imports is increasingly important, especially after
accession to WTO and financial crisis. From the results, we can also infer that about
one-third of the growth of China’s wine imports is brought by the overall growth of
world economy.

5.2 Competitive Effect

According to the Table 1, in the 20 years from 1995 to 2014, the competitiveness
effects were the main factors affecting the growth of China’s wine imports. Competi-
tiveness effect can reflect the impact of China’s wine import gravity on import trade
which can be further divided into general competitive effect and specific competitive
effect. From period 1 to period 6, the general competitive effect has changed from
86.35% to −252.18%. Based on the above analysis, we can see that the huge demand
for wine has been the main reason for the rapid growth of Chinese wine imports
throughout the year. And competitive effects are easily affected by the external eco-
nomic environment like Asia financial crisis.

5.3 Second-Order Effect

From the years of 1995 to 2014, the pure second-order effect has always been positive
which indicates that China’s import of wine is consistent with the changes of world
wine demand. From period 1 to period 6, the dynamic structural residual changes from
40.17% to −443.27%. It also reveals that China’s imports of wine is irrational
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distribution. By the way, China’s share of imports growth in France, Spain and other
major countries is slow which indicates that trade with less developed country is one of
the main factors resulting in the reduction of Chinese wine imports.

6 Conclusions

Based on the empirical study of wine import trade in China, the results show that:
First, the increase in China’s wine imports from 1995 to 2014 was mainly due to

competitive effects. In the last decades, wine consumption and production in China has
achieved tremendous advancements in development. Even though the global financial
crisis broke out in 2008, China’s wine imports have not been affected and the com-
petitive effect has remained high. The improvement of the commodity structure and the
growing demand for wine by the people has given China a strong attraction to wine
imports. At the same time, the competitiveness of China’s wine imports fluctuates with
the fluctuations of the world economy. The direction of change in import competi-
tiveness is consistent with the change in the overall world wine import demand. The
development of import trade has enabled China’s wine industry to coexist with risks
and interests. In 2014, Chinese per capita consumption of wine was 1.17 L but only
one third of foreigner.

Secondly, from a data point of view, there are certain problems in the structure of
China’s wine import market, and the market structure has no obvious advantage. From
the view of dynamic structural residual, imported wines have a relatively slow increase
in their import share in the category of goods with rapid growth in export demand, and
there is a certain gap with the world export level. The exporting countries for wine are
mainly Chile, Australia, France and the United States.

Finally, this paper highlight an analysis of the factors affecting China’s imported
wine. The result shows that in order to withstand risks and develop domestic and
foreign markets, we should rationally adjust the import structure, actively coordinate
and stabilize regional economic development, guide industrial integration, and take the
road of industrialized management. Moreover, creating a good external environment,
establishing industry legislation and strengthening industrial supervision are also
effective measures. Effective competition and learning, timely exchange of interna-
tional experience and technology; continue to explore comparative advantages, pay
attention to the cultivation of competitiveness; market demand as a guide to promote
the coordinated development of domestic import trade and domestic industries.
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Abstract. With the development of 3D GIS technology, the application of 3D
GIS in agriculture has become a hotspot in agricultural information technology
research. A total of 109 soil samples were collected from the soil of Jilin
Province Yushu City Gongpeng Town No. 13 Village No. 7 test area. Three -
dimensional visualization of soil nutrient evolution in maize precise operation
area was carried out by using ArcGIS technology. Firstly, the Kriging optimal
interpolation method was used to calculate the sampling points of soil nutrient
space in the field of maize test field. Then three-dimensional spatial map of soil
available phosphorus, available potassium available nitrogen and other nutrient
contents during the period from 2005 to 2009 were established by using the
spatial analysis technique of 3D GIS. By comparing its three-dimensional the-
matic map, analyze trends in the evolution of its soil fertility characteristics. The
results showed that the difference of soil fertility was gentle after four years of
variable fertilization, and the effect of precision fertilization was verified.

Keywords: Soil nutrient � 3D GIS � Variable fertilization
Kriging interpolation method

1 Introduction

With the development of computer science and 3D simulation technology, the devel-
opment and application of 3D GIS are becoming more and more mature. 3D GIS can
truly perceive the objective world, present the spatial geography phenomenon to the
user, and carry on the three-dimensional spatial analysis operation to the space object.
However, the current three-dimensional GIS in the field of agricultural applications less
[1]. Therefore, this study in the national “863” project demonstration base in Yushu
City Gongpeng Town No. 13 Village No. 7 test area by 40 m * 40 m grid sampling.
The soil nutrient content was measured and the characteristics of soil nutrient evolution
were discussed by using the three-dimensional GIS spatial analysis technique. The
spatial variation of soil nutrient after precision fertilization was analyzed and analyzed,
which provided a reliable basis for the division of farmland precision management area
and Implementation of Precise Operation of Corn [2].
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2 Materials and Methods

2.1 Overview of the Study Area

The study area is the experimental field of the NO. 13th village of Gongpeng Town,
Yushu City, Jilin Province. It is located in the eastern part of Jilin Province and is a
semi-humid temperate continental monsoon climate. It is characterized by four distinct
seasons, winter long summer short, annual precipitation in the 500–600 mm, the vast
majority of concentrated in the warm season, accounting for about 90% of annual
precipitation, the annual average temperature of 4.6–5.6 °C. Soil type is a typical black
soil, the main crop is corn and soybeans, etc. It is an important commodity grain base in
Jilin Province [3, 4].

In the national “863” project “Research and Application of Corn Precision Oper-
ation System” and the national Spark plan “Integration and Demonstration of Precision
Training Technology of Corn Based on Internet of Things and demonstration of” the
strong support of the project in Yushu City Gongpeng Town No.13 Village continuous
four years of variable fertilization operations, the accumulation of a large number of
soil nutrient space data. Therefore, this article selected the Yushu City Gongpeng Town
No.13 Village No. 7 plots were experimented and research. The total area of the test
field is about 375 mu, and the grid size is set to A1*L11 as the sampling point [5]. We
selected the three kinds of nutrient data of available phosphorus, available nitrogen and
available potassium respectively, and the application of the algorithm for four years of
continuous variable fertilization from 2005 (before variable fertilization) to 2009 on the
Yushu City Gongpeng Town No. 13 Village No. 7 plots.

2.2 Data Collection

Application of GPS (Global Satellite Differential Positioning System) device for pre-
cise positioning, the use of ArcGIS software to produce the soil grid sampling map,
sample distribution shown in Fig. 1.

Fig. 1. Sampling grid diagram
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2.3 Research Methods

In this paper, the Kriging optimal interpolation method was used to calculate the
sampling points of soil nutrient space in the field of maize experiment field. On this
basis, the three-dimensional visualization of soil nutrient multidimensional spatial data
was realized by regular body element model. Through the three-dimensional Kriging
interpolation algorithm, the original data contained in the spatial distribution of features
without significant loss of the situation first passed to the estimated grid points other
than the unknown data, so that the structure of the three-dimensional space model more
realistic real soil environment. The three-dimensional Kriging interpolation method is
essentially an improved score for the inverse distance weighting method, but it is still a
linear interpolation method [6]. The principle of Kriging interpolation is that the
attribute Z(x) at the point Xi 2 A i ¼ 1; 2; . . .; nð Þ is Z(Xi), the interpolated point
X0 2 A X0ð Þ, the Kriging interpolation result Z*(X0) is the weighted sum of the known
sampling point attribute values Z(Xi) (i = 1, 2, …, n).

Z * X0ð Þ ¼
X

kiZðXiÞ ð1Þ

(1) where ki is the weight coefficient of the attribute value to be determined. There is a
certain correlation between Z(Xi), which is related to the distance, but also to its relative
direction change. Thus, the three-dimensional Kriging method refers to the object of
study as a regionally controllable amount of change. We obtain the matrix of coefficient
coefficients of the attribute value Kriging by using the spherical model, and then deter-
mine the augmented matrix for the spatial position of each unknown point. We obtain the
weight coefficient value by solving the Kriging equation group, and then we can get each.
The estimated value of the attribute value and the estimated variance of the attribute value.

2.4 3D GIS Spatial Analysis Technique

2.4.1 Information Acquisition
The spatial data of sampling points in 2005, 2007 and 2009 were obtained by GPS
respectively and the data of the soil samples of the sampling points were obtained as
shown in Table 1 (Tables 2 and 3).

Table 1. Data about YuShu city and GongPeng town in the year of 2005

Soil number N P2O5 K X Y

7-A1 186.82 16.44 138.00 126.316244 45.0033416

7-A2 166.66 10.07 130.00 126.316128 45.0036914

7-A3 182.11 11.77 120.00 126.316013 45.0040413

7-B1 137.76 20.68 130.00 126.316738 45.0034264

7-B2 135.07 12.40 120.00 126.316622 45.0037763

7-B3 145.82 17.71 114.00 126.316506 45.0041262

7-C1 114.91 6.04 123.00 126.317232 45.0035113

7-C2 174.05 8.80 108.00 126.317116 45.0038612

7-C3 137.76 11.56 108.00 126.317566 45.0042115

7-D1 180.77 9.22 113.00 126.317726 45.0035962

7-D2 151.20 10.07 102.00 126.31761 45.0039461

7-D3 134.40 7.73 122.00 126.317494 45.0042959
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2.4.2 ArcScene Three-Dimensional Model of the Establishment
Firstly, the attribute information of available phosphorus, available nitrogen and
available potassium in the soil of Gongpeng Town in Yushu City of Jilin Province in
2005, 2007 and 2009 were transformed into spatial information. Then, the Kriging
interpolation method is used to calculate the element values of the points in the three-
dimensional space in the region. On the basis of this, the 3D visualization of soil
element data is realized by ArcScene.

(1) First open the ArcScene module, the ArcMap in the two-dimensional data (Fig. 2)
into the ArcScene, while loading DEM data (Fig. 3).

Table 2. Data about YuShu city and GongPeng town in the year of 2007

Soil number N P2O5 K X Y

7-A1 124.85 8.04 64 126.316244 45.0033416
7-A2 137.34 9.99 80 126.316128 45.0036914
7-A3 131.09 10.23 75 126.316013 45.0040413
7-B1 115.49 13.16 100 126.316738 45.0034264
7-B2 106.12 10.72 90 126.316622 45.0037763
7-B3 115.49 14.86 80 126.316506 45.0041262
7-C1 121.73 9.50 62 126.317232 45.0035113
7-C2 109.25 11.70 64 126.317116 45.0038612
7-C3 127.97 8.28 99 126.317 45.004211
7-D1 152.94 26.32 72 126.317726 45.0035962
7-D2 127.97 9.50 80 126.31761 45.0039461
7-D3 118.61 30.95 70 126.317494 45.0042959

Table 3. Data about YuShu city and GongPeng town in the year of 2009

Soil number N P2O5 K X Y

7-A1 139.55 9.93 110 126.316244 45.0033416
7-A2 137.06 14.54 101 126.316128 45.0036914
7-A3 127.72 18.71 110 126.316013 45.0040413
7-B1 138.31 14.76 130 126.316738 45.0034264
7-B2 139.31 17.48 134 126.316622 45.0037763
7-B3 133.95 34.31 130 126.316506 45.0041262
7-C1 152.64 41.12 101 126.317232 45.0035113
7-C2 132.08 38.26 125 126.317116 45.0038612
7-C3 149.52 41.12 110 126.317 45.004211
7-D1 137.06 21.57 132 126.317726 45.0035962
7-D2 130.21 11.90 148 126.31761 45.0039461
7-D3 133.95 20.47 150 126.317494 45.0042959
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(2) Now, the DEM or two-dimensional. Then find the left side of the layer file, right
click to open a drop down menu. Click “Properties”, a pop-up “Layer Properties”
dialog box, as shown in Fig. 4.

Fig. 2. 2D spatial variation of available phosphorus in 2005

Fig. 3. Two-dimensional model after registration in ArcMap

Fig. 4. Layer Properties
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(3) In the “Elevation from Surface”, select “Float on a custom surface” (the surface
here is itself). You can find click “OK”, DEM did some changes, but this is not
very obvious.

(4) Then click on the “Scene layer”, select the “scene properties” option (Fig. 5),
opened a “scene properties” menu. Here you can adjust the value of “vertical
exaggerated” and set it to 5. Now you can see, the DEM’s three-dimensional sense
has been very strong.

Fig. 5. Scene property

Fig. 6. Stretch

Fig. 7. Spatial variability of available phosphorus in 2005–2009
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(5) Change the color of the model, and then in step 2 to open the “layer properties”,
the color is set to eye-catching color (Fig. 6). So that the completion of the three-
dimensional model [7].

From Figs. 7, 8 and 9, it is the three-dimensional spatial distribution of available
nitrogen, available phosphorus and available potassium in soil nutrients of groundwater
No. 7 and the historical evolution of soil nutrient content can be analyzed according to
these historical data [8].

3 The Results and Analysis

It can be seen from Figs. 7, 8 and 9 that the nutrient content of soil is gradually
increased with the implementation of variable fertilization [9, 10]. The available
nitrogen content increased from 121.15 mg/kg in 2005 to 139.31 mg/kg in 2009, and
the available phosphorus content increased from 12.20 mg/kg in 2005 to 21.07 mg/kg
in 2009, and the available potassium content increased from 113.95 mg/kg in 2005 to
137.89 mg/kg in 2009. As the amount of fertilizer to phosphate-based, so in the
individual years of available nitrogen and available potassium content is not much
change. At the same time, with the implementation of variable fertilization techniques,
the difference of soil available nutrient content in different years was gradually reduced,
which was probably due to the slow release of soil available phosphorus and available
potassium in soil. The results show that the implementation of variable fertilization
technology, while improving the soil fertility, but also promote the soil fertility balance,
is conducive to the correct evaluation of soil fertility changes.

Fig. 8. Spatial variability of available Potassium in 2005–2009

Fig. 9. Spatial variability of available nitrogen in 2005–2009
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4 Conclusion

(1) 3D GIS (Figs. 7, 8 and 9) can show more information than the two-dimensional
spatial variation map (Fig. 2), and the spatial variation of soil available nutrient is
more clear, Intuitive and true.

(2) The high degree of data change in the three-dimensional spatial variation map can
fully prove the significant effect of variable fertilization in 2005 and 2009, which
is beneficial to the correct evaluation of soil fertility change.

(3) Three-dimensional visualization technology can not only be applied to the three-
dimensional distribution of soil nutrient spatial distribution, which can let users
experience the spatial distribution characteristics of real soil nutrient, which is
beneficial to soil fertility analysis and evaluation, but also the soil nutrient three-
dimensional spatial variation map for any mobile, rotation, split and extraction
operations. The process and results of variable fertilization are tested and fore-
casted, which provides an objective, image and reliable auxiliary decision tool.
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Abstract. Global warming has great influences on crop yields. However,
several researchers have concluded that global warming has taken a “hiatus” in
recent years. Here, we hope to identify the temperature trends of the winter
wheat growing seasons and quantitatively estimate the effects of temperature
variations on wheat yields. We carry out trend analysis on daily maximum
(Tmax) and minimum temperatures (Tmin) from 1980 to 2014 in Jiangsu
Province of China. The results indicate there are increasing trends for both Tmax
and Tmin during 35 years, but no significant trends in the years after 2000. In
addition, the increasing rates of the Tmin are larger than those of Tmax over the
35 years within all stations and all growing stages, which suggests that winter
wheat is exposed to asymmetrical warming. The results of correlation analysis
and regression analysis reveal that increases in Tmin have significant adverse
effects on wheat yields.

Keywords: Winter wheat � Yield � Asymmetric warming

1 Introduction

Global warming has received much attention in public and scientific fields. Researchers
have found increases in average temperatures of the land surface, and that the minimum
(mostly nighttime) temperatures, Tmin, and the maximum (mostly daytime) tempera-
tures, Tmax, have increased asymmetrically during the past decades [1, 2]. Asymmetric
warming, which means the rate at which Tmin increases is larger than the rate at which
Tmax increases, has been confirmed in most parts of the world [3–5]. The reason for
this may involve a variety of factors, such as changes in cloud cover and urban growth.
However, as described in IPCC (the Intergovernmental Panel on Climate Change) Fifth
Assessment Report, there has been a slowdown in the increasing trend of global
temperatures since the end of the last century, which was termed as a “hiatus” [6].
Several recent modeling studies have shown that the reason for this anomaly may be
related to a La Niña-like cooling, volcanic eruptions, or the strengthening Pacific trade
winds over the past twenty years [7–10]. Nevertheless, some other studies do not agree
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with the point that a “hiatus” was appeared in the global warming trend [11, 12]. They
believe that short-term variations do not change the ongoing global warming.

Despite the different opinions about the global warming trend, most scholars
generally share similar views about the threat of increasing temperatures to crop pro-
duction. Many studies have been carried out to reveal the impacts of global warming on
crop production, especially the yield and quality formation, with simulated crop models
and field experiments [13–17]. Scholars found that the global long-term warming trend
had changed crop production, including shortened growing periods and shifting
planting boundaries. However, most of the simulation models used in recent studies are
less accurate at higher temperatures than normal ones [18]. Further, the field experi-
ments with artificial heating have limitations in observing the long-term temperature
trends and have difficulties detecting long-term crop responses to temperature.
Therefore, in this study, we resorted to statistical methods and used observation data to
investigate the effects of temperature on crop yields.

Jiangsu is a major province of agriculture in China, and it has a dense population.
Winter wheat is a staple crop in Jiangsu. Wheat production has an important effect on
the livelihood of the people and the provincial economy. However, the province is
situated in a transition zone between warm temperate zones to subtropical zones.
Extreme climatic events, including extreme temperatures, take place with high fre-
quency in Jiangsu Province. Although the authors of several studies have shown that
Jiangsu became warming obviously in the past decades [16, 25, 29], few of them reveal
the warming trend of winter wheat growing seasons as well as the quantitative esti-
mation of wheat yields variations in the warming circumstance. Therefore, in this
study, the objectives are to analyze the temperature evolution of wheat growing seasons
during the past 35 years in Jiangsu and quantify the wheat yield responses to tem-
peratures to help farmers cope with future climatic changes and ensure there is a
reliable food supply in this area.

2 Materials and Methods

2.1 Data

Daily temperature data from 1979 to 2014 of four meteorological stations in Jiangsu
Province was obtained from the China Meteorological Administration [19]. To analyze
the temperature evolution of winter wheat growing seasons, we divided the whole
growing season into four stages according to the periods mentioned in the main crop
growth period database of the National Agricultural Scientific Data Sharing Center
[20]. The four stages are: seedling stage (S1), overwintering stage (S2), reviving to
anthesis stage (S3), post-anthesis stage (S4). The locations and wheat growing seasons
of the four stations are shown in Table 1. The yearly yields per hectare of the four
stations during 1980–2014 were obtained from the local statistical yearbooks.
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2.2 Mann-Kendall Test for Temperature Trend Analysis

The nonparametric Mann-Kendall test was used in this study for the trend analysis of
temperatures during winter wheat growing seasons. It is a rank-based testing method
recommended by WMO (the World Meteorological Organization) and is widely used
in meteorology, hydrology, and other fields [21]. Because temperature data does not
always follow normal distribution, like most meteorological data, it is better to choose a
nonparametric test method than a parameter test to avoid using the parameters of
population distributions. The merit of this method is that the data need not to obey the
normal distribution and it can eliminate the interference of a few outliers [22]. The
calculation of Mann-Kendall test is as follows:

Suppose X is a time series x1; x2; x3 � � � xnð Þ. The original hypothesis H0ð Þ is that X
has no significant changing trend, while the alternative hypothesis H1ð Þ assumes it has.
Firstly, the S value is calculated thusly:

S ¼
Xn�1

k¼1

Xn

j¼kþ 1
sgn xj � xk

� � ðð1ÞÞ

where xj; xk are the values in time series X j [ kð Þ. The sgn is a sign function, which is
calculated as follows:

sgn xj � xk
� � ¼

þ 1; xj � xk [ 0
0; xj � xk ¼ 0
�1; xj � xk\0

8
<

: ð2Þ

When the sample length nð Þ is larger than 10, the statistical variable S is supposed
to be approximately normal and the expectation of S is 0. The variance is calculated as
follows:

VAR Sð Þ ¼ 1
18

n n� 1ð Þ 2nþ 5ð Þ �
X

i
ei ei � 1ð Þ 2ei þ 5ð Þ

h i
ð3Þ

where ei is the number of repeated variables. Then transform S to Z, which follows the
standardized normal distribution.

Table 1. Locations and growing seasons of four meteorological stations in Jiangsu Province

Stations Latitude Longitude S1 S2 S3 S4

Ganyu 34° 30’N 119° 04’E 15th Oct. * 25th Dec. 26th Dec. * 25th Feb. 26th Feb. * 25th Apr. 26th Apr. * 2nd Jun.

Xuzhou 34° 10’N 117° 05’E

Dongtai 32° 31’N 120° 11’E 25th Oct. * 5th Jan. 6th Jan. * 20th Feb. 21th Feb. * 20th Apr. 21th Apr. * 28th May

Nanjing 32° 00’N 118° 29’E
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Z =

S�1ffiffiffiffiffiffiffiffiffiffiffi
VAR Sð Þ

p ; S[ 0

0; S ¼ 0
Sþ 1ffiffiffiffiffiffiffiffiffiffiffi
VAR Sð Þ

p ; S\0

8
><

>:
ð4Þ

When Zj j �Za=2, the alternative hypothesis is accepted at the a significant level.
A positive Z value indicates that sequence X has an increasing trend, while a negative
one indicates that X has a decreasing trend. We use Sen’s slope to compute the value of
the trends following the method described in the paper of Santos et al. [23]. The
formulation of the slope is as follows:

Slope ¼ median xj � xk
� ��

j� kð Þ� � ð5Þ

where the notations of xj and xk are the same as Eq. (1). Function median is used to
calculate the median.

2.3 Yield De-trending

To evaluate the yield responses to the variability of temperature, we collected data
about annual wheat yields for 35 years. Benefiting from the improvements in culti-
vation techniques and the optimization of government policies, the yields of the four
sites consistently increased in past decades. To eliminate bias caused by technological
improvements, the linear trend was removed from the original yield series, and the
residuals of the yields were obtained as meteorological yields [24]. The statistical
analysis of wheat yield responses to temperatures was performed using the de-trended
yields of four stations. The distribution of the de-trended yields was fitted with the
normal distribution and passed the Kolmogorov-Smirnov (K–S) test which was used to
compute a distance between the empirical and cumulative distribution function of the
de-trended yield sequences [24]. The null hypothesis is that the yield residuals
sequence accord with the theory distribution of normal, and the result indicates that it
cannot be rejected. The frequency histogram of yield residuals is shown in Fig. 1.
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Fig. 1. Frequency histogram of yield residuals of four stations
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2.4 Correlation Analysis and Regression Analysis

The Pearson coefficient was applied in this study to determine the correlation between
wheat yields and growing season temperatures. The calculation was performed in R
software, and the coefficient of the linear association is between −1 and +1.

Multivariate regression was used to estimate the impacts of changes in Tmax and
Tmin on wheat yields. The formula is as follows:

Y = constþ a � Tmaxþ b � Tmin ð6Þ

where Y is the yield residuals. a and b are the coefficients of Tmax and Tmin.

3 Results

3.1 Temperature Trend

Temperature Trend of the Winter Wheat Growing Season. The air temperature
data about the growing seasons at the four stations were computed. Trend analysis was
used to detect the temperature trends from 1980 to 2014 compared to the trends in the
years before and after 2000. Table 2 shows the annual changes in the Tmax, Tmin, and
Tavg (average daily temperatures) values of the four stations during wheat growing
seasons by Mann-Kendall test and Sen’s slope method.

Table 2. Changes of annual average temperatures during wheat growing seasons

Periods Stations Trend slope (°C/year)
Tavg Tmax Tmin

1980–2014 Ganyu 0.044** 0.032* 0.057**
Xuzhou 0.046** 0.029* 0.061**
Dongtai 0.046** 0.044** 0.048**
Nanjing 0.056** 0.050** 0.071**

1980–1999 Ganyu 0.075 ** 0.074** 0.116**
Xuzhou 0.048* 0.042 0.068**
Dongtai 0.077** 0.076** 0.090**
Nanjing 0.077** 0.077** 0.096**

2000–2014 Ganyu −0.075 −0.022 −0.141*
Xuzhou −0.003 −0.003 −0.014
Dongtai −0.038 −0.027 −0.049
Nanjing −0.010 0.004 −0.017

Note: Tavg, Tmax, and Tmin represent the average,
maximum, and minimum temperatures of the day,
respectively. **,* indicate trend significance at
P < 0.01, 0.05.
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The result indicates that from 1980 to 2014, the average, maximum, and minimum
daily temperatures in wheat growing seasons significantly increased. Compared to the
other three stations, the southern station, Nanjing, has the largest slope. However, the
Tmin increased faster than the Tmax at all four stations. This result is similar to the
conclusion drawn by Peng et al. [26] in their study of rice yields at latitude 14° 11 N,
longitude 121° 15E. When we divide the period of 35 years into two stages (the last 20
years and the first 15 years of the 20th and 21st century), entirely different trends are
revealed. In the years before 2000, the temperature significantly increased at most of
the stations, and the Tmin increased faster than Tavg and Tmax. On the contrary, in the
years after 2000, the variations of the temperatures are not significant in most stations
and the signs of the slope are negative, indicating that the temperatures have downward
trends. These anomalies in the winter wheat growing seasons are similar to the tem-
perature anomalies mentioned as the “hiatus” in the global warming of this century in
other studies. Nevertheless, whether the changes in the trends are short-term fluctua-
tions is still unknown.

Temperature Trends of Four Growing Stages. Because temperature variations in
different growing stages may lead to different effects on wheat yields, we analyzed the
temperature trends in four stages. The results are shown in Table 3. Because the
average temperature is between the maximum and minimum temperatures and it
evolved similarly as them, it was not taken into consideration.

Different trends were observed in the three study periods and four growing stages.
From 1980 to 2014, the temperatures in the reviving and jointing stages (S3) and post-
anthesis stages (S4) significantly increased. Similarly, Tmin increased faster than Tmax
in most cases, except at Dongtai and Nanjing during S3. Nevertheless, during the 20
years before 2000, temperatures of overwintering stages (S2) increased more pro-
nouncedly than in other stages. Furthermore, during the 15 years after 2000, there are
hardly any obvious trends in the four stages at all stations, except Ganyu in S3.

Figure 2 illustrates the temperature trends over 35 years. It shows that during S3
and S4, Tmax and Tmin were generally higher in this century than in the last century,
except for several low points in the trends, among which the most obvious one is the
anomaly around 2010. In contrast, the peak values of the trends do not show obvious
decreases compared to the temperatures in the years before 2000. This may confirm the
hypothesis that global warming in the 21st century is expected to resume once the
anomalous hiatus ends [7].

3.2 Correlation Between Yield and Temperature

The correlation between winter wheat yield and temperature was analyzed by using the
Pearson correlation coefficient and regression analysis. We used yield and temperature
residuals to calculate the Pearson coefficients for all 35 years. The result indicates that
average temperature of the whole growing season has a significantly negative influence
on wheat yields (r = − 0.24). Tmin has a very significant (P < 0.01) influence on
wheat yields (r = − 0.30) while Tmax has a less pronounced correlation with wheat
yields. In addition, the correlations between yield and Tmax and Tmin during the four
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growing stages have been computed (see Table 4). Besides S4, the Tmin values of the
other three stages have significant negative relationships with wheat yields from the
four stations.

3.3 Yield Responses to Temperature

The regression model (Formula 7) shows that yield residuals are significantly affected
by Tmin (P < 0.001) but not significantly affected by Tmax. This result indicates that
the increasing minimum temperatures of the wheat growing season have more adverse
effects on the yield. A 0.1°C increase in minimum temperature will cause wheat yield
losses of 28.5 kg/ha.

Table 3. Changes in the maximum and minimum temperatures during the four growing stages

Periods Stations Trend slope (°C/year)
S1 S2 S3 S4

1980–2014 Ganyu Tmax 0.014 0.024 0.055* 0.046
Tmin 0.049* 0.048 0.063** 0.056**

Xuzhou Tmax 0.010 0.029 0.055* 0.025
Tmin 0.047** 0.057** 0.077** 0.066**

Dongtai Tmax 0.018 0.033 0.096** 0.055*
Tmin 0.039* 0.037 0.060** 0.052**

Nanjing Tmax 0.017 0.026 0.116 ** 0.054*
Tmin 0.082** 0.066** 0.083** 0.068**

1980–1999 Ganyu Tmax 0.058 0.126** 0.022 0.028
Tmin 0.116* 0.153** 0.110** 0.077*

Xuzhou Tmax 0.046 0.114* −0.003 −0.044
Tmin 0.057 0.124** 0.084* 0.031

Dongtai Tmax 0.068 0.072** 0.085* 0.040
Tmin 0.092* 0.093* 0.086* 0.093*

Nanjing Tmax 0.057 0.090* 0.075 0.015
Tmin 0.089* 0.095* 0.087 0.081**

2000–2014 Ganyu Tmax −0.003 −0.019 −0.107 0.088
Tmin −0.126 −0.153 −0.176* −0.037

Xuzhou Tmax 0.053 −0.032 −0.102 0.041
Tmin −0.019 −0.012 −0.049 0.043

Dongtai Tmax 0.022 0.001 −0.037 0.060
Tmin −0.086 −0.060 −0.060 0.034

Nanjing Tmax 0.024 −0.004 −0.036 0.058
Tmin 0.010 −0.028 −0.020 0.016

Note: S1, S2, S3, and S4 represent seedling stage, overwintering stage,
reviving and jointing stage, and post-anthesis stage, respectively. **, *
indicate a significant trends at P < 0.01, 0.05, respectively.
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Fig. 2. The maximum and minimum temperatures in seedling stage (S1), overwintering stage
(S2), reviving and jointing stage (S3), and post-anthesis stage (S4). Note: (a), (c), (e), and (g) are
the maximum temperatures of the four stations during S1, S2, S3, and S4, respectively. (b), (d),
(f), and (h) are the minimum temperatures of the four stations during S1, S2, S3, and S4,
respectively.
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Y ¼ 0:091 � Tmax� 0:285 � Tmin ð7Þ

Table 5 reveals the quantitative yield responses to temperature of the four growing
stages. We can conclude that the Tmin of each growing stage is significantly related to
wheat yields and Tmin increases would lead to yield losses. Moreover, the Tmin in S4
has the biggest influence according to the coefficients. This may be due to the fact that
the late growth stage of winter wheat is more important in yield formation. Interest-
ingly, only in S4 was Tmax found to have a significant positive correlation with wheat
yields. This implies that the effects of temperatures on wheat yields are unbalanced for
day and night. Zhang et al. [27] report that low night temperatures can significantly
prolong the relative steady phase (RSP) of chlorophyll content and photosynthetic
active duration (PAD) and, thereby, increase the leaf source capacity and wheat yields
[27]. Zhang et al. [28] also report that nocturnal warming significantly reduces soil
microbial biomass carbon and nitrogen content and microbial respiration rate. There-
fore, it affects soil nutrient supply and winter wheat growth [28]. For these reasons, the
minimum temperatures, which have obviously increased in recent decades, deserve
much attention due to their adverse effects. The Tmax of the post-anthesis stage, which
does not increase as significantly as Tmin, has positive effects on wheat yield
improvement because it promotes photosynthesis, increasing the enzyme activity of the
crop and enlarging the diurnal temperature range (DTR) [16, 29]. The results of the
regression analysis suggest that the Tmax and Tmin of each growing stage account for
only 2.8% to 9.3% of the yield variations. It appears that the asymmetric warming
during the past 35 years did not seriously affect the wheat yields in Jiangsu Province.
A similar conclusion was obtained by Hou et al. [30] in the study of the North China
Plain (NCP) [30].

Table 4. The Pearson correlation coefficients of wheat yields and temperatures over 35 years

Stage Tmax Tmin

Whole growing season −0.12 −0.30***
S1 −0.12 −0.20*
S2 −0.13 −0.28**
S3 −0.18 −0.27**
S4 0.21* −0.09

Note: S1, S2, S3, and S4 represent seedling
stage, overwintering stage, reviving and
jointing stage, and post-anthesis stage,
respectively. ***, ** and * indicate
correlation significance of P < 0.001, 0.01,
and 0.05, respectively.
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4 Discussion and Conclusions

Besides the impacts of temperature, winter wheat yields are influenced by many other
meteorological factors, such as precipitation, solar radiation, and wind speed. However,
a comparison of these other meteorological factors shows that temperature has the most
obvious changing trend in Jiangsu, which may change precipitation frequency and
intensity according to the results of studies on other areas in Asia [31]. Therefore,
temperature variations have considerable influences on wheat production.

In this study, the Tmax and Tmin changes in the winter wheat growing seasons
display a significantly asymmetrical warming trend in Jiangsu Province. The increasing
rate of Tmin is obviously larger than that of Tmax over the 35 years examined in this
study. We cannot confirm the existences of a global warming “hiatus” because there are
no significant increasing or decreasing trends for both Tmax and Tmin during all
growing stages of 2000–2014. The temperatures of the four growing stages display
similar asymmetrical trends in Tmax and Tmin. Moreover, the Tmin values of the pre-
anthesis stages have negative influences on wheat yields, while the Tmax values of the
post-anthesis stages have positive influences on wheat yields. The regression model
indicates that Tmin has had more adverse influences on wheat yields than Tmax,
regardless of growth stage, during the past 35 years. Generally, according to our study,
the impacts of temperature increase on wheat yields over the past three decades are not
serious. This result partly reflects the adaptability of crop production in Jiangsu
Province.

Table 5. The regression analysis of wheat yield residuals

Stage Tmax Tmin R2

W Coef. 0.091 −0.285*** 0.080
p-value 0.310 0.0006 0.001

S1 Coef. −0.017 −0.105* 0.028
p-value 0.715 0.047 0.051

S2 Coef. 0.031 −0.147** 0.070
p-value 0.399 0.002 0.003

S3 Coef. 0.004 −0.144* 0.061
p-value 0.935 0.014 0.005

S4 Coef. 0.140*** −0.196** 0.093
p-value 0.0002 0.003 0.0004

Note: W, S1, S2, S3, and S4 represent the
whole growing season, seedling stage,
overwintering stage, reviving and jointing
stage, and post-anthesis stage, respectively.
Coef. represents coefficient. *, ** and ***
indicate statistical significance of P < 0.05,
0.01, and 0.001.
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The present research is conducted on four stations. The next step of our research is
to collect observations from a dense grid of stations in Jiangsu and obtain accurate
results that cover the whole province.
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Abstract. Leaf nitrogen concentration (LNC) of winter wheat can reflect its
nitrogen (N) status. Rapid, non-destructive and accurate monitoring of LNC of
winter wheat has important practical applications in monitoring N nutrition and
fertilizing management. The experimental site of winter wheat was located at
Xiaotangshan National Demonstration Base of Precision Agricultural Research
located in Changping District, Beijing, China. High spatial resolution digital
images of the winter wheat were acquired using a low-cost unmanned aerial
vehicle (UAV) with digital camera system at three key growth stages of booting,
flowering and filling during April to June in 2015. Firstly, the acquired UAV
digital images were mosaicked to generate a Digital Orthophoto Map (DOM) of
the entire experimental site and 15 digital image variables were constructed.
Then, based on the ground measured data onto LNC and digital image variables
derived from the DOM for 48 sampling plots of winter wheat, linear and stepwise
regression models were constructed for estimating LNC. Finally, the optimum
model for estimating LNC was screened out by comprehensively considering the
coefficient of determination (R2), the root mean square error (RMSE), the nor-
malized root mean square error (nRMSE) and the simplicity of model calibrating
and validating. The experimental results showed that the linear regression model
of r/b that was one of the digital image variables for estimating LNC had the best
accuracy with the model’s calibration and validation of R2, RMSE and nRMSE
were 0.76, 0.40, 11.97% and 0.69, 0.43, 13.02%, respectively. The results sug-
gest that it is feasible to estimate LNC of winter wheat based on the DOM
acquired by UAV remote sensing platform carrying a low-cost, high-resolution
digital camera, which can rapidly and non-destructively obtains the LNC of
winter wheat experiment site and provide a quick and low-cost method for
monitoring N nutrition and fertilizing management.
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1 Introduction

Nitrogen (N) is one of the essential nutrient elements for crop growth and is closely
related to the growth status, photosynthesis and yield of crops [1, 2]. It is difficult to
timely and appropriately computes the amount of fertilizer that crops need and to avoid
excess fertilization according to the demand for crop growth. In addition, it has become
an important issue to minimize the pollution of fertilizer to the environment while
maintaining the high crop yield at the same time to achieve sustainable development
[3]. Leaf nitrogen concentration (LNC) is an important indicator of the crop N nutri-
tion. It is an important guiding significance of crop N nutrition monitoring and fertilizer
management to rapidly, non-destructively, accurately and low-costly estimate crop
LNC using remote sensing technology [4–6].

Agriculture is one of the most important and widely used fields of remote sensing
technology. Remote sensing technology has the characteristics of rapid, non-
destructive and high-throughput acquisition of ground feature information and is
developing towards the direction of quantification and high precision [7]. Satellite,
aviation, and proximal remote sensing are limited in the application of precision
agriculture because of their limitations [4, 8, 9]. Unmanned aerial vehicle (UAV) re-
mote sensing has the advantages of easy platform construction, low operation and
maintenance cost, flexible mobility, controllable flight height and short operation cycle
[5, 10–12].

Multispectral, hyperspectral or light detection and ranging (LIDAR) sensors are
relatively heavy, which greatly reduces the flight time of UAV when mounted on, and
these sensors are more expensive than digital cameras, and the subsequent processing
of data is complex, which seriously hinders their extensive applications in precision
agriculture [10, 13–16]. With the rapid development of UAV and sensor technology,
UAV platforms and digital cameras are developed toward the mass consumption levels.
They have the characteristics of low-price, miniaturization, light, and intelligence, and
the spatial resolution of digital cameras is becoming higher and higher. The above
reasons make it possible for a UAV to mounted with digital cameras as a low-cost
remote sensing data acquisition platform, which has become a hot spot of practical
research in precision agriculture [5, 10, 17–20].

At present, UAV remote sensing platform is equipped with low-cost and high-
resolution digital cameras, which is used to estimate crop phenotypic parameters. The
parameters are mainly about the morphological structure parameters. However, the
crop physiological and biochemical parameters are few. In this study, high-resolution
digital camera images were acquired and used to generate a DOM of the research area
and corresponding LNC values of 48 sampling plots were measured synchronously.
Linear and stepwise regression analysis models are constructed to estimate LNC of
winter wheat using digital image variables from the DOM and measured LNC. In the
end, the optimum model for estimating LNC was screened out by comprehensively
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considering the coefficient of determination (R2), root mean square error (RMSE),
normalized root mean square error (nRMSE) and the simplicity of model calibrating
and validating. This study proves that digital camera mounted on UAV remote sensing
system can be applied to winter wheat to rapidly, non-destructively monitor and
evaluate N nutrition and yield potential, which provides a rapid, low-cost and high
efficient technical mean for N management and growth monitoring of winter wheat.

2 Materials and Methods

2.1 Experiment Design

The experiment was carried out from September 2014 to June 2015 at Xiaotangshan
National Demonstration Base of Precision Agricultural Research (40°10′N, 116°26′E)
in Changping District, Beijing, China. It has a flat terrain with an altitude of 30 m
above sea level and features a typical semi-humid continental monsoon climate. The
soil type is fluvio-aquatic soil and the previous crop was maize. The winter wheat
varieties were “zhongmai175 (ZM175)” and “jing 9843 (J9843)”.

The size of winter wheat field was 85 m � 32 m. There were 48 sampling plots, 16
treatments, three replicates and orthogonal test. The area of each plot was 48 m2

(6 m � 8 m), and the planting spacing was 15 cm. There were four different N level
treatments, namely, 0 kg urea/mu (N1), 13 kg urea/mu (N2), 26 kg urea/mu (N3) and
39 kg urea/mu (N4). Each of the 16 plots was treated with N at four different N levels
(Fig. 1).

Fig. 1. Experiment design of variable rate fertilization of winter wheat
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2.2 Acquisition and Preprocessing of UAV Digital Images and LNC

The winter wheat data of LNC and UAV high-resolution digital images were obtained
at the booting stage (April 26, 2015), flowering stage (May 13, 2015) and filling stage
(May 22, 2015). A fixed quadrat (2 � 0.15 m � 1 m) with group representation was
selected as the sampling area for LNC measurements of every plot. In the fixed quadrat,
the 20 winter wheat plants of representative were selected, and the leaves were placed
in paper bags after organ separation. The picked leaves were then put into an oven with
105 °C for a half-hour to inactivate enzymes in plants rapidly. Next, the oven will be
set at 80 °C for more than 48 h until the weight remained unchanged. LNC (LNC, %)
was measured on crushed leaves using Kjeldahl apparatus (Buchi B-339, Sweden,
FOSS). A total of 144 winter wheat samples were obtained at three key growth stages
(The maximum value of LNC was 4.45%, the minimum value of LNC was 1.16%, the
average value of LNC was 3.34%, the standard deviation of LNC was 0.80 and the
coefficient of variation of LNC was 0.24).

The UAV remote sensing data was obtained by data acquisition platform of an
eight rotors electric UAV (single arm length: 386 mm, airframe net quality: 4.2 kg,
mass load: 6 kg, endurance time: 15–20 min) equipped with a high-resolution digital
camera and position and orientation (POS) which aimed at acquiring the position and
orientation information of digital camera. The high-resolution digital camera model
was SONY Cyber-shot DSC-Q100 with the weight and size were 179 g and
62.5 mm � 62.5 mm � 55.5 mm; it had a 20 million pixel CMOS sensor and had a
fixed focal length at 10 mm (fixed focus shooting). The high-resolution true color
digital images of a spatial resolution of 0.013 m were obtained using the UAV system,
which flew at the height of 50 m during 12:00–13:00 in synchronously with the ground
data acquisition when the weather was clear and the solar radiation intensity was stable.
The three UAV remote sensing experiments used the same design of flying routes.

The mosaic of UAV high-resolution digital images was performed with the aid of
Agisoft PhotoScan software. The digital images were matched with the corresponding
POS data and after photos alignment and dense cloud points building in PhotoScan.
The optimized camera location parameters were estimated and sparse and dense cloud
points of the experimental area were generated. A 3D polygon mesh model of
experimental area was reconstructed based on the generated dense cloud points, which
represented the surface geometry of winter wheat canopies. Finally, the canopy
orthoimage of the winter wheat experimental area was generated and exported as TIFF
format.

2.3 Digital Image Variable Selection

The average digital number (DN) values of canopies red (R), green (G) and blue
(B) channels of each measured plot were extracted from canopy orthoimage of the
winter wheat experimental area. The normalized red (r), green (g) and blue (b) digital
image variables were calculated based on the DN values from the canopy orthoimage.
The normalized formulas were as follows [21–23]:

142 Q. Niu et al.



r ¼ R
RþGþB

ð1Þ

g ¼ G
RþGþB

ð2Þ

b ¼ B
RþGþB

ð3Þ

Where R, G, and B were the DN values extracted from canopy orthoimage,
respectively. According to the existing research results and the relationship between
LNC and visible vegetation index, 12 vegetation indices within the range of visible
light spectrum were selected. In this study, 15 digital image variables were selected to
estimate LNC of winter wheat (Table 1).

2.4 Methods and Statistical Analysis

Firstly, the DN values of R, G and B channels were extracted based on the high-
resolution digital orthoimage of winter wheat and the digital image variables were
calculated. 70% of the total sample data were randomly selected as the modeling data
set and the correlation between digital image variables and LNC was analyzed. Sec-
ondly, based on the result of above correlation analysis, the LNC estimation models

Table 1. Digital image variables associated with LNC

Image
variable

Formula Reference Variable
encoding

r r = r ✓ VI1
g g = g ✓ VI2
b b = b ✓ VI3
MGRVI MGRVI = (g2 − r2)/(g2 + r2) [19] VI4
RGBVI RGBVI = (g2 – b * r)/(g2 + b * r) [19] VI5
GRVI GRVI = (g − r)/(g + r) [24] VI6
GLA GLA = (2 * g − r − b)/(2 * g + r + b) [25] VI7
ExR ExR = 1.4 * r − g [26] VI8
ExG ExG = 2 * g − r – b [27] VI9
ExGR ExGR = ExG − 1.4 * r − g [26] VI10
CIVE CIVE = 0.441 * r − 0.881 * g + 0.385 * b + 18.78745 [28] VI11
VARI VARI = (g − r)/(g + r − b) [29] VI12
g/r g/r = g/r ✓ VI13
g/b g/b = g/b ✓ VI14
r/b r/b = r/b ✓ VI15

Note: “✓” indicates the experience of visible vegetation parameters and r, g, and b represent
normalized DN values of R, G and B channels from orthoimage.
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were constructed by methods of the linear and stepwise regression analysis. The pre-
dictive ability of the LNC estimation models was evaluated by using remaining 30%
sample data (as the validation dataset) that were not involved in model calibrating.

Linear regression analysis was based on the correlation analysis between digital
image variables and LNC. The estimation model of LNC was constructed according to
the absolute value of correlation coefficients from large to a small order for LNC. In
stepwise regression analysis, the estimation model added or removed a variable at a
time when the model was built.

At the same time, variables were reevaluated, including the degree of significance
of the regression coefficients and whether to delete variables based on its importance.
Predictor variables might be added or deleted several times until the best model was
obtained. The Akaike information criterion (AIC) took into account the statistical
fitting of the model and the number of variables fitted. A model with smaller AIC
values needs to be selected firstly, which shows that the model obtains sufficient fit with
fewer variables.

The coefficient of determination (R2), the root mean square error (RMSE) and the
normalized root mean square error (nRMSE) were chosen as the indices to evaluate the
accuracy of estimation and verification model. The larger R2 of calibration and veri-
fication model and the smaller the corresponding RMSE and nRMSE, the better of the
predictive ability of models. The computational formulas are as follows:

R2 ¼
Pn

i¼1
Xi � X
� �2

Yi � Y
� �2

n
Pn

i¼1
Xi � X
� �2Pn

i¼1
Yi � Y
� �2 ð4Þ

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1
Yi � Xið Þ2

n

vuuut ð5Þ

nRMSE ¼ RMSE
X

ð6Þ

In the formula, Xi, X, Yi and Y represent the measured values, the mean value of
measured value, the estimated value and the mean value of estimated value; n repre-
sents the sample size of the model.

3 Results and Analysis

3.1 Correlation Analysis Between LNC of Winter Wheat and Digital
Image Variables

70% of the sample data, which contains a total of 101 items, were randomly selected as
the modeling data set. The digital image variables were constructed based on the
modeling data set and the correlation between digital image variables and LNC were
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calculated. The results of the correlation analysis were shown in Fig. 2. The signifi-
cance test of variables was carried out by referring to the table of critical values of
correlation coefficients. When the degree of freedom of variable was 99, the absolute
value of the correlation coefficient was great than 0.26, reaching 0.01 of the significant
level. The degree of freedom of the correlation analysis was 99 in this study and the
significance of the variable reached 0.01 significant level when the absolute value of
the correlation coefficient of the variable was greater than 0.26. The absolute value of
the correlation coefficient between digital image variable, r/b, b, r, ExR, VARI, GRVI
and g/r and MGRVI, ExGR, g/b, CIVE, g and GLA and ExG, RGBVI and LNC were
0.87, 0.84, 0.82, 0.75, 0.74, 0.73, 0.69, 0.61, 0.45, 0.41, 0.31, greater than 0.26 in
Fig. 2. The results of correlation analysis showed that the correlation between the
selected digital image variables and LNC was 0.01 significant.

3.2 Establishment of Linear Regression Analysis Model

Based on the results of correlation analysis between digital image variables and LNC,
the variables were sorted by correlativity. Then, a linear regression model of each

Fig. 2. Result of Pearson correlation analysis between digital image variables and LNC
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digital image variable for estimating LNC was constructed. The results of linear
regression analysis were shown in Table 2. The AIC value, R2, RMSE, and nRMSE of
the linear regression model were considered comprehensively. The optimal linear
estimation model of LNC was chosen, whose variable was r/b. The AIC value, R2,
RMSE and nRMSE of the optimal model were 108.66, 0.76, 0.40, 11.97%, respectively.

3.3 Establishment of Stepwise Regression Analysis Model

The 15 digital image variables selected were analyzed by stepwise regression and the
estimation models of LNC of winter wheat were constructed. The AIC value, R2, RMSE,
and nRMSE of the stepwise regression model were calculated and the degree of signifi-
cance of the coefficients of the regression model was judged. The results of stepwise
regression analysis were shown in Table 3. Evaluation indices of the stepwise regression
analysis model were comprehensively considered. The optimal stepwise regression
model for LNC of winter wheat was selected, consisting of 3 variables, r, g/b and r/b. The
regression equation of the optimal stepwise regression model was LNC = 142.56 *
r + 12.18 * g/b − 29.98 * r/b − 24.91, and the model’s R2, RMSE and nRMSE were
0.79, 0.8, 11.34%, respectively.

Table 2. Result of linear regression analysis of digital image variables and LNC

Digital image variable Regression equation AIC value R2 RMSE nRMSE/%

r/b y = −5.06 * x + 9.67 108.86 0.76 0.40 11.97
b y = 46.58 * x − 9.43 126.66 0.71 0.44 13.07
r y = −31.95 * x + 14.24 140.14 0.67 0.47 13.97
ExR y = −15.81 * x + 4.82 170.64 0.55 0.55 16.25
VARI y = 8.58 * x + 2.49 171.50 0.55 0.55 16.32
GRVI y = 14.01 * x + 2.50 176.39 0.53 0.56 16.72
g/r y = 6.34 * x − 3.83 176.88 0.53 0.56 16.76
MGRVI y = 7.08 * x + 2.50 176.36 0.53 0.56 16.72
ExGR y = 11.50 * x + 11.50 188.35 0.47 0.60 17.74
g/b y = −6.30 * x + 12.22 205.56 0.37 0.65 19.32
CIVE y = −23.69 * x + 446.51 229.98 0.20 0.73 21.80
g y = 29.02 * x − 7.80 234.12 0.17 0.75 22.25
GLA y = 13.89 * x + 1.82 233.89 0.17 0.75 22.22
ExG y = 9.67 * x + 1.87 234.12 0.17 0.75 22.25
RGBVI y = 5.91 * x + 2.03 241.96 0.10 0.78 23.13
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3.4 Optimal LNC Estimation Model Selection

The predictive ability of the linear and stepwise regression analysis model was eval-
uated using 101 sample data involved in modeling and 43 sample data not involved in
modeling. The optimal estimation model was screened taking R2, RMSE and nRMSE as
evaluation indices and the results were shown in Table 4 and Fig. 3.

The evaluation indices of model calibration and verification of LNC of winter
wheat and the degree of simplicity of model application were considered compre-
hensively. The R2, RMSE, and nRMSE of linear regression model were compared with
the stepwise regression model. The R2 of linear regression was 0.76, smaller than 0.03
from the stepwise regression model. The RMSE of linear regression model was 0.40,
0.02 larger than that of the stepwise regression model. The nRMSE of linear regression
was 11.97%, 0.73% larger than that of the stepwise regression model. Therefore, the
calibrating accuracies of linear and stepwise regression were approximate. However,
model validation capabilities were evaluated using samples not involved in modeling.
The R2, RMSE, and nRMSE of linear regression model validation were 0.69, 0.43 and

Table 3. Result of stepwise regression analysis of digital image variables and LNC

Number of
independent
variables

AIC
value

Significance of regression
coefficient

R2 RMSE nRMSE/
%

15 103.36 Neither of the 16 was significant 0.81 0.36 10.65
6 96.65 3 were 0.05 significant, 4 were

not significant
0.81 0.36 10.72

5 97.47 5 were 0.05 significant, 1 was
not significant

0.80 0.37 10.87

4 100.16 1 was 0.001 significant, 2 were
0.05 significant, 2 were not
significant

0.79 0.37 11.13

3 100.15 2 were 0.001 significant, 1 was
0.01 significant, 1 was 0.05
significant

0.79 0.38 11.24

2 108.11 2 were 0.001 significant, 1 was
not significant

0.77 0.40 11.81

Note: degree of significance, “***”:0.001, “**”:0.01, “*”:0.05.

Table 4. Comparison of LNC of winter wheat estimation models

Regression model R2 RMSE nRMSE/%

Modeling indicators (101 samples)
Linear 0.76 0.40 11.97
Stepwise 0.79 0.38 11.24
Validating indicators (43 samples)
Linear 0.69 0.43 13.02
Stepwise 0.39 0.43 13.16
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13.02%, respectively. Compared with the stepwise regression model, R2 and RMSE
were equal and nRMSE was 0.14% smaller. The results showed that the linear
regression model used only one variable and the stepwise regression model had three
variables. The linear regression modeling variables were less than two and its pre-
dictive ability was a little better compared with the stepwise regression model. Com-
prehensively considering the accuracy and simplicity of the model, the linear regression
model LNC = −5.06 * r/b + 9.67, which constructed by the digital image variable of
r/b, was used to estimate LNC of winter wheat in this study.

The spatial distribution of LNC of the winter wheat experimental area was estimated
based on the optimal regression equation. The results of the LNC spatial distribution
map were shown in Fig. 4. The LNC in booting stage, flowering stage, and filling stage
of winter wheat was significantly affected by N treatment. With the increase of N
application rate, the corresponding LNC of winter wheat increased in turn. However,
with the growth period advancing, LNC of winter wheat showed a downward trend and
it was consistent with the physiological process of winter wheat N from the leaves to the
grain. At booting stage of LNC, on the whole, LNC treated with N1 was between 2–3,
LNC treated with N2 was between 3.5–4, LNC treated with N3 and N4 were more than 4
and LNC treated with N4 was much higher than that of N3. LNC in the flowering stage
was lower than booting stage on the whole. However, LNC treated with N1 and N2
increased and still lower than that of N3 and N4. At the filling stage, LNC decreased as a
whole, mainly due to the rapid transfer of N from leaves to grain.

(a) Linear regression model   (b) Stepwise regression model

Fig. 3. Relationship of LNC of winter wheat between measured and model estimated values
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(a) Booting stage

(b) Flowering stage

Fig. 4. Spatial distribution of LNC estimation of winter wheat
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4 Discussion

At present, rapid prediction of morphological structure and physiological and bio-
chemical parameters of crops based on UAV remote sensing technology has become a
hot spot of remote sensing research in precision agriculture. Yang [10] summed up the
status of precision agricultural applications using UAV as the remote sensing platform,
equipped with a variety of light remote sensing sensors. Jin [5] used UAV to carry low-
cost and high-resolution digital camera flying at the height of 3 to 7 m and at the speed
of 1 m/s and obtained the high-resolution digital images of the experimental area.
Then, the planting density of winter wheat was estimated with high precision. The
above cases show that remote sensing platforms couple high-resolution digital cameras
with UAVs have become one of the focuses of research because of their traits of low-
cost, simple operation, convenient to use and high spatial resolution. However, rela-
tively few studies on LNC of winter wheat are carried out based on UAV remote
sensing platforms equipped with low-cost and high-resolution digital camera. In this
study, the high-resolution digital orthoimages of UAV and measured LNC values were
acquired at booting, flowering and filling stages of winter wheat. The linear regression
model of r/b was used to establish the estimation model of LNC based on the random
selection of 101 sample data. By using the remaining 43 sample data which were not
involved in modeling, the estimation model was validated. The analysis showed that
the linear regression model of r/b had higher accuracy when estimating LNC and the
stability of the model was better, which is consistent with the results of [17–19, 23],
using the digital images of UAV to estimate yield, LNC and biomass of maize, biomass

(c) Filling stage

Fig. 4. (continued)
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of barley, leaf area index and yield of winter wheat. In the field of crop LNC estimation
studies, the result of this study and the reference[17] using the visible vegetation
indices based on orthoimage of UAV to estimate LNC of maize had the similar
conclusion.

In this study, the LNC of winter wheat was estimated based on UAV high-resolution
digital orthoimage. The linear regression estimation model of LNC constructed by digital
image variable r/b, whether it can be well applied to LNC of winter wheat monitoring in
other areas, needs further verification. As well as, whether similar problems such as the
saturation effect of vegetation index will interfere with the predictive power of the LNC
estimation model, which will serve as a follow-up research focus.

5 Conclusion

The high-resolution digital images were acquired for three winter wheat growth stages
(booting, flowering, filling) using a UAV remote sensing platform with low-cost and
high-resolution digital camera. Digital image variables were extracted based on the
digital orthoimages. The correlation analyses of digital image variables and LNC were
carried out and linear and stepwise regression models were constructed. The R2, RMSE,
and nRMSE of model calibration and validation and the simplicity of model were
evaluated comprehensively. Finally, the linear regression model constructed by r/b was
used to estimate the LNC of winter wheat. Conclusions were drawn as follows:

1. The selected 15 digital image variables were significantly related to LNC at the 0.01
significance level. Among them, r/b got the strongest correlation with LNC (−0.87)
and RGBVI got the weakest correlation with LNC (0.31).

2. The LNC estimation models were established by selecting 70% of sample data at
random (a total of 101 samples). The remaining 30% sample data (a total of 43
samples) which were not involved in calibrating, were used to validate the esti-
mation model. Among them, the r/b linear regression estimation model was the
best. The calibration and validation accuracy of this model R2 = 0.76, RMSE =
0.40, nRMSE = 11.97% and R2= 0.69, RMSE = 0.43, nRMSE = 13.02%.

3. UAV remote sensing platform equipped with low-cost and high-resolution digital
camera can quickly, non-destructively and accurately estimate LNC of winter wheat
from orthoimage, which provides a rapid and low-cost technique for N monitoring
and N management in winter wheat.
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Abstract. Nitrogen nutrition index (NNI) can monitor winter wheat nitrogen
status precisely. Current studies by remote sensing data are to construct the
above-ground biomass (AGB) and plant nitrogen concentration (PNC) with
spectral indices, respectively, and then substitute them into established NNI
equation. This leads to an accumulation of unavoidable error. Therefore, the
objective in the study was to construct a direct NNI equation with remote
sensing data to reduce this error. Field measurements data including AGB, PNC
and canopy hyperspectral at different winter wheat growth stages during
2012/2013, 2013/2014, 2014/2015, 2015/2016 growing seasons in Beijing,
China were collected. This study was endeavored to establish a vegetation index
critical N dilution curve (Nvic) with two different spectral indices, RTVI (Red
edge Triangular Vegetation Index) and NDVI/PPR (the ratio of the normalized
difference vegetation index to the plant pigment ratio), which are sensitive to
AGB and PNC, respectively. The vegetation index NNI (NNIvi) was calculated
from the ratio between the NDVI/PPR and Nvic. Results showed that (1) Nvic can
be described by an equation, Nvic = 1106.4(VIRTVI)−1.512, where RTVI ranged
from 2.39 to 22.14; the determination coefficient (R2) was 0.57; (2) The NNI
based on the above Nvic dilution curve was in good accordance with the classical
NNI, with the root mean square error (RMSE), normalized RMSE (nRMSE) and
normalized average error (NAE) of 0.194, 22%, and 11%, respectively. The
critical nitrogen dilution model constructed in this study was available for winter
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wheat nitrogen status monitoring. Thus, this study offers a new method which
was suitable and convenient for estimating the NNI of the winter wheat and it
can reduce quadric error for constructing NNI through indices directly instead of
inversing AGB and PNC.

Keywords: Winter wheat � NNI � Spectral indices
The critical N dilution curve

1 Introduction

Nitrogen (N) is an indispensable chemical element for plant growing and an acquired
agricultural input to increase yield [1, 2]. In the process of canopy growth in cereal
crop, it needed a great deal of N [3]. Farmers applied more N fertilizer in fields than
basic need during last few decades to ensure productivity [4]. However, excessive use
of N did increase the economic burden of peasants, and even worth, it gives rise to
environmental pollutions, such as soil acidification, eutrophication, emissions of
greenhouse gas [5] and the contamination of surface and ground-water [6]. Improv-
ing N use efficiency has become growing importance concerning economic costs and
environmental problems [2, 3].

Precise fertilization was proposed to reduce environmental problems caused by too
much N fertilizer applied to the fields in modern agriculture [2]. Critical N concen-
tration (Nc) means maximum growth could be achieved by applying the least but
necessary nitrogen. Nitrogen nutrition index (NNI), as the ratio of plant nitrogen
concentration (PNC) and corresponding Nc, is a suitable and reliable indicator of
diagnosing of N in crops [7–9, 22]. N nutrition was considered perfect when NNI
equals one; if NNI was great than one, N nutrition was considered luxurious; and N
nutrition was insufficient if NNI was less than one [8].

A real-time and non-destructive monitoring technology need to be proposed to
uphold the accurate detection of N in precision agriculture. Remote sensing methods
were put forward by Lemaire et al. for the advantage of non-destructive and real-time
during plant growth, and with this technology the NNI can be monitored rapidly in a
largen region [10].

Applying optical sensors to diagnose NNI has been an important research topic in
recent years [11–13, 19–21]. Some scholars tried to estimate the PNC and above-
ground biomass (AGB) with N and dry biomass related vegetation indices, respec-
tively, and then the estimated PNC and AGB were used to calculate the NNI [11, 12].
Cilia et al. Calculated the parameters (e.g., leaf actual N content and biomass) for the
production of the NNI with MCARI/MTVI2 (a chlorophyll concentration index
referred to as the Modified Chlorophyll Absorption Ratio Index/Modified Triangular
Vegetation Index 2) and MTVI2 related to LAI, respectively. And then the method was
applied on the airborne hyperspectral image to diagnose the crop N deficiency zone
[12]. Xia et al. found that GreenSeeker sensor-based indices (VIs) can explain the
variability of AGB and PNC, respectively, and then used to calculate spring maize NNI
in Northeast China [7]. However, most of them contributed to inverse the N
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concentration and AGB first, and then get the NNI. In this process, Error will be
accumulated and lead to a poor result. Little has been reported to construct NNI directly
using spectral indices.

Therefore, the purposes of this study are as follows: (i) to construct a vegetation
index critical nitrogen dilution model (Nvic) directly based on spectral indices for
winter wheat in Beijing and then get the NNI; (ii) to compare the performance of the
above NNI based Nvic with the traditional NNI.

2 Materials and Methods

2.1 Study Area and Experimental Design

Four years’ experiments were carried out in the same region, Xiaotangshan town (40°
10′30″– 40°11′20″N, 116°26′01″ – 116°27′10″E), Changping District, Beijing, PR
China and different growing seasons. 2012/2013, 2013/2014, 2014/2015, 2015/2016
were used to inverse the NNI. The climate in this study zone is A semi-humid con-
tinental monsoon climate. Field treatments include fertilizer rates at each growing
season. Half nitrogen fertilizer was employed on the ground before seeding and the
other half at the jointing stage (Table 1).

2.2 Data Acquisition

2.2.1 Biomass and N Concentration Data
Biochemical data was observed at jointing, booting and anthesis stages, during four
growing season data in 2012/2013, 2013/2014, 2014/2015, 2015/2016. The AGB data
was obtained at the same places where the hyperspectral data were measured through
collecting 30–50 representative samples from each plot. All fresh winter wheat were
devided into different parts, leaves, stems and spikes. Then all parts were sent to the oven
and heated to 105 °C for almost one hour and then over dried down to 80 °C until the
weight never changed, and their final dry weights were recorded using a delicate scale.
Weights of stem and leaf were added up to calculate the AGB. The plant N concentration
was measured with the micro-Kjeldahl way (Bremner and Mulvancy) [14].

2.2.2 Hyperspectral Data
Canopy reflectance data was collected by an ASD FieldSpec Pro FR spectroradiometer
(Analytical Spectral Devices, Boulder, USA). A 1.4 nm sampling interval was set up
between 350 nm and 1050 nm, and the sampling interval was set up between 1050 nm
and 2500 nm was a 2 nm. In order to avoid the impact of change in the intensity of
sunlight, spectral data were measured between 10a.m and 2p.m at a sunny day without
cloud. The reflectance was acquired from the spectral radiance by using a 40 cm by
40 cm white BaSO4 reference panel, finally. In the same zone, ten spectral curves were
observed at the same plot, and then the final spectral data were obtained by averaging
the ten curves.
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2.3 Spectral Indices

In this study, we endeavored to establish a vegetation index critical N dilution curve
(Nvic) with two different spectral indices Red-edge Triangular Vegetation Index (RTVI)
[15] and ratio of the normalized difference vegetation index to the plant pigment ratio
(NDVI/PPR) [16] which are sensitive to AGB and PNC, respectively. The formulas of
RTVI and NDVI/PPR are as follows:

RTVI ¼ 100 R750 � R730ð Þ � 10 R750 � R550ð Þð Þ sqrt R700=R670ð Þ ð1Þ

Ndvi=ppr ¼ r550 þ r450ð Þ r800 � r670ð Þ= ðr550 � r450½ Þ r800 þ r670ð Þ� ð2Þ

Where Ri means the reflectance at band i.

2.4 Data Analysis

Calculating Nvic dilution curve needs to determine the Nc points where N neither limits
nor enhances plant growth. As listed in Table 1, four years’ data, AGB and PNC under
different N levels, were analyzed with the least significant difference (LSD 0.05) by the
IBM SPSS version 19 (IBM Corporation, USA). N limited points were defined as
points that the AGB would significantly increase if any additional N fertilizer were
applied. Whilst, a N unlimited data points were defined as points that PNC would
increase significantly but AGB would not change obviously with any additional N
fertilizer applied. The construction process of traditional Nc dilution curve in this study
were referred to Zhao et al. [17]. In the study, we attempt to construct Nvic curve
directly from hyperspectral data, and the detailed Nvic construction based on the RTVI
and NDVI/PPR are as follows: (1) all data points under each N treatment were token by
RTVI and NDVI/PPR; (2) the N-limited treatments points were used to fit a simple
straight line; (3) the N unlimited data points were averaged as the maximum RTVI
value and then with the maximum RTVI value as a vertical line; (4) Nvic points were
obtained as the intersection points; and (5) a power regression equation were fitted with
these Nvic points, that is Nvic curve.

The measured NNI model was as follows:

NNI ¼ Na=Nc ð3Þ

The vegetation index was calculated according to the equation:

NNIvi ¼ NDVI=PPRð Þ=Nvic ð4Þ

In Eqs. 3 and 4, Na represents the actual PNC, and Nc represents the winter wheat
critical nitrogen content, Nvic is the vegetation index critical N.

Finally, the determination coefficient (R2), root mean square error (RMSE), nor-
malized RMSE (nRMSE) and normalized average error (NAE) were employed to judge
of the accuracy of the estimated model.
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3 Results and Analysis

3.1 Plant N Concentration and Above Ground Biomass Under
Different N Level

AGB were varied under different N application level at the vegetative growth period.
As the amount of nitrogen application increased, AGB gradually increased. The AGB
of the winter wheat develop from 1.863 to 10.632 t ha−1 at different growing periods,
and seasons (Table 1). The AGB were significantly different under N0 to N2 appli-
cations, it indicated that N fertilizer had obviously influence on the crops growth. But it
showed a different result under N2 and N3 fertilizer level in 2013/2016. During four
growing seasons, AGB under different N treatments can be described by the following
formula 5 at the 5% probability level.

AGB0 \ AGB1 \ AGB2 ¼ AGB3 ð5Þ

where AGBi represented AGB at Ni application, respectively, i = 0, 1, 2, 3.

Table 1. AGB (t ha-1) in winter wheat under varied nitrogen levels conducted during 2013–
2016 growing seasons.

Year N treatment (kg.hm−2) Growth period
Jointing Booting Anthesis

2012–2013 N0 (0) 3.009c 3.901c

N1 (90) 4.805b 7.397b

N2 (180) 5.443ab 9.371a

N3 (360) 5.884a 1.063a

2013–2014 N0 (0) 2.419c 3.752c 7.514c

N1 (90) 2.541bc 4.316bc 8.133bc

N2 (180) 2.877bc 4.733ab 8.502ab

N3 (360) 3.138ab 5.098a 9.313a

2014–2015 N0 (0) 2.261c 3.933c 6.214c

N1 (90) 2.383bc 4.897bc 7.817bc

N2 (180) 2.789ab 5.692ab 8.588ab

N3 (360) 2.841ab 5.931ab 8.538ab

2015–2016 N0 (0) 1.863c 5.016c 7.728c

N1 (90) 2.460bc 5.359bc 9.118b

N2 (180) 2.730ab 6.034ab 9.455ab

N3 (360) 2.721ab 5.554ab 9.592ab

Different small letters exhibit the significant differences between the
treatments at 0.05 level
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3.2 Nc in Winter Wheat

Calculating of the critical data points were conducted at the vegetative growth period in
winter wheat in this study. For each sampling date, Nc and Nvic points would be
acquired by two lines’ interception, the vertical and oblique lines. With increase of
AGB and RTVI, the critical points value decreases; the trend lines of traditional critical
dilution curve and the vegetation index critical N dilution curve could be described as
the following equation (Fig. 1):

Nc ¼ 5:28 � AGB�0:4 ð6Þ

Nvic ¼ 1106:4 � VIRTVI�1:512 ð7Þ

Where AGB is the above-ground biomass, VIRTVI is the vegetation index value of
RTVI.

The Nc dilution model established by Justes et al. [18], Nc = 5.35�AGB−0.44, has
been widely adopted as a classical model for wheat. The AGB-based Nc model
(R2 = 0.792) in this study was similar to the model constructed by Justes et al. [18]. It
can be used to validate the new NNI model. The trend of the Nvic dilution curve,
NDVI/PPR value decreases with the increasing of RTVI, are same to the Nc However
the coefficient a and b values of 1106.4 and 1.512, respectively for the VI-based are far
greater than the coefficient (5.28, 0.457) for the AGB-based Nc curve. Coefficient
b characterized the decline tendency of the PNC and NDVI/PPR value with plant
growth, and therefore the Nvic is more sensitive to the N concentration. Results indi-
cated that the increase of RTVI and AGB had similar influence on N dilution at
vegetative stages.

3.3 Performance of the Vegetation Index NNIvi Based on Nvic

NNIvi were calculated with the procedure proposed in Sect. 2.4 was compared with the
measured NNI are shown in Fig. 2. The Nvic-based NNI prediction models showed a
good simulation result between measured NNI and the vegetation index NNI. The

Fig. 1. Critical dilution curve. A: traditional critical dilution curve, B: the vegetation index
based critical N dilution model
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performance of the model was estimated with a RMSE value of 0.194, nRMSE value to
be 22% and NAE were 11%. The results showed that studied method offered a new and
useful tool for estimating the NNI.

4 Conclusions

This study proved that the developed critical N dilution model can be used for the
diagnosis of nitrogen status in winter wheat in the study region. The good agreement
between the traditional NNI and NNIvi supports the use of two vegetation index to
substitute the AGB and PNC to inverse NNI. The method in this study offers a new and
potential method which was suitable and convenient for estimating the NNI in winter
wheat. Furthermore, it can reduce quadric error by constructing NNI through indices
directly instead of inversing AGB and PNC.
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Abstract. In order to realize three-dimensional reconstruction of canopy at
different growth stages of fruit trees, 3D data acquisition methods and canopy
reconstruction methods were studied. Based on the analysis of morphological
and structural changes in fruit phonological phase, and integrating the advan-
tages of different data acquisition techniques, the data acquisition method of fruit
tree morphological structure based on multi-source is proposed. In the dormant
period, the canopy skeleton is extracted based on point cloud data; in the leaf
curtain stage, a new artificial coding method of canopy structure is constructed,
and the data of new shoots and leafs is obtained efficiently; and organ template
data is obtained synchronously, and the organ template library is constructed.
Then, a multi-source data fusion modeling method is proposed to reconstruct the
three-dimensional canopy of fruit trees at different growth stages. And the
feasibility of the method is verified by 12 year old open central leader system
apple trees, the results show that compared with the manual data acquisition
method, the method improves the efficiency by more than 5 times, and the error
rate is less than 6%. It provides a feasible scheme for the continuous data
acquisition and canopy 3D reconstruction of fruit trees, so as to provide tech-
nical support for virtual modeling, scientific calculation and experimental
simulations.

Keywords: Fruit tree � Canopy � Multi-source � Data acquisition
Reconstruction

1 Introduction

With the development of digital plant technology, 3D canopy data and 3D modeling
technology are widely used in tree characterization, growth simulation, virtual man-
agement of orchard and so on [1–3]. At present, there are three main ways to acquire
three-dimensional shape of fruit tree: image technology, 3D digital technology and 3D
scanning technology. The domestic and foreign researchers have achieved good results
in the field crop 3D reconstruction [4–6], however, 3D reconstruction of fruit tree is still
the technical difficulties and research hotspots. Different from the field crops, the
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morphological and structural characteristics of the fruit trees include: tall crowns,
complex branches, excessive number of leaves and artificial pruning. Because of the
occlusion between organs, data missing and data noise exist in all kinds of data seri-
ously, the 3D model based on single source data acquisition technology is difficult to
meet the requirements of experimental accuracy [7–11]. Integrating the advantages of
different data acquisition technologies, this paper proposes a method to obtain mor-
phological structure based on multi-source data fusion of fruit tree phenology, and the
3D modeling of the apple tree have constructed by this method. Taking the open central
leader system apple trees as the experimental object, the experimental results show that
the modeling efficiency is improved greatly by comparing with the artificial method,
and has a realistic visualization effect. Therefore, this method provides a feasible
scheme for the continuous data acquisition of fruit tree growth.

2 Fruit Tree Morphology and Structure Characteristics

Different from the common trees, the tree shape is affected by artificial pruning, and the
tree structure changes greatly. The tree structure of fruit tree conforms to the model of
axis structure, and has obvious phenology characteristics. During the phenology phase,
the canopy structure of fruit trees changes obviously, and the leaf curtain formation has
a strong gradual process through the growth process of long leaves, flowers, fruits and
leaves.

2.1 Axial Structure

According to the axis reference model, the structure of the plant is composed of plant
axis, and the axis reference model is faithful to the growth and development charac-
teristics of plants [12]. Therefore, the tree structure and the topological relationship
between branches can be described using the axial structure model and the directed tree
structure method. As shown in Fig. 1, the tree structure is branched and layered
according to the branch structure, each of which is a regular axis structure, and the last
layer consists of leaves, fruits, or flowers.

2.2 Leaf Curtain

Leaf curtain is composed of all leaves on various branches, and the leaf curtain
gradually forms with the growth of leaves. The canopy leaves of fruit trees are large in
number, different in space, and seriously cross and block each other, therefore, the
acquirement of leaf curtain data is a difficult point. Take the apple tree for example, leaf
growth is usually characterized by two states: clustered and simple leaves, and the
leaves alternate in a spiral form and rotate 144o between the two leaves [13], and most
clustered leaves grow on shoots. Different branching structures form different leaf
curtain structures, and when the long branch is more, the time of formation of leaf
curtain is later [14]. Therefore, a data acquisition plan should be designed according to
the tree structure.
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2.3 Phenological Phase

Fruit trees are perennial plants, with obvious annual growth cycle, and the annual
growth cycle of fruit trees is also called phenology. In the phenological period of fruit
trees, the crown changes through sprout, shoot growth, flowering, fruiting, maturation
and other processes. Take the apple tree for example, in the general year, apple trees
germinate in late march and begin to flower in early april, the spring shoots stop
growing in mid-June, and leaves begin to fall in early November. The phenological
phases are staggered and connected, and in addition, they are related to varieties [15],
as shown in Fig. 2.
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3 Method

3.1 Data Acquisition Process

The phenological and structural characteristics of fruit tree provides the guidance on the
time axis for obtaining canopy structure throughout the year. At present, the use of
different equipment to obtain canopy data has its own limitations, mainly in: point
cloud data obtained from a 3D scanner cause large loss due to occlusion, and the use of
three-dimensional digitizer equipment can only obtain small range data and the
workload is great. Therefore, we integrate a variety of data acquisition devices, and
optimize the data acquisition process, and establish the data acquisition process of the
tree canopy structure based on multi-source information fusion. Data acquisition is
carried out at four critical periods, such as deciduous stage, flowering stage, leaf curtain
formation stage and fruit ripening stage. The data acquisition flow diagram is shown in
Fig. 3, and the specific steps are as follows:

(1) In the defoliation period, the canopy without leaves is scanned by the Focus3D
three dimensional laser scanner [16] and the roughness of branches was measured
manually to correct the tree roughness model. The scene and the tree point cloud
data obtained by using the Faro scanner are shown in Fig. 4

(2) In the flowering period, first of all, the canopy with flowers is scanned by the
Focus3D three dimensional laser scanner to obtain the distribution of flowers, and
some typical flowers are scanned using the Artec Eva scanner to set up branches
template(see the Fig. 5).

(3) In the canopy formation period, first of all, the different kinds of branch structures
are obtained by using digital instruments(Polhemus FASTSCAN), the key points
of the information including: starting point, end point, petiole point, leaf blade
point, blade tip point, blade edge point, etc., and the collection rules are shown in
Fig. 6. Then, some typical leafs are scanned using the Artec Eva scanner to set up
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leaf template. Finally, the number and length of different branches and the number
of leaves on these branches are obtained by manual measurement and statistics.

(4) In fruit ripening period, the canopy with fruits is scanned by the Faro Focus3D
three dimensional laser scanner to obtain the distribution of fruits, and different
types of fruit diameter are measured to validate the fruit 3D model.

a. the Faro3D scanner b. Scanning scene, c. tree point cloud data

Fig. 4. The equipment and rule diagram of crown digitizer

a. the Artec Eva scanner b. the fruit point cloud c. the leaf scanning field d. the leaf point cloud

Fig. 5. Organ point cloud scan results

a. the FastSCAN digitizer b. the probe of FastSCAN c. the trunk digital d. the branch digital

Fig. 6. The equipment and rule diagram of crown digitizer
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3.2 Data Fusion and Modeling

3.2.1 Fruit Tree Skeleton Extraction Based on Point Cloud
The canopy skeleton can be extracted by processing the tree canopy cloud data without
leaf, commonly used point cloud processing algorithms include: Laplacian operator
contraction, K neighborhood map connection, geodesic map, level set algorithm and so
on. Firstly, the Delaunay neighborhood of each point is computed based on the
Laplacian operator of point cloud [17], and the Laplacian weighted matrix L is con-
structed according to the Delaunay neighborhood data, and the shrinkage matrix WL

and the shape matrix WH are established as constraint factors, and the point cloud
matrix P is iterated iteratively with energy minimization, and the iterative contraction
equation is shown in Eqs. 1–2. After a finite iteration, the original dense point cloud
will become very thin and approach the skeleton points. Secondly, the K neighborhood
map, geodesic map and level set are used to fit skeleton for the shrinkage points [18].
Finally, the algorithm of point cloud circumcision [11] is used to solve the branch
radius and patch the small branches. Thus, the canopy fruit tree is reconstructed exactly
based on point cloud, and the solving process is shown in Fig. 7.
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3.2.2 Coding Representation of Canopy Topology
In order to facilitate the manual survey of canopy structure data, this paper proposes an
efficient coding method for branch topological structure. The branch structure is
recorded according to the branch level, and each branch records one row of data. The
encoding is divided into two parts: the coding head and the coding body. The coding
head information includes the number of branch (m), the number of parent branch (n),
the length of branch (L) and the coarseness of branch (d). The coding body information
includes all the organs on a branch and branch structure, and the types of organs on the

a. the point cloud contraction b. the K neighborhood connection c. the geodesic mapping
d. the level set e. the skeleton shrinkage

Fig. 7. The point cloud skeleton extraction algorithm process

Fruit Trees 3D Data Acquisition and Reconstruction Based on Multi-source 167



branches are composed of leaves, clustered leaves, branches, flowers, fruits and so on,
they are encoded respectively by A, B, C, D and E; Typically, the leaves are contin-
uous, and in order to simplify the recording representation, Ai is used to represent the
successive single leaves on the present branch, and i represents the number of con-
secutive single leaves, similar to the method used for coding flowers and fruit organs;
For leaf clusters, the number of leaves on a leaf cluster should be recorded, so Bj leaves
are encoded, and j is the number of leaves on the leaf cluster; and Dh is used as branch
encoding, where h is the row number of the branch. The sketch map of the coding
representation is shown in Fig. 8. The encoding method can be used orderly and
conveniently for data investigators to reduce the recording error of survey data,
improve the efficiency of manual investigation and increase the amount of investigation
information.

3.2.3 The Linear Relationship Model of New Branches and Leaves
The branches with different growth directions were selected as the mother branches,
and the number of new shoots and the number of leaves on the branches are recorded
according to the order from bottom to top. The branch types are divided into four kinds
according to the length of branches: long branch (>15 cm), middle branch (5–15 cm),
short branch (<5 cm) and leafage branch. At the beginning of the shoot growth, the
artificial survey experiments are carried out at intervals until leaf crown forming. Then,
based on the artificial survey data, a new branch volume relation model is established,
as shown in the Fig. 9. And the linear relationship model between branch length and
leaf number is established based on the artificial survey data, as shown in the Fig. 9.
Typically, the constructed model conforms to varietal characteristics, so the same tree
type and the same breed do not need repeated investigations.

3.2.4 Multi-source Data Fusion Modeling
According to this method, the canopy morphological data of a growing year of fruit
trees was systematically obtained, the data obtained in accordance with the classifi-
cation of data source mainly includes: canopy cloud data of dormancy stage, flowering
stage and fruit maturity stage; organs cloud data of leaves, flowers, fruits and other
organs; the local branches of digital data, the topological structure of artificial crown

Ai Bj

Dh

Ck Eo

Dh Dh

m n L d

m n L d

Ai Bj Ck
Dh

Ai

Fig. 8. The sketch map of the coding representation
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survey data, and so on 4 types data. In a growth year, the morphological structure of
fruit trees vary with the new branches changes, the skeleton was reconstructed based on
the dormant canopy cloud data, and the reconstructed skeleton was basically stable in
one growing year, and it can be concluded that the later canopy data is based on the
growth of the skeleton. Then the canopy distribution of flowers and fruits can be easily
obtained by processing the point cloud data at flowering and ripening stages [19–21].
And through the gridding modeling of point cloud data of leaves, flowers and fruits, the
template library of organs can be constructed, and the organ arrangement can be
realized on the canopy skeleton. Finally, the statistical model of blade azimuth and
inclination angle are constructed through the statistical analysis of local branches of
digital data [22], and the branch and leaf distribution model is constructed by statistical
analysis of the artificial data of the crown topology. Therefore, based on the statistical
model and organ template, the new branches and leaves are planted on the basis of the
canopy skeleton model, and the canopy structure of fruit tree is reconstructed for one
year of growth.

4 Result

4.1 Visualization Effect

The feasibility of the method is verified by 12 year old open central leader system apple
trees, and the data acquisition scene is shown in Fig. 11a. The skeleton key points of
the canopy cloud are extracted at the defoliation stage, and the extracted skeleton key
points are shown in Fig. 11b. Then the new branch canopy 3D model (Fig. 11c) and
the leaf canopy 3D model (Fig. 11d) are generated based on the artificial survey data.
And the 3D model of leaf canopy is rendered from different directions, and the visual
effects are shown in Fig. 10f and 11e. According to the visualization results, the three-
dimensional model of fruit canopy with different growth stages can be constructed
based on the method, with higher accuracy and better visualization effect.

Fig. 9. Quantitative changes in the growth process of different branches
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4.2 Accuracy and Efficiency

Compared with the measured data, the accuracy and efficiency of the proposed method
are verified. The measured data is obtained by a wide range of three-dimensional
digitizer, and the process of data acquisition requires two artificial participants. The leaf
number, leaf area index are considered as the important indicator of canopy structure,
therefore, on the basis of these two indexes, the accuracy of this paper method is
compared and analyzed for three evacuation layered form apple trees, and the time

Fig. 10. The linear relationship model of new branches and leaves

a. Data capture picture b. Canopy skeleton at defoliation stage c. New branch canopy model

d. Leaf canopy reconstruction e. Canopy rendering effect f. Canopy side rendering effect

Fig. 11. Canopy reconstruction process and visualization effect
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consuming ratio of the two methods is recorded. The contrast results are shown in
Table 1, the results show that the error rate of blade number is less than 5%, and the
error rate of leaf area index is less than 6% by this paper method, and in terms of time
efficiency, for a single fruit, this method is more than 5 times digital methods, and for
the orchard group modeling, this method is 10 times more than the digital method, and
lower labor costs.

5 Conclusions

In this paper, we present an efficient method for obtaining and reconstructing mor-
phological structure of fruit tree canopy based on multi-source. The experimental
results show that the method can realize 3D continuous reconstruction of fruit canopy
in a growing year. The reconstructed 3D canopy model has a realistic visualization
effect, and compared with the manual method, this method improves the efficiency by
more than 5 times, and the error rate is less than 6%. So this paper provides a feasible
scheme for the continuous data acquisition and canopy 3D reconstruction of fruit trees,
and provides technical support for virtual modeling, scientific calculation and experi-
mental simulations. However, our method depends on the foliage growth model. In the
future, we will further optimize the growth model through a large number of experi-
mental data, so that it can be applied to different fruit tree shapes.
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Abstract. Leaf nitrogen content (LNC) is a good indicator of the nutritional
status of winter wheat, and remote sensing monitoring of nitrogen level in winter
wheat growth period can not only grasp the crop nutrient and growth conditions,
but also help to improve the yield and quality. In this study, field data of canopy
reflectance and LNC of winter wheat of three critical growth stages were col-
lected for different treatments during 2014/2015 and 2015/2016. The correlation
between LNC of winter wheat and 16 spectral indices was compared and ana-
lyzed, and then 4 spectral indices of NDSI (R594, R506), RSI (R592, R506),
mSR705 and mNDVI705 were selected. On the basis of this, linear regression
(LR) model, multiple stepwise regression (MSR) model and random forest
regression (RFR) model were constructed and validated with independent data
sets in 2014/2015. To further compare the accuracy, stability and applicability of
three inversion models, the robustness tests were conducted based on the
independent data sets under three different conditions in 2015/2016. The result
showed that the RFR model had the best estimation accuracy among the three
models, and the value of R2 and RMSE in modeling set respectively were 0.962
and 0.276, and the value of R2 and RMSE in validation set were 0.898 and
0.401. In addition, the RFR model had a higher R2 and lower RMSE than the
other two models under each condition. It indicated that the RFR model com-
bined with multiple spectral indices and random forest algorithm had higher
precision and applicability, so it can effectively and rapidly retrieve the LNC of
winter wheat.

Keywords: Leaf nitrogen content (LNC) � Remote sensing � Winter wheat
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1 Introduction

Nitrogen has the most significant effect on photosynthesis, growth and development,
yield and quality formation, and is also a mineral element with high crop demand and
application [1]. When the crop is lack of nitrogen, it will seriously affect the yield and
quality of the crop, otherwise, it will cause certain pollution to the environment.
Therefore, assessment of crop nitrogen content rapidly, nondestructively and accurately
is important for monitoring crop growth, improving the nitrogen use efficiency and
developing precision agriculture [2].

Winter wheat is one of the main grain crops in China, and its nitrogen nutrition
assessment is beneficial to growth diagnosis and field technical management. The
traditional method of crop nitrogen diagnosis was mainly through laboratory chemical
analysis, which usually required destructive sampling, resulting in poor timeliness and
strong subjectivity. Hyperspectral remote sensing technology has gained extensive
attention in the field of crop nitrogen nutrition diagnosis because of its large amount of
information, high spectral resolution and continuous wave band [3]. At present, many
scholars have done a lot of researches on crop nitrogen content estimation. Nguyen
et al. [4] have used partial least squares regression method to estimate the nitrogen
content of rice, and concluded that it was feasible to estimate crop nitrogen content
based on spectral reflectance. After that, the estimation accuracy of crop nitrogen
content was improved by screening sensitive bands and constructing vegetation index
[1, 5, 6]. Other researchers have used artificial neural network method to retrieve the
nitrogen content of crop [7]. Although predecessors have done a great deal of work and
achieved fruitful results in monitoring crop nitrogen content, different inversion
methods had their own characteristics. Linear regression model has the advantages of
simple, easy to construct and visualization, but it also has some shortcomings, such as
too many parameters in the process of fitting, and high dimensional data can not get the
optimal solution. Machine learning algorithm, as a new learning method developed on
the basis of statistical learning theory, is a very powerful tool for data analysis and
mining, and it can solve the defects of linear regression model very well.

In view of this, this study selects a variety of spectral indices, and establishes three
LNC estimation models based on linear regression, multivariate stepwise regression
and random forest algorithm. To further explore an accurate and robust model for
remote sensing of winter wheat LNC, this study will elucidate the predictive ability and
relative advantage of three inversion models from the aspects of predictive accuracy,
stability, applicability with independent data sets.

2 Materials and Methods

2.1 Experimental Design

The winter wheat field experiments were carried out in 2014/2015 and 2015/2016 at the
National Experimental Station for Precision Agriculture (116.44°E, 40.18°N) in
northeast Beijing, China. This site is characterized by a semi-humid continental
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monsoon climate, with mean annual temperature and average elevation of 13 °C and
36 m, respectively.

A winter wheat field experiment was carried out in 2014/2015 under different
variety, nitrogen levels and water treatments. The winter wheat varieties were Jing
9843 and Zhongmai 175. Nitrogen levels were 0 kg/hm2, 195 kg/hm2, 390 kg/hm2,
585 kg/hm2, and the nitrogen fertilizer was urea. Water treatments were rain feed,
normal irrigation amount (675 m3/hm2), 1.5 times the normal amount of irrigation.
A total of 16 experimental treatments were designed and each treatment was repeated 3
times, therefore, there were 48 experimental plots, and the area of each plot was 48 m2.
Other field management shall be carried out according to local normal level.

A winter wheat field experiment was conducted in 2015/2016 and designed 3
treatments (i.e., different variety, different test areas and different nitrogen levels). The
winter wheat varieties were Lunxuan 167 and Jingdong 18. The two test areas were
north and south, in which north area nitrogen treatments were 39 kg/hm2, 195 kg/hm2,
390 kg/hm2, 585 kg/hm2; southern nitrogen treatments were 39 kg/hm2, 390 kg/hm2

(base fertilizer), 195 kg/hm2 (base fertilizer) + 195 kg/hm2 (after manuring),
195 kg/hm2 (base fertilizer) + 390 kg/hm2 (after manuring), and the nitrogen fertilizer
was urea. A total of 16 experimental treatments were designed and each treatment was
repeated 3 times, therefore, there were 48 experimental plots, and the area of each plot
was 135 m2. Other field management shall be carried out according to local normal
level.

2.2 Data Collection

In this study, field data of canopy reflectance and LNC of winter wheat of three critical
growth stages (i.e., flag leaf period, flowering period and filling period) were collected
for different treatments in 2015 and 2016, respectively.

2.2.1 Canopy Spectrometry Collection
The winter wheat canopy reflectance was obtained by the ASD FieldSpec FR2500
spectrometer. The wavelength range of American ASD FieldSpec FR2500 spectrom-
eter is from 350 nm to 2500 nm, and the spectral re-sampling interval is 1 nm. The
weather was clear during the measure and the time of Beijing was 10:00 to 14:00.
During observation, the probe was always vertical downward, about 1.0 m from the
ground, with 25° field angle. In each experimental plot, we collected 10 records and
took the average reflectance as the canopy spectral reflectance of the plot, and the
standard white plate correction was carried out immediately before and after each
measurement.

2.2.2 LNC Determination
In each experimental plot, 20 representative winter wheat plants were selected as
sample, and loaded them into sealed bags immediately and brought back to the labo-
ratory. First of all, the separation of stems and leaves, leaves after the separation were
purified at 105 °C about 30 min. Then, then dried to the constant weight under the
condition of 75 °C. After grinding, the leaf nitrogen content of winter wheat was
determined by the micro-Kjeldahl method.
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2.3 Spectral Index Selection

Spectral index was a spectral parameter obtained by combining different spectral bands
with a certain algebraic form [8], and it could reduce the background interference on
canopy spectral characteristics, so the sensitivity was better than single band [9, 10].
According to the results of previous studies, 16 spectral indices related to LNC were
selected (Table 1).

2.4 Data Analysis

In this study, three LNC inversion models (i.e., LR, MSR and RFR) were constructed
with 70% samples using SPSS 19.0 and MATLAB software and validated with the
remaining 30% in 2014/2015. Then the robustness of three regression models was
further tested by using independent data sets of different varieties, different growth

Table 1. Spectral indices related to LNC in this study.

Spectral index (abbreviation,
reference)

Formula Quotation

Normalized difference vegetation
index (NDVI, [11])

R800 � R670ð Þ= R800 þR670ð Þ [12]

Simple ratio index (SR705, [13]) R750=R705 [14]
GMI1 ([13]) R750=R550 [14]
GMI2 ([13]) R750=R700 [14]
Red edge normalized index
(NDVI705, [15])

R750 � R705ð Þ= R750 þR705ð Þ [16]

Modified red edge ratio index
(mSR705, [17])

R750 � R445ð Þ= R705 � R445ð Þ [18]

Modified red edge normalized
vegetation index (mNDVI705, [17])

R750 � R705ð Þ= R750 þR705 � 2� R445ð Þ [18]

Red edge index (VOG1, [19]) R740=R720 [20]
Modified ratio index (MSR, [21]) R800=R670 � 1ð Þ= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R800=R670 þ 1ð Þp

[22]

CIrededge ([23]) R750=R720 � 1 [24]
Green normalized difference
vegetation index (GNDVI, [25])

R750 � R550ð Þ= R750 þR550ð Þ [26]

RI-half ([27]) R747=R708 [20]
RSI (D740, D522) D740=D522 [6]
RSI (R815, R704) R815=R704 [28]
Normalized difference spectral
index NDSI (i, j)

Ri � Rj
� �

= Ri þRj
� �

[29]

Ratio spectral index RSI (i, j) Ri=Rj [29]

Note: R is spectral reflectance. i and j are any two bands in a certain wavelength range.
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stages and different test areas in 2015/2016. Among them, the random forest algorithm
is a statistical machine learning algorithm proposed by Breiman [30] in 2001. It uses
Bootstrap resampling method to extract multiple training samples from the original
samples, and each training sample is grown into a single decision tree. Then many
relatively independent decision trees are combined to build a decision forest. Finally,
we determine the final forecast results by using voting methods. This study was based
on MATLAB program code for random forest regression, in which the number of
decision trees was 1000, and the segmentation variable was 3.

2.5 Accuracy Evaluation

Determination coefficient (R2), root mean square error (RMSE) and relative prediction
deviation (RPD) were regarded as indicators to evaluate the predictive performance of
the models in this study. Generally speaking, the closer the R2 is to 1, the smaller
RMSE, and the better predictive performance of the estimated model, otherwise, the
predictive performance is poor. For RPD, the model forecast ability is excellent when
RPD � 2; it can be used for rough evaluation of samples when 1.4 < RPD < 2;
otherwise, the model fails to predict the samples [31].

3 Results and Analysis

3.1 Correlation Between Spectral Index and LNC

As can be seen from Table 2, there was the correlation coefficient between spectral
index and LNC. As a whole, the spectral indices used in this study were strongly
related to LNC, and |r| was above 0.70, and all of them have reached a very significant
level of 0.01. Among them, the correlation coefficient between mNDVI705 and LNC
was the highest (r = 0.835), and the correlation minimum was NDVI (r = 0.736). At
the same time, this study analyzed the correlation between NDSI, RSI and the LNC of
any two bands in the range of 400–1000 nm, as shown in Fig. 1. The result showed
that the spectral indices made up of 594 nm, 592 nm and 506 nm bands were more
sensitive to LNC. NDSI(R594, R506) and RSI(R592, R506) all had highly significant
negative correlation with LNC, with correlation coefficient r of −0.907 and −0.911,
respectively.

According to statistics, it can be regarded as highly relevant where correlation
coefficient |r| � 0.8; when correlation coefficient 0.5 � |r| < 0.8, it can be regarded as
a moderate correlation; otherwise, it can be regarded as a low correlation [32]. As can
be seen from Table 2, there were 8 spectral indices that were highly related to LNC,
namely NDVI705, mSR705, mNDVI705, VOG1, CIrededge, GNDVI, NDSI(R594, R506),
RSI(R592, R506), and there were 8 spectral indices that were moderately related to LNC,
namely NDVI, SR705, MSR, GMI1, GMI2, RI-half, RSI(D740, D522), RSI(R815, R704).
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3.2 Selective Preference of Spectral Index

On the basis of the study above, 8 highly correlated spectral indices were selected for
further analysis according to the correlation between spectral indices and LNC. As
shown in Table 3, the determination coefficients of the inversion models of winter
wheat LNC based on 8 spectral indices were examined by extremely significant, and
the coefficient of determination of RSI (R592, R506) was the largest, and the R2 was
0.831. In this study, the R2 and F were used as the criteria for selecting better spectral
indices. The closer the R2 is to 1, the higher the accuracy of the model, and the greater
the F value, the more significant the regression relationship is. Therefore, 4 spectral
indices were selected as the better spectral indices, and the 4 spectral indices were
mNDVI705, mSR705, NDSI(R594, R506), RSI(R592, R506).

a. the R2 between NDSI(Ri, Rj) and LNC b. the R2 between RSI(Ri, Rj) and LNC

Fig. 1. The R2 between spectral indices and LNC

Table 2. Correlation coefficients between spectral index and LNC.

Spectral index r Spectral index r

NDVI 0.736** GNDVI 0.809**
SR705 0.791** GMI1 0.778**
NDVI705 0.802** GMI2 0.781**
mSR705 0.825** RI-half 0.796**
mNDVI705 0.835** RSI(D740, D522) 0.797**
VOG1 0.806** RSI(R815, R704) 0.785**
MSR 0.759** NDSI(R594, R506) −0.907**
CIrededge 0.801** RSI(R592, R506) −0.911**

Note: **represents significant at the 0.01 level of
probability.
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3.3 Construction and Verification of LNC Estimation Model for Winter
Wheat

This study constructed the LNC estimation model according to the three methods. The
three methods were as follows: (1) With LNC as dependent variable, RSI(R592, R506),
the highest spectral index of R2 and F, was chosen as independent variable, and a linear
regression model (LR) was constructed. (2) 4 better spectral indices(i.e., mNDVI705,
mSR705, NDSI(R594, R506), RSI(R592, R506)) were selected as independent variables,
and the LNC remote sensing estimation model (MSR) was constructed by multiple
stepwise regression method. (3) 4 better spectral indices (i.e., mNDVI705, mSR705,
NDSI(R594, R506), RSI(R592, R506)) were selected as independent variables, and the
LNC remote sensing estimation model (RFR) was constructed by the random forest
algorithm.

The LNC estimation models that were constructed based on three modeling
methods using 2014/2015 data were shown in Table 4. The estimation accuracy of
three models was more than 0.8, and the RMSE was between 0.276 and 0.288. These
results showed that the three models can be used for rapid, nondestructive and accurate
monitoring of LNC of winter wheat, and among them, the effect of RFR model was the
best. But in comparison, the estimation accuracy of multivariate stepwise regression
(MSR) model was slightly better than that of linear regression (LR) model, and the
estimation accuracy of the random forest regression (RFR) model was the highest, with
R2 and RMSE of 0.962 and 0.276 respectively. It was possible that the information
contained in a single spectral index had different degrees of saturation, and the error of
crop nitrogen content estimation was greater. The multiple regression model could
input more band information related to LNC, which could not only improve the esti-
mation accuracy of the model, but also improved the stability. Random forest algorithm
is a multivariate regression method based on statistics, and it has the advantages of
strong noise tolerance, high efficiency in dealing with large data sets, and difficult to
overfitting, so it is suitable for solving LNC inverse problem.

In order to compare the predictive ability of three estimation models, each model
was used to predict 48 samples of the independent data-sets, and the results of three
models were shown in Table 4 and Fig. 2. The result showed that the verification
accuracy of three models was more than 0.8, and the RPD of the three models was
greater than 2, indicating that the three models can predict the LNC better. However,
the RFR had some advantages over the other two models in LNC estimation of winter
wheat and the value of validation set of R2 and RMSE were 0.898 and 0.401. The

Table 3. Correlation analysis between spectral index and LNC.

Spectral index R2 F Spectral index R2 F

NDVI705 0.643** 169.492 GNDVI 0.654** 177.757
mNDVI705 0.698** 216.879 VOG1 0.650** 174.620
mSR705 0.681** 200.808 NDSI(R594, R506) 0.823** 436.126
CIrededge 0.641** 167.751 RSI(R592, R506) 0.831** 460.604

Note: **represents significant at the 0.01 level of probability.
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reason may be that the RFR model used Out of Bag data (OOB) to establish error
unbiased estimation during the data calculation. In summary, the difference of esti-
mation performance of three regression models was little, but the random forest

Table 4. Comparison of LNC estimation models constructed by three methods.

Estimation
model

Model expression Modeling Verification

R2 RMSE R2 RMSE

LR VLNC = −3.49VRSI(R592, R506) + 8.949 0.831 0.288 0.826 0.462
MSR VLNC = 7.257VRSI(R592, R506) + 15.254VNDSI(R594,

R506) + 0.078VmSR705 − 0.114VmNDVI705 + 11.180
0.842 0.280 0.880 0.410

RFR 0.962 0.276 0.898 0.401

y = 0.626 x + 1.303 
R² = 0.826

RMSE=0.462
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Fig. 2. Relationship between measured value and predicted value based on 3 methods
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regression model (RFR) performed slightly better. The robustness of three regression
models was further tested by using independent data sets of different varieties, stages
and test areas in 2015/2016, so as to select the LNC estimation model of winter wheat
with high precision, good stability and strong applicability.

3.4 Robustness Test of LNC Estimation Model for Winter Wheat

For inversion results of winter wheat LNC about different varieties (Table 5), the
estimation accuracy of three estimation models was that the loose variety Lunxuan 167
lower than compact variety Jingdong 18, while the inversion accuracy of RFR model
for loose type and compact type were the highest. As can be seen from Table 6, the
inversion results of the three models in different growth stages were different, but the
RFR model had the best inversion accuracy relative to LR and MSR at three growth
stages. The LNC inversion results (Table 7) of winter wheat from different experi-
mental areas showed that the accuracy of three estimation models to the north was
higher than the south area, and the accuracy of RFR model in two test areas was higher
than that of the other two models. Based on the above analysis, RFR model was not
only robust to the LNC estimation of winter wheat under different conditions in dif-
ferent years, but also the estimation accuracy was higher than that of LR model and
MSR model. It showed that the RFR model constructed in this study had high precision
and good applicability, and it was a preferred model for estimating winter wheat LNC.

Table 5. LNC estimation results of winter wheat for different cultivars.

Varieties Estimation model R2 RMSE

Jingdong 18 LR 0.686 0.965
MSR 0.704 0.870
RFR 0.760 0.848

Lunxuan 167 LR 0.511 0.755
MSR 0.547 0.720
RFR 0.702 0.695

Table 6. LNC estimation results of winter wheat for different growth stages.

Growth stages Estimation model R2 RMSE

Flag leaf period LR 0.458 0.373
MSR 0.539 0.393
RFR 0.631 0.392

Flowering period LR 0.416 0.793
MSR 0.565 0.737
RFR 0.699 0.179

Filling period LR 0.323 0.978
MSR 0.582 0.934
RFR 0.748 0.158
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4 Conclusions

In this study, correlation analysis between spectral index and LNC was carried out
based on canopy spectral data and LNC of winter wheat under different years (i.e.,
2014/2015, 2015/2016), different treatments (i.e., varieties, fertilizer and water supply),
different growth stages (i.e., jointing stage, flowering stage and filling stage). Then, the
LNC estimation models of winter wheat were constructed by three methods of linear
regression, stepwise regression and random forest regression, and the accuracy and
stability of the LNC estimation model were verified. The results were as follows:

(1) The correlation between the four spectral indices (i.e., NDSI(R594, R506), RSI
(R592, R506), mSR705, mNDVI705) and LNC of winter wheat was preferable, and
RSI(R592, R506) had the highest correlation with LNC(r = −0.911). The accuracy
of three estimation models was above 0.8, indicating that the three estimation
models can be used for rapid, nondestructive and accurate LNC monitoring of
winter wheat. Among them, the RFR model had the best effect. In the modeling
set, the value of R2 and RMSE respectively were 0.962 and 0.276, and in the
verification set, the value of R2 and RMSE respectively were 0.898 and 0.401.

(2) The applicability of the three models was further tested by using 2015/2016 data.
It was found that the estimation accuracy of the RFR model was higher than the
other two estimation models for each set of experimental samples, moreover, the
LNC estimation of winter wheat was robust under different conditions in different
years, so it can be regarded as the preferred model for the estimation of winter
wheat LNC.
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Abstract. It will impact the overall yield and quality of wheat if the malnu-
trition in the wheat growing season is not timely found. Thus, it is necessary to
carry out timely nutrition detection of the wheat population in the field. Based
on the techniques of Java web development and image processing, this paper
constructs the estimation model of the field wheat population condition, designs
and implements the automatic nutrition detection and analysis system based on
field wheat population images. By using the received images of crop growth
group, the system detects the nutrition condition of wheat population cultivated
in the field quickly, and gives assisted fertilization decision to farmers for
reducing the effect of wheat malnutrition on the yield and quality of wheat.

Keywords: Image processing � Wheat population � Nutrition detection
Intelligent diagnosis

1 Introduction

Wheat is one of the most important food crops in the world, and it is also an important
grain crop in China. It is very important to improve the yield and quality of wheat for
ensuring the safety of grain production in China. Current research on wheat automatic
monitoring in China mainly focused on environmental testing [1–3], the seedlings
diagnosis [4, 5], anomaly detection [6–8] and etc. The nutritional status of wheat is an
important factor, and timely detection of the nutritional status of wheat at each growth
stage is very significant for food production. Previous nutritional status of different
growth stages of wheat were carried out extensive analysis experiments, studies have
shown that chemical analysis in the laboratory can accurately measure the nutritional
status of wheat, but this method would cause damage to the wheat plants, and the
experimental results tend to be a lagging indicator and in a low detection efficiency.
SPAD chlorophyll meter is more accurate. However, the plant leaf area determined by
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this method is limited, and it is difficult to apply in field conditions. The current
identification mean is according to the experts in the field of the nutrition. This method
is time-consuming and laborious, and is affected by personal experience. At present, it
has been shown that the changes of crop leaf color can reflect the nutritional status of
the plant leaves, and application of image processing technology in detecting nutrition
status in the wheat growth has become a hot research topic [9, 10].

In recent years, computer image processing technology has been widely used in the
fields of industry and agriculture. For example, Zhang et al. used the RGB and HSI
color models to analyze the related characteristics of cucumber leaf nitrogen content,
phosphorus ratio and water content, and realized the nutrient detection of greenhouse
cucumber plants [11]. Jia et al. used the image processing software applications such as
color depth rice canopy and the corresponding elongation stage in rice crop nutrition
analysis, and rice nitrogen nutrition rapid diagnostic method was established [12].
Wang et al. applied image data processing exchange in the tobacco samples, estab-
lished TMDHSV model to determine the maturity of tobacco [13]. Liu extracted image
of rice plant morphological parameters and used image to achieve the detection of rice
growing [14]. The above studies are based the test sample obtained from an individual
sample and crop ideal results, however the research of nutrition detection system in
wheat field environment is rarely reported.

In this study, available wheat nutritional surveillance model is researched based on
image processing technology, JavaEE technology platform is used to design and
implement the field wheat population image analysis system for nutrition detection.
The system aims to solve the problem that the modern farmers can not accurately detect
the nutritional status of the wheat population in the field environment, and provide
technical support for the future farmland real-time monitoring system.

2 The Overall System Design Framework

Wheat nutrition detection system uses the images. The acquired images of wheat are
analyzed and processed, and the model features are extracted. The nutritional status and
the corresponding solutions are given to the users through the human interface.

2.1 The Three-Tier Architecture of the System

The system is mainly based on B/S (Brower/Server) structure. the three-tier structure,
i.e., data layer, logic layer and presentation layer are used for the field wheat population
image collection, storage and processing analysis, decision of the nutritional status of
wheat populations [15]. The system structure is shown in Fig. 1.
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(1) The data layer is located on the server and database side, which stores the core data
of the system. It includes various user data, image feature model and the corresponding
auxiliary fertilization program to provide image analysis support, decision-making
knowledge warehouse. Thus, it plays the role to support the entire system.
(2) The logic layer is the main function and business logic of the core processing
module. The main functions of the image processor and the decision support module
are two key parts. The image processor receives image information from the interface.
After the process of image normalization, image segmentation and image denoising,
features are extracted based on model and the decisions are given.
(3) The presentation layer is the interface that the user interacts with the system. Wheat
population nutrition diagnosis system is displayed to the user. The user can upload
images in the presentation layer.

The system used the three-tier design to obtain good stability and scalability, so it is
easy to maintenance the system.

2.2 The Main Process Design System

In the wheat population nutrition detection system, users upload images to a Web
server and select wheat varieties. The images is applied in normalization, segmentation,
de-noising process by the image processor module, and then the image color

Fig. 1. System architecture diagram
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characteristics of wheat colony is extracted. Then, the decision support module extracts
the analysis results, these color features will be matched with the estimated model, and
feature of those analysis are stored into the database. Finally, decision support system
gives targeted fertilization views, and the user can access the system through the Web
page to view the results of the analysis about the image and expert advice [16]. The
specific processes are shown in Fig. 2.

2.3 System Main Function Modules

The function module of the system includes five parts, i.e., professional knowledge
integration, intelligent diagnostics, user management, system management, help
module. The function module of the system is shown in Fig. 3.

Integration of Professional Knowledge. The content of professional knowledge inte-
gration includes image model specification and expert knowledge integration. This
section uses a variety of image models and the corresponding nutritional status data to
determine the nutritional status of the wheat group images.

Fig. 2. Systems business flowchart
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Intelligent Diagnosis. The intelligent diagnosis module is the core part of the system.
This part combines the experts’ experience and the research results of modern agri-
culture, and obtains the regularity between the wheat nutrition status and the group
image parameters. The specific process is used to analyze the data and the appropriate
expert advice is given.

User Management. The users of the system are divided into three kinds of authority:
ordinary users, expert users and administrator users. The administrator user is
responsible for assigning the rights of the expert user and the ordinary user. The expert
user can add or modify the expert knowledge base. Ordinary users can only query and
browse the results.

3 Implementation and Application of System

3.1 Developing and Operating Environment

The system is based on B/S (Brower/Server) mode, and follows the JavaEE (Java
Platform Enterprise Edition). The three-tier Web architecture is designed, and SSH2
(Struts2+Spring+Hibernate) is used to develop the framework. The MySQL is used as
database. The open source Apache Tomcat 6.0 Server is used as WEB application
server, and Java language is used for program development. Color image segmentation,
normalization and morphological denoising are used to complete the image processing.

Fig. 3. System functional schematic
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3.2 System Implementation

3.2.1 Image Processing System Working Method
The role of the image processing system is to get the original image normalization,
segmentation, denoising, and image model extraction [17]. This system mainly uses
three image processing techniques to carry on the processing and to identify wheat
population images.

(1) The image normalization. Wheat image processing system can be applied for
images collected from the open field environment. In order to avoid the effects of light
and shadow on the images, the images need to be normalized. Normalization methods
are shown as Eqs. (1) and (2) [18].

r ¼ R
RþGþB

g ¼ G
RþGþB

b ¼ B
RþGþB

8><
>:

ð1Þ

r ¼ Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þG2 þB2

p

g ¼ Gffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þG2 þB2

p

b ¼ Bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þG2 þB2

p

8>><
>>:

ð2Þ

(2) Image segmentation. This system creates the image segmentation method based on
pattern recognition technology. In order to build an unsupervised image segmentation
model, this paper uses the RGB color model to create pattern recognition and classi-
fication rules by Mahalanobis distance [18]. Methods are shown as Eq. (3) [19].

Dðz; aÞ ¼ ½ðz� aÞTC�1ðz� aÞ12� ð3Þ

(3) Morphological image Clean-up. After image segmentation of wheat population
images, the result is a binary image. It contains a lot of noise formed by the image
segmentation, the system uses the morphological image processing for the image
denoising. The method is shown as Eqs. (4) and (5) [19].

A � B ¼ ðA� BÞ � B ð4Þ

A � B ¼ ðA� BÞ � B ð5Þ

In this system, the image processing module is achieved in Matlab, and then is
compiled and integrated into the system by Matlab Builder JA. The server deploys MCR
(Matlab Compiler Runtime) to provide the runtime environment and dependencies.

3.2.2 Decision Support System
Decision support mechanism is associated with every component of the system.
Decision support system contributes to provide users with the necessary data and
information from the intelligent simulation expert, to help users identify the problems,
to match the correct decision model, to query the information required by various users.
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The man-machine interface returns information to the user, provides the necessary
support for the right decisions.

3.2.3 System Database
The function of the system database is to organize the large amount of estimating
model parameters and knowledge of agricultural experts in a certain pattern. It provides
knowledge storage, maintenance and data retrieval [20, 21]. The system adopts the top-
down strategy and distributed database design strategy [22, 23].

3.3 System Application

The system interface is shown in Fig. 4. The user can upload the collected images of
wheat population. The results returned by the system is shown in Fig. 5.

Fig. 4. User interface of uploading images

Fig. 5. Interface of presenting system analysis results
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After comparing with the conclusions from multiple sets of image systems and
suggestions from experts, it shows that the detection results and treatment advices of
the wheat nutrition status are basically consistent with the expert suggestions. The
nutritional status of the system meets the basic application requirements. The system is
designed and developed reasonably, so it has simple interface operation, and has good
stability and practicality.

4 Conclusion

In this paper, wheat population nutrition detection system is designed and implemented
by using Java web developing technology framework. The functions of the system
have been tested and applied in the demonstration areas. The results show that the
advantages of systems are accurate identification and rapid diagnosis in nutrition
detection of field population wheat. In the future work, the improvement of the model
and pattern recognition methods are important research direction.
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Abstract. Chlorophyll content is a good indicator of fruit tree nutrition stress,
photosynthesis, and another physiological state. 10 vegetation indices were
selected and used as input variables of RF model, the number of input variables
was gradually increased from 1 to 10. The modeling accuracy of 10 RF models
with vegetation indices was compared. Finally, the accuracy of 2 estimation
models, the RF model with the original spectrum, and the RF optimal model
with vegetation indices were established and compared. The result, For mod-
eling accuracy of 2 models, the R2 of four models are 0.527 and 0.609, and the
RMSE of 2 models are 8.728 and 7.930 lg/cm2, respectively. For validation
accuracy of 2 models, R2 of 2models is 0.411 and 0.843, RMSE is 14.455 and
11.034 lg/cm2, respectively. The result showed, (1) the accuracy of RF model
with vegetation indices is higher than the other model. (2) The RF model with
vegetation indices can estimate the chlorophyll content of apple leaves more
accurately and it had the potential for estimating chlorophyll content of apple
leaf. And it provides a new method for the accurate estimation of chlorophyll of
apple leaves.

Keywords: Apple leaf � Hyperspectral � Chlorophyll � RF
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1 Introduction

Chlorophyll content is an important biochemical parameter in the growth process of
fruit trees. It is instructive for the photosynthetic capacity, developmental stage and
nutritional status of fruit trees. And it is the indicator that the fruit trees are affected by
environmental stress and disease indicator [1, 2]. It is very important to use the
hyperspectral extraction of leaf chlorophyll content information to monitor the growth
status and nutritional diagnosis of fruit trees. In recent years, domestic and foreign fruit
trees remote sensing monitoring has made some progress. The model of red edge
spectrum and grape chlorophyll content was established, the RMSE (Root mean square
error) <30 mg m−2. The original spectrum of apple leaf and the leaf spectrum of
wavelet filter, the support vector machine, and partial least squares were used to
establish the chlorophyll estimation model [3]. The correlation between original leaf
spectrum and first-order differential spectrum of apple leaves and chlorophyll content
of apple leaves was analyzed. The leaf chlorophyll regression model was established
with the spectral position, vegetation index and spectral area as the variables, respec-
tively. The results showed that the exponential model constructed by blue edge position
had higher estimation accuracy [4]. The total nitrogen content of the leaves of pear was
combined with the original spectral sensitive band and the first-order differential sen-
sitive band, and the total nitrogen content of the leaves was established by stepwise
regression analysis. Finally, the first order differential of the spectrum was determined
to participate in the constructed model as the leaf total nitrogen content estimation
model [5]. The original spectrum of apple leaf, the first order differential spectroscopy,
the principal component analysis method and the stepwise regression analysis method
were used to establish the chlorophyll content estimation model [6]. Researchers have
made a number of attempts to estimate the chlorophyll content of leaves of fruit trees.
In the case of remote sensing monitoring of fruit trees, the use of random forest
(RF) methods has been rare, and RF has been used as a machine learning method in
Agricultural remote sensing field. Construction of Vegetation Index, RF and Artificial
Neural Network were used for inversion of winter wheat leaf area index with Envi-
ronmental Satellite Date [7]. Based on the RF construction model, the vegetation index
was used to estimate the soil and plant analyzer development (SAPD) of the winter
wheat using the high score number one satellite data [8]. Establishment of SPAD
Inversion Algorithm for Wheat Jointing Stage, Booting Stage and Flowering Stage by
RF Regression Algorithm [9]. A hyperspectral model for the determination of leaf area
index of apple trees using support vector machine and RF [10]. The potential of RF to
estimate the biomass of winter wheat was confirmed by constructing the model by
combining the correlation coefficient, gray correlation and bag data importance
respectively [11].

Analysis of domestic and foreign research results found that most of the research
focused on a single growth period of fruit trees for nutritional diagnosis, resulting in the
results of the whole tree growth cycle for the nutritional status of the lack of evaluation
criteria and guidance [3], this article is for 2 consecutive years estimation of chloro-
phyll content in leaves of apple during whole growth period. Most studies use only the
chlorophyll-related sensitive bands or only use the vegetation index to model, and there
is no comparison between the sensitive bands and the vegetation index.
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In summary, based on the original spectral and vegetation indices, the 2 models
were compared with the original spectral sensitivity and the vegetation indices
respectively. The aim of this study was to apply the RF model to the estimation of
chlorophyll content and to select the optimal model for estimating the chlorophyll
content of apple leaves in order to provide a guide for the rapid estimation of
chlorophyll content.

2 Materials and Methods

2.1 Overview of the Study Area

The experiment was carried out from 2012 to 2013 in the apple orchard of Xiazhai
Village, Chaoquan Town, Feicheng City, Shandong Province. The line spacing was
5 m, the plant spacing was 3 m, the tree height was about 3 m, the tree trunk was about
0.5 m, and the tree is spindle-shaped (Fig. 1).

2.2 Leaf Sampling and Spectrophotometry

4 leaves were taken for each tree, each leaf in the north, south, east and west direction,
respectively. Leaves were sampled and placed in self-styled bags, each tree as a sample

Fig. 1. Study area map
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and quickly sent back to the laboratory for spectral measurement and chlorophyll
sampling. 299 samples were obtained in 2012 including Fushi 220 and Gala 79, and
180 samples were sampled in 2013 including Fushi 135 and Gala 45.

The vein of the leaf should be avoided when the leaves spectrum were measured by
ASD hyperspectral spectrometer. The spectral parameters are as follows: the spectral
range of the spectrometer is 350–2 500 nm, and the interval is 1 nm. Each leaf was
measured in four different positions (twice each side of the veins, and the veins were
observed to cover the entire blade during the test), and the average of the four
reflectances was taken as the reflectance of the leaf. Before measurement, the standard
whiteboard with the blade holder was used to calibrate.

2.3 Determination of Chlorophyll Content in Apple Leaves

Leaf chlorophyll was sampled at the corresponding position of leaf spectral measure-
ment. And leaf chlorophyll content was measured by chemical method. The four leaves
of each tree were punched, and the veins of each leaf were avoided and play 8 holes,
covering the entire blade, corresponding to the spectral measurement position. The
sample mass is about 0.2 g. The sample was then put in 95% absolute ethanol solution
and allowed to stand in a dark environment for 24 to 48 h until leaves become white.
The chlorophyll content of the apple leaves was determined by ultraviolet spec-
trophotometer (lg/cm2) [12]. The data collected in this study are shown in Table 1, and
the statistical characteristics of the chlorophyll data obtained are shown in Table 2. The
model was established using the data of chlorophyll content and leaf spectral reflec-
tance (n = 299) of apple leaf in 2012, and the accuracy of RF model with sensitive
bands and vegetation indices was verified by the data collected in 2013 (n = 180).

Table 1. List of data acquisition at each measured time

Date Growth
stage

Growth
stage

Fushi
samples

Gala
samples

Chlorophyll
content

Reflectance

2012-
05-10

Fast-
growing
period of
shoot

Fast-
growing
period of
shoot

44 16
p p

2012-
07-03

Stop-
growing
period of
shoot

Stop-
growing
period of
shoot

44 15
p p

2012-
08-10

Fruit
enlargement
period

Fruit
maturity
period

44 16
p p

2012-
09-20

Fruit
enlargement
period

Leaf color
period

44 16
p p

(continued)
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2.4 Methods

2.4.1 Vegetation Index Selection
According to previous studies, 25 vegetation indices with good chlorophyll correlation
were selected as variables for estimating chlorophyll content, as Table 3 shows.

Table 1. (continued)

Date Growth
stage

Growth
stage

Fushi
samples

Gala
samples

Chlorophyll
content

Reflectance

2012-
10-18

Fruit
maturity

Leaf color
period

44 16
p p

2012
total

220 79 299 299

2013-
04-20

Blooming
period

Blooming
period

27 9
p p

2013-
05-25

Fast-
growing
period of
shoot

Fast-
growing
period of
shoot

27 9
p p

2013-
07-18

Fast-
growing
period of
autumn
shoot

Fast-
growing
period of
autumn
shoot

27 9
p p

2013-
08-30

Fruit
enlargement
period

Fruit
maturity
period

27 9
p p

2013-
10-25

Fruit
maturity
period

Leaf color
period

27 9
p p

2013
total

135 45 180 180

Total 355 124 479 479

Note:
p

represents the data was measured.

Table 2. The chlorophyll content statics of apple leaf

Samples Sample
quantity

Maximum
value

Minimum
value

Mean
value

Standard
deviation

Modeling
set

299 112.562 51.291 76.529 12.707

Validation
set

180 103.518 35.677 74.367 18.133

Total
sample

479 112.562 35.677 75.717 14.996
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Table 3. Summary of spectral indices related to chlorophyll content

Vegetation
index

Formula Reference

Normalized
Pigment
Chlorophyll
Index, (NPCI)

R680 � R430ð Þ= R680 þR430ð Þ [13]

Simple Ratio
Pigment Index,
(SRPI)

R430=R680 [14]

Modified
Chlorophyll
Absorption
Reflectance
Index,
(MCARI)

R700 � R670ð Þ � 0:2 R700 � R550ð Þ½ � R700=R670ð Þ [15]

Modified
Chlorophyll
Absorption
Reflectance
Index 2,
(MCARI 2)

1:2 2:5 R800 � R670ð Þ � 1:3 R800 � R500ð Þ½ � [16]

Transformed
Chlorophyll
Absorption
Ratio Index,
(TCARI)

3 R700 � R670ð Þ½ � � 0:2 R700 � R550ð Þ R700=R670ð Þ [17]

MERIS
Terrestrial
Chlorophyll
index, (MTCI)

R754 � R709ð Þ= R709 � R681ð Þ [18]

Modified
Simple Ratio2,
(MSR 2)

R750 � R445ð Þ= R705 � R445ð Þ [19]

Modified
Normalized
Difference
Vegetation
Index2,
(MNDVI2)

R750 � R705ð Þ= R750 þR705 � 2R445ð Þ [19]

Normalized
Difference
Vegetation
Index2,
(NDVI2)

R750 � R705ð Þ= R750 þR705ð Þ [20]

(continued)
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Table 3. (continued)

Vegetation
index

Formula Reference

Anthocyanin
Reflectance
Index, (ARI)

1=R550ð Þ � 1=R700ð Þ [21]

Renormalized
Difference
Vegetation
Index, (RDVI)

RDVI ¼ R800 � R670=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R800 þR670
p

[22]

Improved Soil
Adjusted
Vegetation
Index,
(MSAVI)

0:5 2R800 þ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2R800 þ 1ð Þ2�8 R800 � R670ð Þ
q

� �

[23]

Red-Edge
Position, (REP)

700þ 40 ðR670 þR780½ Þ=2��R770

R740�R700
[24]

Spectral
polygon
vegetation
index, (SPVI)

0:4 3:7 R800 � R670ð Þ � 1:2 R530 � R670j j½ � [25]

Simple Ratio,
(SR1)

R750=R700 [26]

Vogelmann
Indices, (VOG)

R740=R720 [27]

Vogelmann
Indices,
(VOG2)

R734 � R747ð Þ= R715 þR726ð Þ [28]

Modified
Chlorophyll
Absorptions
Integral,
(MCAI)

A� R

R752

R552

f

A = area of the trapeze between R752 and R552,
f = reflectance curve

[29]

Derivative
Index, (DI)

D730=D706 [30]

Chlorophyll
Absorption
Ratio Index,
(CARI)

CARI ¼ a� R670 þR670 þ bj jR700
ffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 þ 1
p � R670

a ¼ R700 � R550

150
; b ¼ R550 � a

[31]

Double peak
canopy
nitrogen index
(DCNI)

R720 � R700ð Þ= R700 � R670ð Þ= R720 � R670 þ 0:03ð Þ [32]

Double peak
canopy
nitrogen
index I
(DCNI I)

R750 � R670 þ 0:09ð Þ R750 � R700ð Þ½ �= R700 � R670ð Þ [33]

(continued)
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2.4.2 Random Forest
RF is a machine learning algorithm published by American scientist Breiman [34] in
2001. RF based on bootstrap sampling method, extract multiple samples from original
samples, use every decision tree to model each bootstrap sample, then combine mul-
tiple decision trees to predict, and finally decide the final prediction result by voting.

Bagging [35] is part of RF theory. Assuming that the sample size of the sample set
is N, the number of Bootstrap samples taken per time is n, and this part of the sample
that is not drawn is called the data outside the bag. These unselected out-of-pocket data
can be used to estimate the classification strength of RF single tree, the greater the
classification intensity, the smaller the generalization error of RF, the higher the
accuracy of classification, and the more accurate prediction [36]. In this study, the
importance of the existing vegetation index and the chlorophyll content was analyzed
and sequenced using the out-of-pocket data estimation method in RF. The former
vegetation index is modeled and estimated as a decision tree. Try to set the number of
decision trees to 1000 for the best.

2.5 Statistical Analysis

In this paper, we estimate and verify the accuracy of the model selection coefficient
(R2), RMSE as the evaluation criteria. In general, the smaller the RMSE, the greater the
coefficient R2, indicating the higher the accuracy of the model.

3 Result and Analysis

3.1 Correlative Analysis of Chlorophyll Content and Spectrum in Leaves

The correlation between chlorophyll content and original spectrum of apple leaves in
2012 is shown in Fig. 2. There was a significant negative correlation between the leaf
chlorophyll content and the original spectrum in the range of 525–581 nm and 693–
735 nm; there was a significant positive correlation in the range of 745–1 350 nm. The

Table 3. (continued)

Vegetation
index

Formula Reference

Modified
MERIS
terrestrial
chlorophyll
index
(MMTCI)

R750 � R680 þ 0:03ð Þ R750 � R710ð Þ½ �= R710 � R680ð Þ [33]

Combined
indeIII

R800 � R445ð Þ= R800 � R680ð Þ½ �= R800=R670ð Þ [33]

Combined
indexIV

ðR550 � R450Þ= R550 þR450ð Þ½ �= R800 � R670ð Þ= R800 þR670ð Þ½ � [33]
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correlation coefficients were −0.46, 0.66 and 0.61, respectively, in the green, red and
near-infrared bands, and 554, 708 and 995 nm, respectively, in the bands with the best
chlorophyll content. The reflectance of the three bands is used as the input variable for
the RF model.

3.2 RF Model Based on Original Spectrum

The RF spectra were constructed using the original spectral sensitivity bands 554, 708
and 995 nm reflectance R554, R708, R995, and the corresponding spectra and chlorophyll
content in 2013 were verified. Modeling R2 is 0.527, RMSE is 8.728 lg/cm2, in
Table 4.

3.3 Screening of Vegetation Index

The correlation between chlorophyll content and vegetation index was calculated by
using OOB importance estimation method. This paper only considers the top 10
vegetation indices after sorting, because of the operability and simplicity of the model,
as shown in Table 5. The vegetation index is sorted by the OOB method.

Fig. 2. Correlation between spectrum and chlorophyll content

Table 4. The accuracy of RF model with original spectrum

Model Variable RMSE (lg/cm2) R2

RF R554, R708, R995 8.728 0.527
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3.4 Random Forest Optimal Model

According to the importance of OOB, the first 10 vegetation indices were selected, and
the input number of vegetation index was increased to establish the chlorophyll content
estimation model. The modeling results were shown in Table 6. As shown in Table 6,
when the number of input vegetation indices increases from 1 to 5, the overall trend of
R2 increases and the RMSE decreases. When the number of vegetation indices is 5, R2

reaches the maximum, 0.609, RMSE is the smallest, 7.930 lg/cm2. When the number
of vegetation indices is 6–10, R2 rises from 0.597 to 0.606, RMSE decreases from
8.067 lg/cm2 to 7.966 lg/cm2, but R2 is less than 5 vegetation indices R2 and RMSE
are more than 5 vegetation Index of RMSE. Therefore, in the case of selecting the top
10 vegetation indices, the RF model constructed by the first five vegetation indices is
the optimal model.

Table 5. Sequence of relation between vegetation index and chlorophyll and OOB

Vegetation index Importance of OOB OOB ranking

NDVI2 6494.599 1
MMTCI 5612.955 2
MTCI 5191.305 3
VOG2 2805.643 4
ARI 2773.980 5
DCNI I 2277.633 6
VOG 2058.152 7
SR1 1611.043 8
MSR2 1587.592 9
MNDVI2 1562.748 10

Table 6. Comparison of RF model accuracy with different vegetation indices

Number of vegetation index RMSE (lg/cm2) R2

1 10.305 0.380
2 9.199 0.483
3 8.752 0.527
4 8.765 0.525
5 7.930 0.609
6 8.067 0.597
7 8.046 0.599
8 8.031 0.600
9 8.008 0.602
10 7.966 0.606
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3.5 Estimation and Verification of Chlorophyll Content

RF model verification accuracy was as shown in Fig. 3. For RF model based on the
original spectrum, R2 and RMSE of validation were 0.411 and 14.455 lg/cm2,
respectively. The validation accuracy of RF model with vegetation indices was R2

0.843 and RMSE 11.034 lg/cm2. The results indicate that the RF model based on
vegetation index has high accuracy and good stability about the estimation of
chlorophyll content. It is proved that the optimal model of vegetation based on veg-
etation index can be used to estimate the chlorophyll content of apple leaves.

As the Fig. 3a shows, estimation ability of RF model with original spectrum was
weak. When the measured value was 60 lg/cm2 below, the model estimates are
overestimated, and when the measured values are greater than 75 lg/cm2, some of the
estimates are underestimated, and the estimation value does not change with the
increase of the measured value.

4 Conclusion

The RF model based on original spectrum and vegetation indices were established in
this paper. The accuracy of RF model with vegetation indices is higher than the
accuracy of RF model with original single bands. It can achieve an accurate estimation
of apple chlorophyll content.

The accuracy of the RF model based on vegetation index is high. The main reason
may be that the RF model based on the original spectrum is used for training data with
only three sensitive bands of reflectivity, less model training data, RF models for larger
data sets, and less significant for small-scale data.

Fig. 3. (a) Validation of RF model with original spectrum. (b) Validation of RF model with
vegetation indices
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There are still some shortcomings in this study. Due to climate reasons, the growth
period in 2013 is not exactly the same as that in 2012. Because this research only used
2 years’ experimental data, if we want to apply it to a large area, we still need more
experimental data to improve the accuracy and stability of the model further. And the
first collection of data in 2012 is the spring shoot, and the first collection of data in
2013 is the flowering period, while the chlorophyll content in the flowering period is
low.

Based on the data collected in 2012 and 2013, the RF model based on the original
spectrum and vegetation index was established, respectively and the conclusions as
follows.

The sensitive single band 554 nm, 708 nm, 995 nm, were selected with good
correlation between original spectrum and leaf chlorophyll content of the apple. The
three band were chosen as variables of RF model.

For modeling accuracy, the R2 of RF model with sensitive bands and vegetation
indices were 0.527 and 0.609, the RMSE of that were 8.728 and 7.930lg/cm2,
respectively. For validation accuracy, the R2 of that were 0.411 and 0.843, and the
RMSE of that were 14.455 and 11.034 lg/cm2.

The results showed that the estimation accuracy of chlorophyll content in RF model
based on vegetation index is higher than that of RF based on the original spectrum, and
the leaves chlorophyll content can be estimated more accurately. The RF model can be
applied to the estimation of chlorophyll in apple leaves.
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Abstract. Online monitoring of grain loss is important to improve the effi-
ciency of combine harvester. The traditional grain loss sensor needs to be fre-
quently calibrated for different materials. In order to solve this problem, the
grain loss sensor was developed based on PVDF (Polyvinyliden Fluoride) films.
The band-pass filter based on LTC1068-200 was designed by frequency spec-
trum analysis of the wheat and rice grain impact response. And the dynamic
voltage comparator with adaptive regulation of the threshold voltage according
to the intensity of sensor signal was introduced here. Wheat and rice grain
samples with different moisture content were prepared for the experiments and
the results indicated the sensor had high measurement accuracy to the different
samples.

Keywords: Combine harvester � Grain loss sensor � Band pass filter
Adaptive threshold voltage

1 Introduction

Grain loss is the key index for measuring the operating performance of the combine
harvester. Traditional measurement method is to obtain the grain from material man-
ually [1, 2]. With the development of sensors, electronics and information process
technologies, the demand for precise and intelligent detection system for grain loss are
rising. Online grain loss monitoring is important to improve harvest efficiency and
quality operations.

At present, most of the grain loss monitoring system based on PZT, are to detect the
number of passing grain kernels per unit time at the discharge end of the walker [3–7].
Liang proposed an impact type piezoelectric sensor for grain sieve loss monitoring, the
signal conditioning circuits were developed to discriminate for full grains [8, 9]. But, it
is very difficult to fit the different type of grains (such as rice and wheat) adaptively
because of the fixed threshold voltage of the signal processing circuit. Since the kernel
of grain is much harder than the straw, acoustic sensor had been used to detect the grain
loss of harvester. The sound from the sensor was picked up by a microphone firstly,
then the signal was processed by a computing device and displayed on a electric meter
terminal. But the accuracy of this acoustic grain loss sensor is severely constrained by
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working conditions, and the noise is a fatal factor for the acoustic sensor [10].
Microwave sensor was also used to detect the grain loss [11].

An array sensor made from PVDF film is designed to determine the grain loss [12].
In this paper, how to design the effective signal conditional circuit of the PVDF grain
loss sensor was introduced to improve the resolution between the grain and stems.

The grain impact signals were analyzed for designing a high order band pass filter
to discriminate grain online. In order to make the sensor fit rice or wheat grain auto-
matically, the voltage compactor with adaptive threshold was used in this paper. Within
the system, the grain loss for rice and wheat was determined and the precision of the
method was tested.

2 Materials and Methods

2.1 Fabrication of the PVDF Sensor

The grain loss measuring system consists of the PVDF sensor array, signal condi-
tioning circuit, communication interface and display meter. The array sensor was made
from PVDF film, a new piezoelectric material, which was used broadly in the mea-
suring sensor field recently. Compared with the piezoelectric ceramics, it had higher
piezoelectric voltage coefficient and better responsive speed. The sensor array was
made up of five cells, the size of every cell was 20 * 100 * 0.05 mm, The PET film
was affixed to the upper and lower surfaces to protect the sensor unit. In order to add
the fuse, the foam rubber double-sided sealing tape was used to attach the sensor to the
Aluminum support substrate. At the same time, the sealing tape can improve the
deformation of the sensor and enhance the output signal. The frame is shown as Fig. 1.

2.2 Conditioning Circuit

The conditioning circuit was mainly used to deal with the weak charge signal generated
by the PVDF sensor. The circuit was contained of charge conversion amplifier, voltage
follower, high order band-pass filter, diode detection, adaptive voltage comparison
module and counter. The structure is shown in Fig. 2.

Firstly, the charge conversion amplifier transforms the initial weak signal generated
by the PVDF sensor into the voltage signal, and the amplitude of the voltage signal is

PET layer

PVDF sensor layer

PET layer
Rubber damping layer

Metal base layer

Fig. 1. PVDF sensor structure
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between –4.5 V and 4.5 V. The signal is subjected to impedance conversion by a
voltage follower to reduce the output impedance of the front stage circuit. Meanwhile,
the pre-stage circuit is isolated from the post-stage circuit by means of the voltage
follower. After band pass filtering, the material other than grain signals are weakened.
The output signal through a diode detector which is a diode connected to a resistor and
capacitor in parallel, and the envelope of the original signal was obtained. Schmitt
trigger is used to transfer the envelope signal to rectangular digital pulse at the same
frequency as the input. The trigger has a small amount of hysteresis that will help with
noise rejection. The threshold of the trigger can adapt to input signal amplitude.

In this paper, the filter circuit and the voltage comparison circuit have been
improved on the basis of the previous work. A band pass filter based on integrated chip
was designed to improve the interference immunity of mechanical vibration and
electricity. Meanwhile, the dynamic adjustment circuit of Schmitt Trigger threshold
based on kernel signal was designed so that the threshold value of grain pulse could be
adjusted automatically according to the signal envelop voltage.

2.3 Bandpass Filter Circuit

The amplified sensor signal often contains a variety of frequency band information.
And the active filter circuit based on operational amplifier is usually used to discrim-
inate the different frequency signal. In the previous experiment, it was found that the
low order band pass filter was not well eliminated by the attenuation rate. If a high-
order filter is designed based on an operational amplifier, the increased complexity of
the circuit may adversely affect system reliability and stability. In addition, because of
the influence of environmental factor, the filter performance may drift. Therefore, LTC-
1068-200 can be applied to form eight-order Chebyshev band pass filter. The filter can
emphasize seed signals in certain frequency ranges and reject signals in other frequency
ranges. LTC1068-200 contains four high accuracy 2nd order switched capacitor filter
section.

In order to determine the reasonable parameters of the filter and ensure that the
sensor has good application to wheat and rice grain, it is necessary to analyze the
signals response of grain seed. Firstly, the sensor output signal was taken through a 200
amplifier, then to a Textronix TDS3000C oscilloscope, the scope’s digitized signal was
sent to a Matlab R2008b program for data collection and processing. The Fast Fourier

Fig. 2. Structure diagram of the signal conditioning circuit
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Transform were calculated using Matlab signal processing toolbox. The time and
frequency response are shown in Figs. 3 and 4.

The curves in Figs. 3(a) and 4(a) are the response signal generated by the wheat and
rice grain impact sensor. As can be seen from the curves, the voltage amplitude of wheat
signal is about 3.5 V, and that of rice signal is about 1.7 V. In Figs. 3(b) and 4(b), we
find that the center frequency of rice signal is 1.67 kHz and that of rice signal is
1.95 kHz. Obviously, the amplitude and characteristic of two kind signals are different.

According to the above analysis, it is determined that the center frequency of the
designed eight order Chebyshev band pass filter is 1.81 kHz. The filter bandwidth is
800 Hz. Thus the range of frequencies passed by the filter is 1.41–2.21 kHz. The
LTC1068-200 requires an external clock signal, which is usually obtained by crystal.
This circuit is relatively complex, and also difficult to fine tune the frequency. The
microcontroller STC11F02 was used as a signal generator to generate the desired pulse
signal and was output by the CLKOUT pin, then the standard clock signal was sent to
LTC1068. The eight order Chebyshev band pass filter was designed using Linear
Technology’s FilterCAD for Windows. Design of the filter is very easy with the help of
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this program. Figure 5 shows the bandpass filter based on the LTC1068-200
with ±5 V power supplies. In order to keep the impedance matching of the circuit,
a voltage follower based on LT1355 was used here. The gain response curves of the
band pass filter is shown in Fig. 6.

It was observed that bandwidth of the designed filter in the –3db was not greater
than 800 Hz in Fig. 6. It means that the filter can work very well. Meanwhile, the
output signal of the filter was connected to the diode detector circuit in order to obtain
the envelope of the grain signal.

2.4 Self-adaptive Voltage Compactor

After the envelope detecting, the pulse shaping circuit for active counting of grain
signals was introduced here. The Schmitt trigger circuit was designed to obtain a
standard square wave signal. Before the Schmitt trigger was used, the hysteresis and the
threshold should be determined firstly. Due to the differences in the grain quality of

Fig. 5. Schematic of the Chebyshev filter

Fig. 6. Frequency response of the designed filter
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different breeds and moisture, the amplitude of the signal produced by the impact
sensor was also different. Meanwhile the amplitude of signal was also affected by the
angle and height of the grain drop. In this case the amplitude are variable, setting the
thresholds to produce reliable triggering can be tricky [13]. Therefore, we proposed a
signal shaping method based on the voltage comparator threshold, and designed a
dynamic threshold adjustment circuit in this paper. With this circuit, the threshold
voltage in the signal shaping can be adaptively adjusted to improve the signal shaping
effect. The circuit schematic is shown in Fig. 7.

The enveloped module output was divided into two parts, one part was transferred
into the positive input of Schmitt trigger, the other was connected to a second order low
pass filter which was consisted of Resister R2, R3 and Capacitor C2, C3. After the
input signal Vin was filtered, the output DC signal associated with the input signal can
be obtained. We can see that the resistor R1 and R2 form a voltage divider, thus the
output voltage which is taken as the threshold of the trigger is a fraction of the input
signal Vin. In other words, the threshold voltage of the compactor is matched to the
input signal Vin adaptively. So, the accuracy of the comparator output was improved.

2.5 Counting and Communication

The electronic circuits design for the counting and communication was also applied
here. The circuit board consisted of the CAN bus controller, Counter and Microcon-
troller unit (MCU). The standard pulse signal was connected to counter 82C54. The
82C54 is a high CMOS programmable interval timer, which has three independently
programmable and functional 16-bit counters, each capable of handling clock input
frequencies of up to 8 MHz. The interface using a bidirectional 8-bit ports on the
microprocessor gives full control of the timer. Grain loss quantity is obtained by
counting the number of pulse with use of counter of 82C54 for an operator set time
period. The single chip STC12C5A60S2 was chosen as the monitor core of the system.
The microcontroller provides a full duplex serial, SPI(Serial Peripheral Interface bus)
and input/output module.

Fig. 7. Adaptive threshold voltage comparator
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The MCP2515 was used in the grain loss monitoring sensor for data communi-
cation. It handles all of the transmitting and receiving of message packets that contain
grain loss information via the CAN bus. The MCP2515 was configured and operated
through a Serial Peripheral Interface (SPI) with a microcontroller. At the same time, the
TJA1050 transceiver modules was also used as the interface between the
MCP2515 CAN bus controller and the physical bus. The device provided differential
transmit capability to the bus and differential receive capability to the CAN controller.
In order to improve the performance of data communication, the optocoupler 6N137
was used to isolate the signals.

2.6 Software Design of the System

Keil C51 was used to develop the MCU program. Figure 8 shows the program flow for
the monitoring system. The software of the sensor was composed of the initialization,
counting and data communication. Initialization included initialization of the
input/output ports, SPI, counter and CAN module control register setup and reset all
related memory locations that were going to be used in the operation. The counter of
microcontroller was used to measure the grain seed pulse rate per second. Data com-
munication was used to transfer measured grain loss quality from the sensor to the
upper machine.

Fig. 8. Flowchart of the microcontroller
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3 Results and Discussion

3.1 Sensor Reliability Test

In order to determine the accuracy of grain loss sensor, two rice grain samples with
moisture content of 18.3%, 23.2% and two wheat samples with moisture content of
19.1%, 25.3% were used in laboratory test. A total of 12 tests were conducted that
included two type of grain and for two moisture contents. The fix angle and height of
sensor in the experiments were same. The experiment instruments are shown in Fig. 9.

At the start of the experiment, the grains were put into electromagnetic vibration
supplier, and the exciting current was regulated to keep the drop flow at 100 grain/s.
Experiments were repeated three times for each sample.

Table 1 shows the relative error analysis of the results obtained by the developed
sensor and manual under the same condition. From Table 1, it can be seen that the
sensor can count the number of grain with the maximum measurement error of 4.8%
for rice grain and that of 2.5% for wheat grain. The experiment results also show that
the sensor has good measurement effect on wheat and rice grains under the same
experimental conditions.

Fig. 9. Experiment instruments including PVDF sensor and vibration supplier

Table 1. Test results of grain loss obtained by sensor and manual

Test
no.

Rice grain
(MC = 18.3%)

Rice grain
(MC = 23.2%)

Wheat grain
(MC = 19.1%)

Wheat grain
(MC = 25.3%)

Measured
value

Relative
error %

Measured
value

Relative
error %

Measured
value

Relative
error %

Measured
value

Relative
error %

1 989 1.1 961 3.9 983 1.7 979 2.1
2 952 4.8 959 4.1 975 2.5 1022 2.2
3 1039 3.9 982 1.8 990 1.0 1017 1.7
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3.2 Discriminability of the Different Material

To verify the performance of the conditioning circuit, experiments were conducted with
different materials. Three different materials (rice grain, hollow kernel and straw) were
taken as experiment samples to test the effect of the sensor to distinguish seed from the
materials. Thousand seeds mass of the grain mentioned here was 32.1 g. Firstly, the
grain, hollow kernel and straw mentioned before were put into electromagnetic
vibration supplier separately. Then the exciting current of supplier was regulated to
keep the drop flow at a suitable value. The measured value and actual value were
compared here.

Table 2 indicated that the sensor was sensitive to the grain and the misrecognition
ratio was about 2.9%. It is insensitive to the hollow kernel and straw, the misrecognition
ratio is in 4%. Thus the sensor can distinguish the grain from other material very well.

4 Conclusions

In this study, the grain loss sensor based on PVDF film was present. The characteristic
spectrum of rice and wheat grain was obtained based on the analysis of the frequency
response of sensor. A signal conditioning circuit which included a Chebyshev bandpass
filter with cutoff frequencies of 1.41–2.21 kHz and Schmitt voltage compactor with
adaptive threshold was designed here to improve the detection accuracy and versatility.
The test results show that the designed sensor still has a high detection accuracy after
changing the material type without calibration. The maximum relative error of wheat
and rice is 2.5% and 4.8%, and the grain can also be distinguished from the hollow
kernel and straw effectively.
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Abstract. Problems of extensive and low utilization of resources exist in the
traditional maize cultivation. With the rapid development of computer tech-
nology and the internet of things, this paper proposed maize precision farming
parallel management technology. This technology consists of three parts:
management process, model system and digital support environment construc-
tion. The objective is to realize the quantitative decision-making of maize
production target-control indicators-cultivation management scheme, and realize
the analysis evaluation of production environment, production technology and
farmers’ operating management behavior. This technology was tested and
applied preliminary in Yian County, Heilongjiang province. The application
results showed that the maize precision farming parallel management technol-
ogy can provide digital and scientific decision support and can achieve high
production efficiency with lower fertilizer inputs and no-decreased yield.

Keywords: Precision farming � Parallel management � Maize
Northeast China

1 Introduction

Northeast China is comprised of Heilongjiang, Jilin, and Liaoning provinces, accounts
for 30% of the total maize production in China and is important for ensuring China’s
food security. However, most of the farmers are doing the farming based on traditional
knowledge. This plays a very big role in the crop production. This can’t give full play
to the potential of maize production, but also may cause serious waste of resources. The
extensive application of information technology, especially the model and internet of
things technology in the agriculture field, brings new opportunities for informatization
and digitization of agricultural production management.

Over the years, agricultural researchers have done a lot of work in resolving the
relationship between environment-technical measures and crop physiological and
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ecological processes, and have established a series of agronomic mechanism models,
knowledge models and knowledge rules [1–5]. Their works provide scientific theory,
technical system and method means for describing the genetic characteristics of crop
varieties, reflecting the interrelationship between crop and environment, as well as the
purposeful, localized cultivation and management regulation, and then consequently
laid good foundation for agricultural information research. Combining the crop culti-
vation management knowledge model with the crop growth model can achieve
dynamic prediction and management decision of crop growth [6].

Internet of things is a technology that tends to connect various objects in the world
to the internet [7, 8]. Applications are developed based on Internet of things enabled
devices to monitor and control various domains based on applications [9]. Internet of
things technology can be used to increase the crop production effectively to meet the
growing needs of increasing population. Application of internet of things technology
can helpful to increase the quality, quantity, sustainability and cost effectiveness of
agricultural production [10].

Proper cultivation management is very important to improve the maize production.
This paper introduces the control theory and method of artificial society, computational
experiment and parallel execution to complex system, and puts forward the structure of
precision farming parallel management system, providing a new assessment can be
controlled precision agricultural management decision-making.

2 Technical Specifications for Parallel Management of Maize
Precision Farming

2.1 Management Process

Maize precision farming parallel management process including four parts: planting
plan and production target determination, cultivation scheme development before
sowing, production warning and analysis and evaluation after harvest.

① The planting plan and production target determination. According to the
geographical information of the production field, the cultivation plan and the
management level of the production, the maize production potential of the
field was calculated by using the maize precision farming parallel man-
agement scheme design model. Then the maize production target, mainly
yield target was determined.

② Formulation of cultivation scheme before sowing. According to the yield
target, the model of the parallel management plan of maize and the calcu-
lation method of the seed, fertilizer, water and pesticide were used to cal-
culate and recommend the suitable varieties, sowing date, sowing density,
and sowing depth, and then calculate the fertilization and irrigation schemes.

③ Warnings and regulations during maize growth stages. After sowing, real-
time monitoring of maize growth and field environment is achieved by using
Internet of Things technology and means, such as air temperature and
humidity sensors, soil temperature and humidity sensors, multispectral
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sensors, video surveillance systems. Using design model of maize precision
farming parallel management scheme to analyze whether the crop growth
deviates from the optimal growth indicators. If there is any deviation or
disasters occur, the computational test algorithm is used to optimize the
management of irrigation and fertilization, and form a regulation scheme.

④ Analysis and evaluation after maize harvest. After crop harvest, the database
of crop production field archives is updated. Based on the data of the current
year, re-evaluation of varieties, meteorology, soil, production level and
cultivation scheme and model parameter adjustment are conducted using the
design model of maize farming precision parallel management scheme. On
this basis, the production target and cultivation scheme for the next year can
be formulated.

2.2 Model System

Maize precision farming parallel management model system consists of maize
knowledge model, growth model and structural-function model. Maize structural-
function model mainly used to optimize analysis and visualization output.

The maize knowledge model is developed based on understanding, analysis,
extraction and integration of experts’ knowledge and experience, literature and exper-
iment data for maize cultivation management, analyzation of the dynamic relationships
of maize growth and management indices to variety types, ecological environments and
production levels. The maize knowledge model is mainly designed to optimize the
cultivation scheme, which includes yield target calculation, variety selection, sowing
date, population density, fertilization strategy, irrigation management.

The maize growth model is based on the theory of crop-environment-atmosphere
continuum. It can reflect the dynamic relationship between the maize growth and
climatic conditions, management technology, soil physicochemical properties and
genetic traits. The optimal cultivation management scheme based on the maize
knowledge model is used as the input of maize growth model to carry out the process
simulation analysis to achieve re-evaluation of varieties, meteorology, soil, produc-
tivity levels and cultivation scheme, as well as the adjustment of model parameters.
Based on this, the production target and cultivation scheme of next year can be
formulated.

The maize structure-function model is based on maize growth, morphology
knowledge model and geometric model. It integrates the canopy radiation transfer
model and three-dimensional visualization model, and realizes the canopy structure
calculation, light interception, assimilation product distribution and organ growth
simulation. The maize structure-function model is used to optimize the analysis and
visualize the output.

2.3 Digital Support Environment Construction

Maize precision farming parallel management digital support environment includes the
construction of the model database and the construction of the Internet of Thing system
for real-time data acquisition.
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The database construction includes geographic information, meteorological infor-
mation, soil properties, variety information, agricultural materials information, farmers’
management level and field management archival information, etc. The geographic
information means the location of management plot. The meteorological information
includes daily maximum/minimum temperature, air humidity, sunshine duration,
radiation, precipitation, wind speed. The soil properties include soil type, bulk density,
wilting point, field capacity, organic matter content, total nitrogen content, available
phosphorus content, available potassium content and pH value. Farmers’ management
level is divided into three levels based on mechanization degree: high, medium and
low. The field management archival information is the detail information of production
process, including variety, sowing date, fertilizing/irrigate date and amount, etc.

The Internet of Things system for real-time data acquisition includes air tempera-
ture and humidity sensors, soil temperature and humidity sensors, multispectral sen-
sors, video surveillance system and visible light, multispectral and infrared sensors
based on unmanned aerial vehicle platform. It can provide real-time information such
as crop growth, crop diseases, meteorological disasters, etc.

3 The Maize Precision Farming Parallel Management’s
Application in Heilongjiang Province

The maize precision farming parallel management technology was applied in Yian
County, Heilongjiang Province. The demonstration base is located in Yian Provincial
Agricultural Science and Technology Park. The maize cultivated land area is about 500
mu in the park. First, the digital support environment was constructed according to the
maize precision farming technology of parallel management procedures (Fig. 1). The
experiment field was 10 mu, the maize was planted based on two management scheme,
one is according to the maize precision farming parallel management system and
another is according to local farmers’ traditional habits. The primary properties of the
soil are presented in Tables 1 and 2.

According to the meteorological data and soil properties of the field plot, the maize
precision farming parallel management system was used to make cultivation decision.
In 2015, the yield target was made to 750 kg mu−1, and the cultivation decision was
made at rain-fed conditions. The two management scheme was showed in Table 3.
Compared with the farmers’ traditional scheme, the system scheme decreased the N
input by 20 kg ha−1, P2O5 input by 11 kg ha−1, and increased K2O input by
11 kg ha−1.

The yield results of two schemes were showed in Table 4. Maize yield and yield
components under system scheme were superior to that under traditional scheme. The
results showed that the yield under system scheme was 8% higher than that under
traditional scheme.
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Fig. 1. Environmental data acquisition equipment installed at the experiment site

Table 1. Primary soil physical properties at the experimental site.

Depth hFC cm3 cm−3 hWP cm3 cm−3 Ks cm d−1 Sand % Silt % Clay %

0–30 cm 0.301 0.125 1.1082 13.16 66.08 20.76
30–60 cm 0.295 0.127 0.9685 22.20 56.49 21.31
60–90 cm 0.361 0.182 0.5628 3.16 63.89 32.95

Table 2. Primary soil chemical properties of plough layer at the experimental site.

Layer Total N g kg−1 AP mg kg−1 AK mg kg−1 OM g kg−1 CEC cmol kg−1 pH

0–30 cm 1.94 36.0 239.2 29.7 28.1 5.8

Table 3. The two comparable management schemes

Scheme Variety Sowing
date

Density plants
ha−1

Base fertilizer
(kg ha−1)

Top dressing
(kg ha−1)

N P2O5 K2O N P2O5 K2O

System
scheme

Jinongda501 May 3 75000 120 85 86 100 0 0

Traditional
scheme

Jinongda501 April 28 82500 170 95 75 70 0 0
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4 Conclusions

The maize precision farming parallel management technology is established base on
model system and Internet of Things. Its application in Northeast China proved that the
maize precision farming parallel management technology is useful to improve maize
production. The system scheme made from maize precision farming parallel man-
agement technology decreased cost input and increased farmers’ profit compared with
traditional scheme, and also alleviated the negative effect of chemical fertilizer on soil
ecological environment. Therefore, the maize precision farming parallel management is
a sustainable development technology that benefits to farmers and environment.
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References

1. Guo, X.Y., Zhao, C.J.: The development of maize growth simulation system based on
process. China Sci. Technol. Achievements 90(12), 53–55 (2004). (in Chinese)

2. Liang, H., Hu, K.L., Li, B.G., Liu, H.T.: Coupled simulation of soil water-heat-carbon-
nitrogen process and crop growth at soil-plant-atmosphere continuum system. Trans. Chin.
Soc. Agric. Eng. 30(24), 54–66 (2014). (in Chinese)

3. Yang, H.S., Dobermann, A., Lindquist, J.L., Walters, D.T., Arkebauer, T.J., Cassman, K.G.:
Hybrid-maize—a maize simulation model that combines two crop modeling approaches.
Field Crops Res. 87, 131–154 (2004)

4. Ahuja, L.R., Rojas, K.W., Hanson, J.D., et al.: The Root Zone Water Quality Model. Water
Resources Publications LLC, Highlands Ranch, Ohios (2000)

5. Cao, W.X., Zhu, Y.: Crop Management Knowledge Model. China Agriculture Press, Beijing
(2004)

6. Zhu, Y., Cao, W.X., Wang, Q.M., Tian, Y.C., Pan, J.: A knowledge model-and growth
model-based decision support system for wheat management. Scientia Agricultura Sinica. 37
(6), 814–820 (2004). (in Chinese)

7. Fan, T.K.: Smart agriculture based on cloud computing and IOT. J. Converg. Inf. Technol. 8
(2), 210–216 (2013)

Table 4. Maize yield and yield components in two different schemes

Scheme Ears
length
cm

Kernels
per ear

Ears
per ha

Bald
length
cm

100-
kernel
weight g

Harvest
index

Yield
kg ha−1

System
scheme

20.22 584 77160 3.01 23.50 0.47 10590

Traditional
scheme

18.87 531 80520 3.54 23.36 0.45 9840

Maize Precision Farming Parallel Management Technology 223



8. Hemlata, C., Sukhesh, K., Dipali, K.: Multidisciplinary model for smart agriculture using
internet-of things (IOT), sensors, cloud-computing, mobile-computing & big-data analysis.
Int. J. Comput. Technol. Appl. 6(3), 374–382 (2015)

9. Duan, Y.: Design of intelligent agriculture management information system based on IOT.
In: International Conference on Intelligent Computation Technology and Automation, vol. 1,
pp. 1045–1049 (2011)

10. Sivabalan, M., Rajan, A., Balamuralidhar, P.: Towards a light weight internet of things
platform architecture. J. ICT Stand. 1, 241–252 (2013)

224 X. Lu et al.



Research on Vegetation Ecologic Quality Index
of Rocky Desertification in Karst Area
of Guangxi Province Based on NPP

and Fractional Vegetation Cover Since 2000

Xin Yang1,3, Haihong Huang1,3(&), Shuan Qian2, and Hao Yan2

1 Remote Sensing Application and Test Base of National Satellite Meteorology
Centre, Nanning, China
huanghh63@163.com

2 National Meteorological Center of CMA, Beijing, China
3 Institute of Meteorological Disaster Mitigation,
Nanning 530022, People’s Republic of China

Abstract. Karst rocky desertification is a kind of special and complicated
surface form. Study established the Net primary productivity (NPP) estimation
model based on the use of solar energy utilization of remote sensing data model
in rocky desertification region of Guangxi province and the fractional vegetation
cover (VFC) is obtained by the method of sub-pixel decomposition model. The
comprehensive analysis method was used to establish vegetation ecologic
quality index by using NPP and fractional vegetation cover to monitor the
Rocky Desertification in the study area from 2000 to 2016, and mapping veg-
etation ecologic quality index grade classification. Results show that: (1) In
2016, vegetation ecologic quality index in rocky desertification region of
Guangxi province is 87.6, the highest since 2000. Hechi city is the best in
Guangxi Province. (2) From 2000 to 2016, vegetation ecologic quality index
annual growth has a 1.04, the highest is 87.6 (in 2016) and the lowest is 63 (in
2004). The ecological restorations and environmental control projects have
achieved remarkable results. (3) Great grade, Good grade and normal grade
areas can account for 94.5%. And vegetation ecologic quality index decreased
obviously in some relative development regions, such as Guilin city and Hezhou
city.

Keywords: Karst rocky desertification � Vegetation ecologic quality index
NPP � Fractional vegetation cover

1 Introduction

Karst rocky desertification is a kind of special and complicated surface form, which is
performance for the fragile ecological environment, and lead to the deterioration of
regional ecological environment, so that drop the effective use of land resources, water
resources have been destroyed, the survival of the foundation of the loss of biological
resources. As an important index, NPP can reflect the changes of ecological environ-
ment; determine the ecosystem carbon source/sink effect. NPP is a key indicator of the

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
D. Li and C. Zhao (Eds.): CCTA 2017, IFIP AICT 546, pp. 225–230, 2019.
https://doi.org/10.1007/978-3-030-06179-1_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-06179-1_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-06179-1_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-06179-1_23&amp;domain=pdf
https://doi.org/10.1007/978-3-030-06179-1_23


terrestrial carbon cycle. The different ecological models have been obtained by many
ecologists or researchers such as Coughlan 1988, Running and Nemani et al. 1993, Gao
and Liu 2008, BGC models. Currently, three BGC models are used. There are BIOME-
BGC model, Terrestrial Ecosystem Model (TEM) and CENTURY model. Fractional
vegetation cover is a key and land degradation. It is a very important parameter in
developing climate and ecology model.

NPP and VFC are very important parameters in developing climate and ecology
model. Study established the NPP estimation model based on the use of solar energy
utilization of remote sensing data model in rocky desertification region of Guangxi
province and the VFC is obtained by the method of sub-pixel decomposition model.
The comprehensive analysis method was used to establish vegetation ecologic quality
index by using NPP and VFC to monitor the Rocky Desertification in the study area,
and mapping vegetation ecologic quality index grade classification.

2 Study Area and Data Used

2.1 Study Area

Study Karst rocky area is located in Guangxi Province between 104°26, E to 112°04’ E
and 20°54’ N to 26°24’ N. The study zones are blue areas (Fig. 1).

Fig. 1. Karst rocky areas of Guangxi Province (Color figure online)
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2.2 Data List

See (Table 1).

3 Methodology

NPP and VFC are very important parameters in developing climate and ecology model.
The comprehensive analysis method was used to establish vegetation ecologic quality
index by using NPP and fractional vegetation cover.

3.1 NPP Calculate

Our study was obtained by using seventeen-years historical data of NPP from NSMC
(National Satellite Meteorological Centre) which obtained by using GloPEM model
and extracted by using NOAA-AVHRR and MODIS data (2000–2016).

3.2 Fractional Vegetation Cover Calculate

Currently, field measurement method and remote sensing monitoring method are two
methods of getting fractional vegetation cover. Field measurement method plays an
important role in measure of fractional vegetation cover, which routinely widely used
because of its high precision. However, this method is limited by bad weather, time and
measure area condition. The method is also very expensive. With the development of
remote sensing technique, remote sensing monitoring method in monitoring of frac-
tional vegetation cover was provided. It possible to obtain fractional vegetation cover
and its dynamic change in a large area, because remote sensing has the characteristics
of periodic detection and large scale. The method has been widely used. In our study,
pixel unmixing model was used to extract fractional vegetation cover because of its
practical feature and simple. The VFC was modelled as:

VFC ¼ NDVI � NDVIsoilð Þ= NDVIveg � NDVIsoilð Þ ð1Þ

in which:

NDVIsoil ¼ VFCmax � NDVImin � VFCmin � NDVImaxð Þ= VFCmax � VFCminð Þ
NDVIveg ¼ 1� VFCminð Þ � NDVImax � 1 � VFCmaxð Þ � NDVIminð Þ=ðVFCmax � VFCminÞ

Table 1. Data list of study.

Meteorological data Remote sensing data Environmental background data

Mean temperature NDVI Vegetation types
Sunshine duration LST Administrative divisions
Water-vapor pressure
Dew-point temperature
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3.3 Vegetation Ecologic Quality Index Calculate

The vegetation ecologic quality index (VEQI) was generated by using 17-years records
of annual NPP and VFC values of rocky desertification in Karst area of Guangxi
Province. The pixel level estimated trend analysis was generated by using geostatistical
method. The vegetation ecologic quality index trend of annual NPP was modelled as.

VEQI ¼ NPP t þ VFCt ð2Þ

4 Result and Discussion

By analyzing the Vegetation ecologic quality index (Figs. 2, 3 and 4) of rocky
desertification in Karst area of Guangxi Province.

Fig. 2. Vegetation ecologic quality index of rocky desertification in Karst area in 2016
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(1) In 2016, vegetation ecologic quality index in rocky desertification region of
Guangxi province is 87.6, the highest since 2000. Hechi city is the best in
Guangxi Province.

(2) From 2000 to 2016, vegetation ecologic quality index annual growth has a 1.04,
the highest is 87.6 (in 2016) and the lowest is 63 (in 2004). The ecological
restorations and environmental control projects have achieved remarkable results.

Fig. 3. Vegetation ecologic quality index of rocky desertification in Karst area of 14 cities in
2016

Fig. 4. Vegetation ecologic quality index of rocky desertification in Karst area from 2000 to
2016
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(3) Great grade, Good grade and normal grade areas can account for 94.5%. And
vegetation ecologic quality index decreased obviously in some relative develop-
ment regions, such as Guilin city and Hezhou city.

Acknowledgements. This research was supported by Special Fund for meteorological scientific
Research in the Public Interest (GYHY201506017). Sincerely thanks are also due to Guangxi
Climate center and National Satellite Meteorology Center for providing the data for this study.
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Abstract. Nitrogen is one of the important indices for evaluation of crop growth
and output quality. At present, there are a lot of researches on the estimation of
crop nitrogen content, but most of the studies do not consider whether the model
established by vegetation index and crop nitrogen content is the best. The pur-
pose of this study was to estimate the nitrogen content of wheat leaves and to
establish a method and the optimal model for monitoring nitrogen content in
wheat leaves. Spectral reflectance of leaves and concurrent leaf nitrogen content
parameters of samples were acquired in during 2013 and 2014 wheat growth
season, in Beijing Academy of Agriculture and Forestry Sciences. 17 vegetation
indices related to nitrogen content were chosen, and the relationship between
related vegetation indices and leaf nitrogen content were built for screening
vegetation indices with variable importance projection (VIP). Choosing first 10
different vegetation indices after ranking with VIP value as the independent
variable for estimating nitrogen content of leaf in wheat. And the number of
vegetation indices was gradually increased from top 4 to 10. The leaf nitrogen
content estimation model with different vegetation indices can be built using the
integrated model of variable importance projection (VIP) - partial least squares
(PLS). At the same time, Akaike’s Information Criterion (AIC) value was cal-
culated in different estimation model, and the AIC value of 7 different estimation
model was compared. Then the optimal model with 5 vegetation indices was
selected, which AIC value is the lowest. The optimal model was validated by
leave one out cross-validation method. The result, (1) the comprehensive inter-
pretation ability of the first 10 spectral indices on the nitrogen content of winter
wheat leaves was PSSRc, GMI-2, SR705, RI-half, ZM, GMI-1, PSSRb, RI-3 dB,
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VOGc and CIred edge. (2) The optimal model with 5 vegetation indices was
selected from 7 models. (3) The decision coefficient (R2) and root-mean-square
error (RMSE) of the optimal model respectively were 0.73 and 0.33. The R2 and
RMSE of wheat by validating were 0.73 and 0.33, respectively. The study
showed: (1) The VIP-PLS model has higher ability to estimate the nitrogen
content of leaf in wheat, which laying an important foundation for improving the
precision of forecasting winter wheat leaf nitrogen content with remote sensing.
(2) The AIC method can be used to select the optimal model, and the selected
model has the higher predictive ability. And the optimal estimation model of
wheat LNC can be obtained based on AIC.

Keywords: Leaf nitrogen content � Akaike’s Information Criterion
Variable importance for projection � Partial least squares � Vegetation index

1 Introduction

Nitrogen is a “life element” in crop growth and development, rapid and accurate
determination of nitrogen is conducive to the real-time management of nitrogen, pro-
viding a guarantee for high yield and quality of crops [1, 2]. The use of spectral
reflectance and spectral index for crop nitrogen estimation has been an important
content of agricultural remote sensing research, and domestic and foreign scholars have
done a lot of research [3–5]. In the jointing stage of wheat, artificial neural network,
support vector regression and random forest were used to establish the estimation
model of nitrogen accumulation in wheat leaves [6]. The absorption characteristic
spectrum (590–756 nm, 1096–1295 nm, 1295–1642 nm) were used to determine the
characteristics of the depth and area of the leaves, and it can be a good total nitrogen
content inversion [7]. A number of spectral indices were established using multi-
spectral data of high score number satellite to estimate the nitrogen content of wheat
leaves [8]. The new red edge bimodal parameters were constructed by using the ground
spectrum, and the nitrogen content of wheat leaves was estimated by regression
analysis [9]. The red edge index was used to estimate the nitrogen nutrition index [10].
The grey relational analysis was used to analyze the correlation of commonly used
vegetation indices, and five indices of good vegetation indices were selected based on
experience to participate in partial least squares regression (PLSR) [11, 12]. The
Manhattan, Euclidean measures and a variety of neural networks were combined into
an optimal model to predict the leaf nitrogen content. The results showed that the
accuracy of the algorithm could predict leaf nitrogen content to 92.1% [13].

However, most researches do not consider whether the model established between
crop nitrogen content and vegetation index is optimal. In this study, the variable
importance projection (VIP) is used to sort the selected vegetation indices, and the
number of different vegetation indices was selected as the input variables according to
the importance of the vegetation index. The number of input variables was gradually
increased. Based on the AIC, the optimum nitrogen content of winter wheat leaves
estimation model was selected, and the optimal nitrogen content estimation model was
selected to estimate the nitrogen content of winter wheat leaf. The purpose of this study
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was to estimate the nitrogen content of wheat leaves, to establish a method and the
optimal model for monitoring nitrogen content in wheat leaves.

2 Material and Method

2.1 Overview of the Study Area

The experiment was conducted at the wheat experiment base in Beijing Academy of
Agriculture and Forestry in 2013–2014. The experiment base was located in Haidian
District, Beijing, 39° 56’N, 116° 16’E, the specific location shown in Fig. 1. The
district has four distinct seasons, cold and dry in winter, high temperature and rainy in
summer, the average annual temperature of 12.5 °C. Wheat was sown on September
29, 2013. And the soil was tested. The content of organic matter in the soil was 1.54–
2.16 g/kg; the available potassium content was 77.54–216.27 mg/kg, the content of
nitrate nitrogen was 6.99–21.40 mg/kg, the available phosphorus content was 29.92–
136.44 mg/kg, the Total nitrogen content is 0.09–0.12 g/kg. The tested varieties were
Jing 9428 and Nongda 211 respectively. Each plot size 1.2 � 1.5 m, planting 33.75 g,
showing 6 lines, planting density of 6 million/hm2. 40.5 g of urea per cell. 2 varieties, 5
water treatment, 4 repeat tests, water stress test from no water to water full saturation
test, 0 m3/ha (W1), 225 m3/ha (W2), 450 m3/ha (W3), 675 m3/ha (W4), 900 m3/ha
(W5), respectively. The test was conducted on April 20–21, 2014.

China

Study area

Beijing

Fig. 1. Beijing academy of agriculture and forestry sciences
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2.2 Leaf Spectrum Determination

Leaf spectrum measurements were carried out using an American FieldSpec ® Pro FR
spectrometer (ASD Inc. Boulder Colorado, USA) coupled with a hand-held leaf blade
spectroscopy detector (ASD leaf clip). The wavelength range is 350–2500 nm, and the
interval is 1 nm. Blade holder detector built-in quartz halogenated lamp, guaranteeing
that the light source is stable. The blade detector can cover the whole leaf chamber of
the leaf blade and has the same detection area. It can eliminate the background
reflection, the spectral fluctuation caused by the curved surface of the blade, and the
internal variation caused by the leaf blade. Before the measurement of the leaf spec-
trum, the dust on the surface of the blade was wiped off with a clean, damp cloth, and
corrected with a standard whiteboard to reduce the error.

2.3 Leaf Nitrogen Content Determination

There are 40 wheat plots. Each plant is divided into 5 layers. 5 samples were taken per
cell, and 5 layers of each plant were combined as samples of each layer, 199 samples in
total. The samples were placed in a paper bag, placed in an oven at 105 °C for 30 min,
and then each organ sample was dried at 80 °C for more than 48 h until constant mass.
Finally, the dried crop leaves were crushed. The nitrogen content (N, %) of the crop
leaves was measured using a Kjeldahl nitrogen apparatus (Buchi B-339, Switzerland).

2.4 Method

2.4.1 Selection of Vegetation Index
According to the previous research results and the significant relationship between
vegetation index and leaf nitrogen content, 19 vegetation indices related to leaf
nitrogen content were selected.

Table 1. Spectral indices for leaf nitrogen content

Spectral indices Definitions References

Pigment–specific simple ratio-b PSSRb ¼ R800=R635 [14]
Pigment–specific simple ratio-c PSSRc ¼ R800=R470 [14]
Gitelson and Merzlyak index-1 GMI � 1 ¼ R750=R550 [15]
Gitelson and Merzlyak index-2 GMI � 2 ¼ R750=R700 [15]
Simple ratio705 SR705 ¼ R750=R705 [15]
Vogelman index a VOGa ¼ R740=R720 [16]
Zarco and Miller ZM ¼ R750=R710 [17]
Ratio index-half RI � half ¼ R747=R708 [18]
Ratio index-1 dB RI � 1 dB ¼ R735=R720 [18]
Ratio index-2 dB RI � 2 dB ¼ R738=R720 [18]
Ratio index-3 dB RI � 3 dB ¼ R741=R717 [18]

(continued)
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2.4.2 Variable Importance Projection
Variable projection importance (VIP) is a variable screening method based on partial
least square (PLS), which describes the interpretation of the dependent variable to the
dependent variable and ranks the independent variables according to their explanatory
power [26, 27]. The formula is

VVIPj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k
Pm

h¼1
r2ðy; chÞ

Xm

h¼1

r2ðy; chÞw2
hj

vuuut ð1Þ

k–the number of vegetation indices, m–The number of components extracted from the
original vegetation index variables, ch – Principal Component Analysis of Independent
Variables of Correlated Vegetation Index, rðy; chÞ – correlative coefficient of dependent
variables and principal components of winter wheat, indicating that the ability of
principal components to explain y(LAI of wheat),Whj –Weight of Vegetation Index on
Principal Components. The higher the VIP value, the stronger the vegetation index can
explain the LAI and vice versa.

2.4.3 Akaike’s Information Criterion
The Akaike’s Information Criterion [28] is a measure of the goodness of fit of a
statistical model that measures the complexity of the model and the goodness of fit of
the model. AIC can be expressed as

AIC ¼ n ln S2p þ 2ðkþ 1Þ ð2Þ

n – the number of samples, S2p – Residual Mean Square, k – Number of variables in the
model.

Table 1. (continued)

Spectral indices Definitions References

Simple ratio(533,565) SRð533; 565Þ ¼ R533=R565 [19]
Vogelman index c VOGc ¼ ðR734�R747Þ

ðR715 þR720Þ
[17]

Normalized difference red edge NDRE ¼ ðR790�R720Þ
ðR790 þR720Þ

[20]

Photochemical reflectance index PRI ¼ ðR570�R531Þ
ðR570 þR531Þ

[21]

Red edge model CIrededge ¼ R750
R720

� 1 [22]

MCARI/MTVI2 MCARI/MTVI2 [23]
REP interpolation REP ¼ 700þ 40�½ðR670 þR780Þ=2�R700�

R740�R700
[24]

REPgauss RðkÞ ¼ Rs � ðRs � R0Þ exp � k0�kð Þ2
2r2

h i
[25]
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2.4.4 Partial Least Squares
The partial least squares method is a multivariate statistical data analysis method,
which mainly studies the multivariate regression model for single or multi-variables on
the independent variables. The formula is

Y ¼ a0 þ a1X1 þ a2X2 þ � � � þ anXn ð3Þ

a0 – The intercept of the regression coefficient, ai – regression coefficient, Xi – Inde-
pendent variables 1–n.

2.5 Accuracy Verification

Leave one out cross-validation (LOOCV) each time to select a sample for verification,
all other samples as a training sample. The model was validated, and the sample errors
were calculated until all the samples were involved in the validation. LOOCV is the
extreme case of K-cross-validation, and all values are modeled and validated. And it
can avoid the problem of selection between modeling sample and verification sample in
experimental design. This method can effectively evaluate the reliability and stability of
the model.

The determination coefficient (R2), root mean square error (RMSE) and relative
error (RE) were selected as the indices to evaluate the modeling accuracy and vali-
dation accuracy. R2 is indicating that the predictive value and the measured value of the
degree of fit. R2 is closer to 1, indicating that the higher the accuracy of the fitting
curve. RMSE reflects the deviation between the predictive value and the measured
value, the smaller the value, the higher the model accuracy. RE mainly reflects the
credibility of the measurement. The smaller the relative error is, the more reliable the
measured value. The calculation formula is shown below.

R2 ¼
ðP xy�

P
x
P

y
q Þ2

ðP x2 � ð
P

xÞ2
q ÞðP y2 � ð

P
yÞ2

q Þ
ð4Þ

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pq

i¼1
ðyi � ŷiÞ2

q

vuuut ð5Þ

RE ¼
Pq

i¼1
ŷi �

Pq

i¼1
yi

����

����
Pq

i¼1
yi

� 100% ð6Þ

x – vegetation index, y – crop LNC measured value, by – the predicted value of the crop,
q – the number of samples.
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3 Results and Analysis

3.1 Analysis of VIP Between Vegetation Index and LNC of Winter
Wheat

19 hyper-spectral indices (as shown in Table 1) were calculated based on hyper-
spectral data of leaves in wheat. The relationship between the obtained hyper-spectral
indices and the measured nitrogen content of wheat leaves were analyzed by VIP. The
results about the ability of vegetation indices to explain nitrogen content in wheat
leaves are shown in Table 2. At the flag stage of wheat, between the spectral index and
the leaf nitrogen content of the wheat, the maximum VIP corresponding spectral index
is PSSRc, and the VIP value is 1.1944. The smallest VIP corresponding spectral index
is MCARI/MTVI, and the VIP value is 0.8815. The top 10 spectral indices ordered by
the VIP values are, PSSRc, GMI-2, SR705, RI-half, ZM, GMI-1, PSSRb, RI-3 dB,
VOGc and CIred edge, respectively.

3.2 Selection of Optimal LNC Estimation Model for Wheat

According to the VIP sequence shown in Table 2. The PLS models were constructed
by using the different number of vegetation indices as the independent variables,
calculating the AIC value of the model respectively. As shown in Table 3, when the
number of independent variables was 5 vegetation indices, the AIC value was the
smallest, and the AIC value was −427.878. The AIC principle of building model was
using as few parameters as possible. According to the AIC principle, in the flag stage of
wheat, 5 vegetation indices were selected as independent variables to build PLS model,
and its equation was an optimal model. The model was VLNC = 4.9467 + 0.5186
VPSSRc − 13.9993 VGMI-2 + 43.7809 VSR705 + 2.9433 VRI-half − 36.7703 VZM. The 5
vegetation indices were PSSRc, GMI-2, SR705, RI-half, and ZM. The R2, RMSE and
RE of the model were 0.79, 0.33 and 0, respectively.

Table 2. VIP and rank of evaluation index for LNC of winter wheat (n = 199)

Vegetation index VIP Ranking Vegetation index VIP Ranking

PSSRc 1.1944 1 VOGa 1.1259 11
GMI-2 1.1897 2 RI-2 dB 1.1253 12
SR705 1.1843 3 RI-1 dB 1.1249 13
RI-half 1.1730 4 NDRE 1.1019 14
ZM 1.1659 5 REP 0.9680 15
GMI-1 1.1631 6 REPGAUSS 0.9643 16
PSSRb 1.1491 7 PRI 0.9565 17
RI-3 dB 1.1364 8 SR(533,565) 0.9465 18
VOGc 1.1360 9 MCARI/MTVI 0.8815 19
CIred edge 1.1275 10
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3.3 Verification of Optimal LNC Model for Winter Wheat

In order to verify the accuracy of VIP-PLS-AIC to predict the nitrogen status of wheat
leaves, the data of wheat flag date of 2013–2014 were used respectively. For the
nitrogen content of wheat leaves, the VIP-PLS-AIC model of 5 vegetation indices was
validated. The results showed that R2 and RMSE were 0.79 and 0.33 respectively. The
predicted values and the measured values of the scatter plot have high consistency,
indicating that the use of VIP-PLS-AIC for winter wheat leaf nitrogen status estimation
with high accuracy and good reliability as shown in Fig. 2.

Table 3. Comparison of PLS regression equations built by wheat LNC different independent
variables according to VIP (flag leaf stage)

The number
of variables

Regression equation R2 RMSE AIC

4 VLNC ¼ 3:8885þ 0:4881VPSSRc � 9:4837VGMI-2 þ 41:3387VSR705 � 34:7129VRI-half 0.78 0.33 −424.580

5 VLNC ¼ 4:9467þ 0:5186VPSSRc � 13:9993 VGMI-2 þ 43:7809VSR705

þ 2:9433VRI-half � 36:7703VZM

0.79 0.33 −427.878

6 VLNC ¼ 5:0651þ 0:5004VPSSRc � 14:1179VGMI-2 þ 45:0444VSR705

þ 0:0615 VRI-half � 35:3281VZM þ 0:1789VGMI-1
0.79 0.33 −425.129

7 VLNC ¼ 5:9001þ 0:4098VPSSRc � 18:0207VGMI-2 þ 55:1183VSR705

�4:3869VRI-half � 37:2390VZM

� 0:1354VGMI-1 þ 0:5298VPSSRb

0.79 0.33 −423.094

8 VLNC ¼ 6:1881þ 0:4101VPSSRc � 17:7359VGMI-2 þ 53:4222VSR705

�2:7516VRI-half � 37:2390VZM

� 0:1285VGMI-1 þ 0:5186VPSSRb � 1:0977VRI-3dB

0.79 0.33 −420.051

9 VLNC ¼ 9:7976þ 0:4726VPSSRc � 19:9056VGMI-2 þ 69:2828VSR705

þ 58:1725VRI-half � 152:2723VZM

� 0:1294VGMI-1 þ 0:1085VPSSRb þ 36:2288VRI-3dB
�121:1323VVOGc

0.79 0.32 −422.513

10 VLNC ¼ 5:7079þ 0:5456VPSSRc � 19:7727VGMI-2 þ 76:3950VSR705

þ 38:7431VRI-half � 142:8775VZM þ 2:6587VGMI-1
� 0:0605VPSSRb þ 43:8932VRI-3dB � 88:1755VVOGc � 3:2832VRSIð543;728Þ

0.79 0.32 −420.121

Fig. 2. Comparison of predicted and measured wheat LNC based on VIP-PLS-AIC

238 H. Pei et al.



4 Conclusion

The relationship between vegetation index and LNC was evaluated by VIP. The
vegetation index with the highest VIP value was PSSRc, and the vegetation index with
the lowest VIP value was MCARI/MTVI.

The number of vegetation indices was increased as the input factors, PLS regres-
sion model was used to establish the regression model of seven wheat LNC. The
optimal LNC model was selected by AIC criterion. The results show that the PLS
model with 5 vegetation indices are the optimal model for estimating LNC.

In wheat LNC model, the R2 of VIP-PLS-AIC model set and validation set are 0.79,
and RMSE is 0.33. The results of modeling and validation show that the importance of
ordination between vegetation index and wheat LNC was better by VIP. And the
optimal estimation model of wheat LNC can be obtained based on AIC.
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Abstract. Biomass is an important indicator to evaluate vegetation life activ-
ities and hyperspectral imagery from unmanned aerial vehicle (UAV) supplied
with abundant texture features shows a great potential to estimate crop biomass.
In this paper, principal component analysis (PCA) was used to select the prin-
cipal component bands from UAV hyperspectral image. Eight texture features
from the principal component bands were extracted by Gray Level Co-
occurrence Matrix method, and the sensitive texture features were finally
selected to construct the biomass estimation model. The results show that:
(1) Texture features mean, ent, sm, hom, con, dis of the first principal compo-
nent (pca1) and the mean of the third principal component (pca3) were signif-
icantly correlated with the biomass. (2) The biomass model by multiple texture
features (R2 = 0.654, RMSE = 0.808 (103 kg/hm2)) demonstrated better fitting
effect than that by single texture feature (R2 = 0.534, RMSE = 0.960
(103 kg/hm2)). The biomass estimation model based on the texture features of
multiple principal components had a good fitting effect. Therefore, texture
features of the UAV platform can accurately predict the winter wheat biomass.
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1 Introduction

Biomass is an important indicator to evaluate vegetation life activities and can be used
as an important basis for growth monitoring and remote sensing estimation [1, 2]. The
traditional method of biomass acquisition is not only destructive, consuming time and
energy, but also difficult to achieve large area monitoring [3]. In recent years, hyper-
spectral remote sensing has been widely used in quantitative remote sensing of veg-
etation biomass with its advantages of timely, non-destructive, large monitoring area
and high spectral resolution [3]. Many researchers have used satellite and the other
remote sensing data to study the estimation of vegetation biomass. Chen et al. [4] using
HJ-1C images, constructed a biomass estimation model based on the common vege-
tation index of NDVI, OSAVI, MSAVI, SAVI, MTVI2, finally, the result showed that
the biomass model based on MTVI2 has the best performance to estimate grassland
biomass. Fan et al. [5] constructed a linear regression biomass model, a multivariate
linear regression biomass model and a partial least squares regression biomass model
using spectral feature that extracted from hyperspectral data, which indicates that the
three models have a good fitting effect to estimate biomass with the R2 value of more
than 0.9. The research of Gao et al. [6] showed that a multivariate regression biomass
model constructed by TVI, MTVI2, GNDVI, NLI, MSR, RDVI and IPVI has a good
inversion accuracy to shrubs. Satellite remote sensing technology can achieve large-
scale remote sensing monitoring of agronomic parameter, however, the cycle time for
acquiring data is long and the ground resolution of remote sensing image is not high
enough, leading to a limited application in precision agriculture [7]. Meanwhile, the
UAV platform for remote sensing technology, with the advantages of low maintenance
costs, lightweight, flexible, can also obtain high spatial resolution and temporal reso-
lution of remote sensing data, so it has become a hot topic in precision agriculture [8].
Yang [9] achieved biomass inversion of winter wheat based on the UAV platform laser
radar technology. Zhang et al. [10] made use of UAV images to construct an estimation
models between different vegetation index and grassland biomass, and the model
constructed by NGRDI has a good fitting effect with the R2 value of 0.856. Lu et al.
[11] obtained hyperspectral data through the UAV platform, and establish a stagewise
estimation model of soybean biomass by spectral characteristics and plant height,
which indicates a good fitting effect. Although many scholars has used spectral
information for biomass inversion, but there was still saturation phenomenon exist. It is
difficult to solve the above problems according to the simple spectral information,
while, remote sensing technology based on UAV platform can obtain abundant texture
information and can provide support for the retrieval of biomass. Nichol et al. [12]
found that the accuracy of biomass estimation model based on AVNIR-2 and SPOT-5
multispectral data can be improved in combination with texture features compared to
single spectral features. The results of Xu et al. [13] show that there was a strong
correlation between texture features and biomass using Landsat 8 OLI multispectral
image data. Mu et al. [14] indicated that texture features of vegetation indices have
higher ability to estimate biomass than vegetation indices. Therefore, in this study, we
attempted to use principal component analysis to transform the original hyperspectral
image acquired by UAV platform, and extract texture feature from the principal
component bands containing most of the information, then estimating winter wheat
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biomass by texture features. This research provided a way for hyperspectral remote
sensing estimation of biomass based on the UAV platform.

2 Materials and Methods

2.1 Study Area

Field experiment was conducted in the 2014–2015 winter wheat growing season at
Xiaotangshan National Experiment Station for Precision Agriculture, Changping Dis-
trict, Beijing, China. Changping district has a moderate climate and four distinctive
seasons, which is located in 40°00′–40°21′N, 116°34′–117°00′E with an altitude of
36 m. The previous crop is maize, and the type of soil is silt loam in the experiment field.

The experiment was designed with an orthogonal experiment of variety, nitrogen
fertilization and irrigation (Fig. 1). Experiment area were divided into 48 plots and set
to three replications. The two varieties of winter wheat were Jing9843 and Zhong-
mai175. Nitrogen fertilizer application rates included four levels, 0 kg/hm2,
195 kg/hm2, 390 kg/hm2, 780 kg/hm2. The irrigation included three levels, rainfall,
normal irrigation with100 mm and excess irrigation with 200 mm.

Fig. 1. Location of study area and experiment design
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2.2 Field Measurements

Above ground biomass data was collected in the experiment at booting stage (26 April
2015) of winter wheat. A fixed area 0.3 m2 was surveyed for the population density.
20 representative wheat tillers were selected from each plot. The samples were sepa-
rated to stems and leaves, then stored in paper bags to be dried. Until the sub-organ
samples became constant weight (about 24 h–48 h) in the oven, the dry weight of each
sample can be obtained. Then biomass of winter wheat in per unit area was calculated
by population density and dry weight of sample.

2.3 Hyperspectral Data and Pre-processing

Hyperspectral image at UAV platform (Fig. 2) was obtained at same time (April 26,
2015). The spectrometer was UHD 185, which is a new type of snapshot hyperspectral
sensor and weighs 470 g. Its sensor can capture 450 nm–950 nm wavelengths with a
sample interval of 4 nm. Finally, hyperspectral image and panchromatic image can be
obtained both from the UHD 185.

According to the needs of this paper, we use Cubert-Pilot (Cubert, Germany) for
image fusion of hyperspectral image and panchromatic images, and use Photoscan
(Agisoft, Russia) for image stitching [15]. Then, the hyperspectral image was processed
with ENVI software (Exelis Visual Information Solutions, USA) for radiation cor-
rection, atmospheric correction, and cutting [16].

2.4 Methods

The original hyperspectral image was transformed by principal component analysis,
and the principal component bands containing much information were selected for
texture analysis. Eight texture features, Mean, Variance, Homogeneity, Contrast,
Dissimilarity, Entropy, Second Moment, and Correlation (Table 1) were extracted from
the principal component bands at different window sizes (3 � 3, 5 � 5, 7 � 7, 9 � 9,.
11 � 11, 15 � 15, 21 � 21) by Gray Level Co-occurrence Matrix method. The region

Fig. 2. UAV platform with UHD 185
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of interest from texture images of different bands were extracted by ArcGIS 10.3.1
(Esri, USA), then texture feature values of the extracted regions were obtained. The
biomass estimation model was constructed by the sensitive texture features after ana-
lyzing the correlation between texture features and above ground biomass using
Pearson correlation analysis in SPSS 22.0 (IBM, USA).

3 Results

3.1 Selection of Texture Bands

As is shown in Fig. 3, the first three principal components explain more than 99% of
the hyperspectral image (pca1, pca2, and pca3 contained 67%, 32% and 0.5% infor-
mation of the hyperspectral image respectively), which can account for most of the
variance of the original image. These principal components (pca1, pca2, pca3) were
selected for texture features analysis.

3.2 Correlation Analysis Between Texture Features and Biomass

The relationship between principal components textures and biomass is shown in
Table 2. Most of the texture features of pca1 were significantly correlated with biomass
and the correlation coefficients(r) distributed between 0.5 and 0.7. Pca1_3_sm (rep-
resenting texture feature ‘sm’ of pca1 band at the 3 � 3 window) was sensitive to
biomass with r value of −0.673. As the window size changed, r values between texture
features mean, hom, con, dis and biomass changed slightly. Mean of pca3 was sig-
nificantly correlated to biomass with r value of 0.726, and other texture features of
pca2, pca3 had a low correlation with biomass, which correlation coefficients were

Table 1. Texture features and its formulas in this study

Texture feature Formulas

Mean (mean) mean ¼ PN�1
i;j¼0 iP i; jð Þ

Variance (var) var ¼ PN�1
i;j¼0 iPi;j i� meanð Þ2

Homogeneity (hom) hom ¼ PN�1
i;j¼0 i

Pi;j

1þ i�jð Þ2
Contrast (con) con ¼ PN�1

i;j¼0 iPi;j i� jð Þ2
Dissimilarity (dis) dis ¼ PN�1

i;j¼0 iPi;j i� jj j
Entropy (ent) ent ¼ PN�1

i;j¼0 iPi:j �InPi;j
� �

Second Moment (sm) sm ¼ PN�1
i;j¼0 iPi:j

2

Correlation (corr) corr ¼ PN�1
i;j¼0 iPi:j½ i�meanð Þ j�meanð Þffiffiffiffiffiffiffiffiffiffiffi

varivarj
p �

Note: P i; jð Þ ¼ Vi;jPN�1

i;j¼0
Vi;j

, where Vi, j represents the pixel

brightness value of the (i, j)th element, and N represents
the window size of the texture analysis.
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under 0.35. Therefore, pca1_3_mean, pca1_3_hom, pca1_3_con, pca1_3_dis,
pca1_3_ent, pca1_3_sm, pca1_3_var, pca3_3_mean were selected as indexes of bio-
mass estimation.

Fig. 3. Cumulated percentage variance in hyperspectral data of a number of PCs.

Table 2. Pearson’s correlation coefficients(r) between texture features and biomass

Principle
component

Window Texture feature

mean ent sm var hom con dis corr

pca1 3 � 3 −0.588* 0.657* −0.673* 0.584* −0.638* 0.600* 0.626* −0.171
5 � 5 −0.588* 0.639* −0.664* 0.561* −0.638* 0.600* 0.626* −0.077

7 � 7 −0.588* 0.628* −0.656* 0.548* −0.638* 0.600* 0.626* −0.149
9 � 9 −0.587* 0.621* −0.648* 0.544* −0.638* 0.600* 0.626* −0.182

11 � 11 −0.587* 0.619* −0.645* 0.551* −0.638* 0.600* 0.626* −0.187
15 � 15 −0.587* 0.621* −0.646* 0.562* −0.638* 0.600* 0.626* −0.179
21 � 21 −0.587* 0.631* −0.655* 0.583* −0.638* 0.600* 0.626* −0.137

pca2 3 � 3 −0.134 −0.064 0.092 −0.086 0.035 −0.033 −0.035 −0.083
5 � 5 −0.134 −0.135 0.171 −0.194 0.035 −0.032 −0.034 −0.407*

7 � 7 −0.134 −0.193 0.232 −0.267 0.035 −0.032 −0.035 −0.465*
9 � 9 −0.134 −0.231 0.272 −0.301 0.035 −0.033 −0.035 −0.482*

11 � 11 −0.134 −0.248 0.293 −0.309 0.035 −0.033 −0.035 −0.486*

15 � 15 −0.134 −0.238 0.295 −0.278 0.035 −0.033 −0.035 −0.476*
21 � 21 −0.133 −0.218 0.284 −0.235 0.036 −0.033 −0.035 −0.443*

pca3 3 � 3 −0.726* −0.257 0.258 −0.224 0.251 −0.230 −0.248 0.470*
5 � 5 −0.726* −0.256 0.257 −0.214 0.252 −0.230 −0.249 0.235
7 � 7 −0.726* −0.247 0.247 −0.198 0.252 −0.231 −0.249 0.203

9 � 9 −0.726* −0.227 0.225 −0.159 0.253 −0.231 −0.250 0.311
11 � 11 −0.726* −0.195 0.193 −0.096 0.253 −0.232 −0.250 0.338

15 � 15 −0.726* −0.108 0.107 0.081 0.254 −0.232 −0.251 0.438*
21 � 21 −0.726* −0.031 0.042 0.270 0.255 −0.233 −0.252 0.568*

Note: * It means the correlation is significant at 0.01 level.

246 C. Liu et al.



3.3 Biomass Estimation Model by Single Texture Feature

Linear, power, logarithmic and exponential function were used to construct biomass
model based on the selected texture features, and the best models were selected to show
in Table 3. As is shown in Table 3, determination coefficients (R2) of biomass esti-
mation model are maintained at 0.4. The logarithmic function model based on texture
pca3_3_mean has the best fitting effect with R2 value of 0.534, RMSE value of 0.960
(103 kg/hm2). The exponential function model based on texture pca1_3_sm has a R2

value of 0.466, RMSE value of 0.806 (103 kg/hm2) ranking the second (Fig. 4).

3.4 Biomass Estimation Model by Multiple Texture Features

The biomass model based on the texture features of all principal components (Fig. 5)
were built by multiple stepwise regression method. The R2 and RMSE values between
simulated and measured biomass were 0.654 and 0.808(103 kg/hm2), respectively.

The results demonstrated that the fitting effect of biomass model based on multiple
texture features is better than that by single texture feature. Texture information were

Table 3. Biomass estimation model by single texture feature

Principal component Texture feature Modeling equation R2 RMSE (103 kg/hm2)

pca1 pca1_3_mean y = 25.223e−0.094x 0.318 0.933
pca1_3_ent y = 1.692x3.292 0.463 0.490
pca1_3_sm y = 45.146e−7.366x 0.466 0.806
pca1_3_var y = 12.801x1.163 0.396 0.889
pca1_3_hom y = 1405.527e−7.839x 0.399 0.856
pca1_3_con y = 7.356x1.258 0.409 0.875
pca1_3_dis y = 14.062x1.948 0.428 0.849

pca3 pca3_3_mean y = 55.506−16.224In(x) 0.534 0.960

Fig. 4. Biomass estimation model by single texture feature; a. pca1_3_sm; b. pca3_3_mean;
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not completely taken into consideration when constructing the biomass model by single
texture feature, while the biomass model based multiple texture features took advantage
of several textures so that the estimation accuracy were improved. Using multiple
texture features a potential prospect in estimating winter wheat biomass.

3.5 Thematic Map of Winter Wheat Biomass

Thematic map of winter wheat biomass at booting stage was constructed by the bio-
mass model based on the texture features of all principal components (Fig. 6). The map
showed the winter wheat biomass of each plot in the experiment area. There were little
biomass in the southwest and southeast, but much more biomass in the middle plots of
the experiment area. The difference in biomass was resulted from different nitrogen
fertilizer levels and irrigation levels. W3 treatment has higher biomass than W1 and W2
treatment, and W1 treatment has the lowest biomass. It is clear that sufficient irrigation

Fig. 5. Relationship between measured biomass and predicted biomass

Fig. 6. Thematic map of winter wheat biomass at flagging stage
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was beneficial for the growth of winter wheat biomass. N1 treatment had the lowest
biomass. There was little difference between biomass of N2 and N3 treatment. When
compared to N3 treatment, the biomass of N4 treatment increased slightly, sometimes it
had no increase in biomass even decrease, which demonstrated that a suitable nitrogen
fertilizer application rate can result in a faster grow in biomass of winter wheat.

4 Conclusions

In this study, the principal component bands were selected for texture feature analysis,
and sensitive texture features that obtained from the principal component bands were
used to construct the biomass estimation model. The results show that (1) mean, ent,
sm, hom, con, dis of the first principal component (pca1) and the mean of the third
principal component (pca3) were significantly correlated with the biomass at 0.01 level.
(2) As the window size grows, the correlation coefficients between texture features
mean, hom, con, dis and biomass changed slightly, which was almost stay in a steady
state. (3) Biomass model by multiple texture features (R2 = 0.654, RMSE = 0.808
(103 kg/hm2)) demonstrates better fitting effect than that by single texture feature
(R2 = 0.534, RMSE = 0.960 (103 kg/hm2)). The results suggest that the texture fea-
tures of the UAV platform has a good application prospect in predicting winter wheat
biomass, which can provide theoretical support and timely information for winter
wheat growth monitoring and field production management.
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Abstract. Aiming at the high workload, low precision, strong stress of the
traditional manual measurement to obtain the sheep growth parameters, a novel
measurement technology was proposed. The specimen of the Sunite sheep about
2–3 years old were chosen for study. By reverse engineering technology, point
cloud data of sheep was captured by the 3D laser scanner. Because of noise
point cloud data, the improved algorithm of k-nearest neighbor was used to
process the data. To improve the subsequent processing time and efficiency,
octree coding was employed to reduce data, which can get evenly distribution of
point cloud data and retain sheep features. Then, 3D surface model of sheep
body was reconstructed using Delaunay triangulation. Some parameters were
extracted, including sheep body length, body height, hip height, hip width and
chest width. Compared actual parameters values with computing values of two
ways, by Geomagic platform and the proposed algorithms on the Matlab,
average relative errors of two ways were 1.23% and 1.01%, respectively. So
results of the proposed algorithm were with small error range. Using the point
clouds can reconstruct sheep surface for computing body size without stress.

Keywords: Sheep body parameters � Point clouds � Octree coding
Three-dimensional reconstruction � Data pretreatment

1 Introduction

In recent years, the conformation of animals has garnered close attention by the
workers who are engaged in animal husbandry and breeding. It not only reflects pro-
duction performance and genetic characteristics, but also indicates the shape and yield
of different cuts of meat [1]. For example, the milk production and breeding of dairy
cow are predicted employing linear appraisal of conformation [2]. Currently most
judgements of animal conformation are executed by eye or hand, and largely depended
on the subjective assessment of the stockman or purchaser [3, 4].

Body parameters can be estimated from shape measurements, indicating the animal
growth development, such as weight body length, chest depth, rump height, body
height. These parameters were directly measured by manual and contact operation. The
calculation of the body measurements is very difficult especially when sheep is grazing
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[5]. Traditional, the sheep is tied up or hung up on the scale to weight [6]. These
operations are dangerous for the animal. Meanwhile, it has high workload, low pre-
cision and strong stress, leading to the reduction of production quality.

Image process and analysis technique have been successfully applied to estimate
the animal body size indirectly from its dimensions. Some studies are listed in the
following. Schofield estimated non-invasively the measurements from images [7].
A low-cost dual web-camera high-resolution system was developed to obtain three-
dimensional position of homologous points in a scene, so as to estimate size and weight
of live sheep [5]. Bewley et al. used digital images to determine body condition score
for lactating dairy cows [8].

Recently, reverse engineering technology, adopting special measuring apparatus to
get dimensional data, is used to reconstruct the surface model of animal and plants and
measure their parameters with non-contact [9]. For example, Liu et al. used laser
scanner to obtain point clouds, in order to reconstruct three dimension pig body [10]. Li
et al. captured the point cloud data of a cattle hoof to build the three-dimensional
geometrical modeling [11]. Zhang studied the papaya reconstruction to detect feature
based on the point cloud data [12]. Obviously, the technology is widely used in
agricultural applications with the advantage of accurately and fast obtaining 3D geo-
metrical data.

Sunite sheep, one of the features of Inner Mongolia sheep, was selected as research
object. Based on the reverse engineering technology, a large number of points on the
sheep body surface were generated by the three-dimension laser scanner, and the
pretreatment methods were discussed. 3D surface model of sheep body was recon-
structed based on Delaunay triangulation. Subsequently, the parameters were extracted
for sheep body size. This way meets the requirement of welfare production in sheep
breeding.

The paper is organized as follow: Section 1 introduces the basic principle of laser
scanner and collects the point cloud data of sheep. Section 2 predominantly focuses on
pretreatment method, including data denoising and reduction, and reconstruction of
sheep body. Section 3 describes parameters extraction and discusses results in detail.
Section 4 highlights the conclusions.

2 Point Cloud Data Collection of Sheep Body

2.1 Composition and Principle of Three-Dimensional Laser Scanner

The captured methods of point cloud data can be divided into two kinds in accordance
with sensing mode, which are contact measurement and non-contact measurement.
Although the former is quite accuracy and reliable, it also has some deficiency, such as
slow scanning speed and probe abrasion. The later can scan surface with high-speed
and avoid of probe radius compensation, which has been widely used in reverse
engineering [13]. The experiment device REVscan of point cloud acquisition belongs
to non-contact measurement method, offered by Canada CreaForm Inc. with weighing
only 980 g. The laser is safe for eye, the accuracy reaches 50lm. The devices mainly
contain trigger, two CCD cameras, cross laser transmitter and LED lamp. The function
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of four LED lamp around the CCD cameras is to shield the interference of light from
the outside world. The working principle is the laser triangulation of distance. The laser
launching points and CCD receiving points are in the ends of the baseline L, which
constitute a triangle with the transmitted light and reflected light all together. The
distance S between the baseline L and the measured object is determined by using the
triangular geometry method, as shown in Fig. 1.

Laser beam are transmitted toward the target according to certain angle. When the
laser encounters the object, reflection will be happened, followed with detecting laser
beam by CCD detector [14].

The reflected light through the filter appears the offset, whose value is M. Mean-
while, the laser scanning system measures the horizontal scanning angle a of every
laser beam. Thus, the offset value M and the target distance S can be calculated by the
formulas (1) and (2), respectively.

M ¼ f tan a ð1Þ

S ¼ LþM
2 tan a

ð2Þ

The baseline L with high precision is generally short in three-dimensional laser
scanner based on laser triangulation of distance, which determines the measurement
range.

2.2 Composition and Principle of Three-Dimensional Laser Scanner

The experiment took place in the image processing and pattern recognition laboratory
of our college in March 2017. The test object is Sunite sheep specimen about 2–3 years
old. The point cloud data were collected by different two people. After calibrating the
scanner and adjusting the scanner light supplement rate, the preparation work of the

Laser transmitter

M

L

CCD detector
Filter

f

S

α

Fig. 1. The principle diagram of triangulation
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scanner has done. When pressing trigger of REVscan scanner, the scanner starts to scan
the surface from one point to another, namely by picking points through scanning the
line. The scanning line is an intersection of the scanning plane and the sheep body [9].
The points are saved on the computer in the format of.vtx. When the data are operated
on MATLAB platform, the data form will be transformed to.txt format.

3 Data Pretreatment and 3D Reconstruction of Sheep Body

The scan process is inevitably affected by external factor and instrument itself factor,
leading to yielding the noise data among the collected point clouds. At the same time,
the captured data are scatted disorderly. With the slow movement of scanner, the data
quantity is more and more big, which influences the subsequent storage and processing.
Therefore, it is necessary to preprocess the point cloud data. All of the experiments
were executed on an Intel Core(TM) 2 Duo E7500 CPU @ 2.93 GHz and 3 GB RAM;
the codes were written in MATLAB 2011b.

3.1 Point Cloud Data Denoising

The 3D point cloud data of sheep body by the different people acquisition are shown in
the Fig. 2, containing 336352 points and 340972 points, respectively. It can be
observed that the number of points are nearly equal with different people, but data differ
from each other in details. The sophisticated people can obtain the clear sheep hooves.

In Fig. 2, there are a lots of noise data far away from the main body, unlike the
normal point data, which are called the outliers [15, 16]. Since the traditional k-nearest
neighbor search method has flaws in the aspect of computing speed and efficiency, the
improved k-nearest neighbor method based on space block strategy is proposed, so as
to eliminate the noise data. The three dimensional scattered point data are projected to

Fig. 2. The point cloud data of sheep body: (a) the first collection data, (b) the second collection
data
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the plane, following by the rasterizing. The research field is reduced from the 27
adjacent grids to the 9 grids, significantly decreasing the computation and enhancing
the search efficiency.

Denote n as the number of point clouds. Let C 2 Rn�3 be the matrix recording the
3D coordinates of the scattered point clouds of sheep body. The following specific
steps are listed:

Step 1: Three-dimensional point clouds C of sheep body are projected on the two-
dimensional planes from three directions, respectively.
Step 2: Scatted point cloud data sets on the every plane are divided into the plane
mesh.
Step 3: k neighbors of each point pi ¼ xi; yi; zif gðpi 2 R3; i ¼ 1; 2; . . .; nÞ are
searched in the any selected plane, then the average distance �d between point pi and
the k neighbors are calculated by Eq. (3). Where K(pi) is the set of local neigh-
borhood of point pi. When the point pi has not enough neighbors in rectangular and
its adjacent rectangular, the point is viewed as the isolated noise point, and it is
deleted.

�d ¼ 1
k

X
j2K pið Þ pi � pj

�� �� ð3Þ

Step 4: Let D be the threshold. The point pi is regarded as the deleted candidate
point if average distance �d[D.
Step 5: In the rest of two-dimensional plane, the steps (3) and (4) are executed,
respectively. If the point pi is also deemed to the delete candidate point, this point is
removed, otherwise, keep it.

Using the proposed method, it is more efficient to recognize and remove the stray
noise points. Finally, 325463 points and 339757 points sheep body on the two col-
lection data are remained.

3.2 Point Cloud Data Reduction

The goal of data reduction is to employ as few data as possible to represent more
information, making sure to improve the processing speed. The classical reduction
methods, such as random, curvature, grid and unified, judge all point cloud data,
resulting in a large amount of computation [17]. Whereas, octree coding is based on the
region [18], which splits neighborhood space into many sub-cubes with the specified
length, retaining the nearest points closing to the center of every sub-cube. Thereby the
data reduction has done. The key steps are listed in the following.

(a) Determining the number of octree layer according to the formula (4):

d0 � 2n � dmax ð4Þ

Where, dmax is the maximal length of bounding box of point clouds, d0 is defined
as the distance of points.
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(b) Dividing the point cloud data into the octree with n layers and calculating the
octree coding of data points. Assuming the data point P(x, y, z), where the spatial
index of the sub-cube is (i, j, k), then the index values i, j and k are converted to
the binary form, respectively. According to the Eq. (7), the octree coding of data
point P(x, y, z) is obtained, where octree coding corresponding to the sub-cube is
computed by the Eq. (8). The center point of sub-cube is calculated via the d0 and
the spatial index.

i ¼ ceilððx� xminÞ=d0Þ
j ¼ ceilððy� yminÞ=d0Þ
k ¼ ceilððz� zminÞ=d0Þ

ð5Þ

i ¼ i020 þ i121 þ � � � im2m þ � � � in�12n�1

j ¼ j020 þ j121 þ � � � jm2m þ � � � jn�12n�1

k ¼ k020 þ k121 þ � � � km2m þ � � � kn�12n�1

ð6Þ

And, im; jm; km 2 0; 1f g;m 2 0; 1; . . .; n� 1f g.

qm ¼ im þ jm21 þ km22 ð7Þ

Q ¼ qn�1 � � � qm � � � q1q0 ð8Þ

(c) Restoring the point cloud data according to the order of coding value, at the same
time, the point with equal code values are stored in the same chain list.

(d) Keeping the point with minimum distance between the center point and data if
there are more than one data points on the chain list, so as to reduce the data
points.

We compared octree coding with several generic methods, including curvature, grid
and unified, as shown in Fig. 3 and Table 1. The reduction performance of different
methods is evaluated by result pictures and the reduction rate. After many times of
experiment, the parameter setting of four methods was specifically stated for getting a
better result. The reduction proportion of curvature is set to 30%, the reduction distance
of grid and uniform is respectively 6 mm and 5 mm, the number of octree coding
layers is set to 7.

Four methods all presented a model of sheep in Fig. 3. Curvature method can
decrease the number of point when local area was flat. It can be seen that the processing
points based on other three methods were almost distributed uniformity on the surface
of sheep body. The number of point clouds after octree coding were the least among the
four algorithms, whose reduction rate was about 5.77%. Whereas, the number of point
clouds after grid method were the largest. Comparatively, the streamline method of
octree coding outperformed other methods and achieved the very low point cloud data
with retaining sheep feature. When the same algorithm processes different data, the
reduction rate remain unchange. Thus, the reduction rate has nothing to do with data.
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Fig. 3. Results of four reduction methods of data two: (a) Curvature; (b) Grid; (c) Uniform;
(d) Octree coding

Table 1. Comparison of data points number and rate after reduction of different algorithms

Data Algorithms Data points no. after reduction Reduction rate (%)

First collection data Curvature 100639 30.00%
Grid 56698 16.90%
Uniform 44383 13.23%
Octree coding 19323 5.76%

Second collection data Curvature 101927 30.00%
Grid 57504 16.93%
Uniform 45215 13.31%
Octree coding 19615 5.77%
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3.3 Sheep Body Three-Dimensional Reconstruction

The three-dimensional reconstruction is to fulfill the process of sheep point clouds from
points to surfaces. Using the sheep surface model, it is convenient to obtain and analyze
the parameters of sheep. The definition of triangulation is to transform the scatted point
into the triangle mesh [19]. The triangle is the simplest polygons, which can consist of
the arbitrary polygons. The common way to construct the three-dimensional surface is
to use the triangulation. In this study, the Delaunay triangulation was chosen to
reconstruct the sheep body. After the data captured by different people employed the
octree coding to eliminate, the results were view as the input data. The reconstruction
results with 28518 and 39196 triangles were displayed in Fig. 4, on which the ear of
sheep can be clearly seen. Whereas the edge of sheep hoof was slightly rough. This was
because of the touching the ground to make the edge points difficult.

Fig. 4. Three dimensional reconstruction results based on octree coding: (a) first collection data,
(b) second collection data
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Particularly, the reconstruction time after of four reduction methods were compared
in the Table 2. It can be found that the number of point after simplification were
proportional to the reconstruction time with the almost same ratio about 3200. The top
reconstruction time of about 34 s was obtained when the reduction results of curvature
method was used as the input. The construction time based on octree coding was only
5.64 s and 6.09 s, respectively. Therefore, sparse data based on octree coding can yield
a better effect.

4 Parameter Extraction and Analysis of Sheep Body

4.1 Method of Parameter Extraction

From the three-dimensional surface reconstruction, some body size measurements can
be acquired. Traditional body measurements are carried out by the use of measuring
tape calibrated in centimeters after restraining and holding the animals in an unforced
position, including body length, height at wither, hip height, hip width and chest width.
Height at withers is obtained as the highest point over the scapulae vertical to the
ground. Rump height is obtained as the highest point over the sacrum vertical to the
ground. Body length is obtained as the distance from the shoulder end to the distal end
of the ischial tuberosity. Chest width refers to the back width just behind the foreleg.
Rump width is determined as the back width over the sacrum [20, 21]. Measurement

Table 2. Font sizes of headings. Table captions should always be positioned above the tables.

Parameters Manually
measured values

Obtained values for first
collection data

Obtained values for
second collection data

Geomagic
platform

Proposed
algorithm

Geomagic
platform

Proposed
algorithm

Body
length/cm

82.87 82.10
(0.93%)

82.13
(0.89%)

81.87
(1.21%)

82.41
(0.56%)

Height at
withers/cm

73.43 72.32
(1.51%)

72.80
(0.86%)

74.25
(1.11%)

72.87
(0.76%)

Rump
width/cm

28.07 27.11
(3.43%)

27.58
(1.75%)

27.26
(2.89%)

27.64
(1.52%)

Rump
height/cm

74.7 74.62
(0.11%)

74.44
(0.34%)

74.68
(0.02%)

74.24
(0.62%)

Chest
width/cm

27.4 27.34
(0.20%)

27.95
(2.01%)

27.16
(0.86%)

27.18
(0.81%)

Maximum
error/%

– 3.43 2.01 2.89 1.52

Minimum
error/%

– 0.11 0.34 0.02 0.56

Average
relative
error/%

– 1.24 1.17 1.22 0.85
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locations were displayed in the Fig. 5, which are searched on the three dimensional
model. The body length, rump width and chest width are achieved by the Euclidean
distance employing the formula (9).

L ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xjÞ2 þðyi � yjÞ2 þðzi � zjÞ2

q
ð9Þ

Where, (xi, yi, zi) and (xj, yj, zj) is the corresponding measured points coordinates of
parameters, respectively.

Supposing the ground equation containing the baseline is denoted as Ax + By +
Cz + D = 0, Height at wither and rump height are calculated in the following formula.

d ¼ AxþByþCzþDj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 þB2 þC2

p ð10Þ

Where, (x, y, z) is the measured point coordinate of the height at wither and rump
height.

4.2 Results Analysis of Parameters

In this study, body length, height at wither, hip height, hip width and chest width values
of sheep are both manually measured and obtained by reconstruction model according
to the same point at the same time. Due to existing the error, the average values of
several manually measurement were viewed as the finally value. To testify the

Rump width Chest width

Baseline

Height at 
withersRump height

Body length

Fig. 5. Parameters of sheep body and their locations
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precision of the three dimension surface reconstruction of sheep, comparative studies
were also conducted to between the manually measured values and the obtained
measured values, with computation on the three dimensional model in two ways: one
was to use Geomagic platform brought by scanner, the other was to apply the men-
tioned algorithm on MATLAB. Table 2 illustrated the sheep body size values using
different data and different computation means, comparing the manually measured
values. The relative error of measured values based on Geomagic platform and
MATLAB were listed in the parentheses corresponding to the measured values.

It can be observed from Table 2, the obtained values slightly varied with the
combination of runtime environment and captured data. The error of parameters based
on Geomagic platform altered between −0.82 cm and 1.11 cm, whose rang was larger
than that of the proposed algorithm, with the change of −0.55 cm to 0.74 cm. It proved
that the proposed algorithm had an effect on the measurement performance. The
measured values on Geomagic platform did not reveal a good stable performance with
an average relative error of 1.23%, almost 1.01% higher than that of the algorithms in
the paper on MATLAB. By comparing the relative error of different data, the measured
results of the second collection data was superior to that of the data by first collection,
with a little influence of the computation of sheep body size. Also, as can be seen, the
measured values of rump width based three dimensional reconstructions exhibited the
lowest measurement performance, which was mainly caused by the difficulty of the
measured point search. Hence, three dimensional reconstruction of sheep body using
proposed algorithm was an effective way to calculate the sheep body size, so as to
improve the accuracy and stability.

5 Conclusions

In the study, we presented the three dimensional reconstruction system of sheep body
based on point cloud data. The process comprises four steps: point clouds acquisition,
preprocessing, three dimensional reconstruction and body size measurement. In the
data preprocessing stage, the improved k-nearest neighbor was used for data denoising,
and the octree coding was employed in the reduction data to enhance the research speed
and decrease the number of the point clouds while preserving the intrinsic feature
points, for it divided the data points into spatial neighbor. Three dimensional recon-
struction of sheep body was built using the Delaunay triangulation. The novelty of the
system of the algorithm was to calculate sheep body size based on point clouds. The
measurement results made a comparison with the real values, which indicated that the
proposed algorithm slightly outperformed Geomagic platform in the stability and
accuracy. The paper provided a new method for the sheep body measurement, and
three dimensional model can evaluate the sheep body shape, all of which are of
significant importance to the sheep production and breeding. In addition, the new
technology can be extended the other fields.
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Abstract. The limited water supply irrigation system for soybean crops in
Shanxi Province was studied. The irrigation data of Limin experimental station
in Linfen City, Shanxi Province had been selected. Frequency calculation of
rainfall data of Limin was made, choosing 2010, 1993 and 1997 respectively as
the sample year of plain water year (50%), water year dry year (75%) and
special drought year (95%) of Limin. The Jensen model as the basis for cal-
culation was selected, calculating the actual yield value of crop according to the
actual crop water requirement, crop maximum water demand, sensitive index
value and maximum crop yield at each stage. Through the selection of the
number of days of irrigation, the optimization model of irrigation times was
established. The limiting condition is the maximum actual yield. The quota
irrigation system of soybean crops in different hydrological years was deter-
mined. According to calculation results, each target year was three times, with
the highest amount of water.

Keywords: Irrigation system � Quota water supply � Shanxi Province
Soybean crops

1 Introduction

With the continuous progress of human society, the level of scientific and technological
production continues to develop, our demand for water is increasing and the range of
use will become more and more extensive. Agricultural irrigation is no longer simple
irrigation of crops, and how to carry out effective and reasonable scientific irrigation
has become the consensus of people. Under the premise of the serious shortage of water
resources, agricultural irrigation is difficult to make adequate supply of water needed
for every stages of crops growthy, so the optimal utilization of irrigation water
resources becomes more and more important. In the case of water shortages and
insufficient water supply, the irrigation water is optimized at different stages of the crop
to optimize the irrigation allocation, so as to obtain higher irrigation benefits and
achieve the goal of increasing production in this way.
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Linear programming, referred to as LP [1, 2], helps us to study linear constraints, as
well as to understand some of the related objective functions. XiaoSujun et al. [3–5]
started from the actual water sensitivity index and the water production function of a
part of irrigation areas in the Yellow River. They pointed out the main irrigation time of
all kinds of crops and Got the irrigation system under the condition of quota of water
supply in irrigated area. Qiu Lin et al. [6–8] gave the irrigation system with a multi-
level innovation model that contains the risk index of crop planting which not only
reduces the risk of planting, but also reduces the amount of water used for irrigation.
Based on the viewpoint of non sufficient irrigation, Wang Zhiliang et al. [9–11] pro-
vided a irrigation system suitable for single crop in irrigation area and a dynamic
programming model. They set up models to analyze the combined use of various water
resources, and in the model to reflect the first use of surface water facts. According to
the advantages of the accelerated genetic algorithm (RAGA) and the multidimensional
dynamic programming (DP) method, the genetic dynamic programming model (RA
GA DP) was given by Fu Qiang et al. [12, 13], which is helpful to eliminate the
premature precocity in the improvement of irrigation system, and to emphasize local
optimization and not easy to get the most suitable. CuiYuanlai [14, 15] had analyzed
the actual water production function of the crops and concluded that the net irrigation
of crops during different growth periods was best suited to the deployment by means of
SDP, getting an effective irrigation system for a single crop.

We should provide adequate water supply during the growth period where the crops
need water for the most part. The specific time of yield increase is given when the
irrigation critical water is obtained, and the crop yield under different irrigation levels is
estimated in every target years of water. Determine how much water is used to
determine yield, and then to optimize the irrigation system of crops. To promote the
limited water resources to the maximum benefit in order to achieve the goal of water-
saving irrigation. According to the different factors of different crops, we have made a
suitable irrigation system, which has a remarkable effect on agricultural water saving.
Therefore, it is significant to study the irrigation system of crop quota water supply.

2 Materials and Methods

2.1 Selection of Soybean Experiment

Through the experiment data of soybean in Shanxi province, the main experimental
sites of soybean crops were distributed in the Hutuo River, Central Experimental
Station, Wenyuhe, Licheng, Linfen, Huoquan and Limin. This study choosed the data
of the Limin experimental station in the Linfen city of Shanxi Province to study the
quota irrigation system.

2.2 Test Processing Design

According to the situation of rainfall and crop water requirement in the Limin test
station in Shanxi Province, five treatments were designed according to the plan of the
provincial hall. The area area was 34.8 m2.
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2.3 Field Operation Management

Using the local field cultivation and management measures, tested varieties was Fen
bean 17, sowing rate was 10 kg/mu, it was fertilizers applied Yunnan phosphate fer-
tilizer of 40 kg/mu. During intertill 3 times, the depth was 5 to 7 cm.

2.4 Meteorological Conditions of Soybean

The average temperature of soybean was 20.6° in growth period; the total rainfall was
216.4 mm, effective rainfall was 201.5 mm; belonging to plain water year, water
surface evaporation (20 cm diameter) was 549 mm; sunshine hours was 500.1 h; the
relative humidity was 76%; natural disasters did not occur.

2.5 Soil Moisture Determination

Soil moisture was determined by soil drilling and soil drying method. The soil depth
was 140 cm, (0–20 cm, 20–40 cm, 40–60 cm, 60–80 cm, 80–100 cm, 100–120 cm,
120–140 cm), which was measured in seven layers. Soil moisture was measured every
ten days during the growth period of soybean: on the 1st, 11th and 21st days of each
month at the beginning of the growth stage and after precipitation.

2.6 Irrigation Situation

In the test, the water well irrigation, water meter measurement water quantity and the
field irrigation water delivery system were adopted. The semi fixed plastic pipeline was
used to transport water, and the water outlet pipe was connected with the hose for
irrigation.

2.7 Field Observation Survey

At the growth stage of soybean, plant growth was observed, and yield structure were
determined after harvest.

2.8 Basic Parameters

According to historical data, the soybean irrigation quota was 50 mm. In recent years, the
maximum yield per mu of soybeans was 175 kg/mu. The soil basic parameters, soybean
stages, crop coefficients and soybean growth period are shown in Tables 1 and 2.

Table 1. Soil basic parameters of test station

Area Volume
weight of
soil (g/m3)

Soil
depth (m)

Field moisture
capacity (percent
by weight)

Wilting
percentage
(percent by
weight)

Initial rate
of water
content

Limin 1.46 0.5 24.6 6 19.2
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3 Formulation of Soybean Quota Irrigation System

3.1 Frequency Calculation

Irrigation design reliability is that the probability of irrigation water consumption can
be fully satisfied over the years in the irrigation area, generally expressed by the
percentage of years which design irrigation water is fully satisfied in total computed
years. Formula see form (1).

P ¼ m
nþ 1

� 100% ð1Þ

Formula: P is the guarantee rate of irrigation design; m is to calculate the number of
years when the water supply is greater than or equal to the irrigation water requirement;
n is the total number of years for the calculation series, in large and medium-sized
irrigation areas, the calendar year should not be less than 30 years.

Based on the analysis of precipitation frequency table in Linfen city of Shanxi
Province, the meteorological data of three typical hydrological years in 2010 (50%),
1993 (75%) and 1997 (95%) were selected as the basis for the study of the quota
irrigation system.

3.2 Calculation of Crop Water Requirement

In the study, the method of calculating the actual crop water requirement was adopted
by reference to the water requirement.

Crop coefficient KcCrop coefficient can be divided into four stages: initial growth
stage, rapid growth stage, middle fertility stage and mature stage. By referring to the
crop coefficient recommended by FAO, the coefficient of soybean crop in Limin area is
shown in Table 3.

Soil moisture correction coefficient. The model proposed by Lei Zhidong et al.
(1988), see form (2).

Table 2. Observation record of soybean growth period

Area Year Sow Branch Bloom Pod Seed-filling Harvest

Limin 2008 5.19 7.2 7.12 7.22 8.12 9.12

Table 3. Coefficient of soybean fractional crop

Area Growth
stage

Initial
growth
stage

Rapid
growth
stage

Medium
maturity
stage

Full
growth
stage

Whole
growth
period

Limin Crop
coefficient

0.67 0.67–1.09 1.09 1.09–0.48

Days 20 30 40 27 117
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Ks ¼
1 h� hj
aþ bh h� hj
0 h� hwp

8
<

:
ð2Þ

h is the actual water content of soil root layer; hwp is permanent wilting point
moisture content. hj is critical moisture content

Actual crop evapotranspiration. Meteorological factors, crop factors and soil factors
should be taken into consideration in actual crop water requirements. Its formula is
formula 3.

ET ¼ KsKcET0 ð3Þ

In the formula, ET is the actual crop evapotranspiration; ET0 is the reference crop
evapotranspiration; Kc is the crop coefficient; Ks is the soil water correction coefficient.

3.3 Determination of Crop Water Production Function

Crop water production function is a mathematical model which reflects the variation of
crop yield and water content, and is the basic theoretical basis for irrigation planning,
design and management of non sufficient irrigation. Jensen model is a static model of
water production function, referred to as the multiplicative model, widely used in
recent years. The expressions for the Jensen model are present in Eq. (4).

y
ym

¼ P
n

i¼1

ET
ETmi

� �

i
ki ð4Þ

In formula: n is the number of stages of crop fertility; i is the number of the crop
stages; Y is the actual yield of crops (kg/hm2); Ym is the maximum yield (kg/hm2) for
full irrigation. ETi is the actual evapotranspiration in i growth stage (mm); ETmi and
Ym corresponding to the i evapotranspiration growth stage (mm); ki is a sensitive
index in lambda i growth stage, reflecting the influence on output stage water shortage
degree, and it is an important parameter in the model.

Selection of sensitivity index. According to the experimental data of Jensen model,
the sensitive index of the growth stages of soybean crops was calculated, shown in
Table 4.

Table 4. Sensitive index tables of different growth stages of soybean

Area Year Growth
period

Sowing
branching

Branches-
flowering

Flowering-
podding

Podding-
Seed-filling

Seed-
filling-
mature

Limin 2009 Sensitivity
index

0.0182 0.2527 0.1621 0.3292 0.2277

Cumulative
days

5 33 43 64 114
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Calculation of water production function at each growth stage. Equation (3) shows
that:

y
ym

¼ ET
ETm1

� �k1

� ET
ETm2

� �k2

� � � � � ET
ETmn

� �kn

y ¼ ET
ETm1

� �k1

� ET
ETm2

� �k2

� � � � � ET
ETmn

� �kn

�ym ð5Þ

Through the formula 5, the actual crop yield Y can be obtained according to the
actual crop water requirement, crop maximum water demand, sensitive index value and
maximum crop yield at each stage.

According to the sensitivity index, the actual water requirement, the maximum
water requirement at each stage and the water production function value of the 5
growing stages was calculated.

3.4 Determination of Irrigation Time

According to the research of irrigation on soybean irrigation system, the irrigation
times were determined up to 3 times. So the limited irrigation system has three kinds of
circumstances, choosing once, twice and three times watering in each plain water year,
as the limit conditions was the actual maximum yield.

The pattern search method is adopted in this research to derive the maximum yield
of crops. In the process of probing derive, according to the coordinate direction, the
values are searched at a certain step size, when exploration results failed, step length is
shrinked and searched again, until the search step length is less than the given accuracy.

According to the above calculation process, the limited water supply irrigation
system for soybean crops has been worked out in different hydrological years, as shown
in Table 5.

Table 5. Soybean limited irrigation system

Hydrological
year type

Irrigation
frequency

Irrigation
quota

Irrigation
time

ETm

(mm)
ET0

(mm)
P
(mm)

(kg/mu)

50%
(2010)

1 50 36 372.11 416.12 246.3 114.41
2 30/36 141.43
3 10/30/36 161.55

75%
(1993)

1 33 392.06 444.22 262.2 133.71
2 16/33 159.05
3 1/16/33 170.80

95%
(1997)

1 31 494.26 552.82 167.5 107.11
2 22/31 128.49
3 22/31/52 141.95
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4 Conclusion

This study selected the irrigation data of Limin experimental station in Linfen city of
Shanxi province, the irrigation system of limited water supply for soybean crops were
studied in Shanxi province. Rainfall data were calculated at choosing 2010, 1993 and
1997 respectively as the sample year of plain water year (50%), water year dry year
(75%) and special drought year (95%) of Limin. The Jensen model were selected as the
basis for calculation, calculating the actual yield value of crop according to the actual
crop water requirement, crop maximum water demand, sensitive index value and
maximum crop yield at each stage. Through the selection of the number of days of
irrigation, the optimization model of irrigation times were established. Every kinds of
target years of water was respectively chosen to fill the water once, two times, and three
times. The limiting condition is the maximum actual yield. The quota irrigation system
of soybean crops in different hydrological years in Limin area was determined.
According to calculation results, each target year was three times, with the highest
amount of water. In actual irrigation, water shortage is often encountered and irrigation
is required according to the limited water supply system. Therefore, it is necessary to
analyze the irrigation system with limited water supply. The calculation results can
provide the basis for the establishment of irrigation system for local crops.
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Abstract. Since the early 1960s, multispectral imagery has been served as the
data source for earth observational remote sensing (RS) in the last thirty years;
the advancement of sensor technology had made it accessible to colleting
hundreds continues spectral bands-hyperspectral RS. Hyperspectral RS (HRS) is
a new technique for observing the earth, which is different from the multi-
spectral RS because of several hundreds of contiguous spectral bands. With a
long history of development, HRS is widely used currently. This review details
the development of HRS, data processing, characteristics, imaging mode of
hyperspectral sensors and its applications, such as detecting and identifying the
surface, monitoring agriculture and forest status, environmental studies, and
military surveillance, etc.

Keywords: Hyperspectral remote sensing � Airborne � Space borne
Hyperspectral sensors � Plant ecology surveying

1 Introduction

The advancement and applications of remote sensing (RS) serve as a significant scientific
technique in the 20 century. Hyperspectral remote sensing (HRS) is a new technique for
observing the earth developed in the 1980’s. Hyperspectral imagery is collected with
instruments called “imaging spectrometers”. The original definition of imaging spec-
trometry, proposed by Goetz et al. [1]. The definition shows that the hyperspectral
imaging is different from themultispectral imaging. It needs the sensors to acquire images
simultaneously in 100–200 or even more contiguous spectral bands. Each pixel of a
hyperspectral image has a related radiance spectrum. Hyperspectral images, called as
hypercube, include three dimensional blocks of data, two spatial and one spectral
dimension, and integrate the major features of image and spectroscopy [2, 3].
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Hyperspectral imaging has had a long history of development. The beginning of
imaging spectrometry of the earth is rooted in the launching of Landsat-1 in the 1970’s,
and the field spectral measurements were taken to underpin the analysis of the Landsat-
1 MSS (Multispectral Scanner) data. The field spectrometry, the airborne imaging
spectrometer and the space borne imaging spectrometer are developing gradually with
the development of the electronics, computing and software [4].

Airborne hyperspectral sensors have made somewhat successes in research and
applications in a variety of fields, such as hydrological modeling and analysis platform
(HyMap) and project for on-board autonomy (PROBA)-1 [5–12]. Useful and important
as HRS is, the development, some techniques and applications related to it will be
introduced.

2 The Development of the Hyperspectral Remote Sensing

2.1 Airborne Hyperspectral Remote Sensing

Airborne HRS has a long history of development dating back to 1983. Airborne
Imaging Spectrometer (AIS)-1, the first generation imaging spectrometer was born in
this year. The spectral range is from 0.99 µm to 2.4 µm, at 9.3 nm spectral resolution
in 64 contiguous spectral bands. The second generation imaging spectrometer was
AVIRIS, at the same time, it was the first imaging sensor. The AVIRS can measure
solar reflectance spectroscopy from 0.4 µm to 2.5 µm with 224 bands. It plays an
important role in atmospheric correction, ecology and vegetation, snow and ice
hydrology, inland and coastal waters, biomass burning, etc. [14, 15]. Subsequently, in
1989 ITRES Corporation, Alberta, Canada introduced a pushbroom imaging spectro-
graph, Compact Airborne Spectrographic Imager (CASI), which covers the region
(0.43–0.86 µm) in 288 spectral bans. It primarily monitored and researched the aquatic
and terrestrial applications [12, 16]. In 1994, the GER launched the Digital Airborne
Imaging Spectrometer (DAIS) series, DAIS3715, DAIS7915, DAIS16115, and
DAIS21115, HyMAP has also been developed in Australia in 1996 [17]. Following the
CHRIS was launched on ESA’S PROBA platform in October 2000 [18, 19].

China began to develop hyperspectral imaging system in 1980’s, the first Module
Airborne Imaging Spectral (MAIS) ran in 1991. It is a sign that China has made a great
breakthrough in technology and applications of airborne imaging spectral. And then,
the Chinese Academy of Sciences successfully developed operational modular imaging
spectrometer (OMIS) on the basis of MAIS, including OMIS-1 and OMIS-2, which
belonged the Pushbroom Hyperspectral Imager (PHI), with 128 and 68 spectral bands
from visible to TIR wavelength at the spectral region 0.46–12.5 µm they were pri-
marily used in geology, agriculture, forest, ocean, etc. [20]. Chinese Moderate Reso-
lution Imaging Spectrometer (CMODIS), as an ocean color satellite measure
spectrometer, was launched on 25 March 2002 onboard the “Shenzhou-3” spaceship
[21]. In addition, the interference imaging spectrometer, researched by Xi’an institute
of optics and precision mechanics of Chinese Academy of Sciences (CAS), was lift off
onboard Chang’E-1 in October 2007, the Environmental disaster reduction satellite
(Env-DD) in September 2008, and the GF-5, will be taken in the near future. A variety
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of imaging spectrometers in our country, OMIS and PHI represent the technical level of
the imaging spectrometer in Asia, and also occupy an important position in the world.

2.2 Spaceborne Hyperspectral Remote Sensing

The history of spaceborne HRS is shorter than airborne HRS, the first HRS satellite
launched in 1997 named LEWIS (Failure). The plans of high resolution imaging
spectrometer (HIRIS) and Orbview-4 were also failed. However, it develops very well
in recent 30 years, and its value has been put forward.

MODIS was launched successfully in December 1999, every 1 to 2 days, the
MODIS pay a return visit the earth and acquires data, the spectral range of which is
from 0.4 lm to 14 lm with 36 bands. These data can help us to well comprehend the
global dynamics of earth.

ASTER is an imaging instrument flying on Terra. The goal of ASTER is to dis-
cover how the earth is changing by observing and modeling the earth system, and
understand the importance of life on earth. MightySat-II was launched on 19 July 2000,
which was the third generation imaging spectrometer, sun-synchronous orbit [22].

The space technology of China develops rapidly, the HJ-1A satellite was launched
in September 2008. The hyperspectral imager provides earth imagery at 100 m spatial
resolution and 5 nm spectral resolution, and it spectral range is from 0.45 µm to
0.95 µm. Tiangong-1(TG-1) spacecraft with the spaceborne hyperspectral Image of
China was lunched from the Jiuquan spaceport boarded the Changzheng-2F rocket in
September 29, 2011. The spaceborne hyperspectral image has the highest spectral and
spatial resolution, and its spectral region is from VIS to SWIR. The hyperspectral
images data are widely used in various fields, such as in land resources investigation,
forestry, agriculture, exploration of oil and gas, mineral, marine, urban heat island
effect, detection of atmospheric and environment, materials science and so on.

3 The Characteristics of Hyperspectral Remote Sensing
Images

Different from the multispectral images, the HRS images have the following charac-
teristics [24–26]. (1) Hypersectral images have a wide range of spectral response and
high spatial resolution. The electromagnetic wavelength of imaging spectrometer is
from VIS to NIR, and the spectral resolution reaches to nm level. (2) Combining the
image and spectral. In the hyperspectral images data, the whole data of hyperspectral
image is an image cube (Fig. 1), including spatial information and spectral information,
and each pixel of image corresponds to a spectral curve (Fig. 2). (3) There are usually
three kinds of models in hyperspectral images: image, spectrum and characteristic.
(4) Due to huge quantity of data and high correlation between spectral bands, the
information redundancy increases with bands, data and correlation between bands.
(5) The signal-to-noise ratio (SNR) of hyperspectral image gets low. When the SNR of
hyperspectral images data increases, the noise increases, simultaneously the difficulty
of data processing increases.
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The HRS data, comparing with the wide-band panchromatic and multispectral rRS
data, both spectral and spatial resolution, have been improved, significant advantages
as following [27, 28]: (1) Hyperspectral images contain approximate contiguous
spectral information of surface features, spectral reflectance curve of surface features
can be obtained after rebuilding the spectral reflectance of hyperspectral image. The
laboratory spectral analysis model can be applied in the RS with matching the mea-
sured values. (2) The identification ability of surface cover is greatly improved. The
material with diagnostic spectral absorption characteristics can be detect, which can
accurately distinguish the types of surface vegetation cover, material of road paved, etc.
(3) In hyperspectral images, the terrain elements can be quantitatively or semi quan-
titatively classified, various parameters of surface cover can be estimated, and the
accuracy and reliability of quantitative analysis can be improved. (4) Various algo-
rithms are proposed for the classification of HIS. The traditional classification algo-
rithms after dimensionality reduction, include Bayes classification method, decision
tree (DT), neural network, support vector machine (SVM), kernel fisher discriminate
(KFD), and so on.

4 The Imaging Mode of Hyperspectral Remote Sensing

In general, the imaging mode of HRS has five kinds as following: Linear scanning
mode, Whiskbroom scanning mode, pushbroom scanning mode, Spectral and spatial
crossed scanning mode, optical path difference scanning mode [24, 29, 30]:

(1) Linear scanning mode. The spectrometer with this mode can obtain a whole scene
image using a single detector.

(2) The whiskbroom scanning mode. This mode belongs to opto-mechanical system,
the spectrometer of this scanning mode uses line-array detectors, it gains parallel
scanning line set by several detectors, arraying along the courses. Now, the
whiskbroom scanning mode is used in full spectrum spectrometer, the wide of
spectral form visible to infrared, such as Deadalus series, AVIRS, MAIS, OMIS,
MSS, Thematic Mapper (TM) and FengYun (FY) meteorological satellite, etc.

Fig. 1. 3D cube of hyperspectral images

R
eflectance

Fig. 2. Spectral curve of hyperspectral image
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(3) The pushbroom scanning mode. This mode belongs to solid-state system. Now,
the pushbroom spectrometer, including a two dimensional matrix detectors, one
dimensional used as a spectrometer and another as a line array, has been widely
used in spaceborne HRS. It generates a line image once a time without mobling
components. At present, the pushbroom spectrometers are used in VIS/NIR bands,
such as AIS-1, AIS-2, CASI, hyperspectral digital imaging collection (HYDICE)
and PHI, etc.

(4) Spectral and spatial crossed scanning mode. The imaging spectrometer with this
scanning mode scans spectral dimension used the rotation of rotating filter plate or
gradient filter. It is easy to achieve due to its simple design, but difficult to register
the images owing to the spectral record respectively.

(5) Optical path difference scanning mode (Fourier interferometric spectral scan). The
imaging spectrometer with this scanning mode obtains spectral bands time-
sharing and the Fourier spectrometer scans the spectral information. At present,
this spectrometer is still in the experimental stage, such as the Fourier Transform
Visible Hyperspectral Imager Spectrometer (FTVHIS) developed by U.S.
Department of Defense, has 256 bands in 0.44–1.15 µm, with 0.6 nm spectral
resolution and 0.6 mrad spatial resolution.

5 Processing and Analysis Technique of Hyperspectral Data

According the processing procedure, the processing of hyperspectral data is segmented
into three stages: data preprocessing, analysis and application.

Data preprocessing, obtaining high accuracy spectral curve, reflects the spectral
features of ground objects, is the main purpose. The major work of this stage is:
radiometric calibration, atmospheric correction, geometric correction and image
mosaic. Data analysis primary obtain feature information about applications. Hyper-
spectral data contains spatial information, spectral information and multi temporal
information, etc. Data processing mainly includes: spectral feature extraction, feature
parameter, etc. Data application, primary interprets the analysis results to meet the
requirement of data application. At present, the studies focus on dimensionality
reduction and classification.

5.1 Dimensionality Reduction of Hyperspectral Data

An important factor restricting the development of HRS is the huge quantity of data,
high correlation between bands. This makes it difficult in data transmission, storage and
management. In order to solve the problem of high dimensionality, feature extraction
and selection are usually applied to reduce the dimension. Feature selection choose
some effective bands from the original bands, without any change, and the feature
extraction transform one or several original bands into new synthetic feature according
specific function [31]. There are a number of methods in dimensionality reduction of
hyperspectral data, including [25, 32] minimum noise fraction (MNF), spectral
absorption feature parameter (SAFP), spectral encoding (SE), principal component
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analysis (PCA), spectral derivative (SD), spectral absorption index (SAI), segmented
principal components transform (SPCT), etc.

5.2 Classification of Hyperspectral Images

The classification algorithms of hyperspectral images are divided into supervised
classification and unsupervised classification according to the training samples. The
algorithms of unsupervised classification commonly include parallelepiped, clustering,
splitting, dynamic clustering, K-means, etc. Training samples of supervised classifi-
cation can be extracted from ROI or the spectral library. Supervised classification of a
priori knowledge has higher classification accuracy than unsupervised. The algorithms
of supervised includes correlation coefficient method, minimum distance classification
(MDC), fisher linear Discriminant (FLD), spectral information divergence, and so on
[33, 34]. In addition, some other methods are also used to classify, e.g. fuzzy classi-
fication, decision tree classification, least squares classification (LSC), maximum
likelihood classification (MLC) [34], etc.

6 The Application of the Hyperspectral Remote Sensing

HRS has been extensively used in earth studies. With the development of HRS, there is
a growing interest in the researches and applications in a variety of fields such as in
coastal and inland water studies, disaster mitigation, geology, astronomy, urban stud-
ies, land cover, pharmaceuticals, medicine and military uses [2, 35–40]. This paper
primarily introduces the applications in plant ecology surveying, atmospheric envi-
ronmental assessment, geological prospecting, water quality monitoring, atmospheric
environmental assessment and military application.

6.1 Plant Ecology Surveying

In agricultural study, it is significant to timely and precisely monitor crop growth status
at large scale. Koppe et al. developed a model to forecast and reckon crop parameters
based on multi- and hyperspectral satellite data [41]. The evaluation of chlorophyll
content and the leaf area index (LAI) using RS technology can be estimated in pre-
cision agriculture [42]. Galvao et al., used the hyperspectral data to discriminate five
important sugarcane varieties in Brazilian [6]. An Australian shows the results simi-
larity with field observations who predicted the soil organic carbon (SOC) using
Hyperion data. This technique will facilitate the implementation of digital soil mapping
[43], and the similar result was found in mapping soil organic matter (SOM) using HRS
images and multi-source data [44].

In addition, HRS is applied in vegetation [13], map post fire vegetation recovery
[45], assess species diversity in homogeneous and heterogeneous forest and discrim-
inate different forest tree species [46]. Jensen et al. investigated HRS technology to
determine whether it can be used to accurately measure and the indicators of plant
hazardous waste sites [47].
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6.2 Atmospheric Environmental Assessment

The application of HRS, atmospheric environmental RS is one of the most important
contents, it primarily monitor the O3, CO2, N2O, CO, O2, CH4 in the 400–2500 spectral
range, aerosol. The studies showed that these could be detected in two atmospheric
windows, in the visible range of 400–750 nm and the 0.85 nm, 1.06 nm, 1.22 nm,
1.60 nm, and 2.20 nm spectrum bands of NIR and MIR [48–51]. Bassani et al. pre-
sented a new physically-based method to obtain aerosol optical thick at 550 nm from
hyperspectral image data, who only used the radiative information inherent in the
VIR/NIR spectral domain [48]. Gao et al. computed the approximately values of NO2

transmittances and reflectance near 400 nm over variety targets [49] and found that
clouds could be detected and separated at the 1380 nm and 1500 nm by analyzing the
spectral imaging data over arctic regions [52].

6.3 Geological Prospecting

HRS has been efficiently used in geological prospecting too, such as mineral explo-
ration, hydrocarbon exploration, mineral resources exploration, mining environmental
monitoring, mine ecological restoration and evaluation [53]. HRS technology can
finely identify mineral by tens or hundreds of recorded bands in images and construct a
complete reflectance spectrum of every pixel… Harris et al. used hyperspectral data to
lithological map between VIS and NIR - SWIR range in southern Baffin Island, and
successfully discriminated one major lithological group and three compositional units
[8]. Merucci et al. demonstrate the efficacy of using the TIR image of the DASI
hyperspectral datasets in lithological mapping [54]. Bishop et al. used the HRS tech-
nology to explore the porphyry-type deposits in various environmental [54].

6.4 Water Quality Monitoring

HRS images have been widely used to monitor the water quality of open water aquatic
ecosystems. Those researches are mainly about the monitoring and estimating the
organic matter content of water. Vos et al. used the hyperspectral data to obtain
chlorophy11-a concentrations [55]. Koponen et al. used airborne hyperspectral spec-
trometer and simulated MERIS data for classification of Secchi depth, turbidity,
chlorophyll and detected total phosphorus in three water quality [56]. Politi retrieved
the chlorophyll-a concentrations and secchi discdepth (SDD) from eutrophic lakes
using Terra and Aqua MODIS data [57]. Tilley et al. obtained the total ammonia
concentrations using the narrow spectral bands hyperspectral reflectance of emergent
macrophytes in wetland in south Texas, USA. Froidefond et al. observed high con-
centration mineral particles in surface water on the Mahury River by changing remote
sensing reflectance [58]. Pulliainen et al. retrieved chloroph11-a concentration using a
semi-operative approach and showed the change of the spectrum shape characteristics
and trophic of the lake water [59]. Since hyperion afforded sufficient sensitivity for
detecting optical water quality, Vittorio and Arnold retrieved the chlorophyll concen-
trations, suspended matter and colored dissolved organic matter in Moreton Bay [60].
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6.5 Military Applications

The hyperspectral data have been the main reconnaissance mean in military field and
gradually replaced the multispectral RS. In the field of military reconnaissance,
camouflage identification and battlefield environment reconnaissance are possible using
the HRS, according to the different spectral characteristics of the targets, the compo-
sition and state of targets surface can be obtained. The real military targets (military
vehicle or missile launching frame) of camouflage and stealth in the green vegetation
and desert can be detected and identified from camouflage material and background,
using the airborne and space reflection spectra data of AVIRIS, CASI or Hyperion [7,
15, 61–63], etc. Tiwari et al. extracted five targets (aircrafts) from synthetic images of
the AVIRIS sensor generated and the single AVIRIS image [7]. Gu et al. detected three
planes in each region of the AVIRIS images and OMIS images with the spatial res-
olution 3.5 * 3.5 m [63]. White et al. analyzed various spectral wavelengths to coastal
temperate forest characterization in Canada, that could help to identify the disguising
artificial targets [63]. In addition, in military action, it is often overcome the influence
of multiple targets moving for capturing and tracking in complex background. How-
ever, since the quickly changing of targets position, it is difficult to be tracked, and
sometimes the tracked object is similar to the target tracking. In this case, the ordinary
reconnaissance technology will do not play a role. The hyperspectral images can use
the tracking method by capturing the contour of target, removing the noise signal and
finally locking the tracked target [62].

7 Conclusion

Over the past 30 years, big advance has been made in the development and application
of new RS technologies, that is being applied in agriculture, environment, vegetation,
coastal and inland water studies, disaster mitigation, geology prospecting, astronomy,
etc., pharmaceuticals, medicine and military uses. New materials and techniques should
be used to improve the capabilities of the hyperspectral sensors, especially the spectral
and spatial resolution. At the same time, the standard spectral library on the earth
surface should be built. Thus the HRS will be applied more extensively.
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Abstract. Studying the spatial distribution characters of rubber yield and soil
nutrients and the rule of spatial variability are important for suitable fertilization
strategy in rubber plantation. This paper selected Hongquan Branch, Guangba
Branch andGongai Branch of Guangba Farm inHainan province as study area and
total of 327 samples were selected in the rubber plantation. The spatial distribution
characters of rubber yield and five soil nutrients, including organic matter (OM),
total nitrogen (TN), available phosphorus (AP), available potassium (AK),
exchangeable calcium (Ga), were studied using traditional analysis method and
geo-statistics analysis method. The results showed that: (1) The average value of
rubber yield was 3.55 kg/hm2 with moderate spatial variability and the average
values of OM, N, P, K and Ga were 11.65 g/kg, 0.07%, 16.23 mg/kg,
49.65 mg/kg and 84.44 mg/kg, respectively. Soil OM, TN, AK and Ga had
moderate spatial variability but AP had strong spatial variability. (2) Rubber yield
and soil total nitrogen (N) nutrient had strong spatial dependence; soil OM, AP,
AK and Ga hadmoderate spatial dependence. (3) Based on the previous reports of
normal range of soil nutrients, soil OM and TN nutrient content were very low in
the studied rubber plantation of Guangba Farm. Therefore, more nitrogen fertilizer
should be applied in the rubber plantation in future.

Keywords: Spatial distribution characters � Rubber yield � Soil nutrients
Guangba Farm

1 Introduction

Rubber plantation soil is an important resource of nutrient for rubber tree, the fertility
condition is closely related to rubber growth and production. However, due to the
influence of complex terrain, different cultivation methods and many factors in the
process of soil-forming, the spatial distribution pattern of soil nutrient in rubber
plantation is not homogeneous but highly heterogeneous, which made the large spatial
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variability of rubber yield. Therefore, studying the spatial distribution characters of
rubber yield and soil nutrients and the rule of spatial variability are important to
formulate a suitable fertilization strategy in rubber plantation.

Recently, many researches about the spatial variability of soil nutrients of rubber
plantation could be found in the literatures. Yang et al. [1] pointed out that both soil total
potassium and available potassium had moderate spatial dependence in rubber plantation
of Danzhou city. Yang [2] showed that soil available potassium (AK) and total potassium
(TK) had strong spatial dependence; soil available nitrogen (AN), total nitrogen (TN),
available phosphorus (AP), total phosphorus (TP), pH and organic matter (OM) had
moderate spatial dependence in Lanyang Town rubber plantation. Qin et al. [3] showed
that both soil total phosphorus and available phosphorus at the depth of 0–20 cm and 20–
40 cm had moderate spatial dependence in rubber plantation of Qiongzhong County. Li
et al. [4] found that OM, TN, available K (AK) and pH were at normal range but soil
available P was below normal level in Dongfeng Farm of Yunnan province. In addition,
all parameters of soil OM, TN, AK and pH had strong spatial dependence, indicting the
spatial variability of these soil nutrients were mainly caused by structural factors, such as
climate, terrain, agrotype and so on. Gao et al. [5] pointed out that soil available nitrogen,
available phosphorus and available potassium had strong or moderate spatial dependence
in rubber plantation of Ledong, Hainan. We can find from above researches that the
spatial distribution characters of soil nutrients were different in different rubber planta-
tions, even at the same site but at different time. So, the spatial distribution characters of
soil nutrients should be studied for the specific research areas.

In addition, rubber yield is deeply affected by rubber plantation soil nutrients. Li
et al. [6] pointed out the soil nutrients, such as nitrogen, potassium, phosphorus, can
affect the rubber formation and latex flow through influencing the photosynthesis. So,
the spatial heterogeneity of rubber plantation soil nutrients maybe lead to the spatial
variability of rubber yield. Although many positive results of crop yield and soil
nutrients have been reported in the literatures [7–10], there has rarely studies about the
spatial variability characters of rubber yield and its relationship with soil nutrients so far.

In this study, rubber yield and five soil nutrients were studied in Hongquan Branch,
Guangba Branch, Gongai Branch of Guangba Farm. The objectives of this study were:
(i) to assess the condition of rubber yield and soil fertility in the rubber plantation of
Guangba Farm; and (ii) to understand the spatial variability characters of rubber yield
and soil nutrients using Geo-statists method and the relationship between rubber yield
and soil nutrients.

2 Materials and Methods

2.1 Study Area

The study area is Hongquan Branch, Guangba Branch, Gongai Branch of Guangba
Farm, which is located in the Dongfang city of Hainan province. This site has a mean
annual rainfall of 1600 mm and a mean annual temperature of 24.2 °C. The terrain
slopes gently with slopes of about 10° and elevations of 120 m–160 m above the sea
level. Rubber is one of the main economic forests planted in Guangba Farm with more
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than 3333 hm2 in area. We conducted field surveys of rubber plantations and obtained
rubber yield and corresponding soil nutrient parameters data in about 327 rubber
stands. The location of Guangba Farm and field survey samples are shown in Fig. 1.

2.2 Data Collection

In this study, a total of 327 rubber stands were randomly selected in the rubber
plantation of Hongquan Branch, Guangba Branch, Gongai Branch of Guangba Farm in
2010. The detailed records of latex yield per time of each rubber stand were recorded,
and the annual rubber yield at each rubber stand was calculated.

The corresponding 327 soil samples at the depth of 0–20 cm in the rubber plan-
tation were collected in 2010. For each rubber stand, five representative soil-sampling
sites were randomly selected within a 10 m radius near the center of site. Then they
were mixed to form one composite sample representing this site. The location of each
site was recorded by a DGPS receiver with accuracy of 0.2 m. Soil organic matter
(OM) was calculated by using oil bath-K2Cr2O7 titration method [11]. Soil total
nitrogen (TN) was calculated by using semi-micro Kjeldahl method, soil available
phosphorus (AP) was calculated by using Ammonium-hydrochloride method, soil
available potassium (AK) was calculated by using NH4OAc extraction- flame pho-
tometer method, and soil exchangeable calcium (Ga) was calculated by using 1 mol/L
ammonium acetate exchange atomic absorption spectrophotometry [12].

2.3 Analyses Method and Software

The conventional statistics for raw experimental data was conducted using SPSS 22
software for Windows (SPSSInc., Chicago, IL, USA) with mean, maximum, minimum,
standard deviation (SD), kurtosis, skewness and coefficient of variation (CV). Kurtosis

Hongquan Branch

Guangba 
Branch

Gongai 
Branch

Fig. 1. The location of study area and field survey samples
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and skewness values were used to test whether the raw data follow normal distribution.
If the raw data did not follow normal distribution, 3d Method [13], logarithmic or
power transformations should be applied to meet the hypothesis of geo-statistical
analysis. Coefficient of variation (CV) was identified as a basic parameter for spatial
variability. If CV < 10%, it means weak spatial variability; if 10% < CV < 100%, it
means moderate spatial variability; if CV > 100%, it means strong spatial variability.

The semi-variogram model was used to indicate spatial structure and the degree of
spatial dependence of rubber yield and five soil nutrients. The semi-variogram model is
described usually by five main parameters, i.e. nugget, partial sill, sill, range and
Nugget/Sill [14]. Nugget means the spatial variation of variable was led by random
factors and partial sill means the spatial variation was led by structure factors such as soil
texture, crop variety and etc. Sill is the sum of nugget and partial sill, which means the
total spatial variation of variable. The range means the max distance between two
locations with spatial dependence. The last but the most important parameter is the value
of Nugget/Sill ratio, which can directly indicate the degree of spatial dependence and the
reason led to spatial variation by random or structure factors. If the value of Nugget/Sill
ratio < 25%, it means strong spatial dependence and structure factors as dominant
variation reason; if 25% < Nugget/Sill ratio < 75%, it means moderate spatial depen-
dence; if Nugget/Sill ratio > 75%, it means weak spatial dependence and random factors
as dominant variation reason. The best fit theoretical semi-variogram model for different
variables were simulated and the fitting accuracy were evaluated according to R2

indicators. All above analysis were conducted using GS 10+ software (Fig. 2).

3 Results

3.1 Analysis Rubber Yield and Soil Nutrients

The basic statistical information of rubber yield and five kinds of soil nutrients,
including soil organic matter (OM), total nitrogen (N), available phosphorus (P),
available potassium (K) and exchangeable calcium (Ga), were shown in Table 1. For

Fig. 2. Parameters of semi-variogram model [14]
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yield, OM, N, K and Ga, the coefficients of variation varied between 42.9% and 86.5%,
which were greater than 10% and less than 100%, indicating all these parameters had
moderate variability. However, the coefficient of variation for P reached up to 173.3%,
which meant the variability of P was strong.

Furthermore, because Geo-statistics analysis require all data studied should be
normally distributed, all outliers should firstly be checked before the testing of data
normal distribution using the 3d Method. If the data are still non-normality distribution
after correction outliers, data transform (log, square-root and etc.) should be used to
ensure that the data obey the normal distribution. In this study, logarithm transition
were used for the parameters of yield, P, K and Ga. Through the above-mentioned
processing, the values of skewness and kurtosis of all data used in this study were very
small as shown in Table 1, indicating that they were all normally distribution.

3.2 Analysis Spatial Distribution Characters of Rubber Yield and Soil
Nutrients

To understand the spatial structure and distribution of rubber yield within the farm is
very importance to understand the difference of production capacity among different
rubber stands and to make specific fertilizer application strategies according to different
levels of yield capacity regions.

In this study, the best fit theoretical semi-variogram model and parameters for
rubber yield and five soil nutrients were given in Table 2 and Fig. 3. The Exponential
model was found to be the best fit model for rubber yield, and the range for yield was
3.34 km. Nugget: sill ratio values for rubber yield was 15.30%, which was less than
25%, indicating strong spatial dependence mainly resulted from structural factors such
as rubber cultivar, terrain, climate and so on. The best fit model for the five soil
nutrients was Exponential model. The values of C0/(C0 + C) for OM, AP, AK and Ga
were in the range of 25%–75%, but for N was less than 25%, which indicated that soil
OM, AP, AK and Ga had moderate spatial dependence and soil TN has strong spatial
dependence. The R2 for all parameters studied were in the range of 0.54–0.85, indi-
cating that the selected models can preferably reflect the spatial distribution characters
of these parameters.

Table 1. The basic statistical information of rubber yield and five soil nutrients

N Min Max Mean SD CV (%) Skewness Kurtosis

Yield (kg/hm2) 327 1.33 8.80 3.55 26.03 48.8% 0.34 −0.64
OM (g/kg) 327 0.50 29.10 11.65 5.72 49.1% 0.49 0.06
TN (%) 327 0.01 0.16 0.07 0.03 42.9% 0.81 0.46
AP (mg/kg) 327 1.10 165.70 16.23 28.12 173.3% 0.76 0.88
AK (mg/kg) 327 12.00 121.00 49.65 22.58 45.5% −0.07 −0.14
Ga (mg/kg) 327 5.30 345.60 84.44 73.07 86.5% −0.19 −0.45

Soil organic matter (OM); total nitrogen (TN); available phosphorus (AP); available
potassium (AK); exchangeable calcium (Ga)
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Table 2. Best fit theoretical semi-variogram model and parameters for rubber yield and soil
nutrients

Model Nugget Sill C0/(C0 + C) Range (km) R2

Yield (kg/hm2) Exponential 0.03 0.17 15.30% 3.34 0.54
OM (g/kg) Exponential 24.100 50.2100 48.0% 71.47 0.73
TN (%) Exponential 0.0001 0.0008 14.2% 3.01 0.71
AP (mg/kg) Exponential 0.5610 1.5020 37.4% 219.74 0.85
AK (mg/kg) Exponential 0.1229 0.3658 33.6% 252.47 0.60
Ga (mg/kg) Exponential 0.3100 0.9060 34.2% 12.36 0.74

Soil organic matter (OM); total nitrogen (TN); available phosphorus (AP); available
potassium (AK); exchangeable calcium (Ga)

Fig. 3. The semi-variograms of rubber yield and soil nutrients in the rubber plantation (a):
rubber yield; (b): soil organic matter (OM); (c): total nitrogen (TN); (d): available phosphorus
(AP); (e): available potassium (AK); (f) exchangeable calcium (Ga)
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3.3 Analysis the Potential Balance of Soil Nutrients
in the Rubber Plantation

Studying the balance of different soil nutrients in rubber plantation is important for
making rational fertilizer application strategy, improving the effectiveness of fertil-
ization and maintaining a high and stable rubber production. Based on previous studies
of rubber plantation soil fertility condition by He et al. [15] and Wu et al. [16], the
normal range for soil OM, TN, AP and AK nutrient were 20 g/kg–25 g/kg, 0.08%–

0.14%, 5 mg/kg–8 mg/kg, 40 mg/kg–60 mg/kg, respectively and the threshold value
of Ga was 25 mg/kg. The classification of different soil properties in the study area
were shown in Table 3. The results showed that the levels of soil organic matter
(OM) and total nitrogen (TN) nutrient in the studied rubber plantation were very low.
For available phosphorus (AP) and available potassium (AK), only 26.30% and
38.53% of samples, respectively, were among in the normal range; in other words, the
soil available phosphorus and available potassium nutrient were too less or too much in
most areas of rubber plantation. The soil in the studied area was rich in exchangeable
calcium (Ga) with 81.96% samples greater than the threshold value (25 mg/kg).

4 Discussion

In this study, rubber yield and soil nutrients shown obvious spatial dependence in the
rubber plantation. The relationship between rubber yield and five soil nutrients were
given in Table 4. Rubber yield were strongly related with soil available phosphorus
(AP), available potassium (AK) and exchangeable calcium (Ga) at significance level of
0.01. But no relationships were found between yield and soil organic matter (OM), total

Table 3. The classification of soil properties in rubber plantation of Guangba Farm

Soil properties Low Normal High

Organic matter (OM) Grading standard <20 g/kg 20–25 g/kg >25 g/kg
Number 302 18 7
Percentage (%) 92.35% 5.50% 2.14%

Total nitrogen (TN) Grading standard <0.08% 0.08–0.14% >0.14%
Number 223 97 7
Percentage (%) 68.20% 29.66% 2.14%

Available phosphorus (AP) Grading standard <5 mg/kg 5–8 mg/kg >8 mg/kg
Number 90 86 151
Percentage (%) 27.52% 26.30% 46.18%

Available potassium (AK) Grading standard <40 mg/kg 40–60 mg/kg >60 mg/kg
Number 122 126 79
Percentage (%) 37.31% 38.53% 24.16%

Exchangeable calcium (Ga) Grading standard <25 mg/kg � 25 mg/kg /
Number 59 268 /
Percentage (%) 18.04% 81.96% /
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nitrogen (TN), which was contradictive with the previous study by An et al. [17], it
could mainly because the serious lack of soil OM and N. Luo et al. [18] pointed out
that the leaf nutrient content was directly related to the nutrient condition of rubber tree
and the latex yield, although soil was the source of rubber tree nutrient. The immo-
bilization capability of soil and the absorption capacity of rubber tree may lead to less
OM and TN content in soil but more in rubber tree. Therefore, comprehensive con-
sideration of the soil nutrient and leaf nutrient is essential to know the factors affecting
rubber yield.

5 Conclusion

Studying the rule of spatial variability of rubber yield and soil nutrients and their spatial
distribution characters are important to formulate a suitable fertilization strategy in
rubber plantation. The spatial distribution characters of rubber yield and five soil
nutrients, including OM, TN, AP, AK, Ga were studied by using traditional analysis
method and geo-statistics analysis method in this paper.

The average value of rubber yield was 3.55 kg/hm2 with moderate variability. For
the five soil nutrients, the average values of OM, TN, AP, AK and Ga were 11.65 g/kg,
0.07%, 16.23 mg/kg, 49.65 mg/kg and 84.44 mg/kg, respectively. Soil OM, TN, AK
and Ga had moderate variability but P had strong variability. Through the analysis of
semi-variograms, rubber yield and soil TN nutrient had strong spatial dependence;
rubber yield and soil OM, AP, AK and Ga had moderate spatial dependence. Based on
the previous studies of standard range of soil nutrients, OM and TN nutrient were very
low in the studied rubber plantation of Guangba Farm. Therefore, more nitrogen fer-
tilizer should be applied in the rubber plantation in Guangba Farm in future.
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Technology Innovation of Sanya (2015KJ04), the Technology Research, Development and
Promotion Program of Hainan Province, China (ZDXM2015102), the Hainan Provincial
Department of Science and Technology under Grant (ZDKJ2016021).

Table 4. The relationship between rubber yield and soil nutrients

OM TN AP AK Ga Yield

OM (g/kg) 1 0.763** 0.048 0.260** 0.223** 0.004
TN (%) 0.763** 1 0.042 0.205** 0.197** 0.001
AP (mg/kg) 0.048 0.042 1 0.130* 0.030 −0.154**
AK (mg/kg) 0.260** 0.205** 0.130* 1 0.543** −0.176**
Ga (mg/kg) 0.223** 0.197** 0.030 0.543** 1 −0.185**
Yield (kg/hm2) −0.210 0.001 −0.154** −0.176** −0.185** 1

Note:* Significant at the 0.05 level; ** Significant at the 0.01 level.
Soil organic matter (OM); total nitrogen (TN); available phosphorus (AP); available
potassium (AK); exchangeable calcium (Ga)
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Abstract. This study aims at evaluating the environment quality scientifically
and providing the corresponding optimization methods for facilities upgrade of
enclosed henhouse with four overlap tiers cages. The intelligent environmental
monitoring device for laying hens breeding was developed based on Internet of
things to measure environmental parameters, including temperature, relative
humidity, light intensity and CO2 concentration, wind speed, dust concentration
and other environmental parameters in winter, and to analyze their impact on the
laying rate and egg quality. The results showed that the environmental param-
eters in henhouse different measuring points were different. The height of dif-
ferent hens cages have a certain effect with egg-laying rate and egg weight. It
can be seen that the contradiction between ventilation and heat preservation
should be coordinated in winter. On the premise of keeping suitable tempera-
ture, the ventilation should be increased to provide a good production envi-
ronment for laying hens.

Keywords: Intelligent monitoring � Cascade cage � Environmental quality
Laying performance

1 Introduction

In recent years, there were accelerating transformation and upgrading of the laying hens
industry towards standardization large system in China. Due to the influence of limited
land resources, rising labor costs, livestock waste problems, the proportion of cascading
caged layers gradually increased. Related survey shows that, as of 2013, there were
about 10.25% hens breeding farms using cascade cage in China, which generally used
4–8 stacked cages breeding mode with automatic feeding, automatic collection of eggs,
environmental control system and also with the transfer belt to clean up manure [1, 2].
And the small and medium-sized layers farms usually adopted four cascading cage
feeding mode at present. Because of the increasing breeding density, the environment
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control scientifically was the key point of the cascading cage layer facilities manage-
ment [3, 4]. In this experiment, the important environment parameters were monitored
in a renovated hen house with four stacked cages in winter, and analyzed the envi-
ronmental quality and its impact on the laying rate and egg quality, in order to provide
scientifically references for hen house environment quality control and the facility
upgrade.

2 Materials and Methods

2.1 The Hen House Structure and Building Parameters

The experiment was carried out in a 4-tier automatic controlled laminated hen house
owned by Anhui Jinan poultry Co. Ltd in Anqing city, with 87.4 m length, 10.4 m
width, and 5.0 m height, which had three columns and four aisles with 1.45 m width
each aisle. The hen house wall is 24 brick wall, and the roof was made of 15.0 cm color
steel structure.

Wet curtains were installed in henhouse clean end and both two sides wall. Each wet
curtain area was 81.90 m2, and the thickness was 15 cm. Ten fans (fan power 1.10 KW
and diameter 1.10 m) were located on the wall of the dirt end wall, which were divided
into two layers and operated automatically by the environment controllers. There were
total 30 plastic steel windows on the both two sides wall, with 1.90 m � 1.10 m of each
window area. There were 32 ventilation small windows with 1.00 m � 0.20 m of each
window area located on both two sides wall. The hen house adopted the longitudinal
ventilation mode, with the plastic sheeting was used to seal the wet curtain in winter, and
the fresh air entered the henhouse from the both two sides windows.

The four layers of stacked cages in henhouse were produced by Guangzhou
Huanan Poultry Equipment Co. Ltd, with 600 � 450 m � 400 mm each single cage
size, which could accommodate 6 laying hens. LED lights (220 V/5 W, color tem-
perature 2400 k–2800 k) were located in the middle of the each aisle, according to the
install way of alternating high and low. And the distance between each lamp was 2 m.

2.2 The Intelligent Environmental Monitoring Device

ARM 32-bit Cortex-M3 STM32F103VB as the core processor for the intelligent
environmental monitoring device. The sensors of air temperature, relative humidity,
CO2 concentration, light intensity (CG-02, Hefei Henford Electronic Technology Co.
Ltd. The measurement range of air temperature: −40 °C–+85 °C, with the measure-
ment accuracy: ±0.3 °C. The measurement range of relative humidity: 5%–95%, with
measurement accuracy: ±2%. The measurement range of light intensity: 0–100 lx,
with measurement accuracy: ± 1 lx. The measurement range of CO2: 0–5000 mg/m3,
with measurement accuracy: ±50 mg/m3), wind speed (HD403TS2, Italy DELTA Co.
Ltd. The measurement range: 0.08–5.0 m/s, with measurement accuracy: ±0.2 m/s)
and dust concentration (DS-300, Shenzhen Blue Control Co. Ltd. The measurement
range: 0–50 mg/m3, with measurement accuracy: ±0.5 mg/m3) were connected to the
device by RS-485 bus. All sensors have been calibrated before leaving the factories.
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The device was powered by the power management module included a DC12 V
48AH cell group with the corresponding power conversion circuit, and equipped with
human-machine interface module included LCD and keyboard to realize the sample
data real-time displaying and the configurable sampling period setting. The environ-
ment data could store in SD card combining with SD card data storage module and the
real-time clock module, and also could send data to the remote server with GPRS
wireless module (Xiamen Caimore Communication Technology Co. Ltd). The server
monitoring software was developed based on SQL Server 2008, ASP. Net and visual
studio 2010 web platform. It realized the real-time storage of environmental parameters
information, user management, safety inspection, forms and statements establishment.
The user could convenient query the henhouse environment parameters in real-time
through the web page or intelligent mobile APP (Fig. 1). Other egg quality measuring
instruments were also used in this experiment, such as egg quality multi-function tester
EMT-5200, eggshell strength tester, vernier caliper, and so on [5].

2.3 The Design of Environmental Monitoring Experiment

The experiment was conducted from January 1 to February 12, 2017. The temperature,
relative humidity, CO2 concentration, light intensity, wind speed and dust concentration
of different points in the hen house were monitored. From the wet curtain end to the fan
end, 3 points were measured which were 13.0 m, 39.0 m, 65.0 m (L13.0, L39.0, L65.0)
of 4 aisles, respectively. Meanwhile, 4 points of 0.6 m, 1.3 m, 2.0 m and 2.6 m (H0.6,
H1.3, H2.0 and H2.6) from the ground were measured each aisle (Fig. 2) [5, 6].

During the experiment, the number and the weight of eggs produced by 5 single
cage laying hens in the measurement points were measured every day. The egg quality
measured at the end of the experiment, which collected 2 eggs in single cage and 10
eggs for each measuring point. The egg quality measuring items included egg shell
strength, egg shape index, haugh unit [7]. The measuring methods were carried out
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Fig. 1. The diagram of intelligent environmental monitoring device
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according with the technical manual of livestock and poultry genetic resources for-
mulated by the National Genetic Resources Commission [8].

2.4 Statistical Analysis

The experimental data were processed by the Microsoft office excel. The descriptive
statistical parameters were calculated with by SPSS 20.0. The difference significance
test was analyzed by single factor variance, and the LSD method was used in multiple
comparisons. The data in the following tables mean average plus or minus standard
deviation. When P < 0.05, there was a statistically significant difference in the confi-
dence interval of 95%. When P < 0.01, there was a statistically significant difference in
the 99% confidence interval [9].

Aisle 1

Aisle 2

Aisle 3

Aisle 4

L13.0
L39.0

L65.0

the wet curtain end the fan end

(a) The diagram of longitudinal henhouse aisles sampling points

Aisle 1 Aisle 2 Aisle 3 Aisle 4

H0.6
H1.3
H2.0
H2.3

(b) The diagram of transverse henhouse aisle sampling points

Fig. 2. The diagram of henhouse aisle sampling points
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3 Results and Discussion

3.1 Analysis of Environmental Quality and Laying Performance
in Longitudinal Measuring Points

The environmental quality in longitudinal measuring points of hen house was shown in
Table 1. It could be seen from table that the average temperature, relative humidity,
wind speed, CO2 concentration and dust concentration were 15.67 °C, 66.12%,
0.10 m/s, 2918.33 mg/m3 and 7.33 mg/m3 respectively. The average temperature and
CO2 concentration from the wet curtain end to the fan end of the hen house were
gradually increasing [10]. The temperature and CO2 concentration of determination
point L13.0 m were significantly lower than that of the L 39.0 m and L 65.0 m
(P < 0.05). The difference of wind speed among the longitudinal measuring points
(L13.0 m, L39.0 m, and L 65.0 m) was not significant (P > 0.05). The relative
humidity of L65.0 m was significantly lower than that of L13.0 m and L39.0 m
(P < 0.05). The dust concentration of L13.0 m was significantly higher than that of
L39.0 m and L65.0 m (P < 0.05).

The laying performance and egg quality of laying hens were shown in Table 2.
Under the same feeding management conditions, the difference of the laying rate and
average egg weight among the measuring points of L13.0 m, L39.0 m and L65.0 m
were not significant (P > 0.05). The laying rate at the L39.0 m was higher than that of
L13.0 m and L65.0 m (P > 0.05) and the average egg weight at L39.0 m was lower
than that of L13.0 m and L65.0 m (P > 0.05). The difference of eggshell strength, egg
shape index, haugh unit among the longitudinal points at L13.0 m, L39.0 m and
L65.0 m were not significant (P > 0.05).

Table 1. The environmental quality parameters change in longitudinal measuring points

Sampling
points

Temperature
(°C)

Relative
humidity (%)

Wind speed
(m/s)

CO2 concentration
(mg/m3)

Dust concentration
(mg/m3)

L13.0 m 14.37 ± 2.92a 65.67 ± 10.78ab 0.10 ± 0.03a 2570.17 ± 479.56a 6.78 ± 3.56a

L39.0 m 15.65 ± 2.61b 67.97 ± 10.60a 0.09 ± 0.02a 3013.56 ± 642.55b 7.62 ± 3.07a

L65.0 m 16.99 ± 2.37c 64.73 ± 9.97b 0.11 ± 0.03a 3172.58 ± 592.71b 8.60 ± 3.56a

Note: Different lowercase letters in the shoulder of the same column mean significantly different (P < 0.05).
The same as the following tables.

Table 2. The laying performance and egg quality in longitudinal measuring points

Sampling
points

Laying rate (%) Average egg
weight (g)

Egg shape
index

Shell strength
(kg/cm2)

Haugh unit

L13.0 m 85.14 ± 16.06a 59.04 ± 5.44a 1.28 ± 0.04a 4.67 ± 0.80a 92.31 ± 3.63a

L39.0 m 86.20 ± 12.21a 58.73 ± 2.29a 1.28 ± 0.03a 4.67 ± 0.76a 91.85 ± 3.60a

L65.0 m 84.23 ± 12.69a 58.94 ± 2.61a 1.28 ± 0.04a 4.60 ± 0.71a 92.56 ± 3.40a
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3.2 Analysis of Environmental Quality and Laying Performance
in Transverse Measuring Points

The environmental quality and laying performance in transverse measurement points
were shown in Table 3. With the increase height of cage layers, the temperature and
CO2 concentration increasing gradually. The temperature in the measurement points at
H0.6 m and H1.3 m were significantly lower than that of H2.0 m and H2.7 m
(P < 0.05). The temperature in H0.6 m was the lowest, which was lower than the
temperature of the measured point H2.7 m 3.14 °C. The relative humidity at H0.6 m
and H1.3 m were significantly higher than that of H2.0 m and H2.7 m (P < 0.05).

The average light intensity was 52.25 lx and the light intensity at H0.6 m and
H1.3 m were significantly higher than that of H2.0 m and H2.7 m (P < 0.05). Due to
the experimental henhouse was reform from the old chicken coop and the plastic
windows were installed on both sides wall, it led to the light intensity in the hen house
was relatively too high to meet the requirement of national environmental quality
standard of livestock and poultry farm (NY/T 388-1999) (30 lx) [11]. The CO2 con-
centration in different measuring points were higher than 1500 mg/m3 of the require-
ment of national environmental quality standard of livestock and poultry farm. The
CO2 concentration at the highest measuring point on the cage H2.7 m was up to
3722.97 mg/m3, which was significantly higher than other measuring points
(P < 0.05). The dust concentration at H2.7 m was significantly lower than that of other
measurement points (P < 0.05) [12].

The laying performance and egg quality of laying hens were shown in Table 4. At
the different height of the cages, the laying rate at H0.6 m was the highest, significantly
higher than that of other cages (P < 0.05). The laying rate at H2.7 m was the lowest,
significantly lower than that of other cages (P < 0.05). In the average egg weight, the
egg weight at H0.6 m was significantly higher than the average egg weight at H2.7 m
(P < 0.05). There was no significant difference of eggshell strength, egg shape index,
haugh unit among at different cages height of H0.6 m, H1.3 m, H2.0 m and H2.7 m
(P > 0.05) [13, 14].

Table 3. The environmental quality parameters change in transverse measuring points

Sampling
points

Temperature
(°C)

Relative humidity
(%)

Wind speed
(m/s)

Light intensity
(lx)

CO2 concentration
(mg/m3)

H0.6 m 14.36 ± 2.47a 67.29 ± 10.04a 0.16 ± 0.19a 57.65 ± 8.48a 1991.65 ± 689.25a

H1.3 m 14.83 ± 2.26a 69.18 ± 9.26a 0.06 ± 0.11b 64.25 ± 7.06a 2476.45 ± 723.67b

H2.0 m 16.87 ± 2.87b 62.67 ± 11.36b 0.09 ± 0.09b 45.57 ± 9.72b 3190.49 ± 690.80c

H2.7 m 17.50 ± 2.63c 63.72 ± 10.55b 0.08 ± 0.15b 43.67 ± 8.41b 3722.97 ± 597.65d
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3.3 Correlation Analysis of Henhouse Environmental Quality

The analysis of henhouse environmental quality was shown in Table 5. It showed that
in the enclosed henhouse with four overlap tiers cages, the temperature in the winter
was significantly negatively correlated with the relative humidity (P < 0.01), which
was positively correlated with CO2 concentration (P < 0.01). The relative humidity
was significantly negatively correlated with CO2 concentration and wind speed
(P < 0.01). The concentration of CO2 was significantly negatively correlated with wind
speed (P < 0.01) [15].

4 Conclusions

In conclusion, the environment parameters such as temperature, relative humidity, light
intensity, CO2 concentration, wind speed, dust concentration at the different measuring
points were different. The average temperature and CO2 concentration from the wet
curtain end to the fan end of the henhouse were gradually increasing. The result shows
the consistency of environmental parameters in different positions of chicken coop is
poor and the environment control system needs to be improved. Because the light
intensity in the henhouse was relatively too high, the henhouse windows should be
upgraded to reduce the light intensity to a reasonable range, which can meet the
requirement of national environmental quality standard of livestock and poultry farm.

Table 4. Analysis of laying performance and egg quality in transverse measuring points

Sampling
points

Laying rate (%) Average egg
weight (g)

Egg shape
index

Shell strength
(kg/cm2)

Haugh unit

H0.6 m 90.69 ± 8.50a 60.00 ± 3.25a 1.28 ± 0.04a 4.68 ± 0.74a 92.57 ± 2.84a

H1.3 m 84.39 ± 12.31b 59.43 ± 2.29ab 1.28 ± 0.04a 4.56 ± 0.80a 91.84 ± 3.33a

H2.0 m 85.72 ± 9.78b 58.74 ± 2.68b 1.27 ± 0.04a 4.65 ± 0.70a 92.25 ± 4.21a

H2.7 m 77.74 ± 20.21c 56.76 ± 5.53c 1.28 ± 0.04a 4.67 ± 0.82a 92.15 ± 3.54a

Table 5. The correlation analysis of laying house environment parameters in winter

Temperature Relative
humidity

CO2

concentration
Wind
speed

Dust
concentration

Temperature
Relative
humidity

−0.473**

CO2

concentration
0.508** −0.202**

Wind speed −0.056 −0.324** −0.195**

Dust
concentration

0.128 −0.011 −0.019 −0.123

Note: ** means extremely significantly different (P < 0.01).
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Additionally, according to the measurement experiment of egg quality in henhouse
different positions, it can be seen that different environmental quality will affect the
performance of laying hens. In order to provide a good environment for the laying
hens, it is necessary to coordinate the contradiction between ventilation and heat
preservation. And under the premise of keeping the temperature suitable, the ventila-
tion rate should be increased.
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Abstract. The timely and accurate prediction of crop yield is of great signifi-
cance to the formulation of national grain policy, the macro control of prices and
the development of rural economy. In this paper, the NDVI values were cal-
culated by using the measured spectral reflectance data of Winter Wheat during
the whole growth period in 2014, combining with actual measured output,
constructing a function model of NDVI index and measured output. The study
concluded that the coefficient of determination (R2) of the NDVI index and the
measured yield model in the whole growth period was 0.78, the root mean
square error is 40.795 (kg/mu), Standard root mean square error is 10.79%. The
value of root mean square error of verification model is 49.297 (kg/mu), the
value of standard root mean square error is 13.04%. Therefore, the estimation
model obtained in this experiment has good reliability, It is feasible that the
portable instrument for measuring the parameters of crop growth potential by
using the estimation model.

Keywords: Total growth period � Winter wheat � Reflectance
NDVI � Measured yield

1 Introduction

Since the 1970s, remote sensing technology has been used in large area crop yield
prediction. Precision agriculture has become an important modern agricultural pro-
duction mode to improve the utilization rate of agricultural resources, reduce the cost of
agricultural production and improve the agricultural ecological environment [1]. As an
important grain crop in China, the safe production of wheat is an important guarantee
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for the sustainable development of our country. Quickly and timely understanding of
the distribution of wheat, generalization, growth status and yield dynamics, to facilitate
government decision-makers and producers to take various regulatory measures to
achieve the purpose of increasing production, income and efficiency [2]. Estimation of
crop yield has gone through the sampling survey, statistical analysis, statistical model
and meteorological satellite remote sensing data estimation stage [3]. China’s yield
estimation by remote sensing are summarized as follows: Spectral information - index -
growth information - yield, spectrum - moisture and nitrogen - yield, spectral infor-
mation - index - growth information - growth model – yield [4]. Many experts and
scholars have studied the NDVI index based on the spectral reflectance of different
crops, He et al. [5] research shows that the growth trend in the 3–5 month NDVI index,
but the amplification of index was smaller, the production precision is highest in the
May NDVI index; others believe that the current work of remote sensing is mainly by
using single fertility period or some fertility period of spectral vegetation index and
yield for regression analysis to estimate yield, such as NDVI index in China [6–9].

In this study, ASD spectroscopy was used to obtain reflectance data of crops during
the whole growth period, calculate NDVI index and yield inversion. The reliability of
the instrument is verified indirectly. At the same time, it lays a foundation for large-
scale production forecasting.

2 Materials and Methods

2.1 Overview of the Study Area

The experimental area is located in Changping District, Beijing National Precision
Agriculture Research and Demonstration Base, located at latitude 40° 11′, longitude
116° 27′, altitude 36 m, the base of fertile land, flat terrain, soil type for the soil base,

China

Study area

Beijing

Fig. 1. National precision agriculture research and demonstration base
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covers an area of about 2500 acres, climate type is a typical warm temperate semi-
humid continental monsoon climate, the winter wheat crop is the base in late
September early October planted (Fig. 1).

2.2 Research Design

There are two varieties of wheat used in this experiment, A and B, respectively, cross
planting. There were 16 plots in the test field, and each plot was divided into three sub-
districts for three replicates, each with an area of 48 m2 (6 m � 8 m) and a line spacing
of 15 cm. The experimental field also conducted nitrogen treatment (N1, N2, N3, N4)
and water treatment (excessive, normal and rainfed). This experiment is to obtain the
reflectance of crops, and the function of dealing with the corresponding NDVI index, the
final function model using the measured output and the NDVI index to establish the
estimation. Therefore, we should try to reduce the impact of irrelevant factors, so that the
experiment from the normal water area selected experimental plots, such as the block 3,
6, 7, 10, 11, 15 six plots. Among them, using the data of the three plots 3, 6, 10 and 11 to
establish the function model of different band length and reflectance. The experimental
data of 12 cells were selected from 18 experimental communities to establish the
functional model of the corresponding NDVI index in the measured area. The experi-
mental data of the other six communities were used to validate the model (Fig. 2).
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Fig. 2. Sketch map of experimental plots
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2.3 Instrument Introduction

The following is a portable instrument for measuring crop growth parameters (Before
using the instrument, the integrating sphere is used to perform spectral calibration on
the instrument to ensure that the instrument can be used normally, and the basic
parameters of the instrument are as follows). The instrument has two channels. By
searching the relevant research status at home and abroad, the final choice is 650 nm
and 810 nm as the channel wavelength of the instrument. The experiment date is from
March 28 to May 17; the test time is 6:30 to 18:30, every half an hour to conduct a test.
Before the experiment, the equipment should be set up and checked first, the instru-
ment’s sensor is facing the sun and level, and the sensor probe is 0.5 m from the
canopy of the rice. Each collection area needs to collect 5 points of data, take the
average as the spectral reflection of the sample point (Fig. 3, Table 1).

Fig. 3. Instrument for measuring crop growth parameters

Table 1. Hand-held portable crop growth parameters speedometer parameters

Parameter Parameter value Parameter Parameter value

Operating
wavelength RED

P = 650 nm ± 2 nm,
FWHM 10 nm

Operating
Wavelength NIR

p = 810 nm ± 2 nm,
FWHM 10 nm

Relative
indication error

8% Non-linear error 1%

Up sensor 180° Down sensor 36°
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2.4 Determination Method

2.4.1 Spectral Data
The winter wheat canopy spectra were measured using a FieldSpec Pro FR2500 back-
hanging field hyperspectral radiometer manufactured by American Analytical Spectral
Device (ASD), the band value is 350–2500 nm. The canopy spectra were measured
from 6 a.m. to 16 p.m., with clear weather, no wind or very small wind speed. When it
was measured, the sensor probe is vertical downward, the vertical height is about 1 m
from the top of the canopy, and 10 sampling spectra are recorded at each observation
point, and the average value is taken as the reflection value of the observation point. In
the process of measurement, the standard white board correction should be carried out
before and after the observation of each group of targets (the standard white board
reflectivity is 1, so the target spectrum is dimensionless relative reflectivity).

2.4.2 Normalized Difference Vegetation Index
NDVI: Refers to the increase in the near infrared range of green leaves scattering and
red band range of chlorophyll absorption differences, generally used to detect vege-
tation growth status, vegetation coverage and eliminate partial radiation errors. In terms
of the normalized difference vegetation index, the sensitivity will decrease when the
LAI value is very high (LAI is the leaf area index), that is, when the vegetation is
luxuriant. Calculation formula:

NDVI ¼ qNIR � qRED
qNIR þ qRED

¼ NIR� R
NIRþR

ð1Þ

The range of NDVI value is −1 * 1, a negative value indicates that the ground
cover for cloud, water, snow, high reflection of visible light; 0 said that the rocks or
bare soil, NIR and R are approximately equal; positive, said there is vegetation cover
and increases with increasing coverage; 0.2 * 0.8 is the general scope of green
vegetation area [10].

2.4.3 Yield
This experiment was carried out on the basis of the experimental data(yield, asd)in
2014. The maximum measured output is 549.42 (kg/mu), the minimum is 223.03
(kg/mu), and the average value is 378.05 (kg/mu).Then, the NDVI index and the
measured output are used to establish the model, and the NDVI index is tested to
calculate the predicted output, and the corresponding RMSE and NRMSE are
calculated.

2.5 Model Accuracy Evaluation

2.5.1 Validation Techniques
In this paper, we use 2/3 of the experimental data to establish the model, another third
of the experimental data were validation for the model just created. In this paper, a total
of 6 plots and 18 plots were selected for the experiment. The experimental data of 12
plots were randomly selected to establish the function model. The experimental data of
6 other plots were used to validate the model.
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2.5.2 Coefficient of Determination
The coefficient of determination (coefficient of - determination, R) was used as the
evaluation of the relationship between remote sensing estimation of biomass and
biomass measurement standard. Calculation formula:

R2 ¼ ðP xy�
P

x
P

y
n Þ2

ðP x2 � ð
P

xÞ2
n ÞðP y2 � ð

P
yÞ2

n Þ
ð2Þ

x, y stands for sample value, n stands for sample number; n stands for the number of
samples. The higher the R2, the better the correlation between the variables involved in
the evaluation, the higher the reference value; The smaller the R2, the lower the
correlation, the smaller the reference value [11].

2.5.3 Root Mean Square Error
Root mean square error was used as a standard for evaluating the estimated biomass
and measured biomass errors.

Calculation formula:

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn
i¼1

ðyi � y
^
i
Þ2

n

vuuut ð3Þ

NRMSE ¼ RMSE=X ð4Þ

yi stands for measured value, y
^
i
stands for analog value, n stands for the number of

samples, X stands for mean of the measured value. RMSE is very sensitive to larger
errors. The smaller the RMSE, the higher the accuracy of the estimation results. RMSE
has increased the penalty for single data (squared penalty), which makes the evaluation
even more rigorous [12].

2.6 Statistical Analysis

In this study, determination coefficient (R2) and root-mean-square error were regarded
as indicators to interpret and quantify the relationship between NDVI and vegetation
index. Generally speaking, the higher R2, the smaller RMSE, and the better ability of
the estimated model between the NDVI and vegetation index, otherwise, the estimated
ability is poor.
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3 Results and Analysis

3.1 The Relationship Between the Length and Reflectivity of Different
Plots of Winter Wheat in Different Bands

Refer to the literature at home and abroad indicated that the relationship between the
length and reflectivity of Winter Wheat in different bands is linear regression model.
From the measured data, the interception wavelength is between 640–660 nm and 800–
820 nm. The function models of different band length and reflectivity of each block are
obtained as follows (Tables 2, 3):

3.2 A Functional Model for Measuring NDVI Index of Yield and Whole
Growth Period Was Established

This study is based on the average reflectance of different bands of crops obtained in
each plot obtained in 2014. The corresponding NDVI index is obtained by formula (1),
following Table 4.

The measured output and NDVI data of 12 plots were obtained and analyzed
statistically, obtained the function model of measuring yield and NDVI index, as
follows. The relationship between measured yield and NDVI index is
y = 45.504e2.6504x, The R2 is 0.78 by using formula (1–2), the RMSE is 40.795(kg/mu)
by using formula (1–3), the NRMSE is 10.79%. The above data show that the model
has certain reliability (Fig. 4).

Table 2. The relationship between band and reflectivity in 640–660 nm

Block
number

Relationship between long pulse and
reflectance

Coefficient of determination
(R2)

3 y = −0.0001x + 0.1246 0.9851
6 y = −0.0002x + 0.1473 0.9886
10 y = −0.0001x + 0.1182 0.9846
11 y = −0.0002x + 0.178 0.9818

Table 3. The relationship between band and reflectivity in 800–810 nm

Block
number

Relationship between long pulse and
reflectance

Coefficient of determination
(R2)

3 y = 0.0002x + 0.2049 0.9262
6 y = 0.0002x + 0.2316 0.9454
10 y = 0.0002x + 0.1878 0.9622
11 y = 0.0002x + 0.1214 0.9799
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3.3 Verification of Function Model

Using the NDVI index of the other six communities that did not participate in the
model building are respectively used in the function model obtained in the previous
section. Compared with measured output, calculated the RMSE is 49.297 (kg/mu) by
using formula (1–3), the NRMSE is 13.04%. The above data show that the model has
certain reliability.

4 Conclusion

1. When the band length is 640–660 nm, the fitting model of band length and crop
reflectivity is higher, and the influence of nitrogen treatment is smaller. When the
band length is 800–810 nm, the fitting degree of normal nitrogen and nitrogen
treatment is higher than that of semi nitrogen and nitrogen free treatment.

Table 4. NDVI index of each experimental plot

Cell ID NDVI index Cell ID NDVI index

p03-1 0.86 p10-1 0.83
p03-2 0.89 p10-2 0.85
p03-3 0.78 p10-3 0.82
p06-1 0.82 p11-1 0.54
p06-2 0.85 p11-2 0.74
p06-3 0.84 p11-3 0.56
p07-1 0.84 p15-1 0.85
p07-2 0.86 p15-2 0.68
p07-3 0.84 p15-3 0.73

y = 45.504e2.6504x
R² = 0.7755

Fig. 4. NDVI index and measured yield model for full growth period
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2. The estimation model established by using yield and NDVI index measured the
decision coefficient R value is 0.78, the root mean square error of the value of
RMSE is 40.795 (kg/mu), mean square error NRMSE value is 10.79%.

3. When model validation is performed, the root mean square error RMSE is 49.297
(kg/mu), and the standard root mean square error is 13.04%.
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Abstract. A framework about spectral based vegetation classification was
proposed, which serves as a core methodology of the vegetation spectral
knowledge base. The hyperspectral reflectances of 13 types of plants were
measured by an ASD FieldSpec 4 spectroradiometer. Two forms of spectral
features were used for representing the key spectral characteristics of plants,
including Vegetation index (VI) and spectral shape features. Based on these
spectral features, a sensitivity analysis was performed to identify the most
important features for establishing the classifier. The analysis of variance
(ANOVA) and the cross-correlation analysis were applied to derive the sensi-
tivity of features and remove features that have high correlations. Then, a
classification method for differentiating plants was established by coupling some
spectral similarity measures (e.g., ED) with some classification methods (e.g.,
BPANN and SVM). The results of discrimination analysis showed that a highest
accuracy was produced by SVM with the OAA over 99% when using 7 sen-
sitive VIs. The results suggested the framework about spectral based vegetation
classification can form a basis for spectral knowledge base and application
technology and further achieve a wide range of plant classification based on
remote sensing.

Keywords: Vegetation classification � Hyperspectral � Feature extraction
Classification algorithm

1 Introduction

Recent advances in Hyperspectral provide opportunities to map plant species and
vegetation at various scales and resolutions. Establish a spectral knowledge base is an
effective management tool. Among them, the study of vegetation classification methods
based on hyperspectral data is an important part of plant spectrum library. Over the last
decade, vegetation canopy spectral reflectance has been successfully used in discrim-
inating plant species (Schmidt and Skidmore 2003; Pu 2009; Allard et al. 2011;
Peñuelas 1995a). Some detailed changes in spectral curves of hyperspectral data can be
detected by spectral feature selection and extraction methods such as continuum
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removal or derivative analysis. (Schmidt and Skidmore 2003; Abdel-Rahman et al.
2010). Gong et al. (1997) and Pu (2009) found that the first derivative of the tree
spectrum can significantly improve the accuracy of the identification of the six species
of common conifers in northern California and the 11 species of urban trees in Tampa,
Florida. Prospere et al. (2014) used 47 spectral variables to classify 46 plant species in
tropical wetland. A series of methods were used to select and extract features. Then a
set of algorithms were used to build the classification model. Pu (2011) utilized a
stepwise masking system to process the high-resolution IKONOS images and to
identify and map urban forest tree species/groups. Bue et al. (2015) proposed a method
of combining Multiple Endmember Spectral Mixture Analysis (MESMA) and Multi-
class Discriminant Analysis (MDA) for classifying spectrally-similar species. In a case
study for mapping urban trees, Pu and Landry (2012) found that the WV2 imagery
produced a higher accuracy than the IKONOS imagery according to an independent
validation. Zeng et al. (2017) chooses the wetland of Poyang Lake as the study area,
and with the help of ASD FieldSpec4, it gets the reflecting curve of six advantage kinds
of vegetation. Based on the pretreatment of original spectral data, this research uses a
series of methods to analyze and compare the spectral curve, including derivative, Log
(1/R), continuum removing an so on. Then, it uses the characteristic parameters of
spectral to classify and extract the plant. Yu et al. (2017) used spectral derivative
method and vegetation index method to construct spectral features. The artificial neural
network method and factor analysis method were used to classify and extract typical
vegetation.

The spectral based vegetation classification is one of the core technologies for
establishing plant spectrum library. Based on hyperspectral measurements of a number
of plant species, this paper focuses on the extraction and selection of spectral features
for vegetation classification. Besides, combining with some pattern recognition algo-
rithms, a framework for spectral based vegetation classification was established and
evaluated.

2 Materials and Methods

2.1 Experimental Design and Data Acquisition

In this study, plant hyperspectral measurements were made in May 2017 in Hangzhou
(Lon 120.34°, Lat 30.31°), where consisting a variety of plants. The plant canopy
spectrometer was measured using an ASD Fieldspec FR2500 spectrometer with a
sampling interval of 1.4 nm (350 to 1000 nm) and 2 nm (in the range of 1000 to
2500 nm). All spectral measurements are made in windless weather within 10:
00 * 14: 00. The sensor was placed at 60 cm above the plants’ canopy. The spectral
data is calibrated against a white reference panel to convert from the radiance signal to
spectral reflectance. A total of 20 recordings were made and were then averaged to get
one canopy spectrum. Per plant, 10-25 measurements were made in the field of view,
and 13 species of plant hyperspectral data (n = 324) was Measured, including Lor-
opetalum chinense var.rubrum, Platycladus orientalis (L.) Franco, Ilex crenata Thunb.,
Sedum sarmentosum Bunge, Rhododendron simsii Planch., Nelumbo nucifera Gaertn.,
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Pyracantha, fortuneana (Maxim.) Li, Buxus megistophylla, Ligustrum vicaryi, Pas-
palum thunbergii Kunth ex Steud., Mahonia fortune (Lindl.) Fedde, Photinia serru-
lata Lindl. and Buxus sinica (Rehd. et Wils.) Cheng (Fig. 1).

2.2 Features Extraction

Vegetation Indices. In this paper, 13 classic vegetation indices (VIs) are purposely
selected for plants classification (Table 1). Some of the VIs are sensitive to pigments
variation, some of the VIs are sensitive to variation of leaf area or biomass, while some
others are sensitive to the plants’ water contents. The different mechanisms of these VIs
are important for indicating the spectral difference among plants. Besides, a sensitivity
analysis by the analysis of variance (ANOVA) was performed to identify the most
important VIs for establishing the classification model. In addition, a cross-correlation
analysis were applied to eliminate features with relatively high information
redundancy.

Fig. 1. Example of hyperspectral curves of different plants and their canopy pictures

Table 1. The 13 vegetation indices extracted from hyperspectral data

Spectral index Definition Reference

EVI, Enhanced VI 2.5(RNIR − Rred)/
(RNIR + 6Rred − 7.5Rblue + 1)

Huete et al. 2002

LAIDI, LAI Determining
Index

R1250/R1050 Delalieux et al. 2008

NDVI, Normalized Difference
Vegetation Index

(RNIR − Rred)/(RNIR + Rred) Rouse et al. 1973

NRI, Normalized Ratio Index (R874 − R1225)/(R874 + R1225) Koppe et al. 2010
sLAIDI, Normalization or
Standard of the LAIDI

S(R1050 − R1250)/
(R1050 + R1250), where S = 5

Delalieux et al. 2008

(continued)
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Spectral Shape Feature. Besides the VIs, some spectral shape feature including the
first-order derivative features and continuum removal (CRM) features are also inclu-
ded. The derivative spectrum is the normalized spectral difference of two adjacent
narrow-bands with their wavelength interval. Spectral derivative analysis can partially
eliminate the effects of atmospheric effects, vegetation and environmental background
(shadow, soil, etc.) which thus emphasize some essential characteristics of the plant
(Demetriades-Shah et al. 1990; Tsai and Philpot 1998). The first derivative spectra can
be calculated by:

q0ðkiÞ � qðkiþ 1Þ � qðki�1Þ½ �=Dk ð1Þ

where, q0ðkiÞ is the first derivative,; qðkiÞ is the reflectance at a wavelength (band) i; Dk
is the wavelength interval between kiþ 1 and ki�1 and equals twice bandwidth for this
case. The continuum removal technique provided a quantitative measure of absorption
features in plants’ spectra (Fig. 2). Thereby, a total of 12 spectral shape features,
including 9 first order differential features of red edge, blue edge and yellow edge, and
the depth, width and area of CRM in bands range from 530 nm to 770 nm were
extracted from the original spectra (Table 2).

Table 1. (continued)

Spectral index Definition Reference

ACI, Anthocyanin Content
Index

Rgreen/RNIR Van den Berg and
Perkins2005

NPQI, Normalized
Phaeophytinization Index

(R415 − R435)/(R415 + R435) Barnes et al. 1992;
Peñuelas et al. 1995b

PRI,
Photochemical/Physiological
Reflectance Index

(R531 − R570)/(R531 + R570) Gamon et al. 1992

DSWI, Disease Water Stress
Index

(R802 + R547)/(R1657 + R682) Galvão et al. 2005

RVIhyp, Hyperspectral Ratio
VI

R1088/R1148 Schlerf et al. 2005

SIWSI, Shortwave Infrared
Water Stress Index

(R860 − R1640)/(R860 + R1640) Fensholt and Sandholt
2003

WI, Water Index R900/R970 Peñuelas et al. 1997
RVSI, Red-Edge Vegetation
Stress Index

[(R712 + R752)/2] − R732 Merton and Huntington
1999
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2.3 Classification Algorithm

To achieve the spectral classification among different plants, three classification
algorithms are tested, including Euclidian distance (ED), Support vector machines
(SVM) and Artificial neural network (ANN). The Euclidian distance (ED) provides a
measure of distance between two pixels or between a reference spectrum and a test
spectrum in the L-dimensional feature space:

Fig. 2. Illustrated of CRM

Table 2. 12 spectral shape features

Position Band range
(nm)

Features

First order differential
features

Blue
edge

490–540 Maximum differential value (BMV)
Position of the maximum differential
value (BPMV)
Sum of differential values (BSV)

Yellow
edge

540–620 Maximum differential value (YMV)
Position of the maximum differential
value (YPMV)
Sum of differential values (YSV)

Red
edge

660–780 Maximum differential value (RMV)
Position of the maximum differential
value (RPMV)
Sum of differential values (RSV)

CRM features NIR 530–770 Depth
Width
Area
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EDðqt; qrÞ ¼
XL

i¼1

ðqti � qriÞ2
" #1

2

: ð2Þ

Where, qr ¼ ½qr1; qr2; . . .; qrL�T and qt ¼ ½qt1; qt2; . . .; qtL�T are assumed as the
reference spectrum (a laboratory or pixel spectrum known to characterize a target of
interest) and the test spectrum, respectively. L represents the spectral dimensionality
and equals to the number of bands of hyperspectral data (Kong et al. 2010). The SVM
is a new type of classifiers that can efficiently overcome the Hughes phenomenon by
directly seeking a separating surface (hyperplane) through an optimization procedure.
The ANN has been proven that it works well even with small training sample size. The
general principal of the ANN is demonstrated in Fig. 3.

Based on the two types of spectral features, the plants classification models were
established according to ED, SVM and ANN, respectively. The models were trained
with 60% of the data (n = 195), whereas were validated against the left 40% of the data
(n = 129). The accuracies of the classification are evaluated according to the overall
accuracy (OAA) and kappa coefficient (Congalton and Mead 1983; Story and
Congalton 1986). A flowchart of the entire analysis is demonstrated in Fig. 4.

Fig. 3. Neural network structure
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3 Results

3.1 Classification with VIs

According to the sensitivity analysis, a total of 13 Vis passed the ANOVA with p-value
<0.01. Then, after the cross correlation check, 7 VIs were retained, including GI, NRI,
ACI, RVSI, NDVI, NPQI, and TVI. The means of the 7 VIs were compared among all
types of plants as shown in Fig. 5. The classification accuracies of ED, SVM and ANN
were shown in Table 3.

Spectral Similarity
Measures

(1)Euclidian distance (ED)

Vegetation Hyperspectral Data

Spectral Features Spectral Shape Features

Feature extraction
(1)Spectral derivative
analysis
(2)COntinuum removed

Vegetation index
extraction

Classification Algorithm

Classification Accuracy Evaluation
(1)OAA

(2)KAPPA Coefficient

Spectral Sensitivity Analysis
(1)ANOVA
(2)Cross-correlation

(1)SVM
(2)BPANN

Fig. 4. Experimental flow graph
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3.2 Classification with Spectral Shape Features

According to the sensitivity analysis, a total of 12 spectral shape features passed the
ANOVA with p-value <0.01. Then, after the cross correlation check, 7 spectral shape
features were retained, including BMV, BPMV, YPMV, YPMV, RMV, Depth and
Width. The means of the spectral shape features were compared among all types of
plants as shown in Fig. 6. The classification accuracies of ED, SVM and ANN were
shown in Table 4.

-1

0

1

2

3

4

5

6

GI NRI*-10 PRI*-10 RVSI NDVI ACI*10 NPQI*-10

Loropetalum chinense var.rubrum
Platycladus orientalis (L.) Franco
Ilex crenata Thunb.
Sedum sarmentosum Bunge
Rhododendron simsii Planch.
Nelumbo nucifera Gaertn.
Pyracantha fortuneana (Maxim.) Li
Buxus megistophylla
Ligustrum vicaryi
Paspalum thunbergii Kunth ex Steud.
Mahonia fortunei Lindl. Fedde
Pho nia serrulata Lindl.
Buxus sinica (Rehd. et Wils.) Cheng

Fig. 5. Illustrates statistics of VIs

Table 3. Confusion matrix created using VIs

OAA KAPPA

ED 0.92 0.91
SVM 0.99 0.99
BPANN 0.84 0.82

0

0.5

1

1.5

2

2.5

3

3.5

BMV*1000 RMV*100 Width/100

Loropetalum
Arborvitae
Ilex Crenata
Sarmentosum
Azaleas
Lotus
Pyracantha Fortuneana
Euonymus Japonicus cv.Aureo-ma
Ligustrum Vicaryi
Paspalum
Chinese Mahonia
Heather
Buxus Microphylla

Fig. 6. Illustrates some statistics of spectral shape features
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4 Discussions

In this comprehensive study by using hyperspectral data for classifying 13 plant spe-
cies, it is encouraging that a satisfactory accuracy can be achieved by this spectral
classification. Based on the sensitive VIs, the OAA that was produced by all three
classification algorithms were over 84%. However, the OAA of the classification
models that were based on spectral shape feature were all below 55%, which is not
acceptable for application. Comparing with spectral shape features, the significant
difference of VIs among plants may account for its higher classification accuracy
(Figs. 5 and 6). Among the three classification algorithms, the highest accuracy was
produced by SVM with the OAA over 99% whereas the lowest accuracy was produced
by ANN. The classification ability based on spectral shape features is weak, and the
selection and extraction of more sensitive features are to be further explored.

5 Concluding Remarks

In this study, hyperspectral data was used to classify plant species. (1) A total of 7 VIs
and 7 spectral shape features were identified as most suitable for plants classification in
our case. (2) Based on VIs and SVM algorithm, the highest classification accuracy can
be achieved with OAA = 0.99.The results suggested the great potential of hyper-
spectral data in plants classification. The framework about spectral based vegetation
classification can form a basis for spectral knowledge base and application technology
and further achieve a wide range of plant classification based on remote sensing.
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Abstract. Leaf nitrogen content is an important index of crop growth and plays
an important role in crop growth and development. In this paper, the hyper-
spectral data of winter wheat and the leaf nitrogen content is used to study
winter wheat on flagging stage, flowering stage and grain filling stage. The
estimation model of nitrogen content in winter wheat leaves at different growth
stages is constructed by using partial least squares method and verified by using
a cross-validation method. The results showed that R2 and the RMSE of the
three growth stages were 0.53, 0.68, 0.64 and 0.331%, 0.246% and 0.406%
respectively, and R2 and RMSE of model validation were 0.44, 0.71, 0.64 and
0.369%, 0.235% and 0.410%. Both the prediction model and the verification
model had high reliability. Therefore, it is feasible for UAV to carry hyper-
spectral monitoring system for retrieving nitrogen content of winter wheat
leaves.
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1 Introduction

Nitrogen is the most important mineral nutrient element in crop life, which can promote
the growth of vegetative organs such as roots, stems and leaves, expand the area of
photosynthesis and enhance the accumulation of photosynthetic products [1, 2]. The
nitrogen content directly affects crop growth and yield [3]. Inversion of crop nitrogen
content by remote sensing system is one of the quantitative agricultural remote sensing
hotspots. In order to establish the relationship between wheat nitrogen content and
spectrum, domestic and foreign scholars have studied the changes of sensitive spectral
bands in different growth stages of wheat [4, 5]. Zhang et al. [6] put forward the
sensitivity study of retrieving leaf nitrogen content of Winter Wheat with different
spectral vegetation index. The results showed that Using Hyperspectral Vegetation
index can effectively achieve nitrogen content inversion of crop leaves. Zhu et al. [7]
have put forward a preliminary study on the use of SPAD to predict chlorophyll and
nitrogen content in wheat leaves. It turned out that the SPAD value of wheat leaves is
positively correlated with total nitrogen content, and the total nitrogen content could be
estimated by SPAD value for wheat nitrogen nutrition. Li et al. [8] have proposed a
quantitative relationship between nitrogen content and canopy reflectance index in
wheat leaves, and the results showed that the red edge position of canopy reflectance
spectrum could indicate the leaf nitrogen content of wheat varieties with different
protein types. Sun et al. [9] have raised the establishment and validation of GRNN
hyperspectral remote sensing model for retrieving nitrogen content in winter wheat
leaves based on GA. The results showed that the selected spectral parameters and the
corresponding model could reflect the relationship between total nitrogen in wheat
leaves, and the effect is better than the stepwise regression model. Zhang et al. [10]
proposed rice leaf nitrogen Hyperspectral Estimation and inversion based on the model.
Results showed that there is a good correlation between leaf nitrogen content and
tillering stage normalized vegetation index. Wang et al. [11] have put forward to use
wheat canopy reflectance spectra to retrieve the vertical distribution of nitrogen by PLS
algorithm, and the results showed that it is feasible to use PLS algorithm to estimate the
vertical distribution of total nitrogen in wheat leaves. Ju [12] has used land-air
hyperspectral remote sensing to monitor the nitrogen status and growth characteristics
of wheat. The results showed that the sensitive bands of leaf nitrogen are mainly in the
visible and near-infrared bands, among which the red-edge region is the most signif-
icant. Zhai et al. [13] have raised hyperspectral differences and monitoring model
construction of nitrogen content in wheat leaves based on different soil texture, and it
turned out that using NDSI (FD710, FD690), DSI (R515, R460) and RSI (R535, R715)
as independent variables, the estimation model can well predict the nitrogen content of
wheat leaves in sandy, loamy and clay 3 germplasms. Li et al. [14] have proposed the
estimation of nitrogen content in winter wheat leaves with wide band reflectance of the
simulated multispectral satellite. The results showed that the spectral index based on
the composite index (TCARI/OSAVI) and the transformed chlorophyll absorption

322 L. Mingxing et al.



index (TCARI) has some advantages in monitoring the nitrogen content of wheat
leaves during the whole growth period. Wang et al. [15] proposed to estimate the
nitrogen nutrient index of Winter Wheat Based on hyperspectral. The results showed
that the linear interpolation of the red edge position, the red edge correction single
index, ratio index, simple ratio pigment index, index and spectral parameters in
nitrogen have a good correlation, can be used for inversion of canopy nitrogen nutrition
level. Yang et al. [16] have put forward the optimal regression model of plant nitrogen
content at different growth stages based on the importance of variable projection -
partial least squares - Akai information criterion integration model, and the results
showed that the flag stage is the best period for monitoring the nitrogen nutrition of
Winter Wheat by hyperspectral remote sensing. Liu et al. [17] have raised quantitative
modeling for leaf nitrogen content of winter wheat using UAV-based hyperspectral
data. The results showed that the predicted values are very good in jointing stage,
flagging leaf stage, and flowering stage, while it is a little bit less in the filling stage.

This essay first analyzed the correlation between the original spectrum, the first
derivative of the spectrum, the normalized spectral index (NDSI), the ratio spectral
index (RSI) and the leaf nitrogen content, and then each growth period selects the
spectra of the original spectral positive correlation maximum and negative correlation
maximum, the spectra of first derivative positive correlation maximum and negative
correlation maximum, a group of spectra with the greatest NDSI correlation value and a
group of spectra with the greatest RSI correlation value, with a total of six parameters.
Next, the estimation model of nitrogen content in winter wheat leaves is constructed by
partial least squares method and verified by cross-validation method. So as to provide a
new technical approach for hyperspectral remote sensing inversion of nitrogen content
in winter wheat leaves.

2 Materials and Methods

2.1 Brief Introduction of Research Area

Field experiments were conducted at the National Precision Agriculture Research and
demonstration base from 2014 to 2015. The base is located in the northeast of Beijing
City, located at latitude 40°00′–40°21′, longitude 116°34′–117°00′. The Base covers an
area of about 2500 acres, altitude 36 m, fertile land, flat terrain, and soil type is fluvo-
aquic soil. The climate in the base area belongs to warm temperate semi-humid con-
tinental monsoon weather, four distinct seasons, cold and dry in winter, hot and rainy
summer. The average temperature is 13 °C, and the average annual precipitation is
510 mm. At the end of September, early winter wheat is planted here (Fig. 1).

Hyperspectral Estimation of Nitrogen Content in Winter Wheat Leaves 323



2.2 Experimental Design

Using varieties, water, nitrogen fertilization orthogonal test; Wheat is divided into two
varieties: Beijing 9843 (J9843), Zhongmai 175 (ZM175); There were 4 levels of fer-
tilizer: 0 kg urea/acre (N1), 13 kg urea/acre (N2), 26 kg urea/acre (N3), 39 kg urea/acre
(N4); Planting plots were processed 16 times and repeated 3 times. Field planting map
(see below): From east to west, the total length is 84 m, and the total length is 32 m from
south to North; The number of planting area is 48, and each area is 6 m * 8 m (Fig. 2).

China

Study area

Beijing

Fig. 1. National Precision Agriculture Research and demonstration base

Fig. 2. Test plan
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2.3 Data Acquisition and Processing

2.3.1 Leaf Nitrogen Content Data Acquisition
The nitrogen content of winter wheat leaves is collected at flagging stage (April 27,
2015), flowering stage (May 11, 2015) and grain filling stage (May 25, 2015). Twenty
growing average winter wheat plants were selected as experimental samples for each
plot. Firstly, The wheat samples were collected in paper bags and the leaves of wheat
should be integral during collection. Next cut the wheat sample leaves separately in the
test paper bag, and Put the paper bag in the 105 C oven for half an hour. Then we
reduced oven temperature immediately and maintained oven temperature of 80 °C for
drying samples, drying for more than 24 h, until the quality of the sample remained
unchanged. After drying, the sample blades were weighed and crushed, and the
nitrogen content of the sample blades is measured by Kjeldahl apparatus. The nitrogen
content of the sample leaves is the product of the nitrogen mass fraction and the sample
biomass. Finally, the average nitrogen content of winter wheat leaves in each plot is
taken as the value of nitrogen content in winter wheat leaves.

2.3.2 Hyperspectral Data Acquisition
The experiment used UAV equipped with a UHD-185 remote sensor to sample spectral
of winter wheat from 10am to 2pm Beijing time in Changping districts when the
weather is sunny and windless. The hyperspectral remote sensing images were col-
lected at flagging stage (April 27, 2015), flowering stage (May 11, 2015) and grain
filling stage (May 25, 2015), using the same flight route. The UHD-185 hyperspectral
measures a range of 454 to 950 nm, a sampling interval of 4 nm, and a cubic resolution
of one megapixel. The spectral range of the spectrometer is narrow, and the spectral
resolution of the visible light to near-infrared band is nanometer order, and the number
of spectral bands is large, and the band is continuous, which can meet the requirement
of inversion of nitrogen content in winter wheat leaves. The UHD-185 hyperspectral
sensor carried by the unmanned aerial vehicle (UAV) had been denoised and lens
distortion correction before used.

The experiment used Agisoft photoscan software to splice UAV hyperspectral
remote image. The pre-processed hyperspectral images were introduced into the Arc-
GIS software, and the rectangular region of interest is selected from the hyperspectral
remote sensing image in combination with the 48 experimental plots. Finally, the
average spectral reflectance of each experimental plot is extracted to obtain 125 spectral
average reflectances at wavelengths 454 to 950 nm.

2.4 Method

2.4.1 Vegetation Index Selection
The normalized difference index NDSI [18] and the ratio spectral index RSI [19] were
constructed by referring to the normalized vegetation index and the ratio vegetation
index in the study of vegetation canopy spectra. These formulas are as follows:
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NDSI(k1; k2Þ ¼ Rk2 � Rk1

Rk2 þRk1
ð1Þ

RSI(k1; k2Þ ¼ Rk2

Rk1
ð2Þ

Where k1 is wavelength 1 and k2 is wavelength 2. Rk1 represents spectral reflectance of
winter wheat leaves at wavelength 1, and Rk2 represents spectral reflectance of winter
wheat leaves at wavelength 2.

2.4.2 Partial Least Squares Method
Partial least squares [20] is a multivariate statistical data analysis method that mini-
mizes the square of the error and finds the best matching function model for a set of
data. It is generally used to study the regression model of dependent variables for
multiple independent variables. The simplest form is the linear relationship between the
variable Y and the independent variable X, the expression is:

Y ¼ a0 þ a1X1 þ a2X2 þ � � � þ anXn ð3Þ

Where a0 is the intercept of the regression coefficient; ai is the regression coefficient; Xi
is the independent variable 1–n.

2.5 Statistical Analysis

In this study, determination coefficient (R2) and root-mean-square error were regarded
as indicators to interpret and quantify the relationship between LNC and vegetation
index. Generally speaking, the higher R2, the smaller RMSE, and the better ability of
the estimated model between the LNC and vegetation index, otherwise, the estimated
ability is poor.

3 Data Processing and Analysis

3.1 Analysis of Correlation Between Original Spectrum and Leaf
Nitrogen Content

The correlation between the average reflectance of the arbitrary band spectrum and the
nitrogen content of the corresponding wheat leaves is analyzed in the winter wheat
flagging stage, flowering stage and grain filling stage, and the graphs of wavelength and
correlation coefficient were obtained. Each growth period sorted the correlation coef-
ficients and selected the spectra of the original spectral positive correlation maximum
and negative correlation maximum.
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As shown in Fig. 3, In the range of 514 to 706 nm, the leaf nitrogen content is
significantly negatively correlated with the original spectrum, and the correlation
coefficient in the 634 nm band is the best, and the correlation coefficient is −0.46. In
the range of 742 to 950 nm, the leaf nitrogen content is significantly positively cor-
related with the original spectrum, and the correlation coefficient in the 798 nm band is
the best, and the correlation coefficient is 0.53. 634 nm band and 798 nm band are
selected as the parameters for modeling the flagging stage of winter wheat.

As shown in Fig. 4, In the range of 466 to 718 nm, the leaf nitrogen content is
significantly negatively correlated with the original spectrum, and the correlation
coefficient in the 706 nm band is the best, and the correlation coefficient is −0.55. In
the range of 742 to 950 nm, the leaf nitrogen content is significantly positively cor-
related with the original spectrum, and the correlation coefficient in the 854 nm band is
the best, and the correlation coefficient is 0.56. 706 nm band and 854 nm band are
selected as the parameters for modeling the flowering stage of winter wheat.

Fig. 3. Correlation between original spectrum and leaf nitrogen content at flagging stage

Fig. 4. Correlation between original spectrum and leaf nitrogen content at flowering stage
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As shown in Fig. 5, In the range of 454 to 726 nm, the leaf nitrogen content is
significantly negatively correlated with the original spectrum, and the correlation
coefficient in the 714 nm band is the best, and the correlation coefficient is −0.78. In
the range of 750 to 882 nm, the leaf nitrogen content is significantly positively cor-
related with the original spectrum, and the correlation coefficient in the 786 nm band is
the best, and the correlation coefficient is 0.46. 714 nm band and 786 nm band are
selected as the parameters for modeling the grain filling of winter wheat.

3.2 Analysis of Correlation Between First Derivative of Spectrum
and Leaf Nitrogen Content

The correlation between the first derivative of spectral average reflectance of the
arbitrary band spectrum and the nitrogen content of the corresponding wheat leaves
was analyzed in the winter wheat flagging stage, flowering stage and grain filling stage,
and the graphs of wavelength and correlation coefficient were obtained. Each growth
period Sorted the correlation coefficients and selected the spectra of first derivative
positive correlation maximum and negative correlation maximum.

Fig. 5. Correlation between original spectrum and leaf nitrogen content at grain filling stage

Fig. 6. Correlation between first derivative of spectrum and nitrogen content in leaves at
flagging stage
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As shown in Fig. 6, In the range of 714 to 766 nm, the leaf nitrogen content is
significantly positively correlated with the first derivative of the spectrum, and the
correlation coefficient in the 758 nm band is the best, and the correlation coefficient is
0.71. In the range of 858 to 882 nm, 890 to 906 nm, 914 to 930 nm, 938 to 930 nm and
other sporadic spectrum, the leaf nitrogen content is significantly negatively correlated
with the first derivative of the spectrum, and the correlation coefficient in the 942 nm
band is the best, and the correlation coefficient is −0.51. 758 nm band and 942 nm band
are selected as the parameters for modeling the flagging stage of winter wheat.

As shown in Fig. 6, In the range of 714 to 778 nm, the leaf nitrogen content is
significantly positively correlated with the first derivative of the spectrum, and the
correlation coefficient in the 758 nm band is the best, and the correlation coefficient is
0.69. In the range of 530 nm, 678 to 690 nm, 862 to 870 nm, 890 to 946 nm and other
sporadic spectrum, the leaf nitrogen content is significantly negatively correlated with
the first derivative of the spectrum, and the correlation coefficient in the 530 nm band is
the best, and the correlation coefficient is −0.59. 530 nm band and 758 nm band are
selected as the parameters for modeling the flowering stage of winter wheat (Fig. 8).

Fig. 7. Correlation between first derivative of spectrum and nitrogen content in leaves at
flowering stage

Fig. 8. Correlation between first derivative of spectrum and nitrogen content in leaves at grain
filling stage
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As shown in Fig. 7, In the range of 710 to 766 nm and 744 to 778 nm, the leaf
nitrogen content is significantly positively correlated with the first derivative of the
spectrum, and the correlation coefficient in the 738 nm band is the best, and the
correlation coefficient is 0.71. In the range of 558 to 578 nm, 674 to 690 nm, 790 to
802 nm, 846 to 862 nm, 878 to 942 nm and other sporadic spectrum, the leaf nitrogen
content is significantly negatively correlated with the first derivative of the spectrum,
and the correlation coefficient in the 682 nm band is the best, and the correlation
coefficient is −0.75. 682 nm band and 730 nm band are selected as the parameters for
modeling the grain filling stage of winter wheat.

3.3 Analysis of Correlation Between NDSI and Leaf Nitrogen Content

Using the MATLAB program, the NDSI of the spectral reflectance of any two bands in
the winter wheat flagging stage, flowering stage and grain filling stage was calculated.
Then the coefficient of determination between NDSI and leaf nitrogen content is cal-
culated, and the contour map of each growth period was obtained, as shown in Figs. 9,
10 and 11.

As shown in Fig. 9, The leaf nitrogen content of winter wheat has a good corre-
lation with NDSI in many bands during flagging stage. These bands are as follows: the
range on the x-axis is 746 to 758 nm and the range on the y-axis is 762 to 766 nm.
These regions show that the nitrogen content of leaf can be well estimated by using
NDSI, and the coefficient of determination is above 0.45. NDSI[758, 762] has the best
correlation, with a coefficient of determination of 0.48. NDSI[758, 762] is selected as
the parameter for modeling at the flagging stage of winter wheat.

Fig. 9. Coefficient of determination between NDSI and leaf nitrogen content at flagging stage
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As shown in Fig. 10, The leaf nitrogen content of winter wheat has a good cor-
relation with NDSI in many bands during flowering stage. These bands are as follows:
the range on the x-axis is 490 to 506 nm and the range on the y-axis is 574 to 578 nm.
These regions show that the nitrogen content of leaf can be well estimated by using
NDSI, and the coefficient of determination is above 0.6. NDSI[502, 574] has the best
correlation, with a coefficient of determination of 0.64. NDSI[502, 574] is selected as
the parameter for modeling at the flowering stage of winter wheat.

Fig. 10. Coefficient of determination between NDSI and leaf nitrogen content at flowering stage

Fig. 11. Coefficient of determination between NDSI and leaf nitrogen content at grain filling
stage
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As shown in Fig. 11, The leaf nitrogen content of winter wheat has a good cor-
relation with NDSI in many bands during grain filling stage. The band range is as
follows: The range on the x-axis is 502 nm, and the range on the y-axis is 586 to
598 nm; the range on the x-axis is 718 to 726 nm, and the range on the y-axis is 750 to
850 nm; The range on the x-axis is 730 to 738 nm, and the range on the y-axis is 738 to
806 nm; the range on the x-axis is 742 to 750 nm, and the range on the y-axis is 754 to
766 nm. These regions show that the nitrogen content of leaf can be well estimated by
using NDSI, and the coefficient of determination is above 0.55. NDSI[746, 754] has the
best correlation, with a coefficient of determination of 0.59. NDSI[746, 754] is selected
as the parameter for modeling at the flowering stage of winter wheat.

3.4 Analysis of Correlation Between RSI and Leaf Nitrogen Content

Using the MATLAB program, the RSI of the spectral reflectance of any two bands in
the winter wheat flagging stage, flowering stage and grain filling stage was calculated.
Then the coefficient of determination between RSI and leaf nitrogen content is cal-
culated, and the contour map of each growth period was obtained, as shown in
Figs. 12, 13 and 14.

As shown in Fig. 12, The leaf nitrogen content of winter wheat has a good cor-
relation with RSI in many bands during flagging stage. These bands are as follows: the
range on the x-axis is 746 to 758 nm and the range on the y-axis is 762 to 766 nm.
These regions show that the nitrogen content of leaf can be well estimated by using
RSI, and the coefficient of determination is above 0.45. RSI[758, 762] has the best
correlation, with a coefficient of determination of 0.49. RSI[758, 762] is selected as the
parameter for modeling at the flagging stage of winter wheat.

Fig. 12. Coefficient of determination between RSI and leaf nitrogen content at flagging stage
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As shown in Fig. 13, The leaf nitrogen content of winter wheat has a good corre-
lation with RSI in many bands during flowering stage. These bands are as follows: The
range on the x-axis is 482 nm, and the range on the y-axis is 702 nm; the range on the x-
axis is 490 nm, and the range on the y-axis is 574 nm; The range on the x-axis is
502 nm, and the range on the y-axis is 574 to 578 nm; the range on the x-axis is 508 nm,
and the range on the y-axis is 574 nm. the range on the x-axis is 570 nm, and the range
on the y-axis is 854 nm. These regions show that the nitrogen content of leaf can be well
estimated by using RSI, and the coefficient of determination is above 0.6. RSI[502, 574]
has the best correlation, with a coefficient of determination of 0.63. RSI[502, 574] is
selected as the parameter for modeling at the flowering stage of winter wheat.

Fig. 13. Coefficient of determination between RSI and leaf nitrogen content at flowering stage

Fig. 14. Coefficient of determination between RSI and leaf nitrogen content at grain filling stage
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As shown in Fig. 14, The leaf nitrogen content of winter wheat has a good correlation
with RSI in many bands during flowering stage. These bands are as follows: The range on
the x-axis is 502 nm, and the range on the y-axis is 586 to 594 nm; the range on the x-axis
is 722 nm, and the range on the y-axis is 754 to 762 nm; The range on the x-axis is
722 nm, and the range on the y-axis is 782 to 802 nm; the range on the x-axis is 726 to
738 nm, and the range on the y-axis is 742 to 806 nm; the range on the x-axis is 726 to
734 nm, and the range on the y-axis is 810 to 818 nm. The range on the x-axis is 742 nm,
and the range on the y-axis is 746 to 770 nm; the range on the x-axis is 742 nm, and the
range on the y-axis is 778 to 798 nm; The range on the x-axis is 746 nm, and the range on
the y-axis is 754 to 790 nm. These regions show that the nitrogen content of leaf can be
well estimated by using RSI, and the coefficient of determination is above 0.55. RSI[502,
574] has the best correlation, with a coefficient of determination of 0.59. RSI[746, 754] is
selected as the parameter for modeling at the grain filling stage of winter wheat.

4 Model Building and Accuracy Analysis

4.1 Model Building

At each stage of growth, we first selected the spectra of the original spectral positive
correlation maximum and negative correlation maximum, the spectra of first derivative
positive correlation maximum and negative correlation maximum, a group of spectra
with the greatest NDSI correlation value and a group of spectra with the greatest RSI
correlation value, with a total of six parameters. And then the partial least squares
method was used to establish the estimation model of nitrogen content in leaves of
winter wheat leaves at different growth stages. Finally, the relationship between the
measured value and the predicted value was analyzed, as shown in Figs. 15, 16 and 17.

Fig. 15. Relationship between predicted LNC and measured LNC at flagging stage
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After correlation analysis between spectral and leaf nitrogen content, the original
spectral trough 634 nm and the peak 798 nm, spectral first derivative trough 942 nm
and peak 758 nm, normalized spectral index maximum NDSI[758, 762] and ratio
spectral index maximum RSI [758, 762] are chosen as modeling parameters at flagging
stage. The equation between the predicted and measured values is y = 0.529x + 1.8115,
and the value of R2 and RMSE are 0.53 and 0.331% respectively.

Fig. 16. Relationship between predicted LNC and measured LNC at flowering stage

Fig. 17. Relationship between predicted LNC and measured LNC at grain filling stage
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After correlation analysis between spectral and leaf nitrogen content, the original
spectral trough 706 nm and the peak 854 nm, spectral first derivative trough 530 nm and
peak 758 nm, normalized spectral index maximum NDSI[502, 574] and ratio spectral
index maximum RSI [502, 574] are chosen as modeling parameters at flowering stage.
The equation between the predicted and measured values is y = 0.6671x + 1.1817, and
the value of R2 and RMSE are 0.68 and 0.246% respectively.

After correlation analysis between spectral and leaf nitrogen content, the original
spectral trough 714 nm and the peak 786 nm, spectral first derivative trough 682 nm
and peak 738 nm, normalized spectral index maximum NDSI[746, 754] and ratio
spectral index maximum RSI [746, 754] are chosen as modeling parameters at grain
filling stage. The equation between the predicted and measured values is
y = 0.6367x + 0.91, and the value of R2 and RMSE are 0.64 and 0.406% respectively.

4.2 Model Validation

At each stage of growth, we first selected the spectra of the original spectral positive
correlation maximum and negative correlation maximum, the spectra of first derivative
positive correlation maximum and negative correlation maximum, a group of spectra with
the greatest NDSI correlation value and a group of spectra with the greatest RSI correlation
value, with a total of six parameters. And then the Leave a cross-validation method was
used to validate the estimationmodel of nitrogen content in leaves ofwinter wheat leaves at
different growth stages. The coefficient of determination (R2) and the root mean square
error (RMSE) were chosen as the indexes to evaluate the validation accuracy (Fig. 18).

At flagging stage, the original spectral trough 634 nm and the peak 798 nm,
spectral first derivative trough 942 nm and peak 758 nm, normalized spectral index
maximum NDSI[758, 762] and ratio spectral index maximum RSI [758, 762] are

Fig. 18. Relationship between predicted LNC and measured LNC at flagging stage

336 L. Mingxing et al.



chosen as model validation parameters. The value of R2 and RMSE are 0.4381 and
0.3695% respectively (Fig. 19).

At flowering stage, the original spectral trough 706 nm and the peak 854 nm,
spectral first derivative trough 530 nm and peak 758 nm, normalized spectral index
maximum NDSI[502, 574] and ratio spectral index maximum RSI [502, 574] are
chosen as model validation parameters. The value of R2 and RMSE are 0.7085 and
0.2347% respectively (Fig. 20).

Fig. 19. Relationship between predicted LNC and measured LNC at flowering stage

Fig. 20. Relationship between predicted LNC and measured LNC at grain filling stage
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At grain filling stage, the original spectral trough 714 nm and the peak 786 nm,
spectral first derivative trough 682 nm and peak 738 nm, normalized spectral index
maximum NDSI[746, 754] and ratio spectral index maximum RSI [746, 754] are
chosen as model validation parameters. The value of R2 and RMSE are 0.6352 and
0.40869% respectively.

5 Conclusions

(1) At different growth stages of winter wheat, we first analyze the correlation
between the original spectrum, the first derivative of the spectrum, the normalized
spectral index (NDSI), the ratio spectral index (RSI) and the leaf nitrogen content,
and then screen out the best sensitive bands. these sensitive bands of the flagging
stage are as follows: the original spectral 634 nm and 798 nm, spectral first
derivative 942 nm and 758 nm, NDSI[758, 762] and RSI [758, 762]. these sen-
sitive bands of the flowering stage are as follows: the original spectral 706 nm and
854 nm, spectral first derivative 530 nm and 758 nm, NDSI[502, 574] and RSI
[502, 574]. these sensitive bands of the grain filling stage are as follows: the
original spectral 714 nm and 786 nm, spectral first derivative 682 nm and
738 nm, NDSI[746, 754] and RSI [746, 754].

(2) For these three growth stages of flagging stage, flowering stage and grain filling
stage, the coefficient of determination (R2) and the root mean square error
(RMSE) of the model building were 0.53, 0.68, 0.64 and 0.331%, 0.246% and
0.406% respectively. The modeling coefficient of determination of the flowering
stage is the biggest in these three growth stages, indicating that the flowering stage
is the best growth stage for monitoring the nitrogen nutrition of winter wheat
leaves by hyperspectral remote sensing.

(3) For these three growth stages of flagging stage, flowering stage and grain filling
stage, the coefficient of determination (R2) and the root mean square error
(RMSE) of model validation were 0.441, 0.71, 0.64 and 0.369%, 0.235% and
0.410% respectively. The results show that the estimation of the nitrogen content
of winter wheat plant by using partial least squares method has high accuracy and
good reliability. Therefore, it is feasible to monitor the nitrogen content of winter
wheat by hyperspectral remote sensing image of UAV.
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Abstract. TheRGP transgenic plants show good resistance to drought especially
reflected in corn yield. However, little is known about root traits which contribute
to drought resistance. Here, we characterized root anatomy in the transgenic plants
based on micro-CT scanning. Quantitative analysis of root anatomical traits
showed that the drought-resistant RGP transgenic plants had larger root and stele
cross-sectional areas in the fourth and the fifth whorls of nodal roots. The
metaxylem vessel number and total area ofmetaxylem vessels was higher or larger
in the fifth and the sixth whorls of nodal roots from RGP transgenic plants.

Keywords: Maize roots � Anatomical traits � Drought � Micro-CT

1 Introduction

Drought is an important environmental factor which affects the plant growth and pro-
ductivity of field crops [1, 2]. The threat of drought stress on crop growth and food
production is exacerbated by global climate change [3]. Roots are the primary sites of
water uptake in plants. Roots are also an important part of plant fitness in drought and
water-limited environments, as they adjust their growth andwater absorption and transport
properties to drought stress [4]. In the case of adaptive responses of crop root to drought
stress, the focus of attention can be divided into two areas: root architecture and root
anatomy. Root system architecture (RSA) phenotyping has attracted extensive attention
such as the wide application of destructive and non-destructive techniques for pheno-
typing. For example, RSA could be determined in non-destructive manners by magnetic
resonance imaging or X-ray computed tomography scanning when plants are growing in
soils. Consequently, the three-dimensional modelling of RSA is receiving more and more
attention. However, the researches on the anatomy of crop roots are less prevalent.

Root anatomical traits play important roles in root functions, such as water and
nutrient absorption from soils, the resource transportation in plants, and the metabolic
cost related with root growth [5–7]. Traits like the xylem vessel diameter could affect
the axial water transport along the plant roots [8, 9], and the number and size of root
cell layers and cell wall packing would affect the radial water flow [6].
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A RGP (Root Growth Promoting) factor gene is specially expressed in the roots of
maize plants, which was cloned from Arabidopsis and introduced to maize plants. The
RGP transgenic maize plants show the advantage of drought resistance by reason of
their stronger water absorption of roots. However, the root anatomical traits con-
tributing to drought resistance is unclear. Phenotyping of root anatomy in RGP
transgenic maize plants will contribute to revealing drought-resistant mechanisms of
the RGP transgenic maize, and breeding maize varieties of improved drought resis-
tance. In this work, images of root anatomical organization in the RGP transgenic and
control maize plants were obtained by X-ray micro-computed tomography system.
Anatomical traits such as the root/stele cross-sectional area, and number/size of
metaxylem vessels were analyzed assisted by ImageJ software.

2 Materials and Methods

2.1 Plant Materials and Growth Conditions

Both the RGP transgenic maize line and the control line (inbred line Xu-178) were grown
in a rainproof shelter located at Beijing Research Center for Information Technology in
Agriculture. This experiment lasted from June to September in 2016. The plants were
irrigated normally until 45 days after sowing, and then drought treatment began, that is,
no further irrigation was applied. The plant roots of the two lines were sampled at the
Silking stage (R1, eighty-six days after planting). About one centimeter root samples
were obtained where were two centimeters from the root-shoot connections of the 1st to
6th whorl nodal roots, then fixed in the formalin-acetic acid-alcohol solution (70%
ethanol:formaldehyde:acetic acid = 90:5:5, v/v) immediately, and then stored at 4 °C.

2.2 Image Acquisition and Analysis

The root sample preparation assay including sample drying and staining was performed
according to the previous description [10]. These root samples were then placed into
the micro-CT system for scanning (Type 1172, Bruker). The scanning voltage and
current were set at 34 kV and 210 lA. The sample-source distance was 51 mm and
camera-source distance was 281 mm. Then X-ray projections of root samples were
obtained which were digitized as 2000 � 1332 pixel images. After that these projec-
tions could be further reconstructed to acquire a serious of root transverse- sectional
images with the NRecon software (Version:1.6.9.4, Bruker). These 8-bit BMP
reconstructed images were analyzed for the extraction of root anatomical parameters
assisted by ImageJ 1.50i software (http://rsb.info.nih.gov/ij/).

3 Results

3.1 Micro-CT Image Acquisition

Root samples from the 1st–6th whorl of nodal roots in the RGP transgenic and the
control plants (CK) were scanned by micro-CT, and the reconstructed images of root
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cross-sections. (2 cm from the base of nodal roots) with an image resolution of 3.4 lm
per pixel were obtained (Fig. 1). The anatomical organization could be easily char-
acterized from these micro-CT images (Fig. 1), because of the high contrast between
anatomical structures including metaxylem vessels, cortex and epidermis (Fig. 1B).

Fig. 1. Cross-section images of maize nodal roots by micro-CT scan showing anatomical
organizations of the 1st–6th whorl of nodal roots from the control and RGP transgenic plants.
The epidermis, cortex and metaxylem vessel are indicated in the picture B. Bars = 0.2 mm.
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Fig. 2. Root cross-sectional area of the 1st–6th whorl of nodal roots from the RGP transgenic and
control plants. The median value, lower and upper quartile are shown in the boxes. Error bars
represent the highest and the lowest values. Student’s t-test assay was used for P value calculation.

Fig. 3. Stele area of the 1st–6th whorl of nodal roots from the RGP transgenic line and the control
line. The median value, the lower and upper quartile are shown in the boxes. Error bars represent
the highest and the lowest values. Student’s t-test assay was used for P value calculation.
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3.2 Quantification of Root Anatomical Traits

Once the micro-CT cross-sectional images were obtained, quantitative information
extraction could be performed assisted by the ImageJ software. Root and stele cross-
sectional area of the 1st–6th whorl of nodal roots from the RGP transgenic and control
(CK) plants were examined. The two parameters showed no significant difference in the
1st, 2nd and 6th whorls of nodal roots from the two genotypes (Figs. 2 and 3).
However, the RGP transgenic line had significantly larger root cross-sectional area in
the 4th and 5th whorls of nodal roots and larger stele area from the 3rd to 5th whorl of
nodal roots (Figs. 2 and 3).

For the metaxylem vessels, both two maize lines show the increasing trend roughly
in the number and the total area per root in the 1st–6th whorl of nodal roots (Fig. 4).
The RGP transgenic plants had significantly more metaxylem vessels within the 1st–
6th whorl of nodal roots compared to the control line with the exception of the 2nd
whorl showing a non-significant difference (Fig. 4A). As to the total area of metaxylem
vessels, the RGP transgenic plants also had a significant advantage in the 5th and 6th
whorls of nodal roots compared to the control ones (Fig. 4B).

Fig. 4. Comparison of the metaxylem vessel number (A) and total area of metaxylem vessels
(B) within the 1st–6th whorl of nodal roots between the RGP transgenic and control plants.
Values are means ± SD (n = 3) and asterisks mean statistically significant differences between
the control and RGP transgenic lines. Student’s t-test assay was used for P value calculation,
*P < 0.05.
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4 Discussion and Conclusions

In cereals such as maize, early work showed that roots lack secondary growth, so the
metaxylem vessels play a key role in the axial water transport [6, 9]. As more water is
expected to reach the metaxylem vessels in the basal part of nodal roots of adult maize
plants, traits including the number and the size of metaxylem vessels in the basal region
could be worthy of more attention compared to the distal region [11]. Consequently,
the basal nodal root segments were examined in this work.

The X-ray micro-computed tomography is a non-destructive 3-D imaging tech-
nology which enables plant tissues to be examined in their natural state without serial-
slicing procedures [12]. Micro-CT has an obvious advantage in the efficiency of image
acquisition. It took only about 2 h for sample preparation (dehydration and drying),
20 min for image acquisition and reconstruction in this work. In the conventional
histology, it is a time-consuming and laborious task to obtain a set of cross-sectional
images. Moreover, plant tissues would be deformed or damaged during the inclusion,
slicing into sections and staining processes despite cautious care using the conventional
method. Recently, X-ray micro-CT has been applied to more and more plant organs,
such as plant leaves [13] and crop seeds [14].

In summary, the drought-resistant RGP transgenic maize had obvious advantages in
the root and stele cross-sectional area in the 4th and 5th whorls of nodal roots, and
possessed more metaxylem vessels and larger total area of the metaxylem vessels
within the 5th and 6th whorls of nodal roots in the water-limited environment. As the
4th–6th whorls of nodal roots would play significant roles at the reproductive growth
stage of maize plants, these advantages could be in favor of axial water transport for
further grain setting. Consequently, the distinct anatomical traits in the RGP transgenic
maize plants could contribute to its drought resistance especially in the reproductive
growth stage. In future, further researches will be carried out on the regulation
mechanism of water acquisition in the RGP transgenic plants.
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Abstract. Gamma-aminobutyric acid (GABA), a four-carbon non-protein
amino acid, is a significant component of the free amino acid pool, there are
numerous reports that rapid and large increases in GABA levels occur in plants,
in response to a variety of biotic and abiotic stress. Based on its metabolism and
putative roles in plants, GABA is considered a natural chemical to increase
wheat salt-tolerance. So this study investigated the exogenous GABA on wheat
seedling (Triticum aestivum L. cv. Changwu134 and zhouyuan9369) growth and
absorption of salt ions under normal or salt-stressed conditions. The results
demonstrated that salt stress inhibited growth of wheat seedlings, decreased dry
weight and water content, altered ion balance within the stressed seedlings.
Pretreatment with 50 mg/L GABA increased seedling biomass and K+ content
in leaves, decreased Na+ content in leaves and roots under salt-stressed condi-
tions by improving Na+ exclusion, K+ retention. These results indicated that
exogenous 50 mg/L GABA improved seedling growth and alleviated the inhi-
bition due to salt stress of wheat by altered ion balance. Exogenous GABA has
the capability of restraining transportation of salt ions to leaves and sustaining
normal function of leaves. And the effect of exogenous GABA is obvious in
common variety (zhouyuan9369) than in salt-tolerance variety (changwu134).

Keywords: Gamma-aminobutyric acid (GABA) � Salinity stress
Wheat (Triticum aestivum L.) � Ion flux � Ion balance

1 Introduction

Salinity is one of the major environmental factors which limited plant growth and
productivity, there is about 22% of the world’s cultivated lands were influenced by
salinity [1, 2]. Saline lands in China is approximately 4.88% of the total available
lands, and 6.62% of the total agricultural lands have become salinization [3]. The saline
soils are increasing with the development of industry and the irrigation in agriculture
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[4]. Therefore, improve the salt resistance of crops and the cultivation measures are the
most important methods for the use of saline soils in future [5].

There are lots of reports that several kinds of amino acids in plants under salt stress
were increased, including proline, gamma-aminobutyric acid (GABA), and others. It
has been proposed that free amino acids acted as osmolytes, which adjusted the
osmosis [6]. Another view is that free amino acids through regulatory or osmosis
protective functions, and then adjusted the osmosis in the plant [7]. Gamma-
aminobutyric acid is one of the free amino acids in most organisms, which is a four-
carbon non-protein amino acid and it plays very important role in organism [8]. There
are numerous reports that rapid and large increases in GABA levels occur in plants, in
response to a variety of biotic and abiotic stress, such as flooding, drought, cold, heat,
hypoxia, UV radiation, pest, mechanical stimulation and damage [9–12]. GABA
synthesis shows a relationship with plant defense and plant growth and development
under stresses [8, 13]. The interaction between GABA and other stress-related phy-
tohormones like abcisic acid and ethylene were also noted [14–16]. Recently roles for
GABA as an intra-, inter-cellular and long-distance signaling molecule [17, 18], and an
endogenous growth regulator [15, 19] in plants were suggested. Low concentration of
GABA promotes growth but high level inhibits the growth of Stellaria [15].

There is some report on the effect of exogenous GABA on crop growth under
abiotic stress conditions, which is essential to its possible agronomic application.
Exogenous GABA application could promote the ROS metabolism and keep the sta-
bility of cell membrane, to enhance the tolerance of melon to salinity-alkalinity stress
[20]. The resistance to root hypoxia short-term can be enhanced by the exogenous
GABA on a sensitive genotype of Prunus [21]. Furthermore some reports show that
exogenous Gamma-aminobutyric acid (GABA) ameliorated NaCl-induces K+ efflux
from barley roots rapidly [22, 23].

Based on its metabolism and putative roles in plants, GABA is considered a natural
chemical to increase wheat thermo-tolerance. However, the effects of GABA on salt-
resistance and ion transport under salt stress still need more experimental tests. We
investigated the effects of GABA on seedling growth, accumulation of salt ions and the
ion fluxes of Na+ and K+ on the response to salt stress in wheat, to explore the potential
for its application to enhance the resistance of wheat to salt stress.

2 Materials and Methods

2.1 Plant Materials and Treatment

The experimental wheat materials were: Changwu134 (the salt tolerant one from
Shanxi, china); Zhouyuan9369 (the high-yield one from Shandong Laizhou, china).

Seeds were surface disinfected with 5% NaClO for 6 min, then soaked in sterile
water for 12 h. Each culture dishes put 50 seeds, lined with one layer of filter paper and
wet with 20 ml treatment solutions: 1/2 Hoagland. Seeds were germinated in the dark
with suitable germination temperature 25 °C, and changed the filter paper every 2 days.
After 6 days, the young seedlings were about 6 cm height, then transferred these
seedlings to plastic pots filled with 1/2 Hoagland solution, which grow on foam boards
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(with same size holes). When the seedlings were 10 cm, the half of seedlings were
treated with 50 mg�L−1 GABA solution (prepared with 1/2 Hoagland solution) and the
control (1/2 Hoagland solution) for 24 h. After that, a half of the above seedlings were
transfer to 150 mM NaCl solution. So the treatments in this experiment were CK,
GABA, CK+NaCl, and GABA+NaCl. All the solutions were replaced every 2 days.
Seedlings were grown in a growth chamber at day/night cycle of 14/10 h and normal
temperature day/night was 25/20 °C. Flux measurement of Na+ and K+ were detected
at 1 h and 24 h salt stress. After the salt stress, morphological characteristic, water
content of plants were measured, leaves and roots were sampled from the each treat-
ment plants of the six wheat materials and used for content analysis of Na+ and K+.

2.2 Analysis of Na+ and K+

The extraction and measurement of Na+ and K+ in leaves and roots were tested
according to Wang and Zhao with slight modifications [24]. Ten milliliters of dH2O
was added to the dried plant powder (each with 50 mg) and boiled for 2 h, then added
dH2O to make a final volume of 50 ml. After filtered, the Na+ and K+ content were
assayed by the Atomic Absorption Spectrometry.

2.3 Measurements of Net K+ and Na+ Fluxes with SIET

K+ and Na+ net fluxes were non-invasively measured by using the scanning ion-
selective electrode technique (SIET) (the SIET system is plants dynamic ion fluxes
detection device, AI-IFDD-I; Beijing Research Center for Information Technology in
Agriculture; Ma et al. [25]. The methods were slightly modified as described in Ma et al.
[25]. In this experiment, we used the ion-selective microelectrode to measure the aim
ions concentration gradients, which closed to the root and moved between two points in
a stated distance of 30 lm. The time constant of the liquid ion exchange (LIX) elec-
trodes and the mechanical distance of gradient are the main factors for stability of
measurement. The SIET results can be as low as picomolar levels, the premise is each
point need 1 to 2 s to measured, so every reciprocating process need about 3.3 s. The
predefined sampling routine handled electrode move from one set to another, meanwhile
moved by the three-dimensional micro stepper motor manipulator. The microelectrode
(U4.5 ± 0.5 lm, XY- CGQ-01; Xuyue (Beijing) Sci. and Tech. Co., Ltd., Beijing,
China) was filled with a backfilling solution about 1 cm, the backfilling solution for Na+

is 100 mM NaCl, K+ is 100 mM KCl. Then the microelectrode front were filled with
15–20 lm of Na+ (XY-SJ-Na;YoungerUSA) selective liquid ion-exchange cocktails
(LIX) and 180–190 lm for K+ (XY-SJ-K;YoungerUSA). Inserted the Ag/AgCl wire
electrode holder (YG003-Y11; YoungerUSA) in the back of the electrode, and make
sure the Ag/AgCl wire contact with the electrolyte solution in the electrode. For the
accuracy of the experiment, using the calibrator verify the ion-selective electrodes by the
calibration solution: (i) Na+: 0.5, 5 mM NaCl (Na+ concentration in the measuring
buffer was 0.9 mm); (ii) K+: 0.1, 1 mM KCl (K+ concentration in the measuring buffer
was 0.1 mm). The Nernst slopes of electrodes was 58 ± 6 mV/decade could be used in
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our study,and the result were convert by Fick’s law of diffusion into ion flux. The data
and images acquisition, motion control were completed with the plants dynamic ion
fluxes detection device’s operational software.

3 Results

3.1 Effects of Exogenous GABA on Growth of Wheat Seedlings
and Roots Under Salt Stress

24 h of salinity treatment affect the growth on shoot and root, with both stem and root
length obviously reduced. However, the influence of salinity is different between wheat
cultivars. For seedling height, compared with the control, the seedling length of
Changwu134 was significantly lower after the salt treatment, and there was no dif-
ference between GABA treatment and CK after stress. For zhouyuan9369, NaCl
inhibited the growth of control, and there was no significant change under GABA
treatment. For root length, GABA suppresses growth of Changwu134, under CK and
salt stress conditions. In contrast, the application of GABA reduced the effect of salt
stress for root (Fig. 1).

Fig. 1. Effect of GABA on seedling height and root length under normal conditions and salinity
stress 2 days about two wheat cultivars: salt-tolerant (Changwu134) and high-yield
(Zhouyuan9369)
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3.2 Effects of GABA on Accumulation of Dry Matter in Wheat
and Water Content in Leaves Under Normal Conditions and Salinity
Stress

The growth of the two varieties of seedlings has been significantly inhibited by the
treatment of 150 mM NaCl. Meanwhile, we identify the dry weight, water contain of
the steam and the root have been reduced significantly.

The effects of GABA on the growth of wheat seedlings under salt stress were
different due to cultivars. Pretreatment with 50 mg/L GABA increased stem dry
weight, root dry weight and water content of stem for Zhouyuan9369. Changwu134, on
the contrary, through GABA treatment, the water content of root become greater
sensitivity under salt stress (Fig. 2).

3.3 Exogenous GABA Changes in Content of K+ and Na+ in Roots
and Leaves of Changwu134, Zhouyuan936 and Chinese-Spring
Under Salinity Stress

In the 150 mM NaCl stress, K+ concentrations were reduced in root of Changwu134,
but there were no differences in stem K+ content. Meanwhile the effect of salt stress on
K+ accumulation was significant fall off both in stem and root of Zhouyuan9369.

After pretreatment with 50 mg/L GABA, compared with NaCl treatment, NaCl+

GABA treatment had no significant change the content of K+, except in leaves of
Zhouyuan9369 were increased.

Fig. 2. Effect of GABA on dry weight and water contain under normal conditions and salinity
stress 2 days about two wheat cultivars: salt-tolerant (Changwu134) and high-yield
(Zhouyuan9369)
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Same as the most of research, salt stress caused dramatic increase in both stem and
root Na+ content. After 150 mM NaCl treat 24 h, Changwu134 and Zhouyuan9369
were several fold increase in Na+ accumulation. It’s worth noting that GABA greatly
alleviated the effect of the accumulation of Na+ caused by NaCl stress on plants,
especially on salt sensitive cultivar zhouyuan9369, both in the shoot and root, however,
in the root of Changwu134, have no evident changes.

3.4 Effects of Exogenous GABA on K+ Fluxes in Roots of Changwu134,
Zhouyuan9369 and Chinese-Spring Under Salinity Stress

To study the effect of GABA on K+ fluxes of Changwu134 and Zhouyuan9369 under
the condition of salt stress. The non-invasive ion-selective microelectrode SIET tech-
nique was used to discover absorption of root K+ meiosis region in two kinds of wheat
cultivars with the normal growth, 1 h-salt stress and 24 h-salt stress condition.

According to the detection results, it is found that K+ efflux of CK in salt-resistant
variety Changwu134 was faster than that of wheat material processed by GABA under
normal condition. With 1 h-salt stress, K+ efflux increases, while there is no obvious
difference between K+ efflux of wheat material processed by GABA and CK. After
24 h salt stress, K+ efflux decreases and the distinction between them is still not

Fig. 3. The accumulation of K+ in the different organization of wheat under salt stress

Fig. 4. The accumulation of Na+ in the different organization of wheat under salt stress
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obvious. K+ efflux of CK in salt-sensitive variety Zhouyuan9369 is a bit faster than that
treated by GABA under normal condition. After 1 h of salt stress, CK and GABA
treated efflux were both decreased, meanwhile, the treatment with GABA was become
a little influx. After 24 h stress, K+ efflux increased, and CK flux was significantly
higher than GABA treated.

Fig. 5. K+ fluxes measured from mature zone (10 mm from root tip) of two wheat cultivars in
response to 150 mM NaCl treatments (0 h, 1 h, 24 h) (“+” response K+ efflux; “−” response K+

influx)
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3.5 Effects of Exogenous GABA on Na+ Fluxes in Roots of Changwu134,
Zhouyuan9369 and Chinese-Spring Under Salinity Stress

Ion fluxes data revealed that the Na+ flux at the root changed obviously after 1 h NaCl
stress. There was a little influx of Na+ into the control seedlings, while the GABA
pretreatment one had a higher efflux for Zhouyuan9369. For Changwu134, there was
no significant difference in Na+ efflux between CK and GABA treatment compare with
the control under non-stressed conditions.

Fig. 6. Na+ fluxes measured from mature zone (10 mm from root tip) of two wheat cultivars in
response to 150 mM NaCl treatments (0 h, 1 h, 24 h) (“+” response Na+ efflux; “−” response
Na+ influx)
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After 24 h stress, the CK of salt tolerant wheat materials changwu134 Na+ efflux
sharply reduced, while the GABA treatment remain the same as 1 h salt stress. On the
contrary, CK and GABA treat of zhouyuan9369 showed efflux largely, and GABA
treated one showed efflux rate greater than CK.

4 Discussion

The influence of salt stress on growth were investigated as plant height and dry weight
differences in changwu134 and zhouyuan9369 plants. In this study, plant compared
with the control, big difference was observed between GABA and non-GABA treat-
ments. The salt stress treatment induced an obvious decrease in the growths and
weights of the seedlings and root. The application of GABA alleviated the inhibition in
seedling growth under salt stress, dry weights and water content of plant, Especially,
zhouyuan9369 was enhanced remarkably, which similar to the results of Kathiresan
[15]. In his work, with increasing in GABA concentration in the culture, the stem
length was increased, until a concentration of 250 lM was reached. It is know that
GABA treatment enhanced their endogenous GABA levels over control plants [15, 26].
Which indicated that endogenous GABA accumulation could be influence the stem
elongation and the accumulation of dry mass.

According to the reports that when plant root subjected to salt stress, electro-
chemical gradient was established get through the plant membrane, and the ion
homeostasis was disrupted by change of transported and accumulated of salt ions, and
then the plant was injury [27–29]. In order to obtain a clear study of the GABA
mechanisms essential, we focused only on the ion homeostasis in our work, to identify
the effects of GABA to salt stress in wheat seedlings. In this study, a prominent K+

efflux was observed in root after 1 h and 24 h of salinity treatment (Fig. 5), as reported
by for rice [30] and broad bean [31]. Meanwhile, wheat roots excluded Na+ mightily
after 1 h and 24 h of salt stress (Fig. 6), which consistent with most of reports by Sun
and others for P. euphrativa [32], Cuin and others for wheat [33], and Xie for cotton
[34]. As same as changes of K+ flux, the content of K+ in seedlings and root after 24 h
stressed reduced by 21%–58% compared with that in the CK (Fig. 3). Although wheat
roots excluded Na+ after 1 h of salt stress, and to become stronger after 24 h of salt
stress, but Na+ accumulation in seedlings and root under salt treatment increased by
6.94–14.75 fold compared with the normal treatment after 24 h salt stress (Fig. 4).
However, pretreatment with GABA further increased the Na+ efflux, and decreased K+

efflux compared with that of non-GABA treated seedlings under 150 mM NaCl stress.
Therefore, compared with the non-GABA treated, the Na+ content in the seedlings after
24 h stressed was remarkably decreased, whereas the K+ content was obviously
increased in the seedlings. This result suggested that the uptake of Na+ can be limited
by wheat seedling under short-time NaCl stress conditions. But the root had to absorb
Na+ and accumulated in leaves, when the salt stress prolong to 24 h (Fig. 4). So the
Na+/K+ ratio in salt-stressed seedlings was increased. The salt tolerance plant depends
on maintain a low Na+/K+ ratio in the cytoplasm, via to regulated the ion-selective of
absorption and transport [35]. GABA decreased the Na+ accumulation and increased
the K+ contents, especially in zhouyuan9369 which is not a salt-tolerant variety;
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therefore, the Na+/K+ ratio was decreased. Accordingly, we hypothesize that exoge-
nous GABA improved the seedling salt-tolerance by regulating the ion channels with
high selectivity for K+ over Na+ to maintain a modest accumulation of Na+ in the
seedlings and to maintain a high K+/Na+ ratio.

5 Conclusion

In conclusion, our results showed that GABA improved seedling growth and alleviated
the inhibition due to salt stress of wheat by altered ion balance, especially to the
common variety (zhouyuan9369). Exogenous GABA can restrained transportation of
salt ions to leaves and sustained normal function of leaves. But the role of GABA in
plant under salt stress need make further study.
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Abstract. Non-destructive testing of plant organs, tissues, and cells has
important implications in studying the immediate physiological status of plants.
The portable dynamic ion flux test equipment (PDIFTE) was developed based
on Fick’s first law of diffusion and the Nernst equation to achieve the ion flux
measurement in pmol cm−2s−1. This equipment integrates micro-imaging,
micro-signal processing, automation and control, and biosensor technologies
with the original signal acquisition and conditioning module, the motion control
module, the macro 3D automatically control platform, micro digital imaging
system, electrostatic shielding coating, ion-selective microelectrode, and other
components. PDIFTE can detect H+, K+, Na+, Mg2+, Ca2+, Cd2+, Cl−, NO�

3 , and
NHþ

4 . This device can be used in the physiological mechanism research of salt-
resistant, drought-resistant, cold-tolerant, heavy metal-resistant, and disease-
resistant plants. It can also be used in the research on plant nutrition, ion
channel-related gene function, and crop resistant breeding screening.

Keywords: Portable dynamic ion flux test equipment (PDIFTE)
Ion-selective microelectrodes � Liquid ion exchanger (LIX) � Ion flux

1 Introduction

Ion absorption is a marker of the normal life activity of plants. Detecting the absorption
of external ions is essential in studying the physiology, anti-adversity, disease resis-
tance, and nutrition of plants.

In the past, ion content in plants was detected using atomic absorption spec-
trophotometer [1], qualitative analysis by detecting the distribution of ions in plants
using laser confocal fluorescent probe [2], or using the patch clamp technique to
analyze the characteristics of single cell ion channels [3]. These static detection
methods can be used to analyze the content, distribution, and absorption characteristics
of ions in plants, but they cannot achieve lossless, dynamic, and long-term detection.

The development in physics, chemicals, mathematics, and other basic disciplines
makes it possible to detect the dynamic absorption/transportation of ions in organisms
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(transmembrane ion flux). Neuroscientist Lionel F. Jaffe of the US Marine Biological
Laboratory put forward the initial model of ion flux detection technique by realizing the
ion flux detection outside the cell or organization using Fick’s law of diffusion and
Nernst equation and the electrical principle of ion/molecule diffusion [4]. Newman of
the University of Tasmania investigated the ion flux detection technique equipment and
published an article on ion-selective microelectrodes detection of the velocity of H+ and
K+ in the root tips of corn [5]. In 1995, Smith of the MBL published an article in
Nature that detailed the detection of transmembrane flux transportation with the ion
flux detection technique and reviewed the development of the ion flux detection
technique [6]. In 2002, Franklin et al. of the University of Massachusetts established
the buffer suitable for detecting ions and the research strategy by studying the velocity
of H+ in pollen tube [7]. In 2001, Newman elucidated the significance of ion detection
in the gene function research [8]. In 2006, Davies reviewed the achievements of ion
flux detection technique in the past years and their application status [9]. In recent
years, ion flux detection technique has been used as an important solution for ion
transport in many areas of plant research, such as plant physiology [10], plant water
stress [11], plant salt stress [12], plant anti-heavy metals stress [13, 14], plant nutrition
[15], and other fields [16–18]. With the continuous progress of technology and
application of the continuous expansion of the ion flux detection technique, the United
States Younger company and the AE company developed ion flux detection techniques
for commercial products, such as the Younger model BIO-001B and the AE company
model RP-1 ion flux detection technique system. The drawback of the equipment is that
it is bulky and unsuitable for handling and field operation, thus limiting the use of the
instrument only in the laboratory.

To overcome the shortcomings of the existing dynamic ion current detection
equipment and its unsuitability for field operation, we developed the portable dynamic
ion flux test equipment (PDIFTE) for laboratory and field environments. This equip-
ment is fitted with a high-performance battery to ensure power supply, which effec-
tively avoids the electrical signal acquisition interference of the alternating current and
provides stable signal acquisition performance in the laboratory and field operation.
Verified experimental results confirmed the data of PDIFTE and BIO-001B (Younger
USA Sci. & Tech. Corp., USA) have very good consistency.

2 Basic Principle of the Dynamic Ion Flux Detection
Equipment and System Scheme Design

2.1 Basic Principle of the Dynamic Ion Flux Detection Technique

The principle of the dynamic ion flux detection equipment is based on Fick’s law of
diffusion and the Nernst equation. Charged ions in the solution follow the law of
diffusion from high concentration to low concentration. With the change in the elec-
trochemical potential from high to low, the gradient can be detected. The diffusion
velocity of ions in the solution can also be calculated. Finally, the concentration change
rate of ions absorbed or released on the surface of the plant material in the solution can
be calculated.
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2.2 System Scheme Design

The dynamic ion flux detection equipment adopts the portable scheme design to
develop original signal acquisition and modulation module, signal gathering and
motion control module, macro 3D automatically controlled platform, micro digital
imaging system, electrostatic shielding coating, ion-selective microelectrode design
and preparation technique, and carried out the software design and development, finally
realize the system integration and application after modulation (Fig. 1).

2.3 Hardware Design

2.3.1 System Structure
The dynamic ion flux detection equipment determines the locations of the tested
material, reference electrode, and ion-selective microelectrode using a small inverted
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microscope and high-resolution charge-coupled device (CCD) imaging. It controls the
3D modulation and movement of ion-selective microelectrodes using the high-
precision macro 3D automatically controlled platform and the movement of the macro
3D automatically controlled platform using high-performance industrial computer. The
system software realizes signal gathering and processing, CCD image presentation, and
data analysis (Fig. 2).

2.3.2 Hardware Components and Functions
The microscope and CCD imaging module comprises an inverted biological micro-
scope eyepiece (15X and 20X; objective: 4X, 10X, and 25X). CCD is the colorful
picture with the maximum resolution of 1024 � 768. The sensor is a Sony CCD with
an optical size of 1/3 in. and a maximum frame rate of 18 FPS. The AD conversion
accuracy is 10 digits, and the exposure time is 1/15000 s–2 s using 12 V 1 W LED
light source.

The detection pond is composed of a petri dish and buffer solution for testing. The
components of the buffer solution vary because of the different target ions.

The ion-selective microelectrode has a length of 50 mm, tip diameter of 2–5 µm,
outer diameter of the terminal of 1.5 mm, inside diameter of 1.05 mm, thickness of
pipe wall at 0.225 mm, time resolution at 300 ms, space resolution at 5 µm, and tip-
filled liquid ion exchanger (LIX).

The reference electrode comprises an isoplast pipe wall with a diameter of 2 mm
embedded with Ag/AgCl electrode and filled with 3 M KCl with a resistance of
2.7 KX.

The first signal amplifier comprises an input resistance of the initial signal acquiring
module � 10 TX, with a minimum gain of �10 and a frequency response of DC
*10 Hz.

Fig. 2. System structure chart: 1. Microscope and CCD imaging module; 2. Detection pond; 3.
Ion-selective microelectrode; 4. First signal amplifier; 5. Macro 3D automatically controlled
platform; 6. Signal gathering/motion control/data analysis modules; 7. Touchscreen.
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The macro 3D automatically controlled platform has a micromanipulator with a
moving precision of 0.5 µm, moving distance of driver at 1.25″/2.00″
(30 mm/50 mm), no-load download speed of 2 mm/s, position precision at 0.2% of the
moving distance, two-way repeatability at 1.0 µm, 400 paces per circle at a distance of
1.2598 for each pace.

The signal gathering/motion control/image gathering/data analysis module com-
prises Intel Atom N2600 low consumption industrial motherboard, 2G industrial
INNODISK memory, 500G hardware, 9 V–30 V input 60 W broadband power
module, signal processing, data gathering, motion control, and data analysis software
developed based on Lab VIEW development environment.

The touchscreen is made of 12 in. of industrial capacitance touch screen with a
resistance of � 100 MX/25 V (DC).

The electrostatic shielding coating adopts an electrostatic shielding paint with a
density of 1.04 g/cm3 and surface resistance of <0.25 X/cm2.

2.4 Software Design

2.4.1 System Software Design
The system software interface consists of microscope control module, electrode control
module, solution calibration module, data acquisition module, and system configura-
tion module. The system software can control the hardware system, such as the
microscope, CCD camera, and macro 3D automatically controlled platform. It can
gather, process, and analyze the electrical signals and finally calculate the ion flux per
pmol cm−2sec−1 (Fig. 3).
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2.4.2 Hardware Control and Data Gathering of the System
The microscope control module controls the LED light and the automatic focusing.
The CCDmodule is integrated into the microscope and facilitated the real-time imaging,
image recording, and management of the detection process using a colorful industrial
CCD. The electrode control module of the macro 3D automatically controlled platform
facilitates the serial port communication, motion command confirmation, accurate
localization, and reciprocating motion of the ion-selective microelectrode. The solution
calibration module performs the two-point calibration or the three-point calibration of the
ion-selective microelectrode to ensure that the ion-selective microelectrode calibration
value has a reasonable slope and intercept. The data acquisition module collects electrical
signals and performs voltage difference processing and ion flux calculation. The system
configuration module achieves different language switching and data export (Fig. 4).

3 Verification of Results of the Dynamic Ion Current Testing
Equipment and Commercial Ion Current Detection
Instrument

3.1 Verification Method and Content

The ion source electrode was used as a proven ion-stable release source after the ion
source electrode is dissolved by the internal components boiling at 1ml1MKCl and

Fig. 4. Software interface
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9 ml 0.1% low melting agarose. Devices used to verification the experiment include
PDIFTE and a commercialized ion flux detection technique system BIO-001B. K+

LIX: Potassium ionophore I-cocktail A, Sigma–Aldrich, St. Louis, MO 63103, USA;
backend filled LIX: 100 mM KCl; K+ test buffer: 0.1 mM KCl; and 0.1 mM CaCl2,
0.1 mM MgCl2, 0.5 mM NaCl, 0.2 mM Na2SO4, and 0.3 mM MES are used to detect
K+ and adjust pH 6.0 using KOH and HCl. The constant volume is 200 ml; the filling
buffer is100 mM KCl; the K+ standard solution comprises 0.1 mM and 1 mM KCl;
and the ion-selective microelectrode tip is 2–4 µm in diameter [12].

The filling liquid is pumped into the lumen from the back end of the ion-selective
microelectrode and filled the electrode tip. Under micro-operation, the K+ liquid ion
exchanger was injected into the ion-selective microelectrode tip by negative pressure
adsorption at a length of about 150 lm. Three K+ ion-selective microelectrodes were
made in the same manner. These ion-selective microelectrodes are used for BIO-001B
and PDIFTE detection data comparison verification. The K+ ion-selective microelec-
trode was calibrated with 0.1 mM and 1 mM KCl.

The K+ ion source electrode was adhered at the center of the bottom of the detection
pond using tape. The detection pond was filled with K+ test buffer and placed on the
inverted microscope 10X objective lens. The tip of the ion source electrode was located
in the field of view of the display, and the ion-selective microelectrode movement is
driven by the macro 3D automatically controlled platform, which finds the ion-selective
microelectrode tip in the display field of view. The ion-selective microelectrode tip was
moved to a position 20 lm from the tip of the ion source electrode (Fig. 4). BIO-001B
and PDIFTE tested the ion source electrode to release K+ ion flux at an uninterrupted
test time of 5 min.

3.2 Validation Results

The results show that PDIFTE and BIO-001B continuously detected a stable release of
K+ flux from the K+ ion source electrode. The data did not show abnormal fluctuations
(Fig. 5). The released K+ net flux detected by PDIFTE from the K+ ion source electrode
was 3.50274 pmol cm−2s−1. The BIO-001B detection of the K+ ion source electrode
showed a released K+ net flux of 3.498082 pmol cm−2s−1. A test comparison of the K+

ions released by the K+ ion source electrodes at a distance of 20 lm by both devices
confirms that PDIFTE and BIO-001B can achieve near-consistent data results (Fig. 6).
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4 Results and Discussion

The dynamic ion flux detection equipment solved the weak electrical signal gathering
of the modulation technique under complex laboratory and field operation environ-
ments. Power to all parts of the system was supplied by battery, thus avoiding the
interference of the AC in the signal gathering. The small size and structure satisfy the
in-situ, real-time, and non-destructive detection and analysis of plant tissues, organs,
and other dynamic ion fluxes in the laboratory and field environments. PDIFTE can be
used in the physiological mechanism research of salt-resistant, drought-resistant, cold-
tolerant, heavy metal-resistant, and disease-resistant plants. It can also be used in the
research on plant nutrition, ion channel-related gene function, and crop resistant
breeding screening. The test result data of PDIFTE and BIO-001B have very good
consistency. The signal detected by PDIFTE was more stable and can be applied for
target material ion flux detection.
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Abstract. Composting is a harmless treatment process of agricultural and
livestock wastes are widely used for grass-roots livestock farms. Composting
temperature control is the key technical condition in composting process. In
most current production process, the mechanical artificial temperature measur-
ing devices were adopted to measure the composting temperature, which could
not monitor the composting process resulting in the dumping delay. Meanwhile,
the pathogenic microorganisms in compost could not be inactivated effectively.
To solve this problem, an intelligent monitoring device was designed to realize
the on-line monitoring of the whole process of composting. Users can query the
compost temperature in real time by smart phone so as to dump in time to
improve the inactivation efficiency of pathogenic microorganisms and reduce
the loss of compost nutrients. The composting monitoring experiments showed
that the system could monitor the composting process on-line and will have
broad application in the field of livestock waste recycling.

Keywords: Intelligent monitoring � Agricultural and livestock waste
Harmless treatment � Composting temperature

1 Introduction

Aerobic composting is the process of absorption, oxidation and decomposition of
organic compounds and pathogenic microorganisms in wastes such as livestock, sludge
and straw with oxygen and bacteria. In the whole process, the composting temperature
directly affect the inactivation of pathogenic microorganisms and the decomposition of
organic compounds. Therefore, the composting temperature control is the key technical
issue of the composting process [1, 2]. In most current production process, the
mechanical artificial temperature measuring devices were adopted to measure the
composting temperature, which could not monitor the composting process in real time,
and would result in the dumping delayed, so that the pathogenic microorganisms in
compost could not be inactivated effectively [3, 4].
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To solve this problem, an intelligent monitoring device was designed to realize the
real-time monitoring of the whole process of composting with the temperature sensor,
which had the advantages of high temperature measurement accuracy, simple opera-
tion. Compared with the traditional use of mechanical temperature measuring instru-
ment, the data support for scientific composting can be provided. Users could query the
temperature of the compost online by web page or smartphone APP, and then dump in
time, which could save the cost of composting and reduce the loss of compost nutrients.

2 The Design of Monitoring Systems

As Fig. 1, the system consisted of three parts: data acquisition terminal, server and
client. The data acquisition terminal included a data collector and the composting
temperature sensor. The sensor was connected to the data collector by RS-485 bus.
STM32F103VB (ARM 32-bit Cortex-M3 CPU) was used as the core processor in the
data collector, which could achieve the local storage and remote transmission of the
data. The server was developed based on the Web platform, SQL Server 2008 and
ASP.NET. And it was used to receive data storage and processing. The clients con-
tained two parts: Web query and Android mobile client [5].

2.1 The Hardware Design

The data collector adopted the low power consumption microprocessor
STM32F103VBT6 as CPU. The system function modules included the RS-485 data
acquisition, GPRS wireless data sending, real-time clock, SD card data storage, human-
computer interaction and power management (Fig. 2).

The data collector

GPRS 
network

The server The client 

The composting temperaturesensor

GPRS 
network

The data acquisition and transmission 
terminal

The local database
The intelligent mobile

Fig. 1. The diagram of intelligent compost monitoring device
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The RS-485 data acquisition module was used to connect with the composting
temperature sensor (CG-01, Hefei heinford Electronic Technology Co. Ltd. The
measurement range of air temperature: −40 °C – +85 °C, with the measurement
accuracy: ±0.3 °C). The GPRS wireless data sending module could accomplish the
real-time transmission of the composting temperature data to the remote server.
Combining with SD card data storage module and the real-time clock module, the
temperature data was stored in SD card. This design could effectively solve the data
loss which due to the instability of signal transmission and improve the reliability of the
real-time monitoring [6].

Human-computer interaction module included a 4.3-inch LCD and a keyboard. The
composting temperature could be displayed in real-time on the LCD. The LCD power
could be turn off or open automatically, which can reduce system power consumption
and extend the LED working life. The keyboard was used for setting of the periodic
sampling, filtering and the controlling mode of data transmission. Power management
module included a DC12V 48AH large capacity cell group and the corresponding
power conversion circuit.

2.2 The Software Design

The Software Design of Data Collector. The monitoring terminal software was
written in C language mainly to complete the collection of environment data and send
them to the GPRS network by using Keil integrated development environment as
software programming and debugging platform (Fig. 3).

Embedded processor
STM32F103VBT6

The composing 
temperature sensor GPRS wireless module

man-machine
 interaction module power management module

RS-485 communication 
interface

RS-232 communication 
interface

The real-time clock 
module

 SD card data storage

Fig. 2. The data structure diagram of the data collector
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When the system started, the data collector first determined whether the acquisition
time reached, and sent the data acquisition command to the composting temperature
sensor. If not, it continued to wait. Then the data collector received the composting
temperature data from the sensor after three milliseconds delay, and performed CRC
check. If the check result was correct, the data would be sent to the GPRS network.
Otherwise the data acquisition instruction would be sent again.

To improve the reliability of the sensor measurement and reduce the measurement
error caused by interference, the average filtering algorithm of anti-impulse interference
was used to process the received temperature data. The average filtering method had
the advantages of simple calculation, less time consumption and less storage, which
was very suitable for embedded system.

The Software Design of Monitoring System. The software of monitoring system
platform included three parts: the server-side monitoring centre software, visual system
software and the data query android APP.

The server-side monitoring centre software program was developed in Visual
Studio 2010 with C# programming, which ran on the backend of the server. The
service monitoring program established a communication connection with GPRS-DTU
unit to accomplish two-way communication between the embedded terminal and the
server. After the connection was established, the service monitor would parse the
package data sent by the embedded device and store the parsed data in the SQL Server
2008 database. The specific process of the service monitoring centre software was
shown in Fig. 4 [7, 8].

N

N

Begin

Three millisecond delay

End

Send the data acquisition instruction
Calculate temperature 

Data filtering

Remote data sending 
Receive the composting temperature 

data

Acquisition time is reached?

CRC check result is right?

Y

Y

Fig. 3. The data structure diagram of the data collector
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Data visualization platform mainly accomplished the function of data query, data
download, data graphical display and remote control of monitoring device. The design
process was shown in Fig. 5 and the compost temperature monitoring platform web
page was shown in Fig. 6.
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Start the background service 
listener

The monitoring center 
connects with the database End

GPRS-DTU unit connects 
with the monitoring center 

Access Database

Analysis data

Store data to the 
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Fig. 4. The software design of data monitoring center
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Fig. 5. The software design process of visual system
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The data query android APP was developed based on eclipse. The android SDK
plug-in was installed in eclipse. With android widget, Android clients could be quickly
developed. In addition, the web service program was written on the server side to open
the corresponding service port, so that the users could access the database from the
Android client. The design process was shown in Fig. 7.

3 Design of Composting Monitoring Experiments

The composting monitoring experiments were carried out from January 13 to February
22, 2017, in Linquan Quanyou breeding pig farm, Fuyang city, Anhui Province. Pig
manure was taken from this pig farm, with C/N: 13: 1 and the moisture content: 70%.

Fig. 6. The compost temperature monitoring platform web page
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Android 
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Fig. 7. The Android APP design process
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The corn stalk was taken from the Zhangguan town of Linquan county, with C/N: 53: 1
and the moisture content: 12%. First, the corn straw was crushed into 2 cm length, and
fresh pig manure was treated by the processing of wet and dry separation. Second, pig
manure and corn straw were mixed according to the proportion of 4:1 and the water
content of the pile was 65%–75%. Then mixed with inoculum (Bacillus 0.3%). Finally,
divided into two piles which were named No. 1 compost and No. 2 compost with each
weighed about 500 kg. No. 1 composting temperature was collected every ten minutes
with the intelligent composting process monitoring device. No. 2 composting tem-
perature was measured at 12:00 noon every day with the mechanical artificial tem-
perature measuring device. Two composting temperature measure devices were
inserted in the middle of each compost down at 30 cm. No. 1 compost was turned once
every 3 days after the temperature rose to 55 °C. No. 2 compost was turned once every
4 days [9–11].

4 Results and Discussion

In Fig. 8, we could see clearly that the temperature of the compost rose rapidly after
composting, and it reached the high temperature degradation stage of composting from
fifth days (>50 °C). Then the temperature of 55 °C or more lasted for 17 days.
According to the U.S. Environmental Protection Agency (USEPA) reported the com-
posting temperature was maintained at 55 °C 3 days or 50 °C for more than 7 days, the
pathogenic bacteria could be effectively killed and the sanitary standard of fecal
harmless for static aerobic composting could be conformed [12–14]. After 22 days of
fermentation, composting entered the cooling stage. By 34 days, the composting
temperature was close to the environment temperature indicating that the compost had
been basically rotted [15].

Fig. 8. No. 1 compost and its temperature change
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However, in Fig. 9, there were about 21 days of the maintenance time at the
temperature of 55 °C or more for No. 2 compost. After 25 days of fermentation, the
compost entered the cooling stage, and the composting temperature was not close to the
environmental temperature until the fortieth day. From these two sets of composting, it
could be seen that the intelligent composting process monitoring device could be used
to monitor the whole process of composting. Accordingly, the users could do the dump
in a timely manner, which could reduce the composting time. In this compost exper-
iments, No. 1 compost took about 6 days less than No. 2 compost.

5 Conclusions

In conclusion, an intelligent monitoring system was proposed in this paper, which
could achieve the real-time monitoring of the whole process of composting. Users can
query the temperature of the compost by web page or smartphone APP with the
advantages of high temperature measurement accuracy, simple operation. Accordingly,
the users can do the dump in time to improve the inactivation efficiency of pathogenic
microorganisms and reduce the loss of compost nutrients. Therefore, this monitoring
technology can significantly shorten the composting cycle, improve the compost
quality, and have great potential.
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Abstract. In order to match the fertilizer line and seed line, fertilizer applica-
tion should be homogeneous enough. A new fertilizer guide device was
designed. It was consisted of fertilizer guide groove, shunted parts and cover
plate. According to the theoretical analysis and practical experience, the main
parameters affecting the effect of applying fertilizer were specified, including
groove installation angle, the angle and the position of shunt part. With the
single factor simulation experiment, the optimization and simulation of fertilizer
guide device parameters were carried out based on EDEM software. The
selected parameter interval was determined firstly. And then 10 set experiment
results were obtained within the determined range. When the angle of diverter
component was 33°, the distance was 25 mm, and the angle of guide groove
installation was 37°, the best fertilizer application result was obtained. The
simulation experiment provided a reference for the guide flow device design.

Keywords: Fertilizer diversion � Precision fertilization � EDEM � Simulation

1 Introduction

Fertilizer application was an important part in wheat growth period. In order to match
the fertilizer line and seed line, uniform fertilizer distribution was the first step. At
present, it has the phenomenon of accumulation or uneven distribution in the fertilizer
application. Domestic and foreign scholars have researched on fertilizer mechanism
parameter to improve the fertilizer effect [1–8]. Zeng [4] proposed that appropriate
agricultural policies should be adopted and the level of agricultural machinery should
also be improved. Wei Guojian [5] designed 1GF-200 rice rotary tillage fertilizer
applicator, with the rectangular tube and sector fertilizer export, which could help
improve fertilizer uniformity in the rice field. By testing experimental prototype, within
50 m, the uniformity coefficient of horizontal fertilization was 21%; the apiece row
consistency variability coefficient was 2.28%; the stability variability coefficient of the
full fertilizer quantity was 1.09%. Experimental results showed that it had a rational
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design and reliable function and its working quality could be easily applied to agri-
cultural requirement. Dun Guoqiang designed fertilizer allocation device to layered
fertilization, which was typical of fertilizer uniform distribution device and Fertilizer
adjustable ratio device to achieve the uniform of application. And by the simulation and
the experimental verify, the qualified coefficient was 0.928 and the Fluctuation coef-
ficient was 78. So the device was a rational design and could improve use efficiency of
fertilizer. But referring to lots of research, the literature of wheat fertilizer guide device
could not be found. As a result, it was needed to design a new kind of fertilizer guide
device to improve the uniformity of fertilizer distribution.

The purpose of this study was to design a new fertilizer guide device to improve the
uniformity of the base fertilizer application. And then the fertilizer simulation analysis
was carried out to obtain the optimization parameter based on EDEM software.

2 Structure and Principle

The fertilizer guide device was consisted of fertilizer guide groove, shunt parts and
cover plate. Figure 1 showed the device model. The fertilizer was discharged with three
parts by the shunt parts. The cover plate could prevent fertilizer from splashing. We
designed pattern draft for the guide device to make fertilizer discharged smoothly. The
three triangular shunt parts were installed at the bottom of the device. The triangle
configuration made it running smoothly. The cover plate size could cover the shunt
parts. Otherwise, fertilizer would be blocked.

1 Fertilizer guide device  2 Cover plate  3 Shunt parts  4 Mounting hole 

Fig. 1. Assembly drawing of fertilizing device
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3 Key Component Parameter Designing

(1) Fertilizer guide groove designing

The total length of the fertilizer guide groove was 560 mm. The diameter of the
fertilizer outlet was 40 mm. And the width of the top of the fertilizer guide groove was
60 mm. There were eight fertilizer outlets on the fertilizer mechanism. The total width
of fertilizer mechanism was 2.0 m. Limited by the dimensions of fertilizer mechanism,
the base of the fertilizer guide groove was determined about 110 mm. The installation
angle of the fertilizer guide device had influence on the effect of fertilizer distribution.
After the preliminary simulation, the angle was determined by the range of 30o–50o

(Fig. 2).

(2) Shunt part designing

The shunt part was designed as triangle structure method, with fillet of the head,
installed with M4 bolts. The opening angle of the shunt component was an important
factor affecting the distributary effect of the fertilizer. If the opening angle was too
large, as a result, fertilizer would be blocked. The pretreatment result showed that the
middle export discharged 7.05 g when the opening angle was up to 42o and both sides
were 13.1 g and 13.7 g under condition of 1000 particles. The side total weight was
twice than that of the middle. So the shunt parts opening angel should be less than 42o.
Meanwhile it should be greater than 30o on the consideration of the mounting hole size
(Fig. 3).

Fig. 2. Fertilizer guide device
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(3) Cover plate designing

The cover plate was used to prevent fertilizer from splashing. It was need to cover the
shunt parts exactly. As for the width, the cover plate shall be fully fitted to the inner
wall of the fertilizer guide device in order to prevent the fertilizer from escaping from
both sides. There was mounting hole on the cover. Its position was equal to the shunt
parts. The adjustable vertical distance of the installation hole was longer than the
transverse. And the two installation hole were symmetrical distribution (Fig. 4).

4 Simulation Experiment of Parameter Optimization
for Fertilizer Device

The effect of fertilizer distribution was closely related to the installation angle of the
fertilizer guide device, the opening angel and position of the shunt parts. The simu-
lation model of device was established based on EDEM software.

Fig. 3. The shunt part

Fig. 4. The cover plate
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4.1 Simulation Parameter Setting

(1) Experimental Parameter Setting

Referring to the relevant research [9–11], the Le Sol compound fertilizer was selected
as experiment material. Subsequently, thirty particles were selected to determine the
average diameter of fertilizer and the mass of particle. Table 1 was the particle statistic
data with the 30 selected particles. The final average mass was 0.0335 g.

The fertilizer particles were modeled by sphere. The following equation was
material density of the fertilizer particles.

qf ¼ mf

vf
¼ mf

4
3 p

Df

2

� �3 ¼
6mf

pD3
f

ð1Þ

qf was particle density, g/cm3; mf was particle mass, g; Vf was particle volume,
mm3; Df was average particle diameter, mm, average particle density qf = 1.861 g/cm3;
bulk density of fertilizer particle was 0.982 g/cm3.

(2) Model variable parameter setting

Hertz-mindlin (no-slip) model was adopted to simulate the collision of particle to
particle, particle to grooved and box. Table 2 was detail pre-treatment parameter value.
The simulation particle diameter was 1.64 mm. The quality attributes of fertilizer
particles were calculated automatically by EDEM software.

Table 1. Particle parameter statistics

Particle parameters Values

Average mass/g 0.0335
Mass standard deviation/g 0.0171
Average radius/mm 1.6405
Radius standard deviation/mm 0.1526

Table 2. Pre-treatment parameter setting

Item Property Value

Particles Poisson ratio 0.25
Shear modulus/Pa 1.0 � 107

Density/(kg � m−3) 1861
Grooved wheel, housing Poisson ratio 0.394

Shear modulus 3.189 � 108

Density/(kg � m−3) 1335
Particle-particle Coefficient of restitution 0.6

Coefficient of static friction 0.4
Coefficient of kinetic friction 0.01

Particle-grooved wheel, housing Coefficient of restitution 0.5

Coefficient of static friction 0.5
Coefficient of kinetic friction 0.01
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We used solidworks 2012 to establish 3D geometry model. At the same time, three
storage boxes were designed at the bottom of device export to collect three parts of
fertilizers from the outlet. And then simulate and measure the total quality of the three
regions of fertilizers, respectively (Fig. 5).

The 3D model was saved in IGS format and was imported into the EDEM software.
The total amount of particles was set to 1000 and the rate of product was 1000 particles
per second. The gravitational acceleration was −9.81 m/s2. The simulation step was
1.53 � 10−5. Total simulation time was 2 s.

4.2 Simulation Analysis and Parameter Optimization

(1) Simulate shunt part opening

In order to certain the optimal shunt part opening angle, ten groups of opening angle
sample, from 30o to 40o were selected with interval of 1o. According to Tables 1 and 2,
all the parameters were set. The corresponding simulated result was shown in the
Fig. 6.

1 Particle factory  2 Fertilizer guide groove  3 Bracket  4 Storage box  5 Analysis selection  

 6 Shunt part 7 Cover plate 8 Particle 

1

2 

3

8

7 

6

5

4 

Fig. 5. EDEM simulation model of fertilizer application
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With the increase of the shunting part opening angle, the fertilizer amount at both
sides of the outlet increased, while on the contrary, the fertilizer amount in the middle
row decreased.

When the angle was smaller than the 33o, the total mass of the middle export was
almost greater than the both of sides. When the angle was 33o, the left export total mass
was 11.36 g; the middle one was 11.47 g; the right was 11.55 g and the average was
11.46 g. The value difference between the left and the average was 0.8%; the middle
and the average was 0.08%; the right and the average was 0.7%. The total mass of both
sides kept increasing and be greater than the middle export from 34o–40o. At the same
time, the both sides line kept same increasing trend and almost overlap, because the
both sides was symmetry with each other. There was a similar variation between the
middle of export and the sides export.

As a result, the most optimal parameter was 33o, which could be the fixed shunt
part angle in the next experiment.

(2) Shunt part simulation analysis

The position of the shunt parts was divided into vertical and horizontal directions. In
vertical direction, a single factor simulation experiment was designed. The L was used
to denote the variable parameter in vertical direction. The test evaluation index was the
total quantity of the three exports, respectively (Fig. 7).
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The vertical distance, L’s variable range was between 50 mm and 90 mm, and the
interval was 5 mm. Simulation times was 2 s. The figure has shown as the increase of
vertical distance, the both sides of the fertilize amount increased gradually, while the
middle fertilize amount decreased gradually (Fig. 8).

Fig. 7. Vertical distribution variable parameter
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When the distance was smaller than the 71 mm, the total mass of the middle export
was greater than the both sides. When the L was 71 mm, the left export total mass was
16.64 g; the middle one was 16.50 g; the right was 17.09 g and the average was
16.8 g. The value difference between the left and the average was 0.9%; the middle and
the average was 1.8%; the right and the average was 1.7%. The total mass of both sides
kept increasing and be greater than the middle export from the 76 mm. That was a
similar situation when the L was between 71 mm and 76 mm. At the same time, the
both sides line kept the same increase trend and almost overlap, because the both sides
was symmetry with each other. There was a similar variation between the middle of
export and the sides export. So the vertical distance obtained an optimal range. But
consider of the true error, the L should be equal to 76 mm.

Then the horizontal position simulation was carried out. Two of shunt parts at the
end shall be symmetrically distributed with the centerline of the device. The other one
was on the centerline. The H was used to denote the variable parameter at the hori-
zontal direction position (Fig. 9).

Among the eleven groups of parameters, the variable range was from 23 to 27, with
interval of 0.5 mm. The other two parameters were 27 mm and 29 mm. The corre-
sponding simulated result was shown in Fig. 10.

With the increase of the center distance, the fertilizer amount on both sides exports
gradually reduced, and the amount of fertilizer in the middle row of fertilizer increased
gradually.

Fig. 9. Horizontally distributed parameter variable
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When the distance was smaller than the 25 mm, the total mass of the middle export
was smaller than the both sides. When the distance was the 25 mm, the left export total
mass was 16.67 g; the middle one was 17.53 g; the right was 17.12 g and the average
was 17.11 g. The value difference between the left and the average was 2.6%, the
middle and the average was 2.3%, the right and the average was 0.05%. The total mass
of both sides kept increasing and being smaller than the middle export from 25 mm to
29 mm. At the same time, the both sides line kept the same decreasing trend and almost
overlapping, because the both sides was symmetry with each other. As a result, 25 mm
was the most optimal parameter among the all of Horizontal position parameters.

(3) Simulation of installation angle of fertilizer guide device

The angle between the fertilizer guide groove and the horizontal surface was also a
variable parameter. The fertilizer guide device was arranged between the 30o angle to
50o. The simulation angle was from 32o to 41o, with interval of 1o and 50o (Fig. 11).
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With the increase of the installation angle of the fertilizer guide groove, the fer-
tilizer amount of the three outlets has no obvious increase or decrease, All of three
exports total mass vary from 16 g to 18 g, which remain constant from 32o–41o. And
from the line chart, the three lines almost overlapped with each other and had no quite
fluctuation. So there was no influence between the installation angle of the fertilizer
guide device with the uniformity of fertilizer distribution. Meanwhile, the figure
showed that quantity of the middle export was slightly lower than the both sides when
all the parameters were the most optimal respectively. So in practical work, the shunt
part opening angle or its position could be modified slightly to achieve the most
optimal situation.

5 Conclusion

Through the above experiments and simulation, the following conclusions could be
obtained.

(1) A new fertilizer guide device was designed. It could improve the fertilizer
application evenly and accurately.

(2) When the shunt part opening angle was 33o, split between parts of vertical spacing
was 76 mm, the horizontal spacing was 25 mm, the uniformity of the fertilizer
distribution was best. The simulation results provided a reference for the design of
the actual fertilizer guide device.
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Abstract. An automated guidance system for tracked combine harvesters had
been developed. A kinematics model for the harvester is constructed. A con-
ventional and a X-turn path planning methods were provided. The system was
successfully controlled speed, direction, and header of 2 modified harvesters,
which had harvested 16 acres of rice land in December of 2015 and 2016.
Results showed these machines can accurately cut along the edge of the
cut/uncut, and cut all crops in every working path. The lateral offset is less than
5 cm in row following stage. In future, cutter, threshing roller, and other
important working parts must be monitored to realize unmanned technology.

Keywords: Tracked combine harvester � Guidance system � Speed control
Path planning

1 Introduction

Rubber tracked combine harvesters are wildly used for harvesting rice in China,
however the work condition is filled with loud noise and flying dust, which results in
short of labours in recent years. Farmers have great thirst for unmanned technology for
combines. The domestic and overseas scholars had done a lot researches on automated
guidance technology for tractors [1–5] and transplanters [6, 7], thus computer aided
steering system for tractors have been commercial applied for nearly 15 years. He et al.
[8] developed an automatic steering system for a tracked construction machinery
through a remote control, whose functions were turning control, speed control, braking
control with electro-hydraulic control system, but it lacks the ability of autonomous
navigation.

Bound by weight, the volume of a harvester container is around 1200 L only, that is
the harvester must unload grains after working 300 m. When working in a paddy field
with length of 150 m, the harvester surrounds an area with some width, that it harvests
from outer U-ring to inner ones till all crops inside this area are cut. The machine keeps
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repeating the process from the outside to the inside in the rest of the land, which is the
demand should be satisfied by an automatic guidance system. The objective of this
research is to develop an automated guidance system for labour saving of tracked
combine harvesters that computer will replace human operator to drive a combine to
move forward or backward, to stop, to lift or drop the header.

2 Experiments and Methods

2.1 Kinematics Model and the Navigation System

As tracked vehicles use the principle of differential speeds between two rubber tracks to
rectify any deviation, the kinematics model is drawn in Fig. 1. If position of the vehicle
is ðxk; ykÞ, moving in the path Pn, the kinematic equation is:

xkþ 1 ¼ xk þ Tvk sinwk ð1Þ

ykþ 1 ¼ yk þ Tvk coswk ð2Þ

where T is acquisition cycle of attitude data, which is 0.2 s here, and vk is speed of the
central point, and wk is heading angle.

A Kalman filter can be established like Ref. [7], whose state vector is
X ¼ ½xk; yk; vk;wk�T , and measurement vector is Y ¼ ½xGPS; yGPS; vGPS;wGPS�T : Lateral
deviation and heading deviation could get after comparing with path Pn.
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ω

Fig. 1. The kinematics model of a tracked combine harvester
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The guidance system consists of an electronic system and mechanical parts, shown
in Fig. 2. The electronic system includes a navigation controller, 3 ECUs, a RTK-GPS
receiver (Beidou, BD683), and a gyro (Luche, ASV940). The mechanical parts are an
electro-hydraulic valve and a motor-driven speeder. The navigation controller adopts
Arm-Cortex board (Emtrix, EM335X) and embedded Linux operating system plat-
form, whose software is divided into man machine interface (MMI) and guidance
control software(GCS). The ECU1 transfers the data of RTK-GPS and gyro, and the
ECU2 controls the electro-hydraulic valve, and the ECU3 controls the motor driven
speeder. The double antenna of the RTK-GPS produces precise heading angle with
0.2°/m. The gyro provides pitch and roll angles for positioning correction on uneven
paddy land [7].

2.2 The Electro-Hydraulic System for Steering Control

A new integrated electro-hydraulic valve, consists of components inside dotted-line
rectangle as shown in Fig. 3, was installed into the harvester to control the steering
cylinder and the head cylinder. When all valves are in normal position, oil flows
through back to oil tank directly, and the head cylinder (5) keeps the header, and the
steering cylinder (6) is in its initial position. When the valve A (2) acts, the header
cylinder lifts up the header or descends it steadily. When the valve B (7) acts, the
steering cylinder pushes the left or right clutch, which produces left turning or right
turning. When the solenoid valve (8) is in normal position, a steering command makes
a big turning, otherwise, the throttling pathway makes a small turning, whose heading
regulating is relatively small and smooth, mainly used in row following control.

Navigation
Controller

ECU1GPS
reciever

4G
wireless

gyro

ECU2

Electro
hydraulic

valve

Motor
driven
speeder

ECU3

CAN

Electronic
system

Fig. 2. System structure
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2.3 The Motor-Driven Speeder

Speed control of harvester, aiming at reduced the labor strength and increased the
harvesting efficiency, attracted some Chinese scholars to do research. Such as Chen
et al. [9] built multivariate fusion reference models under adaptive control and the
fuzzy control rules to control the speed. The objective of speed control of this project is
realizing unmanned driving, that is the harvester needs to change speed, stop and
reverse in the course of automated guidance control. It made use of infinitely variable
speed control of HST (HydroStatic Transmission).

The motor-driven speeder, shown in Fig. 4, consists of electronic joystick, step
motor reducer and a crank connecting rod mechanism. Inside the electronic joystick,
the ECU3 controls the rotation of the step motor, thus changes rotation angle of
extended shaft of HST. The speeder is initialized with manual control, that the joystick
could control vehicle speed with its different position. The speeder could also con-
trolled by commands through the CAN interface of the ECU3.

1
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3

4

5

6 7 8

1. pump, 2. electro-four-way three-position directional valve A, 3. one-way throttle valve, 4. 
manual throttle valve, 5. head cylinder, 6. steering cylinder, 7. electro-four-way three-position 

directional valve B, 8. solenoid valve

Fig. 3. Diagram of electro-hydraulic steering control
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2.4 Path Planning

In theory harvesting crops is a coverage task with sequential operation without any
repetition. Galceran [10] presented a survey on coverage path planning methods.
However, paths at each end of roads have to be overlapped for higher efficiency.
Figure 5 shows a conventional path planning for combine harvester. Here, a local
coordinate system is set up after measuring point “A”, “B”, and “C”. The original point
is point “A”, and the y axis is overlapped with path PF0, and x axis is in right direction.
The length and width of this subregion are:

LA ¼ LGPS þ LR þ LF þR ð3Þ

WA ¼ 2N � LW ð4Þ

Where LA is Length of the subregion, and WA is width, and LGPS is distance from
point A to point B, and R is turning radio of this vehicle, and LF and LR are distance
between the GPS to head, back of the vehicle respectively, and N is number of cov-
erage cycles, usually is set to 4–8 rings.

1. electronic joystick, 2. digital display, 3. frame, 4. step motor reducer,
5. crank connecting rod mechanism 6.HST

Fig. 4. HST electric control system
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The forward and backward paths changed when the number of ring increasing,
while the values of y coordinate of the leftward and rightward paths are fixed. The four
paths are list as following:

PFn ¼ �n � LW ð5Þ

PBn ¼ �ð2N � n� 1Þ � LW ð6Þ

PLn ¼ LGPS þRþ LF ð7Þ

PRn ¼ �LR ð8Þ

Where PFn;PBn;PLn;PRn are paths of forward, backward, leftward, and rightward in
the nth ring.
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Fig. 5. Coverage path planning

394 F. Zhang et al.



2.5 Navigation Control Process

The GCS executed the control process in step by step. GPS data, arriving every
200 ms, are the 1st step of every control process. Latitude and longitude data were then
converted into x and y value of the local coordinate system. Together with speed and
heading angle, these data constructed the measurement vector of the Kalman filter. In
the 2nd step, the Kalman filter estimated state vector and produced smoothed data,
positioning data. In the 3rd step, the GCS did rectifying or turning action depended on
which state the vehicle was currently in, row following or turning state. If the machine
was in a row following state, it got current path and calculated deviation. A PID
function produced control value for the electro-hydraulic valve, and then sent to the
ECU2 to make a steering operation, which is an end of the 3rd step. If the remaining
distance before the end point of this path was less than turning radio R, the GCS sent a
command of 90° turning to the ECU2, meanwhile, it changed over to turning state. If
the machine was in turning state, the software monitored heading angle. When the
accumulated heading angle was 90°, it finished the 3rd step too, and wait the next GPS
data. After the machine crawled a cycle of forward, leftward, backward, and rightward,
the cycles number added 1, and it began to harvest the inner subregion. The head
cylinder dropped down in forward and backward paths, and lifted up in leftward and
rightward paths.

2.6 Auxiliary Control Function

The guidance system also includes a pair of wireless data transmission modules
(433 MHz, transmitting with bps of 9600, distance less than 600 m): one is inside the
ECU1 and another is inside a remote control. The remote controller consists of a radio
module, a LCD touch screen, and a microcomputer board, which is used for artificial
intervention or control in some special cases, such as manually control the machine to
get away from a muddy place, load into, or unload from a heavy truck. It also makes a
operator completely leave the harvester, while stand near the machine to monitor its
operation.

3 Results and Discussion

The guidance system was installed into two combine harvesters (a XG988SE and a
XG988Z, Thinker agricultural machinery). The system had been tested not only on
cement road, but also on paddy fields in Dec. of 2015 and 2016, that it harvested rice
crops about 16 acres at Huzhou and Ningbo. Figure 6 is a scene of harvesting.
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3.1 Effect of Conventional Path Planning and Improved Turning Method

Field experiments showed that the guidance system has advantages over manual
operation. Firstly, trajectories became a perfect straight line, that the header can be
accurately cut along the edge of the cut/uncut. Secondly, path planning made a full
harvest in the last path of every subregion, which improved the overall efficiency.
Thirdly, the driver could stand far away from the noise and dusty machine while
monitor it. Figure 7(a) plots a trajectory of the harvesting operation, showing the
advantages mentioned above. However, soil is rather muddy in some rice fields, which
results in difficulty to turn 90° at end of paths. Therefore the turning method was
improved, called “X-turn”: the harvester turned anticlockwise for 3 s, then it went
forward straightly for 1 s. It would not stop this cycle untill a 45° of heading angle
changed. The harvester stopped, and then retreated with clockwise turning for 3 s, then
went backward straightly for 1 s. It would not stop this cycle until a 45° of heading
angle changed, that a total 90° of turning happened. Figure 7(b) shows the trajectory of
this operation. Experiments show that this method made the harvester could work in all
kinds of rice crop lands.

3.2 Control Method for Rubber Track

Track control is one of key technology in this project. It shows that its control method
is quite different with wheeled machinery. Firstly, the control frequency of wheeled
agricultural machinery can be 5 Hz or more, while a tracked harvester became a
matador at this frequency, and it can not meet the requirements of the smoothly
harvesting operation. One solution is reducing the control frequency. Effect of different
control frequency was recorded, from time interval of 0.8 s to 2 s. In these experi-
ments, the automatic control started from point “C”, and ended at the rightward path.
Average offset and standard deviation of offset in row following is listed in Table 1.
Results show that average offset are very close in all tests, ranged from 0.4 cm to
4.6 cm from time interval of 0.8 s to 1.6 s, and so to standard deviation. It seems the
minimal average offset come from time interval of 1.2 s, and minimal standard

Fig. 6. The prototype of automated guided combine
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(a) trajectory of 90° turning

(b) trajectory of X-turn 

Fig. 7. Trajectory of 2 cycles with different turning methods
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deviation come from 1.6 s, and the fastest arriving to objective path come from 0.8 s.
When we continued to ascend time interval to 1.8 s or 2 s, the control performance was
significantly worse. According to the experimental data, the time interval of 1.2 s is a
suitable control frequency.

3.3 Parameters of PID Control

Tracked harvesters actually has higher efficiency on rectifying a deviation than wheeled
vehicles. Heading angle of the body rotated has a linear positive relationship with the
duration operated time to the electro-hydraulic valve. By using the conventional PID
control algorithm, trajectories were recorded through a serial of row following
experiments to evaluate effect of different PID parameters. Table 2 gives the experi-
mental results. The results show that the appropriate value of proportional coefficient,
Kp is between 0.6–0.8, where standard deviation is relatively small, and the average
deviation is relatively small too, which means correction effect is obvious. The dif-
ferential coefficient, Kd, should not be set too big. The standard deviations are relatively
large when the Kd was set to 0.4, or 0.5.

Table 1. Effect of different control frequency

Time
interval (s)

Average offset (cm) Standard deviation of
offset (cm)

After turning, distance when
lateral deviation is less than
10 cm (m)

Leftward Backward Rightward Leftward Backward Rightward Leftward Backward Rightward

0.8 −2.1 −3.9 1.6 3.7 6.6 4.7 0.0 0.87 0.0

1.0 2.9 −4.6 1.6 5.9 7.8 4.7 2.43 4.5 0.0

1.2 2.2 0.4 2.9 6.6 4.8 3.6 1.01 6.75 0.0

1.6 −0.4 −3.8 2.0 5.8 2.4 4.1 1.17 0.57 0.0

Table 2. Effect of different PID parameters

Kp:Kd:Ki Average offset (cm) Standard deviation
of offset (cm)

4:2:2 −4.6 6.0
4:5:1 −3.5 9.6
5:3:2 −5.5 5.4
5:4:1 −0.8 9.4
6:2:2 −3.7 2.0
6:3:1 −1.0 4.3
7:1:2 −1.2 3.3
8:1:1 −1.8 3.1
8:2:0 −2.8 4.2
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4 Conclusions

An automated guidance control system had been developed for tracked combine har-
vesters. It shows that a traditional tracked harvester could be transformed into a robot
harvester after adding a guidance system and a motor-driven speeder. The lateral
deviation is less than 5 cm when steering in row following state. Helped by path
planning and automated control, the header could cut full crops in every working path,
so automated tracked harvester has higher efficiency than traditional harvester.

However, the automatic guided harvester may cause unevenness of the land in end
of paths. In the future, some improvement should do on this type harvesters. (1) new
crawler chassis structure should be developed that one track could crawl forward while
the another track crawl backward when the machine need turning a 90° or more. This
will reduce destruction of land; (2) main rotating parts, grain container, conveying
channel should be monitored for unmanned operation.

Acknowledgment. Funds for this research was provided by the Yinzhou Science and Tech-
nology Plan Projects (2015), Ningbo Science and Technology Plan Projects (2014C100016).
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Abstract. With the deepening of the agriculture and rural land reform, In China
which is in the transition from traditional agriculture to modern agriculture, and
the application of agricultural machinery networking technology is still in the
preliminary application stage. This paper introduces the technology of Internet
of things into the operation and operation and management of agricultural
machinery, the technology integrates with Internet of things, cloud computing,
and big data, then had optimized. So the managers can manage the agricultural
machinery remotely, monitor the state of the machine at any time. The paper
also discusses the core data management system of the platform, and gives the
algorithm analysis of the rules such as the collection and excavation of the
agricultural machinery operation and operation and maintenance process, and
will improve the intelligent level of China’s agricultural machinery to a certain
extent.

Keywords: Agricultural machinery � Internet of things
Operation and maintenance management � Large data � Cloud platform

1 Introduction

The agricultural mechanization is an important part of agricultural production tech-
nology transform, and is an important manifestation of agricultural production tech-
nology progress. Since ancient times, agriculture is the first hand-operated, and then
developed to semi-mechanized operations, and to the back of large-scale mechanized
agriculture, The agricultural productivity has been improved. In recent years, with the
relevant state-department attention on the agricultural mechanization development and
the level of science and technology improved, the development of agricultural
machinery has gradually become intelligent, saving, precision and large. However,
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there are still many shortcomings in the management of agricultural machinery in
China, which have resulting in poor quality of operation, low efficiency and high
operating costs. This specific performance is the low utilization rate of agricultural
machinery, waiting for or the idle in the process of agricultural operation, and far away
from the transportation of agricultural materials or agricultural products, the operating
machine walking route is not economical, repetitive operations or excessive operations,
and other non-value-added activities with resulting in loss of crop losses and other
operations waste.

In Europe, the United States, etc. other developed countries, the agricultural
machinery products not only to achieve the agricultural operations, the operation and
maintenance of real-time monitoring, but also to have the gradual realization of
intelligent control in some mainstream products. The foreign agricultural operations,
agricultural production are base on the positive information and big data after the
realization of the digital [1]. Therefore, in this context, the development on Internet of
Things provides an opportunity to improve intelligent agriculture. Agriculture is an
important application area of Internet of Things technology. The deep integration of
Internet of Things technology and agricultural production, management, management
and service industry is of great significance to the transformation of the traditional
agriculture and the promotion of agricultural modernization [2]. With the use of
Internet of things technology and the computer, Internet, cloud computing and other
technologies, to establish a combination of agricultural operation and maintenance
management platform to strengthen the management of agricultural operations, to
reduce or eliminate the existence of waste in the operation process for improving
China’s farming industry crop mechanization process operation and maintenance
management level and improving operational efficiency, is of great significance.

2 Status and Problems of Operation and Maintenance
of Agricultural Machinery at Home and Abroad

With the development of the agricultural machinery and equipment in foreign advanced
industrialized countries. In the 1970s, the foreign advanced agricultural machinery and
equipment has begun to integrate with the modern microelectronics technology, the
instrumentation and control technology, the information and communication technol-
ogy, and have the rapid development in the direction about the digital, information,
automation. Intelligent.

Globally, American agriculture is leading the way in using the Internet of things
technology. In 1995, the United States began to equip the united harvester with a global
positioning system, in which using electronic sensors and satellites for precise posi-
tioning. As the world’s agricultural machinery industry leading enterprises, John Deere
of the United States, advocates JDLINK system, has many functions, such as online
querying working location, working data, working efficiency and working costs of
agricultural machinery. the managers can monitor online in the office to manage the
work of agricultural machinery, to do the precision management of agricultural
machinery work. John Deere’s 60 Series harvester has been using the Green-Star
system, equipped with the relevant sensors and control system, achieving the automatic
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control of feed quantity and automatically drawing the yield and grain moisture graphs,
the terrain and other high-map, etc. on. At present, some large farms, in Europe and the
United States, have also begun to establish and use the management information
system for data exchange through the wireless communication between the computer
and mobile operating machinery in the agricultural production office. Through the
management information system for data exchange through wireless communication
the managers can enable to monitor and manage agricultural machinery, to work in
field with the computers in the farm management center. The field working data can be
remotely recalled and stored directly in the corresponding database, greatly improving
the efficiency of data collection, the analysis and application; when the mechanical
failure, the mechanical users can also make use of the computer techniques to analysis
and diagnostic, or to take targeting processing procedures of precision agriculture,
which is basing on GPS, GIS, RS Technology for urging on the agricultural production
to be changed more scientific and refined [3, 4].

In China, the overall situation of agricultural equipment’s development is: small
agricultural machinery occupies the dominant position with a large number and a single
function; the large and medium-sized mechanical costs are higher, and their degree of
intelligence are low; the agricultural machinery product surplus and shortage of coexist,
traditional farming machinery market is almost saturated, the product structure is
irrational, the number of cultivated and harvested machinery about some new crops is
little and the level is low. There are also many problems, such as the system is
imperfect in the agricultural management, the managers are not professional and so on
[5]. And “island-style” information technology investment of the current Chinese
agricultural machinery networking cannot form a network model, and cannot have
economies of scale effect. Therefore, it is better to study the advanced management and
operation technology of the agricultural machinery, and to build a national advanced,
low-cost, easy-to-use and dynamic agricultural data platform for improving the oper-
ating and managing level of the crop mechanization process in China’s farming
industry, then can greatly play the effectiveness of agricultural machinery, which is of
great significance for serving the country [6].

3 The Overall System Architecture

The system model integrates many technologies such as the Internet, the mobile
Internet, the cloud computing and the Internet of Things, and deeply integrates the
Internet of things with the cloud computing big data. The cloud computing can help the
intelligent cloud platform to realize the distributed storage of information storage
resources and computing power. The information processing capacity of big data will
provide support for the massive information processing and utilization, and rely on a
variety of the sensor nodes and network environment, through the agricultural intel-
ligence cloud platform operations large data information, environmental information,
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geographic information, soil information, crop information and other big data mining, it
establishes decision-making system to achieve the intelligent perception of agricultural
operations environment, intelligent early warning, intelligent decision-making, intel-
ligent data analysis, quality control and so on, to provides visualization and precision
management to agricultural operations and operation and maintenance, for reducing
human operations, improves agricultural efficiency, and timely having complete
operation and maintenance fault detection and diagnosis. The following figure shows
the intelligent agricultural management system map (Fig. 1).

The subsystems of the intelligent agricultural machine management system:

(1) Agricultural machinery Internet digital management system

The intelligent monitoring terminal acquires the agricultural working environment
temperature and humidity, agricultural fuel consumption, operating normally or
abnormally and the information of location through collecting the signal of the sensor
output. The intelligent monitoring terminal makes a reasonable analysis and judgment
through the data processing, data operations, Data analysis, and conveys to the gov-
ernment official, agricultural production personnel, production and after-sales staff and
professional organization service personnel by the monitoring side (client). Meanwhile
real-time, the field monitoring terminal have uploading the data stably and quickly,
which is collected in to the server to achieve data sharing and agricultural intelligence.

(2) Cooperative operation and remote intelligent dispatching technology and system
of agricultural machinery group

The sub-modules in cooperative operation and remote intelligent dispatching sys-
tem of the agricultural machinery group including the agricultural remote control
system, the big data cloud storage system, the remote operation and maintenance

Fig. 1. Intelligent agricultural management system map
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control technical support, the expert technical service library, the remote collaborative
operating system and the information base. The system needs big data and the support
of decision-making system, first we need to establish data mining models and algo-
rithms in the wisdom cloud platform big data mining system. According to the real-
time monitoring and reporting of agricultural working location, crop category, working
area, working speed, working conditions and other parameters, and combining with the
matching knowledge base among the agricultural machinery, through the agricultural
intelligence cloud platform’s extraction of big data, model provides decision-making
data. Meanwhile, we study the multi-device concurrent access control technology and
database service technology to formulate the plan of the cooperative work and remote
intelligent scheduling scheme for the agricultural machinery cluster. To research and
develop the agricultural operations scheduling system, to release agricultural
scheduling information facing to the agricultural operations management personnel, to
achieve agricultural machinery cluster operations and remote intelligent scheduling.

(3) The fine management technology and system of agricultural machinery work

The sub-modules is made up the system including the fine operating system, the
intelligent planning and decision-making of task, intelligent vehicle control system,
intelligent management, intelligent service and intelligent operation and maintenance
management system. The system integrates the key technologies such as mobile
communication, Internet technology, global positioning system and detection sensor
and so on. It obtains the information such as the geographical position, operation
information, fault information, running trajectory, bulletin information, transmitter
status, work statistics and so on. Then it use mobile network technology to send data to
the data management center to the implement data processing and analysis to achieve
the target machine identification, location determination, voice communications, net-
work information query, data transmission, the realization of agricultural operations
remote monitoring and agricultural scheduling management. Users and agricultural
management departments can monitor the platform or the mobile client APP to monitor
and understand the operation of the agricultural machinery, query the area of agri-
cultural operations, and monitor the status of agricultural machinery and other opera-
tions’ quality condition.

4 Agricultural Machinery Operation and Maintenance
Management Technology Road the Map and the Core
of the Two Model Design

4.1 Key Technical Solutions and Implementation Methods

The technical route of the agricultural machine operation, based on the big data
intelligent cloud platform, and the operation and maintenance intelligent management
on Internet platform is shown in the figure below (Fig. 2).
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The technical roadmap builds up the scheduling model of the database, in the
process of agricultural machinery operation, and sets the target for the selection of
hardware and software components and algorithms in the whole scheduling reasoning
management organization, which lays the foundation for the design of the whole
Internet of Things platform.

On the Internet of Things platform, the core technology is data processing,
including three major parts: data collection, data analysis and mining, service of the
data in the operation and maintenance, this instructions will be given in the design of
the following core models [7, 8].

4.2 Design of Monitoring Platform for Agricultural Machinery

The agricultural big data intelligent cloud platform, based on the Internet of things,
which’s construction need the help of the raw data acquisition and storage support,
therefore the first thing need to be done is the constructions of the agricultural
machinery networking Monitoring platform, and the Monitoring platform mainly
consists of the positioning system, mobile client, Internet of Things monitoring center
system, Data management storage center, cloud computing modules and other com-
ponents. The core part of Monitoring platform is the airborne data management
module, which includes the data collection, analysis and data applications. The system
topology diagram of the Monitoring platform is shown at the following (Fig. 3).

Fig. 2. Intelligent route of agricultural machinery operation and operation and maintenance
based on big data intelligent cloud platform
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The data collected by the monitoring system mainly includes the job location
information, the job status information, the fault detection information and the tra-
jectory of the agricultural machinery. After the corresponding information is obtained
by the sensor, the mobile network technology is used to send the data to the data
management center of the platform in real time, to do the implement data Processing
and analysis. The agricultural machinery data acquisition system should meet the needs
of modern intelligent information management, effective management of historical data
information, and can move towards the direction of development of higher precision,
faster processing speed, more real-time, greater storage capacity and greater integra-
tion. The main acquisition technology included in the real-time data collection of
agricultural machinery is shown in the following Fig. 4.

The monitoring system can receive the information produced in the operation
process of agricultural machinery by using the Internet of things RFID technology and
the wireless sensor technology together, which can achieve intelligent management of
agricultural machinery and real-time monitoring.

Real - time data 
acquisition of 

agricultural machinery 
main technical means

GPS Global 
Positioning 

System

Remote 
Sensing 

Technology

Sensor 
Technology

Farmland 
information detection

Digital Image 
Processing 

Classification Count

Detection and 
Maintenance of 

Agricultural 
Machinery Operation 

and Maintenance

Job status 
information detection

Agricultural 
operations geography 

and route planning

Fig. 4. Real - time data acquisition of agricultural machinery main technical means

Fig. 3. Agricultural machinery and equipment network monitoring system topology
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4.3 Intelligent Management System for Agricultural Machinery
Operation and Operation Based on Big Data Intelligent Cloud
Platform

As an organic combination of big data technology, the big data platform have multiple
functions such as data collection, data storage, data processing, data analysis and so on,
which can provide a strong support for the applications of big data. Nowadays. In the
aspects of big data processing, the general process method is distributed Map Reduce,
and stored in the form of pair of key/value, which reading process is also different from
the traditional way. By using the data mining technology, the data mining in the
agricultural operation and the maintenance management system can dig out the
effective information from the agricultural work data, thereby to guide the operation
and maintenance of the agricultural machinery. In this paper, the data mining system
function diagram is designed as follows (Fig. 5).

The core part of the data mining system is the establishment of mining models and
algorithms. The data mining of massive data group, generated in the operation process
of the agricultural machinery, which depends on the ability of mapping the real world
and the ability of processing the data. The current mainstream distributed data mining

Fig. 5. Data mining system function diagram
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platform is Hadoop, which use the distributed file system HDFS to save the file, and
use the MapReduce to deal with the data of distributed file system, therefore can ensure
the efficacy on the data analysis and processing [9, 10].

HDFS can store the large files produced by the operation and maintenance, proceed
the effectively access the mode of writing once and reading many times, and can carry
out the streaming data access. The architecture of HDFS is shown below (Fig. 6).

The computer cluster has achieved the mutual communication among the cluster
and data transmission. As the brain of the cluster in the HDFS, NameNode is used to
store the metadata of the entire file system, the real data is stored in the blocks of the
DataNode. HDFS determines whether the data collected is corrupted by using the
checksum technology, DataNode is responsible for verifying the checksum of the
received data, and the HDFS client also verifies the checksum when it reads data from
the DataNode and compares them with the checksum stored in the DataNode. Not only
the client will verify the checksum when reading data and writing data. Each DataNode
will also run a DataBlockScanner in a background thread to periodically validate all the
data blocks stored in this DataNode. And HDFS can also repair damaged data blocks
[11].

The key about the operation and operational data of agricultural machinery is to
excavate the relationship between the real-time status information of agricultural
machinery and its operation and maintenance. Moreover the aim on improving the

Fig. 6. HDFS architecture
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parallel algorithm is to get the information that the agricultural machinery manager and
the producer can use it to know the running status and the fault detect of the agricultural
machinery better, therefore can solve the problem timely. Because the amount of data is
very large, and in the process of generating candidate items, the traditional parallel
Apriority algorithm will lead to data processing in the calculation process is slow or
lack of memory. Therefore, it is necessary to improve the algorithm of Apriority,
improve the efficiency on the algorithm implementation, and can reduce the size of
candidate items with the implementation of algorithms, also make the calculation nodes
independently perform the mining of the items, thus solve the problem of insufficient
memory [12].

On the design of the cloud platform the operation and operation and maintenance of
the data management system is developed, which will provide the effectively support
for the store and the mining of massive data produced in the operation process of
agricultural machinery.

5 Conclusion

This paper aims at solving the problem on the backward development of the agricul-
tural machinery, such as poor quality of operation, low efficiency and high-difficulty of
operation supervision, by comparing the development of agricultural machinery at
home and abroad. and introducing the design of the agricultural machinery operation
and operation and maintenance management network.

This paper gives the design framework of the intelligent agricultural management
system map, the core is the design of the network monitoring platform for the agri-
cultural machinery and the intelligent management system design on the agricultural
machinery operation and operation and maintenance, based on the large data intelli-
gence cloud platform. The platform establishes the field locomotive database and the
query System, as well as the data collection, mining, etc. So we can facilitate query,
add, delete and save and other operations of varieties of agricultural machinery and
equipment data. At the same time, it can improve the positioning accuracy and stability
of agricultural machinery system, and can monitor and diagnose the failure of agri-
cultural machinery in real time, not only can improve the efficiency of production
operation, but also can promote the development of intelligent and the precise devel-
opment of agricultural machinery.
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Abstract. With the rapid development of e-business and modern logistics,
people put more and more attention on the service of the express delivery
industry. The “last mile” delivery is regarded as the most important link between
logistics companies and customers, which deeply affects consumers’ satisfaction
on the companies’ services. Concerning the non-linear relationship between
production supply and consumer meet, Kano model is widely adopted to
evaluate the satisfaction from consumers in the e-business services. This
research aims to figure out the factors that influence the consumer satisfaction on
the service of the “last mile” by using Kano model. According to the result
analysis, some suggestions are raised up to meet customers’ needs to enhance
the quality of service of the “last mile” delivery of e-business service.

Keywords: Consumers satisfaction � Kano model � The “last mile” delivery

1 Introduction

1.1 Development of E-Business and Express Delivery Industry in China

Because of the low-cost, efficient, speedy alternative offers, Chinese market is going
rapidly. E-business makes the handling of channel speedier and logistics functions
more convenient, for instance inventory handling and delivery, order processing.
Online shopping are becoming crucial in people’s daily life. As the China Electronic
Commerce Research center reported, at the first half of 2016, China e-business’
transactions amount, which is up to 10 trillion and 500 billion RMB. It is an year-on-
year growth increase of 7.2% [1]. Furthermore, B2B market transaction grows to 7
trillion and 900 billion RMB, and online retail market transaction is 2 trillion and 300
billion RMB.

New online tools construct a closer, personalized, interactive customer relation-
ship. However, the rapid development and the severe competition bring some problems
and challenges. One of the most serious challenges is express delivery. In 2016, the
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amount of Chinese express delivery company has been 13.25 Billion Pieces, up 56.7%
year on year [2]. The high speed of development of the express delivery industry
requires scientific management and efficient distribution, which could undertake the
pressure from e-business.

1.2 Development of the “Last Mile”

Express delivery can be divided into four stages. They are solicitation, sorting, transfer,
and delivering. Delivering, which is the last part of distribution, is the most important
part in this industry. It is because delivering is the only access for express delivery
companies to contact the customers. In order to improve the service quality in the last
part, express delivery industry develops the “last mile” strategy, which is particularly
used to illustrate the interaction between people and goods from transportation centre to
homes [3].

Express delivery companies have came up with two models for the “last mile”. The
first one is joint distribution, which means one company will collect the products from
different express logistic companies, then distribute them uniformly. The second one is
that customers pick up the goods autonomously. The second model also can be divided
into two categories. First, express delivery company could cooperate with convenience
store. They put goods in the convenience store, customers are able to pick up them with
certain message. The another one is that company build specialized pick-up points in
communities or universities.

1.3 Jinlinbao Express

Jinlinbao is a typical and famous company that build the pick-up locations. It acts as a
platform to provide service in the last mile. It offers intelligent express mail box for
customers. Express delivery companies would put the packages in the mail box, then
customers are able to pick up package according to certain cell phone massage. Jin-
linbao has been introduced in Beijing, Shanghai, Tianjin and other 20 cities. In addi-
tion, more than 1,000 communities and 100 colleges have Jinlinbao pick-up locations
[4]. Because of the leading market share, Jinlinbao is the representative of this model.
This model saves time, improves efficiency of distribution, and protects customers’
privacy. What’s more, it provides mobile app and official account of Wechat, which
enlarge its coverage and allows mobile phone remote operation.

2 The Problems of the “Last Mile” Delivery

Compared with developed countries, it is no doubt that China still has a supply and
demand problem on developing express delivery. The fast developing online business
in China requires the higher quality of express delivery’s service. They highly focus on
the “last mile” because it directly affect customer’s satisfaction for the shopping
experience. “Considered the goods have to be transported to each consumer’s home
eventually, they cannot be stand still in any freight station or port. However, in reality,
the last leg of the supply chain is sometimes inefficient, literally up to 28% of the total
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cost for moving goods, which is known the “last mile problem [5, 6].” According to it,
we can know that “last mile” still exists some serious problems that drag on the
development of e-business. Hence, the following part explains the most remarkable
problems of the “last mile” delivery.

2.1 Low Quality of Distribution Services

Low quality of distribution services in the “last mile” can be reflected in three aspects.
First, delivery man cannot distribute the packages to the customer in time, so the
efficiency of distribution is pretty low. Second, customer may get the packages that are
damaged during transportation. Third, the bad attitude of delivery man also lowers the
quality of distribution services [7].

2.2 Low Traceability of Distribution Information

Nowadays, most express delivery companies still use labors to delivery and distribute
packages. Therefore, the level of informatization is low. The information about when
the packages are delivered to customers, or whether customers sign for the packages
can be imprecise. It prevents companies and customers from following the track of their
packages. Sometimes, express delivery companies even cannot discover the loss of
products until customers complain about it.

3 Kano Model

We use Kano model to analyze customers satisfaction in our experience. This model
consists of three attributes which are necessary attribute, attractive attribute, and value-
added attribute. Necessary attribute is the basic requirement, and customers will be
dissatisfied if company doesn’t provide it. Attractive attribute has Linear relationship
with customers satisfaction, and more attractive attributes are provided, more satisfied
customers would be. For value-added attribute, customers will be surprised and very
satisfied if companies provide it, and not be dissatisfied without it.

Kano model requires a two side research questions which will be mentioned in next
part. According to customers’ answers to question 1 and 2, Table 1 may record each
consumer’s attitude about the classification of those factors. For each factor, most of
consumer’s answers suggest it to be which attribute, we then classify it to be that
attribute. After that, Kano model requires to calculate SI (satisfied influence) and DSI
(dissatisfied influence) value according to the percentage of consumers’ A, O, M, I
answers. The following two are the SI and DSI equations.

SI ¼ AþOð Þ = AþOþMþ Ið Þ
DSI ¼ �1� OþMð Þ = AþOþMþ Ið Þ

A unit square is drawn, and its one side represents SI value while the adjacent side
represents DSI value. We also draw a circle with center of the intersection vertex of
those two sides and its radius is half the length of the square’s diagonal. After that, we
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label the attributes on the square according to their SI and DSI value. If the points are in
the circle, it means they are less sensitive, can be put away temporarily. And the further
the points from the center of the circle, the larger affects they have on customers
satisfaction.

4 Design of Duestionnaire and the Investigation
of Consumers

4.1 Design of Questionnaire

In order to collect the data accurately, the questionnaire can be divided into two parts.
The first part mainly investigates the demographic information of relevant customers,
which contains gender, age, the use Jinlinbao, and the frequency for using Jinlinbao.
Another part of is the express service-related attributes, a total of 10 pairs of entries,
each of which is designed as the Table 2. The following chart illustrates each entry
stand for what attribution about express delivery service. This part integrates the Kona
model and traditional 5 scale survey method [8]. Therefore, participants will be asked
to select answer from “like”, “muse be”, “neutral”, “live with”, and “dislike”.
According their answers for each pair of questions, we can divide the attributions of
express delivery service into five quality factors that the Table 1 already shows.

Table 1. Quality attributes categories of Kona model

With/without the attributes of service Like Must-be Neutral Live with Dislike

Like Q R R R R
Must-be A I I I R
Neutral A I I I R
Live with A I I I R
Dislike O M M M Q

Table 2. Attributes and the benefits of express service

Service
attributes

Description of logistic attributes Benefit provided
for customers

ƒ1 Time difference between goods in distribution center and
goods in pick up point is short

Fast

ƒ2 Received goods are undamaged Safe
ƒ3 Customers can pick up goods in appointed place Safe
ƒ4 Arrive at next day Fast
ƒ5 Location for pick up point is reasonable, which saves

time
Convenient

ƒ6 Services for 24 h Convenient
ƒ7 Communicate with delivery staff easily Cheerful
ƒ8 Delivery staff dress clean and tidy uniform Cheerful
ƒ9 Have certain VIP activities Value-added
ƒ10 Have special activities for holidays Value-added
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4.2 The Distribution and Collection of Questionnaire

The questionnaire is distributed and collected from February 20, 2017 to April 15,
2017. Over the roughly 2 months, 400 questionnaires were collected in total, among
which 365 are effective through the soft-ware testing. According to the statistical result,
the characteristics of the personal information in the sample are as follows: 49.86% are
males, 50.14% are females; 25.75% are freshman, 29.86% are sophomore, 21.92% are
junior, 22.47% are senior; 30.68% seldom receive or send express, 35.07% receive and
send 1–3 express one week, 34.25% receive and send more than 3 express one week.

In general, the male female ratio is fairly reasonable and the distribution of
informants’ grade and the frequency of receive and send express are considered as
normal distribution, which means that each index conform to the discipline of normal
statistics.

4.3 The Analysis of Reliability of Questionnaire

Reliability represents the consistency and stability of a scale. In social science area,
Cronbach’s Alpha is the most common standard to test a scale’s reliability. A high
value of Cronbach’s Alpha suggests a high reliability of the scale and less error of the
measurement. By using the PASW Statistics18.0, the result suggests that the Cron-
bach’s Alpha of all 21 questions in the second part is 0.835. Under normal circum-
stances, when the Cronbach’s Alpha is greater than 0.8, it suggests that the reliability of
the scale is ideal. Therefore, it means that the collected data is consistent and stable
which is very reliable, and it can satisfies the general requirement of the research.

5 Results and Discussion

5.1 Results

The mean satisfaction level of 365 customers is calculated, which is 2.9. Table 3 shows
the independent variables classification results. It indicates that factor “fast” and
“convenient” are classified into one-dimensional quality attribute, while “value-added”
and “cheerful” factors belong to attractive quality attribute. Meantime, the factor “safe”
is belonging to must-be quality attribute.

Table 3. Independent variables classification results

Independent variables A O M I R Q Classification result (%)

Fast 19.2 32.5 22.5 24.5 0.2 1.1 O
Safe 14.2 11.5 26.4 45.2 0.8 1.9 M
Convenient 15.8 49.8 30.1 2.5 0.6 1.2 O
Valued-added 55.8 26.6 13.8 2.1 0.7 1 A
Cheerful 33.2 29.8 12.5 18.6 0.9 1 A
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After classifying the attribute quality of these most important factors for express
delivery industry, the SI (Satisfied influence) and DSI (Dissatisfied influence) are also
analyzed, according to the formulas:

SI satisfied influenceð Þ ¼ AþOð Þ = AþOþMþ Ið Þ ð1Þ

DSI dissatisfied influenceð Þ ¼ �1 � OþMð Þ = AþOþMþ Ið Þ ð2Þ

Table 4 represents the SI and DSI for each factor. According to the results for SI
and DSI, Fig. 1 is drawn and it shows the sensitiveness of each factor. Figure 1
pictures that if one factor is in the circle, this factor is less sensitive for customers,
which can be put away temporarily. While the customers are very sensitive for the
factor that is out of circle. Figure 1 shows that “convenient”, “fast”, and “cheerful” are
the most sensitive and influential factors.

Table 4. Result for SI and DSI

SI DSI
Fast 0.52 −0.56
Safe 0.26 −0.39
Convenient 0.67 −0.81
Value-added 0.29 −0.41
Cheerful 0.67 −0.45

SI
0              0.5               1

·safe
·value-add

·cheerful

·fast

·convenient  

-0.5          

DSI

Fig. 1. Sensitiveness of factors
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5.2 Discussion

Logistics enterprises may gain much more precious data on customer needs, providing
kano model applies [9]. As the results state, the consumers’ satisfaction for Jinlinbao
are not so high. About 55% customers think that the Jinlinbao’s service is generic or
below. Therefore, some problems exists of Jinlinbao about its “last mile” delivery.
Jinlinbao company needs to understand what customers think and adjust their service.
The Kano model gives us a good way to know what service of express industry can
satisfy their need. Therefore, express delivery companies are supposed to introduce
appropriate policies to enhance the service quality according to the various service
attributes.

From the statistical analysis in Fig. 1, we can conclude that most customers regard
“safe” as must-have attribute, which means that safe is the most basic service that
express delivery company should provide in the “last mile”. The “fast” and “conve-
nient” are the attractive attributes. It hints that if the “last mile” could quickly deliver
goods to customers and customers can take goods from pick-up points conveniently,
customers will be satisfied with its delivery service. The one-dimension attribute
includes staffs with clean cloth and special promotions. These kind of services would
not drive customers away if companies don’t provide them. However, offering these
services would have advantage than other companies, and attract more consumers. We
find that “convenient” has the biggest influence on customers satisfaction and the
following two are “fast’ and “cheerful”.

6 Conclusions

Based on the former research, it is conspicuously said that intensive interaction exists
between consumers and companies, which constructs an ethical system, and the last
mile, which I believe is a form of margin embedded in the system containing the both
subjects. Therefore, since we concern the consumers’ satisfaction, sellers’ rights and
obligations cannot be neglected.

First, rules must be established to constrain the acts of company workers. Now that
safety is the most basic element in the “last mile”, according to our research, proper
article shall stipulate that workers have the obligation to take accurate measures to
preserve the goods safety, and they shall fix the cabinet if it does not work ensuring the
regular service.

Secondly, institution of sales back or escrow shall be properly established to make
sure the efficiency use of every locker. However, to prevent the abuse of such rights,
companies must have the obligation to announce the consumer fetching goods, and
leave a reasonable time for them.

Eventually, considering the fast and convenient factors, more picking up places
could be set in one relatively close but big area, like universities or communities.
Consumers can conveniently choose where to fetch by using Apps; on the other hand,
to release the crowed at the same time.
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Abstract. A binocular stereo vision plant leaf motion monitoring system was
proposed in this paper, the system includes a binocular camera, horizontal
movement module, the vertical movement module, the image acquisition card,
and a computer. The supporting structure holds camera above the measured maize
leaf, the camera is able to capture image pair at 30 fps, An image processing
program is installed in computer, the program includes image acquisition, image
pre-processing, markers extraction, sub-pixel edge refinement, 3D reconstruction
and other modules. A fluorescent ball (diameter 0.35 cm) with high reflectivity
was chosen as a marker, and its intensity is higher than the background envi-
ronment which makes it easier to extract contour of ball out of background. The
spherical marker will keep its circular shape more or less after perspective pro-
jection. In order to further improve the accuracy of stereo matching, a sub-pixel
edge detection method based on gradient magnitude was adopted, in the initial
position of the edge, a set of reference points was selected according to the
gradient magnitude threshold along gradient direction, the x and y coordination of
reference points sum up weighted by gradient magnitude, the mean of weighted
sum is the increments of initial edge in sub-pixel form. In the simulation exper-
iment, the camera is set away from the measured object about 50 cm, the system
measurement accuracy can reach to 0.0139 cm, it is able to detect the small
changes of leaf position. In field experiments, the actual measurement of the
movement leaf caused by growth and physiological responses achieved the
desired results, this study provide a solution to continuous, non-destructive, non-
contact acquire crop growth information in three-dimensional space.

Keywords: Binocular stereo vision � Plant leaf � Growth monitoring
Image processing � Sub-pixel

1 Introduction

With the improvement of technology, the observation and research of the life phe-
nomenon have further to an fine, quantitative development. In agricultural areas, some
monitoring methods integrated light, machine, electricity and other various techniques
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have played a key role in the production, scientific research and other key links. Among
them, machine vision technology have achieved very good results in the quality
detection of agricultural products, crop growth condition monitoring of agricultural
machinery and automatic navigation of agricultural machinery, identification of crop
diseases and insect pests for it’s rapid, nondestructive, non – contact [1–9].

Machine vision technology can obtain the digital information of plant growth in
real time and continuously [10, 11], and it plays an important role in the understanding
of plant growth and the formulation of reasonable control measures. Ma et al. [12] used
machine vision and image processing technology to monitor the growth information of
many plants. It was found that in the process of image processing, the EEC (Estimation
Error Cancel) image analysis method based on sub pixel and region matching can
improve the detection accuracy effectively. Using this system to monitor the growth of
chrysanthemum, we can see that the growth rate of the chrysanthemum in the day was
lower than that at night.

Plant growth in the three-dimensional world, while uses the method of two-
dimensional image monitoring of crop growth in the case that the crop biomass is
small, the change of morphology is little can play a better role. However, for the crop
organs with complex form such as corn leaves, it is difficult to ensure that the motion of
the monitored blade is in the plane of the camera’s projection.

The basic principle of binocular stereo vision technology is to observe the same
object from two points of view in order to obtain the stereo image pair and match the
corresponding image points, which can calculate the parallax and obtain the 3D
information [13–17].

The difficulty of the binocular stereo vision technology is stereo matching of left
and right two images. The stereo matching method based on feature points in Ref. [13]
is difficult to get a dense 3D point cloud and obtain the 3D coordinates of the target
points. References [16, 17] used the global matching methods based on the imulated
annealing algorithm and dynamic programming to obtain the dense 3D point cloud of
the maize leaf. However, the error of the solution is large, and the subtle movement of
the corn leaves can not be well identified. The method presented in Ref. [14, 15] is
special, and is not suitable for the folding and rolling of the blade edge. According to
the shortage of these methods above, in order to realize the motion state monitoring of
maize leaves, this paper present a method that attach the fluorescent light beads in
maize leaves as markers, to simplify the complexity of stereo matching algorithm, and
improve the precision of the 3D reconstruction of target.

2 System Design

Monitoring system includes the hardware support structure and the back-end image
processing algorithm. The main function of hardware support structure is to create a
relatively stable image acquisition environment in the corn canopy, while the back-end
software algorithm is mainly used to complete the image processing, 3D reconstruc-
tion, visualization and so on.
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2.1 Composition and Function of the System Hardware

The system is composed of a binocular camera, a sliding shaft, a sliding rod, a bracket,
an image acquisition card, a data line and a computer. Image acquisition using
binocular camera of Beijing microview MVC1000SAM-GE30ST and the 8.5 mm
Pentax lens, which effective pixel is 1280 � 1024. The sensor size is 1/2 in. and the
pixel size is 5.2 * 5.2 lm. Move the binocular camera to the top of the monitored blade
through a sliding shaft when image is being acquired. The vertical height of camera is
adjusted by the tripod of the supporting sliding rod. The distance 30–50 cm of the
camera and blade is better. During image acquisition camera internal and external
parameters remains the same and try to choose a better light sunny day using a larger
aperture can ensure the images with a good depth of field (Fig. 1).

2.2 Principle of Binocular Stereo Vision

Set a point M (X, Y, Z) in the marker. M1 (x1, Y1), M2 (X2, Y2) are the image
coordinates of the M point’s projection in the left and right two images and the
projection matrix of the left and right cameras is Pi:

Pi ¼
ai11 ai12 ai13 ai14
ai21 ai22 ai23 ai24
ai31 ai32 ai33 ai34

2
4

3
5 i ¼ 1; 2ð Þ ð1Þ

and so

wi

xi
yi
1

2
4

3
5 ¼ Pi

X
Y
Z
1

2
664

3
775 i ¼ 1; 2ð Þ ð2Þ

where (x1, y1, 1), (x2, y2, 1) are the homogeneous coordinates of m1 and m2 in their
respective images, (X, Y, Z, 1) is the homogeneous coordinates of M (X, Y, Z) points
in the world coordinate, wi is nonzero parameter, akmn (k = 1, 2; m = 1, 2, 3; n = 1, 2,
3, 4) is the element in the projection matrix Pi (i = 1, 2), representing the intrinsic

Fig. 1. Binocular stereo vision system. 1. A binocular camera 2. A sliding rod 3. A bracket
4. An image acquisition card 5. A data line 6. A computer.
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matrix (focal length, distortion) and external parameters matrix (translation and rota-
tion) of the camera. According to the coordinates m1 (x1, y1), m2 (x2, y2) of the
measured point M on the camera image and formula (2), we can seek out the world
coordinates (X, Y, Z) of unknown point M.

ðai11 � ai31 xiÞ ðai12 � ai32 xiÞ ðai13 � ai33 xiÞ
ðai21 � ai31 yiÞ ðai22 � ai32 yiÞ ðai23 � ai33 yiÞ

� � X
Y
Z

2
4

3
5 ¼ ðxi ai14Þ

ðyi ai24Þ
� �

ð3Þ

The camera projection matrix Pi is obtained by Zhang plane template calibration
method [18]. It isn’t described due to the limited space.

2.3 Image Processing Algorithm

The computer used in the algorithm development adopted the Pentium (R) D processor,
whose memory is 2.0 GB. Software is written by C++ language and the computer
vision library is OpenCV. Using the binocular stereo vision system to collect data and
the image can be get at the speed of 30 frame/s supported by the system. After the
experiment, the collected data were processed to obtain the state information of plant
growth. The flow chart of the blade motion monitoring algorithm is shown in Fig. 2.

Fig. 2. Flow chat of the image processing
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2.3.1 Image Acquisition and Preprocessing
In plant growth monitoring, a template with fixed form was placed on the surface of the
tested plant, and the change of the position of the plant was indicated by the movement
of this template. Considering the complex environment of the field and the plant itself,
this paper put the diameter 0.35 cm fluorescent beads as landmarks and fluorescent
beads attached in a black disk, which are convenient for placing maize leaves in
different parts. According to the different monitoring purposes, one or more marks can
be placed. Move the binocular camera to the appropriate position, to make the tag
template in the visual field of the left and right two cameras. Set the image acquisition
time interval is 60 s, the image is automatically stored in the computer to prepare for
subsequent processing.

The initial image contains information about the leaves, marks, and soil back-
ground, as shown in Fig. 3.

As the redundant information, the soil background will affect the subsequent image
processing. There are many methods to remove it in the image of green plants, such as
the threshold method using the difference of gray color between soil and plant, the
super green method, which is said that the green plants meet this condi-
tion 2G > (B + R). We should also reserve the marker area at the same time. The
traditional method will remove a part of the mark, and affect the final calculation
accuracy. In this paper, the decision surface method is used to segment the image,
which can keep the blade and mark pixels. The decision surface algorithm can be
described as

C ¼ R2

V2 þ 1� Gð Þ2
YBþUð Þ2 ð4Þ

where R, G, B is the intensity values of there colors red, green and blue after nor-
malization and the values range from 0 to 1. The original values of the original color
intensity red R, green G, blue B is from 0 to 255, corresponding to the normalized
R = r/255, G = g/255, B = b/255. V, Y, U are parameters describing the curved

Fig. 3. Maize leaf image
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surface shape. Among of them V is the maximum intensity of the red when the green
can be preceived. In this time B = 0, G = 1. Y is the tilt index of surface boundary in
the plane of red and green. U is the difference between the maximum green strength
value and the minimum value when the blue and red channels are both zero and the
green can be sensed. V, Y, U are the constant value and here V = 0.85, Y = −0.37,
U = 0.74. Put the normalized R, G, B value into the decision surface algorithm can
calculate the C value. If the C value is greater than or equal to 1, this pixel belongs to
the blade region, should be retained. If not, this pixel belongs to the soil background
region, should be discarded.

There are still sporadic isolated island pixels in the soil background with the image
binarization after segmentation, and it can be removed by area threshold filtering. The
final image contains only the target area, as shown in Fig. 4.

2.3.2 Marker Extraction
Mark the brightness was significantly higher than that of the surrounding environment
such as leaves, by edge detection algorithm to obtain fluorescence ball marker profile, if
the ball to orthographic cameras, then ball image contour is round, but maize leaves
have a larger bending, makes some fluorescence ball contour on the image oval. On a
step of image using Canny operator for edge detection, and then use the following
criteria, ellipse markers identification of fluorescent balls

(1) Whether the edge is closed. The mark points edge is a closed curve, which
removes the non closed curve caused by the texture, shadow, and so on by finding
the closed contour.

(2) The brightness of the marker is higher than that of the background, and the closed
curve of the dark region is removed by the gray level threshold.

(3) Contour area. Mark objects in the image pixel size is relatively fixed, which can
remove the noise background contours of objects and smaller silhouettes.

Fig. 4. Background pixels removed image
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(4) To judge the roundness. Circular markers due to the visual distortion formed
elliptic, compared with the images of natural objects contour closer to circular,
judge whether the region as a marker by judge closed curve roundness. Like a
circle method of calculating D2/(4pA), where D is the perimeter of the region, a
area in the region for the calculated value is close to 1 the region shape is nearly
circular.

By using these conditions, the image of the last step is restricted to get the two
value image which contains the mark point, as shown in Fig. 5.

2.3.3 Markers of Sub-pixel Refinement
Get the logo pixels on the edge of the material, the edge pixels of the center of gravity
as the left and right two pieces of stereo image of matching points. According to the
prior calibration of the intrinsic and extrinsic parameters of the camera can obtain the
three-dimensional coordinates of the point. A step for take marker edge are rough,
directly used to calculate the results will appear larger error and some movement of the
blade is small, this error will influence perception on the leaf fine motor. In order to
further improve the accuracy, using sub-pixel edge refinement algorithm, first sub-pixel
edge location, and then use the ladder of amplitude method of edge point adjusted so as
to obtain the sub-pixel edge.

Gradient amplitude specific process: (1) at each pixel edge computing the gradient
components of X and Y direction, each edge point and the gradient magnitude G(x, y)
and the gradient direction alph a (x, y) is calculated by the two components. Specific
calculation method:

gradient magnitude

Gðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x þG2
y

q ð5Þ

gradient direction

aðx; yÞ ¼ arctanðGy=GxÞ
ð6Þ

Count Gx and Gy the specific form of the convolution template used in the time is
shown in Fig. 6

Fig. 5. The binary image of template
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(2) according to the G (x, y) and a given threshold value T, the gradient direction is
determined to meet the G (x, y) > T value range.

Assuming the pixel edge points (x, y), gradient direction for alpha (x, y), when
alpha < alpha (x, y) < beta (Fig. 7 alpha = Pi/2 + arctan (1/3), beta = −arctan (1/3),
along the gradient direction and the reverse direction judgment adjacent two points
(x − 1, Y − 1) and (x + 1, y + 1), is greater than the threshold value T and obtains the
distance component.

(3) By using the gradient component Gx and Gy as the weight of the pixel edge, the
edge pixels are obtained, Correction formula for:

Ddx ¼
Xn
i¼1

Gxidxi=
Xn
i¼1

Gxi Ddy ¼
Xn
i¼1

Gyidyi=
Xn
i¼1

Gyi ð7Þ

Among, dxi—The distance between the pixel points along the gradient direction
and the rough edge points X component product
dyi—The distance between the pixel points along the gradient direction and the
rough edge points Y component product
Gxi—X directional gradient component
Gyi—Y directional gradient component
n—The number of pixels in the G (x, y) T > I along the gradient direction.

Fig. 6. Gradient convolute template

Fig. 7. Points in the direction of grads
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As shown in Fig. 8 after subpixel refinement markers of template image edge, edge
to describe the boundary of the position of object and background in image logo,
obtained by the edge of the center of gravity of the matching points matching accuracy
is further improved. Figure 8(a) is sub-pixel refinement template edge, the edge in the
lower left is a concave regions, corresponding to 8(b) image position of the same pixel
gray than normal fluorescent spheres regional low, this may is caused by the processing
defect of fluorescent balls, sub-pixel refinement algorithm to identify the defects, and
can correct the edge extraction.

3 Measurement and Result Analysis of Motion Information
of Maize Leaf

3.1 Measurement Accuracy Analysis

From the experiments, the accuracy of the measuring precision of binocular stereo
vision system of measurement accuracy is affected by many factors, such as the camera
resolution and measurement of the object distance, two cameras into the angle cali-
bration algorithm. It is difficult to through the theoretical derivation and calculation for
a particular stereo vision system for the test of binocular stereo vision system accuracy
and reliability, designed a special environment, such as Fig. 9 shows, with signs of
blackboard is vertically placed in the horizontal displacement, the displacement in
stepping motor to drive the horizontal motion and binocular camera is placed hori-
zontally toward and blackboard vertical displacement platform is arranged at the lower

Fig. 8. Template edge after sub-pixel refine. (a) Template edge after sub-pixel refine processing,
(b) Template edge before sub-pixel refine processing
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part of the ruler. At the beginning of the binocular camera and blackboard The P,
p + 2 cm, p + 3 cm, p + 5 cm, p + 7 cm, p + 9 cm, and p + 1 cm, are moved from
the blackboard to the following default position points.

In several preset position marking point 3D coordinates were calculated. Results are
shown in Table 1 shows, X, Y, and Z preset three-dimensional coordinate value, the
distance value for each preset point to the distance of the binocular camera coordinate
system origin, the relative distance to the preset point to the first preset point distance.

Calculated from Table 1 data and real world 0.358102 1 cm and binocular camera
coordinate relative should. Distance between adjacent points of measurement error, the
mean absolute value is 0.00498, corresponding to the real world 0.0139 cm test camera
and sign in initial position and the distance of 50 cm, the measurement error in the
range system has reached 0.0139 cm can meet the maize leaf movement monitoring
required measurement accuracy.

Fig. 9. Schematic of accuracy testing

Table 1. Result of simulation computation

Test point X Y Z Distance Relative distance

p 0.621522 1.02058 −14.2087 14.25886 0
p+1 cm 0.641343 1.10705 −14.5564 14.61252 0.353659
p+2 cm 0.728676 1.13624 −14.8969 14.95793 0.699071
p+3 cm 0.776305 1.15987 −15.2637 15.32738 1.068519
p+5 cm 0.800921 1.21335 −16.0012 16.06711 1.808254
p+7 cm 0.813348 1.27049 −16.7475 16.8153 2.556446
p+9 cm 0.788134 1.32617 −17.4523 17.52035 3.261492
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3.2 Corn Leaf Growth Monitoring

Tested materials for maize varieties to educating 3352013.6.17 sowing date, density of
60000 plant/hm2, normal water and fertilizer treatment. Select 13 leaf stage of maize
plant growth monitoring experiment. At this time the growth of maize leaves is very
strong, plant the rapid expansion of the volume, dry weight increased dramatically.
Choose a unfolding visible leaf as experimental material, will mark the paste on the
blade, using the system for continuous monitoring of plant growth, with 1H intervals
calculated the time period of markers in three-dimensional space displacement (/). The
results as shown in Fig. 10.

3.3 Corn Leaf Movement Monitoring in One Day

Silking, ear of corn on a leaf of choose to do as the observation object, try to choose no
wind conditions. From the leaves in the upper to tip six landmark points are uniformly
arranged, mark points in the 8:00 time for initial state were recorded mark point
position 10:00, 14:00, 16:00, calculation and the initial condition of the marker distance
of 3D point position. Calculations such as shown in Fig. 11.

Fig. 10. The time course of leaf movement

Fig. 11. The leaf movement in one day
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From the figure can be seen mark points 14:00 and 8:00 landmarks near the blade
tip of three points, large displacement, reaching the point of tip 0.579 cm, and 10:00
and 16:00 data with no obvious change of position. The reason, may is due to the
midday leaf transpiration reached maximum, the cells of leaf water loss overall
downward drooping, and 10:00 and 16:00 PM due to high temperature, transpiration
have yet to make leaf water loss sag. In the central region of the corn leaf veins of
leaves to a supporting role, especially lower in leaves, resulting in the loss of water
drop phenomenon More pronounced at the tip of the blade.

4 Conclusions

Design and implementation of a for maize leaf movement monitoring of hardware
structure and software algorithm, using fluorescent beads do as a marker to simplify the
image processing algorithms, an increase of binocular stereo vision 3D coordinate
measuring accuracy. Simulation experiment system measurement precision can reach
0.0139 cm, pass over field experiments demonstrate the movement monitoring system
feasibility of leaves in three-dimensional displacement information acquisition, for
further analysis of blade space attitude reflects the crops growth and physiological
changes provides data acquisition means.

By the principle of binocular vision technology limited, if the measured object
changes in the morphology of the larger, such as caused by the wind blade retroflexion
and displacement, making the sign bit disappear from the camera’s field of view,
measurement accuracy will have great effect on.
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Abstract. In view of the complexity of information dissemination in agricul-
ture and the uncertainty of farmers’ demand for scientific and technological
information, this paper makes a comprehensive and accurate analysis for the
dissemination network of scientific and technological information of agriculture
based on complex network technology. Firstly, this paper researches the char-
acteristics of the peak degree distribution, average path length and clustering
coefficient of a complex network established by the agricultural information
dissemination network. Through the research on the three basic characteristics,
this paper confirms that the agriculture information dissemination network has
the characteristics of scale-free network and small-world network. The method
of node research is analyzed by using a complex network. That is that this paper
makes a comprehensive analysis for the information propagation speed, scope,
analysis and application of dissemination network of agricultural scientific and
technological information from degree centrality, betweenness centrality and
relationship strength theory. The research results show that the degree centrality
can accelerate the information dissemination and be conducive to the accuracy
of the information; the betweenness centrality can quickly expand the infor-
mation dissemination and accurately grasp the degree of control for information
resources; the relationship strength theory can reduce the cost of information
dissemination and improve the degree of information adoption. This conclusion
proves that the application of the analysis method of complex network can
effectively improve the speed and quality of agricultural information dissemi-
nation network and better serve the agricultural production and farmers’ life.
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1 Introduction

In the study of the dissemination of information content, people frequently discussed
the spread of infectious viruses in the crowd, the spread of computer viruses in the
network and viral marketing activities. China is a big agricultural country, but the study
of information dissemination in agriculture is comparatively scarce [1]. The basic
position of agriculture in the development of our national economy can not be ignored.
It is the source of people’s food and clothing and the basis condition for survival. In
real life, the majority of the population in China is in the rural areas [2–4]. The
development of agriculture is directly related to the improvement of the living stan-
dards of farmers and the stability of the rural society. Every year, our country will
accumulate a large amount of agricultural information. The specific agricultural
information data include crop emergence information, soil information, fertilizer
information, irrigation information, insects information, weather information, various
disaster information, etc. [5]. However, in rural areas, the information is often blocked
and the farmers can’t understand various information timely, which will seriously
restrict the development of rural social economy [6]. Therefore, now people should
urgently study and solve the problems that how to improve the farmers’ ability to
obtain information and how to quickly and locally transmit the information to farmers
to promote the rapid development of agriculture.

2 The Complex Network Characteristic of the Dissemination
of Scientific and Technological Information of Agriculture

2.1 Distribution of the Degree of Network

The degree distribution of network nodes is one of the important statistical charac-
teristics of complex networks. The degree of a node is usually defined as the number of
adjacent nodes and the number of edges connected to the node. The average degree of a
network refers to the average value of the degree of all nodes in the whole network,
which is usually referred to as <K>. When the nodes with the same degree are counted
separately, a distribution diagram of the degree of network nodes can be obtained. We
can use the distribution function P(k) to describe the distribution situation of the degree
[7]. It represents that when any node was selected in network, the degree of it is exactly
the probability of K. Through the practice of a large number of researchers, it is proved
that many networks in real life have power-law distribution, such as Internet network,
scientific collaboration networks, protein interaction networks, etc. Such networks
usually have the scale-free properties, also known as scale-free networks.

Researches show that the interpersonal relationship network has two statistical
characteristics in real life, namely small world characteristics and scale-free charac-
teristics. In rural areas, the rural information dissemination network also has scale-free
network characteristics like the complex network [8].
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2.2 The Average Path Length

The average path length is the another important statistical characteristic in a complex
network. The distance between two nodes in a network has many different definitions.
The most commonly used statistical method is to compute the number of edges in the
shortest path that connects the two nodes. As shown in Fig. 1, the node A is directly
connected to the node B and the distance between the node A and B is 1. As shown in
Fig. 2, if node A wants to connect to the node B, it must pass through the node C, and
the distance between node A and B is 2. As shown in Fig. 3, there are two paths A-C-B
and A-C-D-B to connect node A and node B. If we want to calculate the distance
between node A and B, we should adopt the path of A-C-B, so the distance between the
node A and B is 2. Network diameter is defined as the maximum distance between two
selected nodes in the network. The average path length of a network is defined as the
average minimum distance between all node pairs in a network. The average path
length and diameter measure the transmission performance and efficiency of the net-
work. In different network structures, the average path length is given different
meanings. For example, in urban traffic network, the average path length is often
defined as the distance between traffic stations.

2.3 Clustering Coefficient

In a complex network, the clustering coefficient of a node is defined as the ratio
between the number of edges between all nodes which are adjacent to this node and the
maximum number of edges between these adjacent nodes. Suppose that there is a node
i, and there are Ki nodes connected with it, then the clustering coefficient of the node(i)
is:

C ¼ 2Ei
ki ki� 1ð Þ ; i ¼ 1; 2; � � � ; N ð1Þ

In the formula, Ei is the actual number of edges that exist between the ki nodes. The
average clustering coefficient of a network is defined as the average value of the
clustering coefficients of all nodes contained in the network. In the case of (1), the
maximum number of connected edges between ki nodes is ki (Ki − 1)/2, then the
average clustering coefficient of the network is

Fig. 2. Connection with a
midpoint

Fig. 3. Multipath connectionFig. 1. Direct connection
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C ¼ 1
N

XN

I¼1
Ci ð2Þ

The average clustering coefficient of the network reflects the aggregation of the
network. For example, in a friend relationship network, a person’s two friends are
likely to be friends with each other. The aggregation coefficient of a network is
essentially the study of the probability that the two adjacent nodes of the same node are
still the adjacent nodes in the network. It clearly reflects the local characteristics of the
complex network.

3 The Role of Complex Network Technology
in the Dissemination of Scientific and Technological
Information of Agriculture

3.1 Degree Centrality

For a node, the more the number of nodes which are directly associated with it, the
stronger the central position of it, the higher the degree centrality of it. In complex
networks, most of the nodes which are less directly related to other nodes are in the
edge position. Such nodes have very little informal power and influence in the network.
The behavior of such actors is usually limited by the actors in the central position [9].

Survey shows that rural big-specialized-households of crop and animal productions
have the strongest demand for information resources, followed by the intermediary
organization, marketing businesses, wholesale market personnel, agricultural entre-
preneurs. The general farmers have the lowest demand for information. People such as
the big-specialized-households of crop and animal productions and marketing busi-
nesses have higher knowledge level than the general farmers, and can accurately
interpret and apply the acquired information. In general, ordinary villagers will have a
process to re-read the information they receive. The information transmitted by the
mass media is broad and the dissemination content lacks the pertinence, moreover has
the strong specialty. For the ordinary farmers in low cultural level, it is difficult to
achieve the understanding of the same level. Therefore, these big-specialized-
households of crop and animal productions in high cultural level play a crucial role,
they can translate the information they receive into the language that ordinary farmers
can understand.

They have a high educational level, have a strong ability to receive and acquire
information and their horizon is broadened, so they can deliver valuable information to
ordinary farmers. Therefore, they have high prestige among the farmers. They can be
regarded as “opinion leaders” in the eyes of ordinary farmers, and have a high influence
on the attitude and behavior of farmers to accept information. In rural areas, people who
can be regarded as “opinion leaders” are locally recognized as the people who have a
high cultural level and have a certain prestige among the masses.
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In the rural information dissemination network, the general farmers and “opinion
leaders” are regarded as nodes in the network, the connection between the general
farmers and general farmers, between the general farmers and “opinion leaders” and
between the “opinion leaders” and “opinion leaders” are the edges between nodes in
the network. In this complex network, the majority of farmers occupy the marginal
position, but the “opinion leaders” occupy the central position. The opinion leaders
have a high degree centrality in the whole complex network. Therefore, in the process
of information dissemination, new information can be first transmitted to the local
“opinion leaders” and then transmitted by “opinion leaders” to the ordinary farmers
affected by them. By using this transmission mode from the node with a high degree
centrality to the node with a low degree centrality, the speed of information dissemi-
nation can be accelerated and the scope of information dissemination also can be
increased. It is also conducive to the accurate interpretation and application of
information.

3.2 Betweenness Centrality

In a complex network, the degree centrality of nodes refers to the degree of difficulty
and ease of the resource from one node to another. The betweenness centrality of nodes
measures the control degree of this node for the resource in the network. The
betweenness centrality means that in a network, if the two nodes want to have an
association, they must establish a connection through another node. If a node is on the
shortest path between the two nodes, then the node is considered to have a high
betweenness centrality. The actor with high betweenness centrality can use more
opportunities to speed up the dissemination of information. He has a strong ability to
control the flow of information. This also shows that he has an important position in the
network, because he decides whether or not the other two actors could communicate
with each other and also affects whether information resources in the network can
spread a large area. Therefore, nodes with high betweenness centrality have the obvious
media role in the network transmission.

The rural interpersonal network is a common phenomenon. Figure 4 shows a
typical model of rural interpersonal network. Through the connection among nodes, we
can analyze the characteristics of information dissemination in rural areas and the path
of information dissemination. According to the nodes and the content of connection,
the network can be divided into several different sub networks, such as the village head
network, well-informed man network and home core personnel network. The dotted
portion in Fig. 4 is a small network combined by four nodes which are connected with
each other. The people in this network usually have the common interests and hobbies
and share information with each other. In this typical rural interpersonal network, it can
be expanded according to the blood relationship, geographical relationship and occu-
pation relationship to form a more complicated rural interpersonal interaction network.
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The people who promote the expansion of the network may be the village chief,
well-informed people, agricultural demonstration households, or the general villagers
in the network. In the network, he may be at the center or on the edge. Such villagers
are very important, because they have an important place in the information dissemi-
nation network. Such nodes are called the intermediate nodes in complex networks
because they directly affect the change of network size. The villagers who are similar to
intermediary nodes should be paid enough attention in the process of information
dissemination. The approval degree of such villagers for information and their willingly
attitude of transmitting information directly determine the stability and scale of the
information dissemination network. In the rural information dissemination network, the
higher the betweenness centrality of farmers, the more important his position, the
greater the impact on the scope of information dissemination. Therefore, the application
of the analysis strategy of betweenness centrality of a complex network in the infor-
mation dissemination of farmers can better control the diffusion range and accurately
master the degree of control of information resources.

3.3 Relationship Strength

Strong relationship and weak relationship have different functions in the process of
formation and operation of an information dissemination network [10]. Strong rela-
tionship will usually form a closed ring in the information dissemination network. The
members in the ring network generally contact with each other directly. The infor-
mation obtained by them is often what they have already known. In that way,

Fig. 4. Rural interpersonal network model
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information will be transmitted repeatedly and shared deeply. The weak relationship
will form a non-closed linear relation. The redundancy of information and the cohe-
siveness of the structure in such network are very low. Therefore, the main role of the
strong relationship is to maintain the stability of information dissemination network,
improve the cohesion within the organization and deepen the trust and sense of
belonging of the organization members to the organization. The weak relationship
exists among the people with different interests, so the information shared among them
can’t be repeated. Therefore, the weak relationship plays a “bridge” role in the dis-
semination of information in the network. It can transfer the information resources to
another person who is not familiar with this information resources group.

As a ubiquitous group phenomenon, relationship strength theory also exists in the
complex network of rural information dissemination. Due to the specific rural blood
relationship, geographical relationship and occupation relationship, a small closed
group with strong relationship will be formed easily among villagers. They have a
common recognition, high sense of understanding and comply with the arrangement of
the same system. Under the guidance of the high cohesion and behavior coordination of
villagers, the cost of information dissemination can be reduced to a greater extent.
Through the loose indirect contact, weak connection can integrate more villagers in
other groups into the relationship network that it exists. In that way, it can not only be
conductive to the villagers to acquire the information with high quality and low rep-
etition rate in a larger scope, but also expand the scope of the dissemination of
information.

The relationship strength theory should be applied to the rural information dis-
semination network. The villagers in strong relationship group should contact new
villagers to form the weak relationship, and in this relationship, they should increase
interaction frequency, deepen the emotion and enhance the intimacy, so as to
strengthen the weak relationship and transform it into the strong relationship. Farmers
are busy in spring and autumn. In summer and winter, they are mostly idle, so they
have more leisure time to participate in various activities, create the opportunities to
communicate with each other and deepen their feelings. Because of the unique lifestyle
in rural areas, it is very beneficial to develop new relationships, and the cycle of
transforming the weak relationship into the strong ones is also very short. Therefore,
the application of the analysis method of relationship strength theory in rural infor-
mation dissemination network can reduce the cost of information dissemination,
accelerate the speed of information dissemination, expand the scope of information
dissemination and improve the degree of information adoption.

4 Conclusion

From the original agriculture to the ancient traditional agriculture, and then to the
modern agriculture today, the agricultural development of our country has lasted for
thousands of years. Rural information dissemination involves the information flow at
different levels and in many fields, such as agriculture, farmers and rural areas.
According to the above research results, we can analyze that:
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The first one is that because of the rural special geographical relationship, blood
relationship and occupation relationship, rural information dissemination network has a
small average path length and a large clustering coefficient. The information dissem-
ination network of agriculture has scale-free network characteristics and small world
network characteristics.

The second one is that the application of degree centrality theory in rural infor-
mation dissemination network, the attention of “opinion leaders” effect and the
adoption of mode of information dissemination from the villagers with high degree
centrality to the villagers with low degree centrality can accelerate the speed of
information dissemination, and be conducive to the accurate interpretation and appli-
cation for the information.

The third one is that the analysis theory of betweenness centrality should be applied
to the rural information dissemination network to analyze the villagers with interme-
diary nature. These villagers should be paid highly attention, their recognition for the
information should be enhanced and their enthusiasm of information dissemination
should be mobilized. In that way, the scope of information dissemination can be
expanded quickly.

The fourth one is that by using the theory of relationship strength, the relationship
between villagers can be divided into strong relationship and weak relationship. The
strong relation can be used to develop new relation, that is the weak relation, and then
the weak relation can be transformed into the strong relation. Because of the unique
work and rest rules in rural areas, this transformation can be completed quickly. The
application of relationship strength theory can reduce the cost of information dissem-
ination cost, accelerate the speed of information dissemination, expand the scope of
information dissemination and improve the adoption of information.
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Abstract. Hemispherical photography (HP) has already proven to be a pow-
erful indirect method for measuring various components of canopy structure. In
this paper an illumination invariant multiple exposure images fusion and map-
ping method was proposed in order to squash negative impact of variant illu-
mination. Firstly, a series of multiple exposure maize canopy hemispherical
images was captured under natural light condition. Secondly, the multiple
photographs fused into a single radiance map whose pixel truncated in shad-
owed and lighted parts of original images expended to higher range. We were
able to determine the irradiance value at each pixel, the pixel values are pro-
portional to the true irradiance values in the scene. The pixel values, exposure
times, and irradiance values form a least squares problem. Finally, we also
employed a histogram equalisation method to map irradiance values to RGB
color space. The comparison results show that canopy gaps fraction of HP
acquired at 14:00 and 17:00 with threshold value 180 has difference of 15.4%
percent, and our method reduces the difference up to 2.8%. Results of regression
analysis shows that our method have a high consistency with canopy structure
parameter direct surveying method, the correlation coefficient between two
methods hit 0.94. The line slope was 1.463, our method measurement values
were lower than direct surveying method. Our method expands the HP canopy
structure parameters acquire timing, provides an automatic monitoring solution.

Keywords: Canopy structure � Hemispherical photography � Image fusion
Image mapping � Variant illumination

1 Introduction

Maize is one of the main planting crops in the world, and its production has a great
influence on food security. Maize yield formation mainly comes from the accumulation
of photosynthetic assimilation products in the canopy, and the accumulation of
assimilation products is an exchanging process with substances and energy in the
external environment through a series of physiological and biochemical reaction in the
canopy. The strength of the physiological function of the canopy is mainly limited by
the internal structure form of the canopy [1]. Canopy structure is a visual indicator of a
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community appearance, directly reflecting the crop growth, cultivation conditions, as
well as water and fertilizer measures. In many canopy structure parameters, the leaf
area index (leaf area index, LAI) shows how much plant leaf area is on a unit surface of
the field, while the mean leaf Angle (mean leaf Angle, MLA) expresses the spatial
orientation of canopy leaves, in which the canopy structure plays a decisive role.

The parameter acquisition methods of canopy structure are divided into two cate-
gories, the direct method and indirect method. The so-called direct method is to
measure the direct part of the involved indicators in the structural parameters, for
example, by measuring the plant leaf areas in the sample zone and then summing
(LAI) [2, 3]. The direct method needs a wide range of destructive sampling, consuming
a large amount of manpower, and the subjective dependence in measuring is strong. So
some indirect methods based on growth model, radiation model and canopy porosity
had extensive development [4–7], of which hemisphere image (hemispherical pho-
tography), which can obtain crop growing and appearance data such as morphology,
density, growth period while recording canopy porosity, was studied and applied by a
great number of scholars.

Through the hemisphere image geometric correction, Huanhua et al. [8] established
the parameter layer, and overlaid it on the classified vegetation canopy layer and
conducted mathematical operations to extract the vegetation canopy structure param-
eters such as canopy widths, canopy area and canopy circumference etc. After com-
paring the leaf area index calculation method of the hemisphere image with other
indirect methods, Tong et al. [9] pointed out that artificially setting threshold to the
image segmentation is a major cause of the errors, and the accuracy is also affected by
the sampling time and space because incorrect sampling time and space will bring
certain errors to the LAI calculation. While Valerie Demarez et al. [10] applied the leaf
area index of hemisphere image of three kinds of crops wheat, corn, sunflower, and
introduced the cluster index (clumping index) into Poisson model of the hemisphere
image, which made the value from LAI calculation is more close to the actual value.
Gonsamo et al. [11] developed multi-platform calculation software package CIMES,
using command line mode, based on canopy structure parameters of hemisphere image,
which realized a variety of LAI calculation methods such as the Miller, Lang and
Campbell etc. Baret et al. [12] applied the images obtained from 57.5° with the ground
to simulate the zenith angle corresponding information of hemisphere image, proved
the feasibility of this method through crop virtual 3d model, and took the results
obtained by calculation as input parameters of the leaf surface calculation model.
Confalonieri [13], and etc. developed an image acquisition device for canopy structure
parameters based on handheld devices, using the angle sensors on the handheld device
to acquire the canopy images at 57.5°. Verification results show that the measurement
results from it have a high consistency with the ones from LAI2000, AccuPAR and
other canopy analysis equipment, and the low price and portability extends its appli-
cation conditions.

In related studies, whether using commercial equipment (such as: Hemiview, LAI -
2000, CI - 110), or equipment researchers developed by themselves, to obtain the
hemisphere images, the requirements to light conditions are very strict: generally, 1 h
after sunrise or before sunset within 1 h (less direct light, and more scattered light). The
main reasons for Limiting the image acquisition time are, on the one hand, imaging
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equipment in different light conditions adopts different exposure strategies, which
causes great differences in colors and brightness of images obtained at different times
and thus, the image segmentation threshold is difficult to unity; On the other hand, plant
leaves to sunlight has a certain role in the transmission. Under the condition of strong
direct light, the images at the top of the blades often display as excessive exposure,
while, due to the influence of the blade shadows cast over, the images of the blades at
the bottom are often underexposed.

To sum up, the hemisphere image method is a kind of important indirect calculation
method of canopy structure parameters. Due to the influence of field changing light
conditions, this method can only be used in certain light conditions, so the restrictions
on image acquisition time greatly affect the practical application of the method. In this
paper, we adopted the fusion mapping method based on multiple exposure images,
removing the influences of image light and shade, highlights and shadows due to the
light changes in fields, and greatly increased the scope of the hemisphere image
technology.

2 Materials and Methods

2.1 Hemisphere Image Acquisition Device and Method

The lens was prime fishieye lens “(SIGMA) 8 mm F3.5 EX DG FISHEYE”, which
were able to provide vision range images of level 360° and vertical 180°. The Canon
full frame camera (Canon EOS 5 d Mark III) was adopted. The camera was placed in
the bottom of the canopy, the vertical to ground and towards the sky. To quickly switch
fixed number aperture setting, exposure time, exposure for more than a canopy
hemisphere image sequence, Sample image is shown in Fig. 1.

Image processing program is developed by Visual Studio 2010, using the image
processing open-source library OpenCV 2.3. The program was running on PC, CPU
core frequency 3.4 GHZ, memory 4 GB.

Fig. 1. Hemispherical photography sample of maize canopy
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2.2 Hemisphere Image Processing Process

In this paper, the image processing algorithm process includes six steps, as shown in
Fig. 2:

2.3 Multiple-Exposure Image Fusion

The segmentation accuracy of plant pixels and non-plant pixels of the hemisphere
images has a great influence on calculation of canopy porosity and the leaf area index.
The brightness of the canopy hemisphere image varies with the acquisition time. The
pixel brightness of the canopy top is high, and the pixel brightness of the canopy
bottom is low, which causes 2 major effects on later image processing: (1) the fixed
threshold to image segmentation can’t be chosen; (2) the blade pixels in too bright and
too dark areas can wrongly be divided into background pixels. Jeon and Lati [14, 15]
pointed out that under the field illumination conditions, specular reflections and
shadows on plants is a great challenge for image segmentation. Liu and Panneton [16,
17] tried to use the optimized color space (such as: RGB HSV Lab) in the plant image
segmentation, but segmentation thresholds for different plant color spaces need artifi-
cial selection to adjust. Woebbecke and Burgos [18, 19] using the feature of plant
leaves containing chlorophyll, put forward the green component reinforcement method
(ExG), which assumed that the plant pixels and background pixels after linear trans-
formation can be projected onto different space planes, then divided planes according
to the beforehand thresholds. But the threshold selection in this method is affected by
the light intensity. In order to solve the influence of illumination changes, Ruiz and
Zheng [20, 21] used machine learning classification method to distinguish plant pixels
and background pixels, taking multiple color features as vectors. Experiments show
that this method has a higher degree of automation, but still the images with highlights
and shadows have higher rate of wrong points.

Using multiple exposure image fusion, images with relatively uniform brightness
[22] are able to be obtained under varied illumination conditions. By capturing the
image light radiation intensity in the scene for correction and normalization to the
image brightness, the effects on the image segmentation from light transform can be
overcome. The mathematical relationship between the image brightness and scene light
radiation intensity is shown below.

Acquisition of multiple-exposure 
images Image fusion Histogram

map

BinarizationZenith Angle divisionCanopy parameter solution

Fig. 2. Flowchart of image processing

An Illumination Invariant Maize Canopy Structure Parameters 443



FðIijÞ ¼ lnEi þ lnDtj ð1Þ

In the formula, E is light radiation intensity values of a point in the scene (di-
mensionless); Dt is the exposure time of images (s); i is a sampling point on an image,
value range (1, n); J stands for an image in an image sequence with different exposure
and value range [1; m]; F (I) is the response function of the camera to light radiation
intensity in the scene. The meaning of the formula (1) as follows: the light radiation
intensity at some point in the scene of is Ei; the camera uses D t of exposure time; the
brightness value of the image point is F (Iij). In the digital image, the pixel luminance
values are in the range of 0 to 255, so the formula (1) can be discretization, a least
squares problem. As shown in formula (2):

D ¼
Xn

i¼1

Xm

j¼1
FðIijÞ � lnEi � lnDtj ð2Þ

After the camera response function is calculated, according to the formula (3), the
light radiation intensity values of a point in the scene can be calculated by the pixel
gray value and the image exposure time, completing the fusion of multiple exposure
image sequence.

lnEi ¼ f
Xm

j¼1
FðIijÞ � lnDtjg

.
m ð3Þ

Figure 3 shows the image sequence of different exposure time. Figure 4 is the
pseudo color image of light radiation intensity in the fused sequence (from blue to red,
a gradual increase in values). It can be seen from the Fig. 3 that, affected by the pixel
value range, the detailed light levels of the dark shadows and highlights in the images
are not rich, with the top blades high brightness and the bottom blades low brightness
under the direct sunlight. Through fusing the pixels of the multiple exposure images to

a. 1/800s b. 1/400s  c. 1/200s

d. 1/125s e. 1/30s   f. 1s

Fig. 3. Maize canopy hemispherical images with different exposure times
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light radiation intensity spaces, the image value range has been increased. As shown in
Fig. 4, P1 and P2 have a difference of 3 orders of magnitude in the light radiation
intensity images. Compared with the original image, the light radiation intensity of the
image has a wider value range, with the light radiation intensity image with highlights
and dark areas in the original images rendering more details.

2.4 Light Radiation Intensity Image Map

Light radiation intensity map expands the range of the original RGB image and con-
tains information of specular reflection and shadow regions in the image sequence with
different exposure. In order to make the brightness distribution of the light radiation
intensity images of different times tend to be more consistent and uniform, the light
radiation intensity images need to be compressed mapping. In this paper, by using the
idea of histogram equalization, while compressing the light radiation intensity image,
the brightness differences of the images shot at different times of the day were cor-
rected. The specific methods are as follows: a certain value V0 was found in a numerical
interval of the light radiation intensity images to make the formula (4) the minimum
value. In this article, the value is 1.0, 2 kinds of effects can reflect; H (x) is the
histogram function;

ðV0 � 0:5ðLmax þLminÞÞ2
L2 þ

aððP
V0

x¼0
h(x)� 0:5N)2

N2 ð4Þ

In the formula, L is the value range of light radiation intensity map; Lmax and Lmin

are the maximum and the minimum; a is the condition parameter, whose range [0, ∞]
influences the mapping transformation effects; the closer to 0 it is, the closer to the
linear transformation the mapping effects are, and the closer to ∞ it is, the closer to the
histogram equalization the mapping effects are. In this article, the value is 1 and 0, both
of the 2 kinds of effects can be reflected; N stands for the pixel numbers of the interval;
value V0 is calculated from formula (4). L can be divided into two intervals, on which

Fig. 4. Fusion image of irradiance value (Color figure online)
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formula (4) is used again to calculate and gain V10, V11. The entire interval is divided
into four, repeat the operation above until the entire range is divided into 256, and set
up a mapping relation between the light radiation intensity images and 256 color
images. The method diagram is as shown in Fig. 5.

2.5 Hemisphere Image Calculating Leaf Area Index and Average Leaf
Inclination Angle

Monsi and Saeki [23] introduced the Beer - Lambert’s law of light propagation in
homogeneous medium into the light propagation model of the crop canopy. The
specific formula is as below

I=I0 ¼ e�k�LAI ð5Þ

In the formula, I stands for the radiation intensity at the bottom of the canopy (unit:
lux); I0 for the radiation intensity above the canopy (unit: lux); LAI for the leaf area
index (dimensionless). Under the condition of only considering the direct light, I/I0 can
be expressed in canopy porosity T, and the value of k is related to the angle of the
incident light and the leaf inclination angle distribution of the canopy itself [24]. The
calculation method is as follows:

k ¼ Gðh; aÞ=cos h ð6Þ

a. mapping method

b. mapping result

Fig. 5. Image mapping based on histogram equalisation method
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In the formula, h is the incidence angle of the light, namely zenith angle; a is the
average leaf inclination angle; G(h,a) is the projection function; that is, a unit leaf area
at a leaf inclination anglea is the projection area in the direction of h. Accordingly,
extinction coefficient has something with the light incident angle, blade orientation (in
the form of leaf inclination angle). From formulas (5) and (6), the general formula is
derived for calculating the leaf area index of crop canopy in hemisphere images.

TðhÞ ¼ e�Gðh;aÞLAI=cos h ð7Þ

in the formula, T(h) is the canopy porosity under the zenith angleh. The calculation of
leaf area index is as formula (8)

LAI ¼ � ln TðhÞ � cos h=Gðh; aÞ ð8Þ

In it, the projection function G(h, a) has two features, (1) when the zenith angle
from view angle is 57°, G(h, a) = 0.5, a constant value [25]; (2) while 25° < h < 65°,
G(h, a) can be thought as linear function of h, the slope can be calculated through the
leaf inclination angle [26], formula (8) can be simplified as

LAI ¼ � ln Tð57�Þ � cosð57�Þ=0:5 ð9Þ

In the formula, T (57°) is the canopy porosity obtained from hemisphere image at
zenith angle h 57°. Canopy porosity calculation formula is

TðhÞ ¼ PLðhÞ=PSðhÞ ð10Þ

PL(h) is the hemisphere leaf number of pixels on the image at zenith angleh, and
PS(h) is the number of ring pixels which the zenith angle is corresponding to.

The leaf area index of a canopy can be calculated by the formula (9), and the
average leaf inclination angle can be obtained by LAI indirect calculation. The porosity
T (25°)–T (65°) of the zenith angle 25°–65° can be extracted from the hemisphere
images, and the series of G (25°–G (65°) can be calculated by the formula (8). The
series data of h and G (h) meet linear relationship, the straight slope D can be fitted, and
thus the average leaf inclination angle MLA can be calculated through the polynomial
about D.

MLA¼ 56:63þ 2:521� 103 D� 141:471� 10�3 D2

�15:59� 10�6 D3 þ 4:18� 10�9 D4 þ 442:83� 10�9 D5
ð11Þ

3 Results and Analysis

The calculation of LAI and MLA to the test materials was carried out using the method
described in this article. The test materials was Xianyu 335 and sowing time was on
June 5, 2013, with planting density of 60000 plants/ha and normal water management
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measures. The hemisphere images of the canopy, which were separately obtained on
August 6, August 13, August 19th, August 22, August 26, and September 12, were
processed and analyzed. The LAI and MLA results are shown in the figure below
(Fig. 6).

August 20 or so was 20 days after silking, and the plant growth reached maximum
at this time. In the measurement results, the LAI 3.71 in the measurement results on
August 19 was the peak for the whole measuring sequences, and consistent with the
observed results. MLA measured values and the LAI values both have the same
changing trend, with the growth to maximum, uplift degree of the upper leaves on the
plants increased on the vertical so as to increase the transmittance rate of solar radiation
on the upper canopy. With plant leaf senescence, leaf shapes gradually let loose, and
MLA presents downtrend in the later stage.

In order to further validate the measuring precision and accuracy of the method
described in this article, obtain the corn leaf area by using the direct method, and then
the real LAI values were calculated. The measurement method of leaf area is as shown
in the figure below. The blades were dismantled and paved one by one to shoot the
images, and the number of the green leaf pixels in the images was converted into leaf
areas. Limited by the length, the image processing algorithm is no longer here (Figs. 7
and 8).

a. Time-varing value of Measured LAI

b. Time-varing value of MLA

Fig. 6. The experiment result of canopy structure
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An equation of straight line was fitted using the measured values from the method
as described in this article as well as the ones from the direct method, it is shown that
the closer to 1the slope of the linear equation is, the better the accuracy of the method
described in this article is, and it is also shown that the closer to 1the value R is, the
greater the relevance of the two is. From the results, the slope of the equation is 1.463,
which indicates that the measured values from the method in the article is generally
lower than the measured values from direct method; the value R was 0.940, indicating
that both have a high correlation, and that the method in the article has a higher
consistency on the trend with the direct method. Later, the accuracy of the method in
the article can be improved by increasing the correction coefficient.

4 Discussion

The precision and stability of canopy structure parameters obtained through the
hemisphere image method is mainly affected by light conditions when imaging. In the
previous researches, changing the aperture and exposure time is often adopted to
respond to the light changes, but in practice, overly relying on experience, it is difficult
to acquire the hemisphere images with uniform brightness. The literature [27] pointed
out that the canopy porosities of the hemisphere images with different exposure times
may differ by 20%. The other way to eliminate the influence from changing light is to

Fig. 7. The direct method of LAI measurement

Fig. 8. The result of linear fitting of our method and direct method
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acquire images under the condition of near sunset with more scattered light, the dif-
ferences in light conditions at this time are relatively small, which can reduce the direct
light transmission forming light spots and shadows on blades. The lighting conditions
at the time of acquisitions limit the application scope of the hemisphere image method,
and there is a big inconvenience in practical application, especially in some cases of
timing continuous monitoring, the lighting changes are inevitable.

The fusion mapping method on the multiple exposure images described in this
article, to a certain extent, eliminates the image brightness differences caused by the
light change, and it is facilitated for the image processing program later to choose the
same stable threshold for image segmentation. The multiple exposure images fusing
increases the range of the image brightness values, as well as the magnitude order
differences of different brightness pixel values. Mapping algorithm transforms the fused
images to ordinary images, completing the compression to the brightness ranges of
images. Observed from the images, light areas in the original images are suppressed,
and dark areas are promoted and thereby the objective of reducing the light change
effects on the image brightness has been achieved.

5 Conclusion

In this article, the hemisphere image method was used to acquire corn canopy struc-
tures parameters indirectly, and against the problem that hemisphere image method is
easily affected by light changes, the fusion algorithm was proposed based on the
multiple exposure images, which made the brightness of the images obtained at dif-
ferent times relatively uniform and stable, while eliminating the blade glossy reflections
and shadows. The experiments show that, compared with the direct measurements, the
method described in this article has a higher consistency, and provides a new means
and a research idea for the study of the canopy structure parameter acquisition from the
hemisphere images.
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Abstract. In the current era of big data, information technology is developing
quite rapidly, the most important data mining technology in information technol-
ogy is also widely used, and now it is applied to the field of agricultural production,
what can solve many problems such as agricultural production, fertilization and so
on. In this paper, data mining technology is applied to the process of corn fertil-
ization, because in corn production, effective and reasonable amount of fertilizer
can make corn grow better, however, if there is no specific fertilization according to
the soil properties of the corn, it will lead to the soil which needs fertility can not be
with enough fertility, and the soil without fertility will be added more and more. In
view of this problem, the soil planted with corn was graded and treated with
different levels of soil, so as to achieve the purpose of effective utilization of soil
fertility. In this paper, the DBSCAN algorithm in clustering analysis is used to
classify the soil, the DBSCAN algorithm to this field have not been reported so far.
By applying the nutrient balance method, the amount of soil fertilizer was calcu-
lated at each level, and the fertilizer was targeted according to the amount of
fertilizer. Through the pilot application in Nong’an County of Jilin province Chen
hometown, compared with the traditional fertilization results, Fertilizer reduced by
25%, corn production increased by about 15%, effectively reducing the input of
chemical fertilizer and increasing the output of crops.

Keywords: Data mining � Cluster analysis � Soil classification
DBSCAN algorithm

1 Introduction

Precision agriculture developed in the early 1980, and precision agriculture is a subject
jumping. Precision agriculture is the main system of modern agricultural production
operation according to the spatial location, timing, spatial variability and quantitative to
achieve, it is mainly the information technology to support, most of the data mining
technology [1].
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Precision agriculture is mainly composed of intelligent decision-making technol-
ogy, field information collection technology, and intelligent equipment technology.
Through the collection of farmland information for digital analysis and processing,
intelligent decision-making, mechanization of farmland information and application of
information, can increase crop production, increase efficiency and increase the income
of farmers [2]. The main idea of precision agriculture is that agricultural production can
be adjusted according to local conditions. It can be reasonably invested, not wasted,
and managed scientifically. Precision agriculture has achieved orderly management in
space and time, and improved the efficiency of agricultural production. Through the use
of modern agricultural machinery operation scale, improve the agricultural production
efficiency and the efficiency of agricultural production, greatly changed the peasant
workers will always work hard in the fields only in traditional agriculture, backward
production mode and the “inspiration” extensive industry management [3].

The productivity of the soil is mainly composed of soil fertility, soil fertility mainly
refers to organic matter, nutrient content, soil texture, soil thickness and other factors in
the soil, these factors have different effects on soil fertility, and have different con-
straints on soil fertility.

For the study of soil fertility classification, there are several situations that appear
below: Zhang et al. [4] applied the mathematical method of principal component
analysis and discriminant function discriminant to classify soil fertility. In addition to
the mathematical model approach, quantification of soil fertility has also been studied,
so far, however, quantitative indicators have not appeared, so that the size of soil
fertility cannot be calculated. Liu and Liu [5] proposed that the soil per unit area under
general conditions should be used to measure the amount of soil formed by plants to
measure soil fertility. Because of the different types of soil use, the annual crop yield of
the farming soil; the annual growth of timber for the forest soil; the grassland soil is
measured by the annual grass growth, from an ecological point of view, soils of all
types of use can be measured by solar energy (Joules), which is fixed by plants in the
unit area throughout the year.

2 DBSCAN Algorithm

2.1 DBSCAN Algorithm Concepts

DBSCAN algorithm is a density based clustering analysis method. The algorithm
defines clusters as the largest set of points connected by density, and divides the
regions with high density into clusters. The kernel idea of clustering is to measure the
density of the space of the point with the neighbor number in the neighborhood of a
point [6]. For example, the object p is the center, and epsilon is the radius of the region,
that is, within the epsilon neighborhood of p, including at least one positive integer
Minpts objects, and p is the core object, fields containing Minpts objects are clusters,
otherwise p is on the boundary of a cluster and is called boundary point [7, 8]. The
following explains the relevant definitions:
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2.1.1 Directly Density-Reachable
If the p is the core point, q in the - neighborhood of p, the p direct density of up to q
(Fig. 1).

2.1.2 Density-Linked
If an object o exists in the object set D, which causes the object p and q to be reachable
from the object o about epsilon and Minpts, then the object p and q are connected to
epsilon and Minpts density [9].

The definitions are parsed using Fig. 2 below, in Fig. 2, given the radius of the field
epsilon, the minimum number is Minpts = 3. According to the above definition, point
m, o, p, and r core objects because there are at least 3 objects in their respective epsilon
fields. In addition, it is also observed that m is directly accessible from p and vice versa.
q is direct density reachable from m, but m is not directly reachable from q, because q
is not the core object. The density from q to m is up to m, and the direct density of p
from p can reach up to q so that the density is reachable. Similarly, p and s are density
reachable from o, and o is density accessible from r.

As a result, o, r, and s are density-reachable between each other.

Fig. 1. Directly density-reachable

Fig. 2. Density-reachable and density-linked
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2.2 DBSCAN Algorithm Progress

Input: n data objects, radius epsilon, minimum number Minpts.
Output: all clusters that reach the density requirement.

Algorithm processing flow:

Step1 Extracts an unprocessed point from the data object;
Step2 IF points out is the core point, THEN finds all objects reachable from the
point density, forming a cluster;
Step3 ELSE The point that you take is the edge point (non core object). Jump out of
this loop and look for the next point;
Step4 Loop Step1 to Step3 until all points are processed [10].

3 Maize Precision Fertilization

3.1 Data Acquisition

In Nong’an County of Jilin province Chen hometown pilot application, access to land
information using the 3S technology, grid according to the distance of 40 m * 40 m.
Soil sampling was carried out in the divided mesh, and 152 sampling points were
obtained, which were collected for soil nutrient content, including four values of
organic matter, available phosphorus, available nitrogen and available potassium.

3.2 Data Standardization

Since different data has different dimensions, it needs a unified dimension to compare
the data, that is to standardize the data. normalization formula is:

g ¼ G�min
max�min

ð1Þ

3.3 Soil Fertility Grading

The DBSCAN algorithm is used to cluster the processed data, that is, to classify the soil
fertility, and each soil grade is called the cluster. In this paper, WAKA data mining
tools are used to download DBSCAN data management package, set (field radius) 0.5,
Minpts (epsilon field minimum point) is 10 of the cluster, the soil is divided into six
cluster classes, that is, six levels.

According to the number of soil plots at each level, the four attributes of all soils in
different levels are calculated, the average value is summed, and sorted according to the
size of the sum, and the bigger one is ranked, and so on.

According to the sum of the average values of the attributes in the six clusters, the
soil classification results are shown in Table 1.
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3.4 Calculation of Fertilizer Application

A fertilizer calculation model was established, and the nutrient balance method was
used to calculate the amount of fertilizer needed for the nutrient content in different soil
levels. We calculate the average of four attributes in different soil levels and substitute
them into the formula of nutrient balance method, the required values here are the raw
values before data processing, and the data values are shown in Table 2.

Calculation of nutrient balance fertilization model by fertilizer application rate (2):

sf ¼ cl� xs� cd � ys
hl� ly

ð2Þ

sf: Fertilization; cl: Corn yield target;
xs: Grain corn nutrient absorption amount per 100 kg;
cd: Soil nutrient determination;
ys: Soil available nutrient conversion factor;
hl: Fertilizer nutrient content;
ly: Fertilizer utilization season.

Table 1. Soil classification result

Soil level Included sample points

Class A a140 a83 a80 a3 a22 a54 a21 a131 a51 a90 a19 a20 a57
Class B a40 a31 a11 a6 a149 a28 a314 a119 a64 a13 a151 a16
Class C a70 a142 a100 a148 a109 a121 a47 a95 a96 a62 a116 a44 a39 a146 a10 a33 a38

a88 a7 a9 a147 a86 a130 a138 a14 a8 a139 a108 a144 a45
Class D a35 a17 a145 a120 a23 a97 a71 a41 a143 a123
Class E a1 a63 a133 a18 a89 a69 a84 a15 a50 a106 a60 a4
Class F a55 a53 a81 a43 a59 a103 a105 a120 a78 a124 a75

Table 2. Average properties of different soil classification

Soil level Organic mean Available
phosphorus mean

Available
nitrogen mean

K mean

Class A 32.295 19.042 132.538 314.846
Class B 30.785 23.004 116.083 241.583
Class C 27.912 18.092 115.500 157.333
Class D 28.765 16.480 111.700 142.400
Class E 27.577 15.304 98.083 138.750
Class F 26.289 13.850 98.182 137.000
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Taking the mathematical model of fertilizer application rate as an example (The
content of P2O5 was 46% in the application of diammonium phosphate):

Phosphate fertilizer =
Corn target amount � 0:07� 0:03 � Soil nutrient content � Soil available nutrient conversion factor

0:46 � Fertilizer utilization rate

Soil available nutrient conversion factor ¼

1578:8 � Soil nutrient content�0:98

100
1068 � Soil nutrient content�0:832

100
732 � Soil nutrient content�0:749

100

8
>>>>>>><

>>>>>>>:

Blank area yield ¼ 0:3 � Soil nutrient content � Soil available nutrient conversion factor
0:022

Fertilizer utilization rate ¼
ð43:4�0:024Þ �Blank area yield

100
ð36:6�0:025Þ �Blank area yield

100
ð4:6�0:035Þ �Blank area yield

100

8
>><

>>:

Yield = 10000 kg/hm2

According to the nutrient balance method, the data of Table 2 are replaced by (2),
and the specific amount of soil fertility at each level of soil as shown in Table 3 can be
obtained.

4 Conclusions

In this paper, the DBSCAN algorithm is used to classify the soil, and the classification
results are applied to the corn precision fertilization decision, The experimental results
of demonstration and application in Nong’an County of Jilin province Chen hometown.

Table 3. Soil nutrient fertilizer rate

Soil level N amount of
fertilizer (kg/hm2)

P amount of
fertilizer (kg/hm2)

K amount of
fertilizer (kg/hm2)

Class A 440.063 565.009 327.032
Class B 440.158 564.844 327.171
Class C 440.161 565.053 327.398
Class D 440.185 565.135 327.451
Class E 441.160 565.200 327.465
Class F 440.276 565.287 327.471
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The average amount of fertilizer is 560 kg/hm2 (the average amount of fertilizer is
calculated by the total amount of fertilizer divided by the total area), compared with the
traditional fertilizer 608.42 kg/hm2, saving fertilizer 48.42 kg/hm2; The average yield
of the experiment is 8313 kg/hm2, which is 930 kg/hm2 higher than that of the tra-
ditional output (the traditional values are derived from the statistical yearbook of
China). Indeed, the purpose of reducing chemical fertilizer input, improving soil
environment, increasing production and increasing income has been achieved.
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System of Quinoa Products Based on Internet of Things and 3S Technology�, Jilin science and
technology development plan project, �Research on precision control and control technology
for high quality and high efficiency production of major grain crops� (20170204020NY).

References

1. Miao, Y.: Research and application of intelligent agricultural production measurement
system. Shanghai Jiao Tong University, Shanghai (2003)

2. Chen, G., Yu, H., Cao, L., Ma, L.: Data mining and precision agriculture intelligent decision
system. Science Press, Beijing (2011)

3. National Research Council: Precision Agriculture in the 21st Century, Geospatial and
Information Technologies in Crop Management. National Academic Press, Washington
(1997)

4. Zhang, Y.: Preliminary study on soil fertility classification using numerical analysis method.
J. Shenyang Agric. Univ. 17(3), 49–55 (1986)

5. Liu, C., Liu, L.: Study on quantitative classification of soil fertility. Guizhou Agric. Sci. 27
(4), 20–22 (1999)

6. Zeng, Y., Xu, H., Bai, S.: Improved OPTICS algorithm and its application in text clustering.
Chin. J. Inf. 22(1), 22–24 (2008)

7. Wu, X., Zhang, Q., Li, H.: The value of clustering analysis and principal component analysis
in the study of anthropology. J. Anthropol. 29(4), 35–37 (2007)

8. Wu, S.: Further thinking on classification method of fuzzy clustering. J. North China Inst.
Sci. Technol. 5(1), 108–110 (2008)

9. Ester, M., Kriegel, H.P., Sander, J., Xu, X.: A density-based algorithm for discovering
clusters in large spatial database. In: Knowledge Discovery and Data Mining (KDD 1996),
pp. 226–231 (1996)

10. Ester, M., Kriegel, H.P., et al.: A density based algorithm for discovering clusters in large
spatial data-bases with noise. In: Proceedings of the 2nd International Conference on
Knowledge Discovery and Data Mining (KDD-96), Portland, Oregon (1996)

Application of DBSCAN Algorithm in Precision Fertilization Decision 459



Location and Recognition Fruit Trees Based
on Binocular Stereo Vision

Xueguan Zhao1,2, Yuanyuan Gao1,2, Songlin Wang1,2,
Xiu Wang1,2(&), Pengfei Fan1,2, and Qingcun Feng1,2

1 Beijing Research Center of Intelligent Equipment for Agriculture,
Beijing, China

2 National Research Center of Intelligent Equipment for Agriculture,
Beijing, China

{zhaoxg,gaoyy,wangsl,wangx,wangxiu,

fanpf,fengqc}@nercita.org.cn

Abstract. In order to improve pesticide utilization rate and reduce the envi-
ronmental pollution caused by pesticide ground loss, this paper proposes to use
binocular vision to recognize the contour and distance information of fruit trees.
To improve the recognition accuracy and speed, focusing on the optimization of
SIFT stereo matching algorithm. A method for matching the feature points of
left and right images base on cosine distance and the vector modulus is pro-
posed. On this basis, two stereo matching algorithms are compared, The accu-
racy of the Improved SIFT stereo matching algorithm is improved by 1.53%,
With this method, the recognition time is almost unchanged, And the stability of
depth measurement is analyzed. When the target distance sensor is 180 cm–

220 cm, the standard deviation is 1.3592 cm, can meet the requirements of the
work.

Keywords: Image recognition � Binocular vision � Stereo match
Visual location

1 Introduction

The misuse of pesticide application is very common in the actual process of agricultural
production. Excessive application of will not only cause the waste of pesticide, but also
bring pollution to the environment. Automatic target spray technology of fruit trees is
an important way to achieve high efficiency and low pollution. The realization of target
spray based on machine vision technology has become a research hotspot in the field of
precision spray technology at home and abroad due to its high flexibility and low
equipment development cost.

Target technology mainly uses sensors for target detection, such as infrared sensors,
ultrasonic sensors, laser radar, image sensors (CCD) and so on. Li Li et al. designed a
target spraying control system [1], in which the infrared sensor was used to judge
whether the target was available or not, and a green sensor was used to judge whether
the target was green, so as to achieve the goal of applying pesticide only to green crops,
thereby further reducing the waste of pesticides. However, because of the small
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detection area of infrared sensor, some switch jitter may be caused by the space
between the branches and leaves. As the ultrasonic sensor could detect surfaces, it
could solve the similar problem effectively. Gil et al. designed a multi nozzle sprayer
consists of 3 ultrasonic sensors and 3 solenoid valves in early 2007 [3]. It could realize
variable spraying according to the variation of grape leaves and save 58% pesticide
compared with traditional spraying method.

Changyuan Zhai et al. built a target contour detection platform based on the
ultrasonic sensor [2, 4], and some target detection experiments were carried out on the
regular crown and cherry trees. Good results were obtained, which proved the feasi-
bility of the ultrasonic target detection. Solanelles et al. applied ultrasonic sensors and
proportional control valves to the air blower and controlled the spray flow according to
the measured tree width, thereby greatly saving the pesticide [5]. Although the cost of
CCD image sensor is higher and the processing speed is slower, it can also detect crop
diseases and insect pests with a certain image processing technology. Honghui Rao
et al. used CCD image sensors to collect target information, and sprayed the target by
controlling motor movement after images processing from CCD sensors [6]. In 2010,
Tianxiang Hu et al. studied the application of binocular vision technology in intelligent
target spray, and further improved the accuracy and efficiency of spray [7].

Zacharie, Doerr used two-dimensional laser radar and GPS as sensors, and suc-
cessfully developed a tractor autonomous navigation system for orchard operations.
The accuracy of the system was higher [8, 9].

We can see that the application and research of machine vision in agriculture and
forestry have entered the stage of development, and various theoretical and practical
results emerge in an endless stream. But the accuracy of ultrasonic sensors and infrared
sensors is poor, and laser ranging is expensive, at the same time target detection of
machine vision is mainly used in weed identification in the field, and the research of
target detection in orchard based on machine vision is still very few. At the same time,
as the nerve center of target spraying system, the vision detection decision system
needs to be further improved at the speed and accuracy of the detection algorithm.

2 Real - Time Precision Target System

The hardware of Precision target spray decision system mainly include: Daheng CCD
camera, PC (host computer), indoor fruit tree test stand. Image analysis development
based on Microsoft Visual Studio 2012, It mainly to achieve image acquisition, seg-
mentation, measurement, ranging, intelligent decision-making and sending results and
other functions. The image acquisition function is completed by the CCD camera. The
image of the fruit tree collected by the CCD camera is stored in the form of an image
sequence to the computer for subsequent image processing.

The image acquisition function is completed by CCD camera, and the fruit images
collected by the CCD camera are stored in the form of image sequences for the
computer to be used for subsequent image processing The applicable image
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segmentation, recognition and measurement algorithm is sought and develop software
used for image segmentation and processing, realize describeration of fruit tree by
gravity, perimeter, shape complexity, depth and other parameters. And can recover the
real object of fruit tree from the image information to lay the foundation for the precise
application of pesticides, functional flow chart shown in Fig. 1.

3 System Calibration

MATLAB camera calibration toolbox has higher calibration accuracy, and the cali-
bration method is simple, therefore this paper uses MATLAB to about camera cali-
bration, the mercury series Daheng camera MER-500-7UC, 2592*1944 resolution,
spatial position and binocular vision sensor calibration plate as shown in Fig. 2:

Perform camera calibration to 
obtain internal and external 

parameters

Obtain target  depth 
information  by using the 

characteristic parameter and 
the imaging triangular 

relationship

Image acquisi�on and 
separa�on to achieve the 

goal and background 
separa�on

Target image is measured to 
obtain the target image 
characteristic parameter

The real informa�on of the 
target is restored from the 
image feature parameter

Generate decision-making 
of spray informa�on

Binocular vision hardware 
building

Output decision informa�on

Fig. 1. Functional flow chart
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MATLAB’s camera calibration toolbox has a high calibration accuracy [10, 11],
and calibration method is simple, so use MATLAB to calibrate the left and right
cameras in this paper, and the calibration results are as follows, the internal parameters
of the left and right camera are:

A ¼
3503:12 0 1207:31

0 3504:61 967:84
0 0 1

2

4

3

5B ¼
3511:25 0 1198:93

0 3511:71 960:13
0 0 1

2

4

3

5

The equivalent focal length of the camera in the X direction is fx, the inner
parameter matrix of the left camera obtained from the test shows that the fx of the left
camera is 3503.12,This article adopts Computer brand 8 mm focal length lens, the
physical dimensions of a camera pixel in the X direction have been given by the
camera: dx = 2.2 um. According to fx = f/dx, can get f l = 7.706 mm, the same can
get f r = 7.724 mm, A computer series of 8 mm focal length lenses are used. Which
can be obtained left and right camera calibration error were 0.37% and 0.34%
respectively. Then the rotation matrix and the translation matrix are calculated
according to the common feature points, and R and T are

R ¼
0:0220 0:6674 0:7446
0:9964 �0:0759 0:0386
0:0822 0:7408 �0:0666

2

4

3

5

T ¼ �166:1646 �84:2903 955:0699½ �

The obtained R and T results represent the matrix required for the left camera and
the right camera to achieve coplanar, write R and T as XML files for cvstereoRectify
function calls in Opencv for stereo correction, the results of the stereo correction are
shown in Fig. 3:

Fig. 2. Spatial position of calibration board and binocular vision sensor
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4 Location

According to the principle of stereo vision, the simplest binocular stereo vision model
is a stereo camera made up of two parallel lenses to capture the same scene image, as
shown in Fig. 4. Since there is a distance between the two lenses (Fig. 4b), the target
perceived through these two lenses will produce bias in the captured image (Fig. 4, dl,
dr). According to the triangulation principle [12, 13], these deviations are proportional
to the distance between the camera and the target (Z in Fig. 4), so that these deviations
can be used to calculate the depth information of the target.

Non- rectification

Rectification  

Fig. 3. Image before and after the rectification

Fig. 4. Parallel optical axis geometric model of fruit trees Stereoscopic vision
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b represents the horizontal distance between the two cameras, the baseline of the
stereo vision system, the F is focal length, and the Z is depth. The parallax d can be
calculated according to the formula (2-1) once the deviation (dl and dr) of the hori-
zontal direction of the two images is determined.

d ¼ d l � d r ð1Þ

See from the coordinates in Fig. 4, the dr is negative, so in fact the parallax d is the
sum of dl and dr. Where the relevant parameters from the triangular similarity rela-
tionship can be obtained from the baseline mathematical expression:

b ¼ ðdlþ drÞ � Z
f
¼ d � Z

f
ð2Þ

Considering the relationship between length and pixels, the unit unity of parallax
and depth calculation results is:

Z½mm� ¼
b½mm� � f½mm�

k½mm=pixel� � d½pixels�
ð3Þ

InEq. (3), Z, b, f units aremm,d is represented by pixels, and k is the size of each pixel.

5 Binocular Matching

Identification of fruit trees in the environment in real time and accurately, it is the key to
the target spraying vision system, and the essence of object recognition is image
segmentation. In this study, indoor simulation experiments were conducted to collect
images of fruit trees [14]. Because there is a big difference between the surface color
and the background color of fruit trees, there are different distribution characteristics in
color space, so that image segmentation can be used to extract the target fruits and
vegetables from the background. In this paper, 2G-R-B is used as a partition factor of
the super green method. The picture of the fruit tree captured by the binocular vision
system is shown in Fig. 5.

Fig. 5. A Pair of original stereo images
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5.1 SIFT Feature Point Matching Algorithm

The appearance of fruit trees is complicated and prone to mismatching. Due to a
hypothetical of region matching is the space plane is the plane, which is parallel to the
camera plane, in the actual orchard scene there are a lot of non-positive planes, so
people began to consider the use of some of the more significant feature points (points
of interest) to match, this method can also be called feature matching method [15, 16].

SIFT feature matching algorithm is an image local feature description algorithm
based on scale space, invariance to image scaling, rotation, and even affine transfor-
mations, therefore, it is widely used in matching technology. Because the number of
feature points detected by SIFT feature point detection algorithm is larger, and each
feature point descriptor is a vector of 128 dimensions. The feature utilization rate of the
algorithm is not very high, it takes longer time, and there are some problems such as
matching error or repetition.

5.2 Improved Stereo Matching Strategy

As themost common distancemeasurement standard, “euclidean distance “is also used as
a matching criterion for SIFT based matching, and good results are obtained. However,
there are still problems such as matching errors or repetitions. From the analysis of the
eigenvector itself: if the direction of the two vectors is the same, the smaller the angle is,
on the basis of that, themodulus of the vector is taken into account. If themodulus is equal
or close, the two vectors are considered equal. To determinewhether the two vectors are in
the same direction, it is necessary to use the cosine theorem to compute the angle of the
vector. The cosine similarity of vector a and B is calculated as follows

cos h ¼ a � b
jajjbj ð4Þ

From the above SIFT feature descriptor, we can see that the dimension of vectors a
and b is a = (a1, a2, …an)T, b = (b1, b2, …bn)T, then the cosine of vectors a and b is:

cos h ¼
P

n

i¼1
aiyi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

n

i¼1
a2i

P

n

i¼1
b2i

s ð5Þ

Compared to Euclidean distance, cosine distance pays more attention to the dif-
ference of the two vectors in the direction. If we compare the length of the two vectors
on the basis of the direction, we can accurately extract the feature matching points, the
length of the vector, that is, the norm of the vector:

jjxjj ¼ j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x21 þ x22 þ � � � x2n
q

ð6Þ

The specific implementation steps of the proposed stereo matching strategy are as
follows: Firstly, the key feature points of the left/right image are extracted, and the
image with the key feature points is used as the reference image, and the image with
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less key feature points is used as the image to be matched. The vector matrix of the K1
critical feature points of the baseline image is X, the vector matrix of the K2 critical
feature points of the matched image is Y, X and Y are shown below:

X ¼
x1;1 x1;2 x1;3 x1;1
x2;1 x2;2 x2;3 x2;1
..
. ..

. ..
. ..

.

xk1;1 xk1;2 xk1;3 xk1;4

2

6

6

6

4

3

7

7

7

5

Y ¼
y1;1 y1;2 y1;3 y1;1
y2;1 y2;2 y2;3 y2;1
..
. ..

. ..
. ..

.

yk2;1 yk2;2 yk2;3 yk2;4

2

6

6

6

4

3

7

7

7

5

ð7Þ

Take the first row vector of A x1;1 x1;2 x1;3 x1;1½ �, that is, the first critical
feature point vector of the reference image, calculates cosine distance from all row
vectors in B and takes inverse cosine, obtain an angle sequence of two vectors {h1, 1,
h1, 2, h1, 3, � � � h1, k}. To increase robustness,

Take theminimumvalue of the sequence offive values corresponding to the vector for
normcomparison, takeXfirst row feature vector andY line k feature vector as an example:

d ¼ absðjjajj � jjbjjÞ ¼ j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x21;1 þ x21;2 þ � � � x21;n
q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

y2k;1 þ y2k;2 þ � � � y2k;n
q

j ð8Þ

Take the vector corresponding to the minimum of the das the feature point. And so
on, until all of the row vectors in A have been completed in turn to calculate the cosine
distance of all row vectors in B, and the comparison of the norm. That is, all the key K1
feature points of the reference image are matched with all the K2 key feature points of
the image to be matched.

5.3 Key Feature Point Matching Contrast Experiment

According to the research scheme described in this paper, the application of improved
SIFT algorithm in stereo matching is studied, and simulation experiments are carried
out to verify and analyze the feasibility of the improved stereo matching strategy.
Computer configuration in the test are: CPU core i5-2410 M, Memory is 2 GB, the
operating system is Win7, and simulation platform is Matlab 2013. According to this
method, the key feature points of left and right images are generated based on the
improved SIFT algorithm, and the feature vectors extracted from the key feature points
of left and right pictures are shown in Fig. 6(a) and (b).

Fig. 6. Feature extraction result of the key feature points of the left/right image
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In this paper, the indoor environment image is selected, and the improved SIFT
algorithm is tested under the illumination changes, scale changes and rotation changes.
The matching results are shown in Fig. 7.

Control group light is reduced by 30%.

light is increased by 30%. Rotate 90 °

Scaling 50%

Fig. 7. Matching results of improved SIFT algorithm
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In order to compare the difference in matching time between the improved SIFT
algorithm and the SIFT algorithm, about 20 of the image acquisition in contrast,
rotation, zoom, change of illumination conditions, using SIFT algorithm and improved
SIFT matching algorithm for feature matching results statistics, statistical results from
20 on average of the image, as shown in the Table 1. The improved rule matching,
stereo matching method increases the matching number, improve the matching effi-
ciency, matching repetition or error reduce 1.53%, it is more advantageous to 3D
reconstruction and localization of robot vision system.

5.4 Binocular Stereo Vision Experiment

The distance between the fruit tree and the camera is between 1.5 and 2. 5 m, the length
of the baseline of the two camera is 50 mm, and the algorithm is used to match. The
matching effect is as Fig. 8:

Table 1. Statistical results of feature point matching

Matching
method

Number of
key feature
points

Number of
feature
points
matching

Number of
error
matching
points

Correct
matching
rate/%

Matching
time/ms

Left Right

SIFT
matching
algorithm

490 498 206 7 96.60 697.21

Improved
SIFT
matching
algorithm

490 498 214 4 98.13 702.63

Fig. 8. Matching result of fruit tree binocular image
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5.5 Test Results and Discussions

In order to further observe the influence of matching region selection on the region
matching effect, the SIFT matching algorithm and the improved SIFT matching
algorithm are tested respectively. The binocular vision sensor is used to reconstruct the
fruit tree, and then the width, height and depth of the fruit tree are measured in space,
and the comparison is made. In order to test the accuracy of the binocular vision sensor
in space reconstruction at different depths from the target, the distance between
binocular camera and fruit tree from 1.5 m to 2.5 m is measured every 0. 05 m. The
measurement results are shown in Fig. 9.

According to the three-dimensional reconstruction method, combined with the
camera’s internal and external parameters and parallax images, the 3D point cloud is
measured at different angles, to get the height, width of the fruit trees and the depth in
the vertical direction of the image plane. Where AB is the connection between vertex
and diameter center of stem, The CD is the corners of the vertical line at 1/8 of the AB
line. and the outer contour,1 is the center of the AB line, 2 is the 1/8 at one end of the
AB line, 3,4, respectively, at both ends 1/6 of the CD, the results shown in Table 1.

The actual distance
between the lens and the
target 1 points(cm)

Measured value
Height
(cm)

Width Target
point A

Target
point B

Target
point D

Target
point E

150 120.0 45.5 136.4 147.6 168.6 173.3
160 119.9 46.7 147.3 148.7 176.1 179.7
170 120.4 45.2 159.4 164.5 190.7 194.5
180 121.8 47.1 177.8 182.0 208.2 207.5
190 122.1 48.4 186.6 192.4 219.6 219.2
200 121.4 48.1 210.4 212.8 227.1 241.6
210 120.9 47.8 221.2 224.3 244.0 252.6
220 122.0 48.8 228.9 230.8 260.3 261.9
230 122.1 49.1 236.6 246.8 274.4 271.9

(continued)

Fig. 9. Test point distribution
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(continued)

The actual distance
between the lens and the
target 1 points(cm)

Measured value
Height
(cm)

Width Target
point A

Target
point B

Target
point D

Target
point E

240 124.5 49.6 258.9 261.0 287.5 287.1
250 123.2 50.3 273.8 274.9 302.6 302.4
True value 121.5 48.0 – −5.4 +20.3 +22.7

The true value of the target 2–4 points is the relative depth of the target 1, and the “+” represents
the direction of great depth.

In order to analyze the stability of the depth measurement, the difference between
the target A and the mean value of target D, E as the length, the difference between the
target D and the target E is half of the width, from the three-dimensional reconstruction
of the measurement results can be found, compared to its height and width, length and
manual measurement results, the standard deviation was 1.3805, 1.6224, 3.6081. And
length value corresponds to the depth value in space, and its beating is greater com-
pared with the width and height, the,, and the width and height than the beating larger,
When the sensor is away from the target at 180 cm–220 cm, the standard deviation is
1.174, relatively stable, so in the actual positioning of the apple space, the Deviation
range of distance from visual sensor to the target 1 point range should be measured
within the 40 cm (Fig. 10).

Through a lot of test analysis, the error is mainly due to the accuracy of the depth
information acquisition and several factors related to: the distance between the trees
and the camera; the uniformity of light on the regional matching is also greater, due to
the uneven light resulting in the match is not accurate, easy to cause the depth of
information error, coupled with the impact of random noise, image segmentation
results will be biased, affecting the results of distance measurement.

Fig. 10. Real-time measurement results

Location and Recognition Fruit Trees Based on Binocular Stereo Vision 471



Acknowledgement. This research was financially supported by the National Key R&D Program
of China (2016YFD0200604).

References

1. Li, L., Li, H., He, X., et al.: Development and experiment of automatic detection device for
infrared. Trans. Chin. Soc. Agric. Eng. 28(12), 159–163 (2012)

2. Zhai, C., Zhao, C., Wang, X., et al.: Probing method of tree spray target profile. Trans.
CSAE 26(12), 173–177 (2010)

3. Gile, E., Rosell, J.R., et al.: Variable rate application of plant protection products in vineyard
using ultrasonic sensors. Crop. Prot. 26(8), 1287–1297 (2007)

4. Stajnko, D., Berk, P., Lešnik, M., et al.: Programmable ultrasonic sensing system for targeted
spraying in orchards. Sensors 12(11), 15500–15519 (2012)

5. Solanelles, F., Escola, A., Planas, S., et al.: An electronic control system for pesticide
application proportional to the canopy width of tree crops. Biosyst. Eng. 95(4), 473–481
(2006)

6. Rao, H.: Study on crop spraying control based on machine vision. J. Nanjing Agric. Univ. 30
(1), 120–123 (2007)

7. Hu, T., Zheng, J., Zhou, H.: Distance measurement of tree images based on binocular vision.
Proc. Agric. Mech. Soc. 41(11), 158–162 (2010)

8. Cai, J., Sun, H., Li, Y.: Three dimensional information acquisition and reconstruction based
on binocular stereo vision. Chin. J. Agric. Mach. 43(3), 152–156 (2012)

9. Doerr, Z., Lague, C.: Evaluating the ability to detect foreign objects in crops using range
scanners mounted on agricultural vehicles. In: ASABE Annual International Meeting,
Nevada, 21–24 June 2009

10. Zou, L., Li, Y.: A method of stereo vision matching based on Open CV. In: Proceedings of
2010 International Conference on Audio Language and Image Processing (ICALIP),
pp. 185–190. IEEE, Piscataway (2010)

11. Spampinato, G., Lidholm, J., Ahlberg, C., et al.: An embedded stereo vision module for
industrial vehicles automation. In: 2013 IEEE International Conference on Industrial
Technology (ICIT), pp. 52–55. IEEE, Piscataway (2013)

12. Ganganath, N., Leung, H.: Mobile robot localization using odometry and Kinect sensor. In:
2010 IEEE International conference on Emerging Signal Processing Applications (ES-PA),
NJ, USA, pp. 91–94 (2010)

13. Bradley, D., Heidrich, W.: Binocular camera calibration using rectification error. In: 2010
Canadian Conference on Computer and Robot Vision (CRV), pp. 183–190. IEEE (2010)

14. Shuai, Z.: Research on the Error Theory of Binocular Vision measurement system on Non-
cooperative Targe. Changchun: Changchun Institute of Optics, fine Mechanics and Physics,
Chinese Academy of Sciences (2014)

15. Ravari, A.R.N., Taghirad, H.D., Tamjidi, A.H.: Vision-based fuzzy navigation of mobile
robots in grassland environments. In: Proceedings of International Conference on Advanced
Intelligent Mechatronics.[S. I.]. IEEE/ASME Press (2009)

16. Song, T., Tang, B., Zhao, M., et al.: An accurate 3-D fire location method based on sub-pixel
edge detection and non-parametric stereo matching. Measurement 50, 160–171 (2014)

472 X. Zhao et al.



The Realization of Pig Intelligent Feeding
Equipment and Network Service Platform

Weihong Ma1,2,3,4(&), Jinwei Fan1, Chunjiang Zhao2,3,4,
and Huarui Wu2,3,4

1 College of Mechanical Engineering and Applied Electronics Technology,
Beijing University of Technology, Beijing 100124, China

mawh@nercita.org.cn
2 National Engineering Research Center for Information Technology

in Agriculture, Beijing 100097, China
3 Key Laboratory of Agri-Informatics, Ministry of Agriculture,

Beijing 100097, China
4 Beijing Engineering Research Center of Agriculture Internet of Things,

Beijing 100097, China

Abstract. Proper feeding of pigs can increase the litter size and improve the
disease resistance level. In recent years, intelligent and automatic equipment,
which can collect feeding times, feed intake, feed time and growth conditions,
have been applied to the pig feeding. Most equipment can feed both manually
and automatically. Not enough attention has been paid to one pig’s health
condition, living environment, and dietary status, which should be considered
together in order to make an accurate decision on the feed intake of each pig. At
the same time, there are not many network service platforms in China which can
effectively manage the intelligent and automatic equipment remotely and
simultaneously. To improve pigs’ productivity and enhance the intelligent
management of pigs, wireless sensor network, intelligent sensors, network
service platform, and reasoning and decision-making technology have been
utilized in the management of pigs in multiple areas throughout China. Single
feed intake, living environment information, fitness, and weight for pigs
throughout China with different conditions were collected in the network service
platform by using the intelligent feed equipment which had several different
sensors. Meanwhile, the network service platform could recognize the identity
of each pig and provide accurate feed remotely. The network service platform
would send a text message or an audible and visual alarm to inform the pig
keeper whether the pig’s feed intake was proper. According to the reasoning and
decision-making model we built in the network service platform, we can
remotely obtain through the platform more accurate information within seconds
as to each pig’s feeding status. Moreover, the experiment showed that the
feeding container was the key factor that influenced the precision of feeding, and
the measured value was closely approximate to the target value with error
correction.

Keywords: Management of pigs � Internet of things � Monitoring and warning
Reasoning and decision-making � Network service platform
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1 Introduction

Proper feeding is an important way to improve pig productivity, which increases litter
size and improves disease resistance [1]. The feeding status of pigs is a very important
index of health monitoring. Abnormal feeding behavior can be a sign of epidemic
disease [2].

Considering the disadvantages of traditional livestock farms, such as being time-
consuming, laborious and having low accuracy [3], Zhong et al. used RFID, GPRS and
embedded technology to collect and analyze each pig’s feeding times, feed intake, and
growth status in large-scale pig farms. They proposed a new method based on RFID
and ARM embedded technology to monitor pigs’ daily behavior. Although this method
can be used to collect each pig’s feeding times, food intake, and growth state, there is
no monitoring of a pig’s health information and living environment information, no
comprehensive analysis and reasoning with health information, no living environment
information and feed intake, and no network service platform which could provide an
effective way of managing pigs from multiple areas. Hence, this method cannot
remotely provide accurate feeding information. Moreover, the multiple intelligent
feeders from multiple areas cannot be centrally monitored and managed. We used
Wireless Sensor Network, intelligent sensors, network service platform technology,
and remote reasoning and decision-making [4] to achieve accurate feeding and pre-
cision management of pigs from multiple areas, which improved their productivity
level.

2 System Composition

The system we built comprised two parts which were (a) the pig intelligent feeding
equipment and (b) the pig health monitoring and management network service plat-
form. The network management of the pig feeding equipment and the remote moni-
toring and managing of useful information, such as living environment, health
information and daily feeding amount of pigs from multiple areas, was realized by
using the Internet of things technology [5, 6]. Through cameras installed in pig farms in
multiple areas, users could have a remote view of the pig farm and were able to
remotely control the pig feeding equipment through the network service platform via
mobile phone and PC [7].

The decision-making model [8] was used in the pig health monitoring and
managing network service platform to obtain the precise feed amount. Then, the
platform sent instructions to the feeding equipment to control the pig feeding motor to
feed the precise amount. The intelligent feeding equipment from multiple areas was
centrally managed through the pig health monitoring and managing network service
platform via the wireless transmission network, as shown in Fig. 1. Meanwhile, users
were able to access the platform service through mobile phone and PC at any time and
from anywhere.
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3 Pig Intelligent Feeding Equipment

3.1 Hardware of Pig Intelligent Feeding Equipment

The hardware of the feeding management equipment was composed of the core pro-
cessing unit, environmental monitoring unit, process monitoring unit, health moni-
toring unit, execution unit, and the wireless transmission unit. The core processing unit
was composed of the core processor and its peripheral circuit. The main function of the
core processing unit was to manage the equipment’s other units. The sensors in the
environmental monitoring unit were an ambient temperature sensor, humidity sensor,
ammonia sensor [9], carbon dioxide sensor, and hydrogen sulfide sensor [10], all
monitoring the gas concentration of the pigs’ living environment.

There was an entrance and exit detection in the process monitoring unit with
infrared sensors which used infrared detection to determine whether a pig had passed.
The RFID identifier was used to identify the identity of each pig in order to make the

Fig. 1. The whole system structure
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intelligent feeding equipment feed accurately. The RFID identifier sent the radio fre-
quency modulation signal to the label through the antenna. At the same time, it
received the RF signal which contained information from the label through the antenna
[11]. Then, the RF signal was processed to be transmitted to the core processor.

The sensors in the health monitoring unit were a material level monitoring sensor,
electronic scale sensor, non-contact infrared temperature measuring sensor [12], and
animal ultrasonic thickness sensor [13]. The material level monitoring sensor was used
to monitor the actual amount of the hopper in order to obtain the pig’s effective feeding
intake. The electronic scale was used to measure the pig’s weight before feeding.
Hence, the electronic scale enabled the equipment to record pig weight daily. The non-
contact infrared temperature sensor was used to monitor the pig’s body temperature
before eating. In addition, the temperature and humidity compensation algorithm was
used to make the pig’s body temperature measurement more accurate [14]. The
ultrasonic thickness sensor, which uses ultrasound to measure the thickness of mam-
mals, was applied in our experiment.

The execution unit comprised of the hopper feed motor, entrance door motor, and
exit door motor whose function was feeding, opening and closing the door of the
equipment. The main function of the wireless transmission unit was to transmit the real-
time data of the intelligent feeding equipment to the network service platform [15] and
at the same time accept the instructions from the network service platform to collect
data, feed, open and close the door, etc. The equipment hardware is shown in Fig. 2.

Fig. 2. The hardware of pig intelligent feeding equipment
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3.2 Software Process of Pig Intelligent Feeding Equipment

The intelligent feeding equipment first initialized and then opened the entrance door to
allow the pigs to enter one by one. The equipment used the entrance door sensor to
detect whether a pig had entered the entrance door. When the pig entered, the core
processor activated the RFID identifier to identify the electronic earmark of the pig. As
the distance of the identification of the electronic earmark was relatively close, when
the RFID recognized the pig ear, it meant that the pig had entered the dietary channel.
At the same time, the equipment closed the entrance door to prevent other pigs from
entering into the dietary channel. If other pigs were able to enter the dietary channel,
then the equipment would not be able to tell which electronic ear tag belonged to the
pig. When the core processor received the electronic ear tag information, then the
electronic scales, non-contact infrared temperature, and fat thickness sensors began to
collect data. Sensor data and environmental information together with the identity
information of the RFID and the current time were then transmitted to the server
through the wireless transmission module [16].

After the server received the sensor data and the other information, it then obtained
the result from the forward inference [17, 18] of the server platform to determine the
feeding amount of the recognized pig. The network service platform [19] sent the
feeding amount instruction to the core processor module of the feeding device through
the wireless module. After replying to the instruction, the core processor operated the
material level motor to feed according to the amount of the instruction. During the pig’s
feeding time, the core processor worked with the material level sensor to monitor
whether there was residual feed. If the monitoring result was still surplus, the material
level sensor would continue to monitor whether the material level was still reducing
10 min later. If the material level was still reducing, it indicated that the pig was still
feeding. Then the material level sensor would keep monitoring the material level until
the material level was no longer reduced, which meant that the pig had finished feeding
this time. The actual feed intake would be uploaded to the platform server. Finally, the
equipment would open the exit door. When the exit door sensor detected that the pig
had left the exit door, the equipment would close the exit door and open the entrance
door, waiting for the next pig to enter to feed. The software flow chart of the intelligent
feeding equipment is shown in Fig. 3.
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Fig. 3. The software flow chart of intelligent feeding equipment
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4 Pig Network Service Platform

4.1 Network Service Platform Structure

The function of the network service platform was to monitor and manage pig health,
which included basic information management, environmental information monitoring,
reasoning and decision-making, and user management, as shown in Fig. 4.

Users from multiple areas viewed the network service platform installed in the
remote server either through mobile phone or PC. The network service platform was
developed by using the Eclipse 8.0 development platform [20]. The foreground page
and background program were written using Java language [21, 22]. The management
of the relational database was realized by MySQL [23, 24], which has the most
comprehensive set of advanced features, management tools, and technical support to
achieve the levels of MySQL scalability, security, reliability, and uptime.

4.2 Reasoning and Decision-Making

Considering that the control targets, living environment, and growth data of individual
pigs were different, it was not a simple process to determine the feed intake of
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Fig. 4. Network service platform structure
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individual pigs. Previous feeding methods did not consider the multiple control targets
taken into account by our team. They also did not refer to expert opinion and historical
data to determine the correct feed intake of a typical pig. The intelligent feeding system
based on the expert system reasoning machine [25, 26] linked together the living
environment, growth status, growth parameters, and growth stage by case matching,
fuzzy reasoning, and decision-making to derive the pigs’ best diet condition, so as to
effectively apply expert opinion and historical parameters to control the pigs’ diet.

Fig. 5. Expert system inference engine
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Reasoning and decision-making were made by the inference engine [27, 28], which
used certain reasoning methods and strategies in the dynamic database [29] for working
memory. According to the current content of the dynamic database, the corresponding
reasoning control strategy was used by the inference engine to decide how to use the
knowledge in the knowledge base.

At the same time, the rules in the rule base were controlled to match the data and
facts in the dynamic database. When the match was a success, the corresponding rules
were triggered to modify the dynamic database. Using the decision-making model, the
final result was obtained. Expert system inference engine [30] was used in this paper, as
shown in Fig. 5.

5 Experiment

5.1 Feeding Accuracy Experiment for Pig Feeding Equipment

Experiment equipment: Pig intelligent feeding equipment, high-precision electronic
scale.

Measured material: Powder concentrated feed.
Experimental purpose: To detect the feeding accuracy of pig intelligent feeding

equipment.
Considering the intake amount of a pig is about 2 kg–4 kg per day, we set the feed

target values as 2 kg, 3 kg and 4 kg, which were each measured 5 times using a high-
precision electronic scale whose precision is 0.2 g and range 10 kg. The target value
was the theoretical value computed according to the relationship between design
volume and pulse equivalent. There was some error of drop feeder assembly and pulse
equivalent, which is inevitable. After correcting the error by the averaging algorithm,
the actual value and target value were as follows (Table 1):

It was obvious that the average value was approximate to the target value, con-
cluding that the feeding container was the key factor that influenced the precision of the
intelligent feeding equipment.

5.2 Reasoning and Decision-Making Test

The experiment was carried out by pig intelligent feeding equipment on one pig. The
decision-making was obtained through the network service platform. The server
received a pig’s electronic ear tag information, DBZRSQU3041. After comparing the

Table 1. Target value, measured value and average value

Target value (Kg) a (Kg) b (Kg) c (Kg) d (Kg) e (Kg) Average value (Kg)

2 1.98 1.90 1.97 2.03 2.05 1.97
3 2.90 2.91 2.98 3.03 3.05 2.97
4 4.09 4.05 3.96 3.92 4.03 4.01
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ear tag information to the database on the server, the equipment derived the following
information: the large white variety, pregnancy status, and gestational age of 20 days.
The data collected by the sensors were: body weight, 95 kg; body temperature, 38.7 °C;
and fat thickness, 16 mm. The living environment parameters were: temperature, 30 °C;
humidity, 25%; ammonia concentration, 25 ppm; CO2 concentration, 356 ppm; and
hydrogen sulfide concentration, 3 ppm. According to the information on pig varieties
and breeding stages of pigs, the network service server obtained the knowledge base of
the ideal physical parameters: body weight, 90 kg–100 kg; body temperature, 38.3–
39.1 °C; and fat thickness, 15.0–21.0 mm. The ideal living environment parameters
were: temperature, 25°; humidity 50%–60%; ammonia concentration, 0–30 ppm; car-
bon dioxide concentration in the air, 300–450 ppm; and hydrogen sulfide concentration,
less than 10 ppm. After comparing the physical parameters and preset parameters, the
reasoning and decision-making model concluded that weight, body temperature, fat
thickness, and physical condition were normal. After comparing the collected envi-
ronmental parameters to the ideal environmental parameters, the reasoning and decision-
making model concluded that the temperature was high, humidity was low, and gas
concentration was normal. Hence, the environment parameters were not suitable for this
pig. Thus, when the forward reasoning and the contrast of the knowledge base model
were finished, the forward reasoning machine model in the network service platform
made a decision that the current recommended intake was 2.8 kg.

6 Conclusion

Proper feeding is an important condition for the growth of pigs. The difference in the
growth period, health status, and environmental parameters make the daily intake of
feed of each pig different. Proper feeding can effectively avoid the waste of feed and
maintain pigs’ health condition. At present, there is a lack of an effective health
monitoring network service platform for large-scale and multiple areas pigs’ precision
feeding. Previous research did not do an effective reasoning and analysis based on pigs’
living environment and physical status. Previous research also did not use an effective
reasoning and decision-making model that considered pigs’ living environment and
physical status. We combined with the Internet of things technology, network service
platform technology, sensor technology, and reasoning and decision making to make
an intelligent feeding equipment and network service platform which can provide a
convenient and intelligent feeding method as well as multiple areas pig management.
The average value of the equipment was approximate to the target value, which meant
that the accuracy of the equipment was high, and the feeding container was the key
factor that influenced the precision of the intelligent feeding equipment. Decision-
making was obtained through the network service platform which was able to monitor
and manage the health status of pigs. In the future, on the basis of the accumulation of
data, we can use machine learning to analyze big data to enrich and improve the
reasoning and decision-making model and forecast the future of pigs’ feeding status.
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Abstract. In order to quantitatively analyze the spatial interaction among
regions, a new approach on reconstruction of intercity spatial interactional
model based on spatial traffic system accessibility was proposed in this paper.
Multi-indicators were used to comprehensively measure urban quality instead of
a single demographic or economic index. Time distance combined with traffic
distance was made as the final distance instead of Euclidean distance. The
coefficient of the model is modified considering the proportion of passenger
quantity and freight capacity, and the shortest travel time and so on. And then an
example of reconstruction of intercity gravity model in Shandong Province has
been done. The results showed that Qingdao has the most comprehensive
strength, while Jinan has the highest spatial interaction. Although the compre-
hensive development level of a city has a great influence on its radiation
capacity, the accessibility of the transportation system between cities also plays
a certain role. The results prove that traffic accessibility has a guide significance
to the spatial interaction among regions, and the new model is fit for the actual
than the older one. It is a reasonable and effective method to analysis and
research the capability of spatial interaction among cities.

Keywords: Spatial interaction � Traffic system accessibility � Gravity model
Shandong Province � City

1 Introduction

Cities are playing an important role in the regional and national development, as they
are an agglomeration center of population, political, economic and cultural center.
Since the 21st century, cities have entered a stage of rapid development in China, and
the engine role they are playing has become more prominent in regional and national
development. There are three expressions of urban spatial interaction, including urban
attraction, urban radiation, and urban intermediation. They are important indicators
used to measure the strength of urban spatial interaction. Spatial interaction refers to the
mutual transmission process of population, commodity and information, technology,
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capital, labor and other factors occurring between regions [1]. And separated regions
are combined into an organism with certain structure and function by spatial interaction
[2]. The processing of spatial interaction is extremely complex. In the main body of the
role, including cities and regions, it should also include commercial outlets, cultural
facilities, green gardens and other service facilities within cities and regions; in the
form of role, it is expressed as an exchange, connection and interaction, usually A kind
of action is also expressed; in the geographical space, it is integrated into the division of
the geographic entity’s action space, which can be expressed by attracting ranges [3].

In a region, spatial flows such as people flow, logistics, information flow, tech-
nology flow, and capital flow occur frequently, in two-way or multi-directional flow.
This has an important impact on the structure, function and development of regions.
The spatial interaction has the characteristics of distance attenuation, and then New-
ton’s universal gravitation formula was used to express the interaction [4]. In 1929,
Reilly WJ conducted a field trip to more than 200 urban trade markets in Texas and
then proposed the “retail gravity model” (also known as the “Ryley model”). In this
model, the number of retail customers is proportional to the size of the urban popu-
lation, and is inversely proportional to the distance of retail customers to the trade
market. This model was used to divide the boundaries of retailers’ control market in
geospatial space [5, 6]; Next year, Converse P.D proposed the concept of breakpoint
based on the Reilly model. This concept was used to determine the extent of space
impact and to divide economic zones [7, 8]. In 1964, Huff D.L. proposed the Huff
model based on large-scale retail stores. This model is used to measure the likelihood
that a consumer is to spend in retail stores at a particular location [9]. In 1967,
Wilson A.G. derived a gravity model from the theory of maximum entropy for
quantitative analysis of interaction strength [10]. In 1991, Wang et al explained the
spatial interaction as the macroscopic representation of population, information, capital,
etc. in the two-dimensional space, and proposed the oral particle model to describe the
spatial interaction [3, 11]. In the past, the distance in the model was directly expressed
by the spatial Euclidean distance, not considering the importance of accessibility to
population, goods, and capital flows. Due to the imbalance of social and economic
development, the flow of people, goods and money between regions is more dependent
on the transportation system [12]. The higher the accessibility of the transportation
system is, the more convenient the connection between the two places is. The traffic
system accessibility refers to the convenience of reaching a place of activity from a
given location by traffic system [13]. Hansen first proposed the concept of reachability,
defined it as the opportunity of interaction between nodes in the traffic network, and
used gravity method to study the relationship between accessibility and land use in
cities [14, 15]. The related indicators include distance, time, cost, etc. [16]. The model
distance parameter is modified by the weight, time cost, and monetary cost of various
modes of transportation between the two places [1, 4] to express the conventional
distance in some studies [17]. However, both time distance and cost distance are
difficult to accurately acquire and measure, and sometimes contradictory [18, 19]. For
example, in terms of ground transportation, high-speed rail is the fastest means of
transportation, but the corresponding travel cost is also very high [20]. Dong et al. [12]
took this problem into consideration, and used the traffic volume and other indicators to
correct the distance parameters. At the same time, the interaction coefficient was
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improved by using the comprehensive traffic indicators such as daily average train
times and shortest travel time.

Although the gravitation model is used widely now, but it is still just a basic model
converted over from the Formula of universal gravitation [21]. In order to reflect
influence the characteristics, rules and influential factors of urban influence, it should be
amended. Based on the research results of Dong et al. [12], to better reflect urban
influence of Shandong Province, we do some revision and reconstruction the quality,
distance and coefficients of gravitation model and build the potential model to reflect the
membership degree of the urban influence. In this paper, revision model and empirical
analysis were made based on the traditional spatial interaction model according to the
special traffic conditions in the study area (Shandong Province), and then the exter-
nalities of various cities in Shandong Province was calculated. In order to reflect
influence the characteristics, rules and influential factors of urban influence, it should be
amended. To better reflect urban influence of Shandong Province, on the base of the law
of gravitation, affected by lots of comprehensive factors, we do some revision and
reconstruction the quality, distance and coefficients of gravitation model and build the
potential model to reflect the membership degree of the urban influence. Then we define
the strength and direction of urban influence area and make analysis for spatial influence
variance. In addition, the rationality and feasibility of the modified model are proved by
comparing with the analysis results of the traditional spatial interaction model.

2 Reconstructing the Gravitation Model for Urban Spatial
Interaction

The gravitation model is a spatial interaction model used widely, which is the math-
ematical equations that can be used to analyze and predict the form of spatial inter-
action. It has been continuously used to study urban influence.

In 1687, Newton put forward the famous gravitation model in physics. Namely, the
interaction between any two objects (gravitation) in size is proportional to its mass and
inversely proportional to the square of the distance.

The research status for the gravitation model and the urban region circumstance
was analyzed in this paper, and the quality, distance and coefficients of gravitation
model were revised and reconstructed.

F ¼ KijMiMj

d2
ð1Þ

The city, as a principal part of the economic activity, has various influencing
factors. It is apparent unconvincing to use urban GDP and the total urban populations
to evaluate urban development level, especially for some of the characteristic economic
cities. These measuring approaches caused limitations and deviations. Therefore, a
number of cities have started to be focused on assessments of the importance of urban
comprehensive quality currently. Twenty three key indicators of 17 prefecture-level
cities of Shandong province were selected in this paper by using PCA algorithm to get
urban quality (M).
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It is more complicated to determine the coefficient of gravitation model. In general,
to simplify model calculation, research scholars regard the coefficient of gravitation
model as a constant that is 1. To be better improving the model performance, the urban
influence coefficient was modified as follow:

Kij ¼ u
Hi

P j
i H

þ Ci
P j

i C

( )

ð2Þ

Where, u is assumed urban conversion coefficient between comprehensive quality
and volume of traffic, and represented in comprehensive strength and the total value of
passenger and freight traffic of each city; Hi represents cargo of the ist city; Ci rep-
resents the passenger volume of the ist city.

With all the modern means of transport development, urban road network accessi-
bility between the existing situations between the influences of urban factors. So that the
railway line in Shandong Province on behalf of the city can be basically the link between
the influences. The distance d was regard as the average Shortest time (hours) by EMU.

3 The Processing of Measuring Urban Spatial Interaction

3.1 Quality of Urban Integrated Assessment Model

In this paper, several initial indicators were selected from the Shandong Statistical
Yearbook. Then Pearson correlation analysis and principal component analysis
methods were used to eliminate correlations and the indicators with a commonality less
than 0.9. These 23 indicators that meet the conditions are used to comprehensively
measure the quality of cities in Shandong Province.

(1) Select Initial Variables According to the Research Topic (n = 17, p = 23).

X ¼
X11 X12 � � �X1p

X21 X22 � � �X2p

� � � � � � � � �
Xn1 Xn2 � � �Xnp

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

ð3Þ

(2) Normalize the raw data with Z-score method formula, on the one hand is to
eliminate the effect on the analysis results that the different indicators have different
dimension, and on the other hand is to eliminate the impact that different indicators
have different magnitudes with the analysis results;

Zij ¼ Xij � �X
S2j

ð4Þ

Where, X ¼
P

n

i¼1

Xij

n is the mean For the Jth variable, S2j ¼ 1
n

P

n

i¼1
ðXij � XjÞ2 is the

sample variance for the Jth variable. The results standardized (omitted).
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(3) Solve the correlation coefficient matrix. According to the relationship estab-
lished by analyzing the original variable characteristics, the formula below:

R ¼ ðrijÞp�p ð5Þ

Which rij ¼ 1
n

P

n

i¼1
ZkiZkj, Where i = 1, 2, 3…; j = 1, 2, 3, …

(4) Calculate eigenvectors and eigenvalues for the correlation coefficient matrix.
The principal component matrix can explain the meaning of each composite factor
(principal component). The first principal component mainly reflects urban economic
development level; the second component mainly reflects the social development level
of each city; the third component mainly reflects the urban natural resource status; the
fourth component reflects the urban location conditions. For the verification, the above-
mentioned four principal component factors were extracted. From the obtained results,
the contribution rate of the factors (principal component) has exceeded 85%, so the
above four principal components are sufficiently representative (Table 1).

Table 1. Eigenvalue, principal component and the cumulative rate of the principal component

Initial eigenvalues Extraction sums of squared loadings
Component Total % of Variance Cumulative % Total % of Variance Cumulative %

1.000 13.084 56.887 56.887 13.084 56.887 56.887
2.000 4.655 20.240 77.127 4.655 20.240 77.126
3.000 2.325 10.108 87.235 2.325 10.108 87.234
4.000 1.213 5.272 92.507 1.213 5.272 92.506
5.000 0.561 2.437 94.944
6.000 0.371 1.614 96.558
7.000 0.235 1.023 97.581
8.000 0.184 0.800 98.381
9.000 0.112 0.488 98.869
10.000 0.091 0.396 99.265
11.000 0.071 0.308 99.573
12.000 0.050 0.217 99.790
13.000 0.023 0.099 99.889
14.000 0.019 0.081 99.970
15.000 0.052 0.023 99.993
16.000 0.015 0.064 100.000
17.000 0.044 0.019 100.000
18.000 0.037 0.016 100.000
19.000 0.023 0.010 100.000
20.000 0.055 0.024 100.000
21.000 0.040 0.018 100.000
22.000 −0.025 −0.011 100.000
23.000 −0.038 −0.017 100.000
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(5) Carry out the linear combination to gain the comprehensive evaluation indi-
cators function, with the variance of each principal component contribution rate as a
weight, calculate the integrated scores for each principal component, and test the
reliability of the scores.

(6) Array the scores according to the value and the load factor matrix tested in the
sixth step. Then take a comprehensive evaluation for the 23 economic indicators for
these cities (Table 2).

3.2 Correction of the Coefficient for Urban Influence

The route and navigation data in Shandong Province are difficult to obtain. Therefore,
according to the regional accessibility characteristics, the transportation system com-
posed of train and automobile in the reconstruction of spatial interaction model were
mainly considered in this paper. The urban road and traffic data [22] in 2015 for 17
cities in Shandong was collected. According to the formula (2), the coefficient Kij was
calculated. Moreover, the final coefficients were calculated by the coefficients Kij

multiplied with 100. The coefficient of gravitation model was as follows (Table 3):

Table 2. Urban comprehensive quality in Shandong

Ranking City Quality
value

Ranking City Quality
value

Ranking City Quality
value

1 Qingdao 100 7 Jining 29.57 13 Liaocheng 14.56
2 Jinan 70.47 8 Weihai 20.32 14 Binzhou 12.76
3 Yantai 52.62 9 Tai’an 19.17 15 Zaozhuang 11.07
4 Weifang 44.88 10 Heze 16.58 16 Rizhao 8.86
5 Linyi 34.78 11 Dongying 15.92 17 Laiwu 0.85
6 Zibo 30.98 12 Dezhou 15.5

Table 3. The coefficient of gravitation model

City Coefficient City Coefficient

Jinan 3.869 Heze 0.324
Qingdao 2.378 Weihai 0.233
Zibo 1.108 Dezhou 0.230
Yantai 0.860 Tai’an 0.172
Jining 0.837 Liaocheng 0.131
Linyi 0.794 Laiwu 0.039
Weifang 0.724 Dongying 0.022
Rizhao 0.697 Binzhou 0.010
Zaozhuang 0.569
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3.3 Measuring the Impact of the Economic Distance Among Cities

The traditional concept of distance has being a serious challenge. In a region with
convenient transportation, the time, transportation costs and currency costs were used
to measure economic distance among cities gradually. In Shandong province, the urban
railway lines is the main transport way, and most cities have the railway lines and
national highway. First, the OD cost matrix analysis tool in ArcGIS10.2 software is
used to calculate the traffic distance between two cities. The average shortest time
(hours) by EMU from the one to another is showed below (Table 4).

4 Results and Analysis

According to the quality, distance and coefficient from the model of urban spatial
interaction, gravitation model was constructed and the visualization results are shown
as follows. Jinan, Qingdao, Zibo, Weifang have a greater potential, which form a city
chain along Jiaoji railway. Jinan and Qingdao have the strongest spatial interaction,
while Jinan has the highest comprehensive radiation level. Spatial radiation intensity in
Laiwu and Binzhou are relative minimal. Jinan, as the political, cultural and technology
education center of Shandong Province, is also a communications hub and the eco-
nomic center of Midwest of Shandong Province. This city lies at the junction of the
Jinghu, Jingfu, Jiqing, Jitai and Jiliao railways (Fig. 1).

Fig. 1. The degree of the urban spatial interaction in potention model for 17 cities in Shandong
province
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Therefore, Jinan has a relative disperse influence among all the cities, but has the
higher radiation on the cities along the Jiaoji railway. Qingdao is an international port
and tourist city. As the development of modern manufacturing and modern services,
Qingdao has a certain scientific research strength, so the spatial influence of Qingdao
on other cities is also relative large. In Shandong province, four vertical and four
horizontal trunk railways will be focused on and the railway will cover most cities,
important ports and major industrial and mining enterprises. In addition, more facility
construction in passenger and cargo hub of Jinan and Qingdao will be increased, and
Qingdao, Rizhao and Yantai railway will be connected into three ports for accelerating
the seamless transfer of passenger and cargo (Fig. 2).

5 Discussion and Conclusions

The distance parameter was modified and a new economic gravitation model was then
reestablished with GIS technology. Seventeen municipalities in Shandong province
were selected in this paper, and then the strength and direction of urban spatial
influence and comparing the differences characteristics between them were measured.
We can conclude that Qingdao has the most comprehensive strength, while Jinan has
the highest spatial influence. And the factors which affect the strength and direction of
cities were analyzed. The spatial orientation of the economic development for cities
were made clear, and the links and cooperation in economic between cities coordinated

Fig. 2. The spatial interaction strength of Jinan to the other cities
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and the channel of economic will be built. Besides for offering decision-making ref-
erences for integration of urban space and spatial diffusion of outside space, the ref-
erence value for the development of urban regional integration and the plan to build
urban spatial construction will be also provided. They are mainly characterized by the
following:

Based on the gravity law, the various indicators were integrated and the model was
reconstructed. The PCA algorithm was used to evaluate the urban comprehensive
quality. This made up for the shortcomings of the previous model and the deviation
caused by the single indicator measurement.

Urban influence and overall urban strength are closely related to the transportation
system accessibility. The cities around Jiaozhou Railway and Intercity Railway have a
strong spatial interaction. However, some important factors affecting the connection
between cities are difficult to quantify, such as urban historical background, political
factors, and urban structural characteristics. The scale of spatial interactions in each city
varies widely. As a socio-economic entity, a city is different from a simple physical
entity. The influence between cities varies with the size of the city and the strength of
the city.

The spatial distance between cities is not the determining factor of the size of inter-
city influence. Through this study above, Qingdao is closer to Weihai than Yantai.
However, compared with the later, the degree of spatial interaction of Weihai is greater
than the former. And we can see that the inter-city strength are affected by many
factors, such as traffic conditions, resources, environment, population exchanges and
others.

Transportation is the supporting system of regional economic linkages. The spatial
interaction between cities satisfies the distance attenuation. The improvement of road
network will increase the influence of the city on the strength and scope, and thus can
determine the interaction of urban space in depth and width. The intensity of spatial
interactions between cities increases with time and distance.

In this paper, the distance and space interaction coefficients are modified, and the
urban spatial interaction model of Shandong Province is reconstructed, and the com-
prehensive radiation amount of 17 cities in Shandong Province is calculated. It can be
seen from the results that the comprehensive radiation ranking of each city is not
completely consistent with the urban quality ranking. That is to say, although the
comprehensive development level of a city has a great influence on its radiation
capacity, the accessibility of the transportation system between cities also plays a
certain role. It can be seen from the study that urban influence is static, but it is different
essentially. So we handle urban influences calculated as time series data, and we will
evaluate scientifically the strength of urban influence in the later research. In the model
reconstruction process, it is a thorny problem to amend the parameters. As for how to
make the modified parameters better, more rational and more scientific in modeling
reconstruction will be made in a further study.
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Abstract. Nowadays application scopes of deep learning research in the
machine learning subfield have been gradually expanded, mainly in the field of
computer vision and natural language processing. However, in the latter NLP
field, there is very little semantic excavation research on agricultural literature
data. This paper bases on the attempting to combine relevant paradigms of
semantic mining techniques and characteristics of agricultural digest data, for
the service of providing new methods and technologies of information acqui-
sition and analysis in the agricultural information domain. Data cleaning
methods and data mining experiment are mainly based on deep learning algo-
rithms, which are Seq2Seq and attention mechanism. Finally, through qualita-
tive evaluation and quantitative evaluation of the experimental results, which
based on the ROUGE evaluation index system, the experiment shows that the
semantic mining model has reached the optimal level of model evaluation in the
certain range.

Keywords: NLP � Semantic mining � Deep learning � ROUGE

1 Introduction

Now the network and other mediums produce more and more text contents, which
include substantial agricultural science and technology information. Traditionally,
agricultural researchers generally find a bunch of related agriculture literatures through
web search engines, but the topics that they may contain may be more than just one,
and the article may discuss the interactions and relationships between different themes.
Those require researchers to have to browse the abstract of each article and even the
entire contents, which stretches out searching time, makes the accuracy of access to
information questionable and so on. Then, in the era of the gradual development of the
natural language processing field, how to exactly grasp the gist of agricultural science
and technology articles, accurately understand the themes of that, and better provide the
knowledge service to the researchers become the research mainstream.

Although lack of rigorous theoretical basis, deep learning algorithms significantly
reduce the threshold of application for the machine learning technology to bring the
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practice of engineering convenience. As for why it is popular at this time, there may be
three basic reasons. First, the current development of the algorithm is more mature.

Second, different from the past, there are huge quantities of datasets right now.
Third, computer hardware computing capacity is more powerful. Why not use Chinese
abstract information for semantic mining is that the original automatic word segmen-
tation and part of speech are in the initial stage of Chinese analysis and understanding
process. It should provide initial information for the next step of syntactic and semantic
analysis. But they need some sort of syntactic and semantic knowledge to be com-
pleted. In this way, automatic word segmentation needs to rely on certain results of
syntactic and semantic analysis as a condition. The reason why this “circular argument”
arises is that this research are using a mechanical process to simulate a human language
process that is far from the real language of mankind and is too superficial for current
level of research this research can make qualitative progress on this issue, so the
automatic word segmentation and part of speech in Chinese automatically mark such a
seemingly basic and simple problem, in a short time Chinese NLP researchers can not
get to stand the test, and widely recognize results.

This paper will focus on the use of deep neural network techniques combined with
the characteristics of information digest in the field of agricultural major crops to
provide new methods and technologies of information acquisition and analysis in the
agricultural information field.

2 The Relevant Theories of This Semantic Mining Research

2.1 Recursive Neural Network

Direct extraction of important sentences of the extraction method is relatively simple,
such as PAM algorithm realizing (TextRank). While generating sentences (re-generate
a new sentence) is more complex, but its effect is not satisfactory. In the traditional
forward neural network, there exists basically no way to remember the state of a certain
period of time. This is a problem when research needs to deal with timing activities,
such as dealing with the state memory of sentence sequence in a segment, which is why
researchers use recursive neural networks.

2.1.1 Simple Recursive Neural Network
A neural network takes a sequence x0; . . .; xN as input. Each element in the sequence is
processed by the same node, and the node is called a state vector in a memory space
and memorizes useful information. Then, during the output or all the time to end, this
memory space is used to produce a solution to the problem. It can also be said that for
each time step t, RNN has the state vector to be calculated:

ht ¼ r U � xt þW � ht�1ð Þ ð1Þ
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Here is a non-linear function, such as sigmoid function, tanh function or ReLU
(modified linear unit) function, is initialized to a value, U and W are two weight
vectors.

Then, an output can be calculated using the state vector at time t:

outputt ¼ softmax V � htð Þ ð2Þ

V is the weight vector. Sometimes, only the final output will be used. Here, RNN
normally takes the softmax normalization function. It is effective to use probability
distributions between hierarchies. For example, if research has a set of terms, it will get
the probability distribution of the group of words, and then choose one of them. More
formally, if RNN has the K layer, each layer is represented by j, and then these terms
are converted into the following probability:

softmax zð Þj¼
exp zj

� �
PK

i¼1 exp zið Þ ð3Þ

Softmax function can be understood to be derived from the fact that if it is sig-
nificantly larger than the other terms, then it is only one that needs to be considered
(which has a value close to 1). It is one of the probability largest functions.

2.1.2 LSTM
LSTM (long and short memory network, Hochreiter et al. 1997) authors believe that
the traditional RNN will be hidden as a model of the memory module, and other parts
of the network has a direct connection, not only makes the model to expand the number
of layers, resulting in the disappearance of the gradient problem, and make the effective
historical information by a steady stream of new input data and can not save for a long
time. LSTM redesigned the RNN memory module, consisting of a memory cell and a
plurality of gate gates. LSTM uses the state of the memory cell to hold the history
information. The use of input data for states updates and the operation of outputting
state information are controlled by input gate and output gate respectively. When the
input gate is closed, the history information is not disturbed by the new input data and
is saved as is (constant error carrousel). Similarly, only the output gate is opened and
the historical information in the memory cell is active.

2.1.3 Seq2seq (Sequence to Sequence)
Seq2seq is formally introduced in 2014 (Cho et al. 2014). The basic idea is to use the
recursive unit to convert the input sequence into an output sequence. For example, this
article is to enter a sequence of words or characters from the text of the article, which
are converted into a summary of the paragraph (title sequence or small snippet of the
summary). Seq2seq can be decomposed into two parts in general. The first part is called
the encoding part, which translates the input into a separate vector (which can be
understood as encoding the input), which is generated by using, for example, GRUs or
LSTMs (Fig. 1).
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The input is divided into several representations (in general terms), each repre-
senting an input as a gate. Then, once this research get the vector at the end of the
encoding, this research assign it to the decoding section. The encoding part also has a
recursive neural network, whose initial state is the final state of the code, and its input is
the last generated output. Each recursive unit produces an output until the end of the
sequence is generated. It should be noted that the coding part does not produce an
output for each step. Instead, it enters a word at each step until the input sequence is
entered, and then the semantic correlation information betthis researchen the sequences
is captured in its internal state memory. The final hidden layer’s state vector is called a
context vector or a “think” vector, which should be a semantic-related summary of the
input sequence.

If x represents the length of the input sequence, the encoding function is represented
as f (representing a gate), then a hidden layer state can be calculated as follows:

hi ¼ f hi�1; xið Þ ð4Þ

Here will h0 be set to a fixed value (for example, 0 vector), and the decoding part
will be the initial state. Then this research can compute the functions g and k:

p yijy1; . . .; yi�1; xð Þ ¼ g yi�1; sið Þ ð5Þ

Here si ¼ k si�1; yi�1ð Þ, y represents the output sequence. Seq2seq model can adapt
to different sequence structure, and the current more popular attention mechanism can
also be applied to them. After adding the attention distribution mechanism, Decoder
can generate the new Target Sequence to get the hidden information vector Hidden
State of each character before the Encoder coding phase, so that the accuracy of
generating the new sequence is improved (Fig. 2).

Fig. 1. Encoding input sequence xt
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2.2 Attention Mechanism

One problem that Seq2seq might exist is that it may not be able to effectively sum-
marize the entire input sequence into a separate vector (this vector will be treated as a
decoder input). In particular, the long term dependency may be more difficult to model,
the solution is that refers to the “attention” mechanism. The basic idea is simple: to
replace the sentence to build a vector, this research will keep the entire input sequence,
and then in the recursive neural network every step to produce an output. What
researchers are trying to do is to focus on the information that is useful to us in the input
sequence at every time step, and this depends on the output of all the previous recursive
neural networks.

“Attention” is a mechanism for machine translation proposed by Bahdanau for
2014. The “attention” mechanism does not directly use the input sequence, but directly
uses the state vector, and then the state vector is combined with the weight produced by
the previous step. This step, only useful information will be retained.

The state vector may be expressed exactly as (representing the length of the input
sequence), which may be created from the input sequence using a bi-directional
recurrent neural network such as the one mentioned above. Through these state vectors,
the “attention” mechanism is used to construct the context vector at each time step of
the output neural network. Enter a weight for the state vector and are:

ci ¼
XTin

i¼1
ai;thi ð6Þ

Then, the recursive neural network output layer uses this state vector. If it is
recursive neural network state vector, but the output, this research can function f and h
said as follows:

p yijy1; . . .; yi�1; xð Þ ¼ g yi�1; si; cið Þ ð7Þ

Where

si ¼ f si�1; yi�1; cið Þ ð8Þ

As mentioned above, the context vector is the weight of the input state vector that
relies on all the forward output (by outputting the state vector). Thus, s (representing
the “attention” vector) can be calculated by finding the probability of each state vector

Fig. 2. An english to french translator with encoder and decoder Seq2Seq expansion, showing
the flow of information (Source: https://esciencegroup.com/2016/03/04/fun-with-recurrent-
neural-nets-one-more-dive-into-cntk-and-tensorflow/)
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at each time step. Thanks to a function called a alignment model a, which is essentially
a forward neural network (Fig. 3):

ei;t ¼ a st�1; hið Þ ð9Þ

Thanks to the softmax function, researchers can transfer ei;t to a probability as

ai;t ¼
exp ei;t

� �
P

j exp ej;t
� � ð10Þ

3 Research Methodology of Semantic Mining on Agricultural
Major Corps

NLP used the seq2seq and attention mechanism to solve the problem is in the field of
sequence generating, which has been swept through a number of other methods.

The seq2seq model is generally structured as follows (Fig. 4):

Fig. 3. Input sequence is tackled by bidirectional recurrent neural network, and ‘attention’
mechanism (Source: http://www.wildml.com/2016/01/attention-and-memory-in-deep-learning-
and-nlp/)

Fig. 4. Encoding-decoding model
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The encoder section encodes the input with a single layer or multiple layers of
RNN/LSTM/GRU, and the decoder section is a language model used to generate the
digest. This kind of generative problem can be summed up as a conditional probability
problem P (word | context). Under the context condition, the probability of each word
in the vocabulary is calculated, and the word with the highest probability is used word,
and then generate all the words in the summary. The key here is how to express
context, the biggest difference between each model is the context of the difference,
where the context may either be the expression of the encoder, or be the expression of
attention and encoder. The decoder part usually uses the beam search algorithm to do
the build.

The research methodology in this paper is based on data-intensive machine learning
techniques. Based on the deep learning theory mentioned in Sect. 2, the Seq2Seq and
Attention mechanism is combined with specific methods to perform the agricultural
science abstracts data processed in Sect. 4. Then use Objective function cross-entropy
loss training and gradient descent algorithm to update parameters, adapt neural network
parameters of the model to agricultural abstract corpus collection, and finally perform
qualitative and quantitative model evaluation. The specific process is as follows:

(1) Initially setting the model hyper parameter values, according to the Seq2Seq neural
network model structure, completing the scripting, then defining the loss function,
and selecting the optimization direction and optimization method;

(2) Model initialization, model training and model parameter adjustment to achieve
model benchmarks;

(3) Model assessment, based on the qualitative assessment of the project carried out by
the research team, and the next section will introduce the relevant assessment
criteria for the implementation of qualitative assessment and ISI’s ROUGE indi-
cator system for quantitative assessment.

4 Model Experiment

4.1 The Corpus of Agricultural Science and Technology Information
and Its Processing

4.1.1 The Dataset Composition
Based on the principle of research and implementation of cutting-edge technologies that
have covered recent years, we selected English scientific and technological digest
information on crop cultivation, molecular breeding, phenotypeomics, and new variety
breeding harvested by the laboratory, which in the form of title, abstract, keywords,
authors and institutions, and a total of 54,659 articles we captured. Where the article is
originally marked with XML format, each article starts and ends with the <pa-
per> … </paper > tag, and the document number begins with the <doc_id>
</doc_id > tag. The same article number is <paper_id> The journal number is <jour-
nal_id>, the title is <title>, the abstract is <abstract> , the keyword is <keyword> , the
classification number is <classification>, the author is <authorlist> and so on.
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Extract the original data set into the formatted “Title # Summary #
Keyword/Keyword/Keyword … Author/Author/Author … # Organization /Organiza-
tion …”, where the ellipsis represents there may be a number, and there will be no The
item is marked as None; for example, an organization does not exist: “Title # Summary
# Keywords/Keywords … Author/Author … # None”. Which is the size of the abstract
because of the different content of the length of the abstract, the title is also due to the
lack of effective enough manpower and field experts (including agricultural rice field
related to the technical vocabulary, to the corresponding human experts to mark the
data is unlikely), So we chose to keep the data with a relatively objective summary of
the article and the title to generate the training corpus and discard the remaining ones so
that the data set with the title plus the abstract can be generated, taking into account the
same as in the future Look at the application, I used the abstract, title and keyword to
generate the vocabulary Vocab.

The title of the article as the target, the first sentence of the abstract and the second
sentence as the source, preprocessing, including: lower case, word, extract punctuation
from the word, the end of the title and the end of the text will add a custom end
tag <eos> , that no title or no content or title of the content less than 10 tokens or text
over 50 tokens will be filtered out, the occurrence frequency sorted token, take the top
200,000 tokens as a dictionary, a low-frequency word symbol <unk> replaced.

4.1.2 Python’s Natural Language Approach
Here the introduction of the relevant scientific data processing toolkit, needing to
import the package numpy and collections, to use Stanford Natural Language Pro-
cessing Toolkit to deal with the relevant statement information.

Because this research use the neural network model to carry out unregulated data
processing, so here to simplify the relevant natural language processing methods,
related to the pronunciation of the annotation, block, naming body recognition, rela-
tionship extraction and analysis of sentence structure and grammar and other omis-
sions, only involved To the data segmentation and unrecognized vocabulary labeling
and other simple natural language processing work, the remaining work to the model
training and tuning skills. The data is placed in the path of the relevant file, and then
converted using the encapsulated method, the data is abstracted as tensor can recognize
the tensor, for example, the data stored in the previous step is converted to the cor-
responding textsum model. Need to read the binary file format, for example, using the
command ‘python textsum_data_convert.py –-command text_to_bi-
nary –in_directories thesisdata / –-out_files shuidao-train.
bin, shuidao-validation.bin, shuidao-test.bin –-split 0.8,
0.15,0.05 ’. Save the previous data set in proportion to the ratio of 8: 1.5: 0.5 to
save the training binary file, verify the file and test set files. Here is the script to convert
the binary file ANSI into an easy-to-read UTF-8 format, using the script data_con-
vert_example.py conversion.

Among them, the model needs to read the sequence is marked as a sign of abstract,
the value of the “ = ” behind the string, the output value is the value of the title tag,
which contains the sequence <d> <p> <s> </s> </p> </d> mark the article, paragraph,
sentence. Where the labels are separated by tabs and abstract. Likewise, generating a

Research on the Key Techniques of Semantic Mining 503



validation set and a test set from the dataset. In this way, the data set can be used to
complete the automatic generation of abstracts, title generation or article classification
and so on.

4.2 Research Progress of Data Mining Semantic Mining Model

Research model code is built on the open source code of the Tensorflow project. This
research changes session part of training code, part of the model in the
textsum/seq2seq_attention.py, and make support for multi-core CPU by
running tf.ConfigProto. In the model script running, Google’s open source code is also
vigorously pursuing its bazel run, this research makes one of the bazel running envi-
ronments changed, to supported lab CPUs to run the thread unlocking protocol, so the
terminal command changes from the original ‘ $ bazel build -c opt –-
config = cuda textsum / … ’ to ‘ $ bazel build -c opt –-copt = -mavx
–-copt = -mavx2 –copt = -mfma -copt = -mfpmath = both –-copt = -
msse4.2 -copt = -march = native -config = opt textsum / … ’ to sup-
port more acceleration protocols AVX, SSE4.2 and so on. Finally, in order to show the
data flow graph of our model in tensorboard dashboard, we added sess.graph to the
original tf.train.FileWriter builder, and of course researchers can use the
add_graph method of tf.train.FileWriter builder to build the project data flow
chart.

Here follows the model configuration (Table 1):

4.3 Study on Experimental Results of Model

Model of the original training step is 10,000,000 steps, but if the amount of data is not
large enough, many steps are likely to cause too much training. The sample volume of

Table 1. Model parameter configuration.

Function Purpose Setting

Mode
Working_directory

Train, test, decode
Vocabulary files and training, verification and test file
storage addresses

Train
data/

Pretrained_model – –

Batch_size Data bundle size for training 64
Bidirection Encoding
layer

The number of bidirectional RNN layers in the encoding
section

3

Artilcle length The maximum acceptable article input sequence length 120
Summary length Generated sequence maximum length 30
Word embedding
size

Word vector dimension size 128

LSTM hiden units Number of LSTM hidden units 192
Sample softmax Final normalization function using units 4096
Vocabulary size Vocabulary for generating, taking the word frequency top

200k
200 k
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Google original data is about 10,000,000, which is marked Gigaword English news
dataset (also can used DUC2004 dataset to test), in each server is 4 core K series
graphics card and a total of 10 servers, running a week, in view of the inability to
achieve its experimental environment, this research will apply the moderate quantity of
standard experimental agricultural major crops digest corpus to the changed models,
and the training steps temporarily transferred to the 130500 steps, the effect shown in
figure (Fig. 5).

This is agricultural corps digest data training renderings, after 9 days more than
total recursive training about 130,500 steps, the loss value reached a standard level with
the standard data set (below 1.0).

The following example illustrates the textum automatic digest model to generate
the title sequence effect.

Article. To study whether the biomass of soil microorganisms in a boreal Pinus
sylvestris-Vaccinium vitis-idaea forest was limited by the availability of carbon or
nitrogen, we applied sucrose from sugar cane, a C-4 plant, to the organic mor-layer of
the C-3-C dominated soil. We can distinguish between microbial mineralization of the
added sucrose and respiration of endogenous carbon (root and microbial) by using the
C-4-sucrose as a tracer, exploiting the difference in natural abundance of C-13 between
the added C-4-sucrose (delta(13)C -10.8parts per thousand) and the endogenous C-3-
carbon (delta(13)C -26.6 parts per thousand). In addition to sucrose, NH4Cl (340 kg N
ha(-1)) was added factorially to the mor-layer. We followed the microbial activity for
nine days after the treatments, by in situ sampling of CO2 evolved from the soil and
mass spectrometric analyses of delta(13)C in the CO2. We found that microbial bio-
mass was limited by the availability of carbon, rather than nitrogen availability, since
there was a 50% increase in soil respiration in situ between 1 h and 5 days after adding
the sucrose. However, no further increase was observed unless nitrogen was also
added. Analyses of the delta(13)C ratios of the evolved CO2 showed that increases in
respiration observed between 1 h and 9 days after the additions could be accounted for
by an increase in mineralization of the added C-4-C. (Data source: Ekblad et al. 2002).

Ref. Is growth of soil microorganisms in boreal forests limited by carbon or nitrogen
availability? (Data source: Ekblad et al. 2002).

Fig. 5. Textsum model loss value trend on agricultural science and technology dataset. Smooth
coefficient 0.88
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Decode. The effects of organic manure nutrient on the leaching by acid movement of
soil.

This is the result of the abstractive automatic summary model decoder part training
from the agricultural main corps corpus. The input sequence is article contents, the
target sequence, title contents, is marked with Ref, and the output sequence is the
decode flag (Table 2).

Rouge (Recall-Oriented Understudy for Gisting Evaluation), the basic idea is to use
the abstract generated by the model and the n-tuple contribution statistic of the refer-
ence abstract as the basis for judging.

It can be seen that the higher the ROUGE value, the better the effect of generating
the abstract on behalf of the model, and conclusion from the table is that the textum
model is superior to the current majority of text automatic summary models.

5 Related Research Progress

In academia, deep learning begins to receive attention from 2006, because in the tens of
thousands of samples of medium-scale datasets, the deep learning learnt from the new
sample at that time more than many popular algorithms and generalized better. Soon
after, the deep learning in the industry has received more attention, because it provides
a scalable way to train large data sets on the nonlinear model. LeCun, Bengio &
Hinton, leaders in deep learning, are looking forward to the future development of deep
learning in journal Nature (Lecun et al. 2015): first, although the recent unsupervised
learning was restrained and supervised learned to snatch the limelight, but in the long
run, unsupervised learning is still a more important issue, and Michael et al. also hold
this idea (Michael et al. 2015). Second natural language processing will be the depth of
learning in the future to achieve significant breakthroughs in the field, to better “un-
derstand” statements and text semantic system will appear. Third, combination of deep
learning and symbolic artificial intelligence will bring revolutionary changes in the field
of artificial intelligence.

Direct extraction of important sentences of the extraction method is relatively
simple, such as PAM algorithm realizing TextRank, while generating (re-generating a
new sentence) is more complex, and the effect is not satisfactory. At present, the more

Table 2. Textual automatic digest model ROUGE value contrast.

Model ROUGE-1 ROUGE-2

ABS (Rush et al. 2015) 30.88 12.22
ABS+ 31.00 12.65
Char Level (Golub et al. 2016) 11.31 2.65
COMPRESS (Clarke et al. 2008) 19.63 5.13
TextRank (Mihalcea et al. 2004) 31.10 9.03
Textsum 36.99 (up to 38.27) 19.68 (up to 20.58)
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popular Seq2Seq model, proposed by Sutskever et al., based on the structure of an
Encoder-Decoder, the source sentence first is encoded into a vector of fixed dimension
D, and then generate the target sentence one character at a time using the decoder
part. After adding the ‘Attention’ mechanism, decoder can generate the new target
Sequence to get the hidden information vector Hidden State of each character before
the Encoder coding phase, so that the accuracy of generating the new sequence is
improved. The increase in end-to-end training in neural networks has led to significant
changes in many areas, including speech recognition, computer vision, and natural
language processing. Recent work has shown that neural networks can do more than
any sort of task, and they can be used to map complex structures to another complex
structure. For example, a sequence is directly translated into another sequence, which
has a direct application in natural language understanding (Luong et al. 2014).

6 Conclusion

The main advantage of this model is that when matches or transcends the current
optimal benchmark, it requires little feature processing and specific domain-specific
knowledge. This advantage, in my opinion, is to allow researchers to focus on tasks in
certain unknown areas or in areas where it is too difficult to design artificial rules (e.g.
ontology, etc.). This research will be devoted to the development of the automatic
digest extraction system of semantic mining of agricultural science and technology
literatures, and make a modest contribution to the development of semantic excavation
of this field.
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Abstract. Although the object part segmentation is widely applied to surveil-
lance video analysis and smart recommendation and so on, however, it does not
show a good performance in cross-domain testing. This means the segmentation
model has to label various data in different scenarios and it is costly due to the
time and labor cost. Accordingly, in the paper, we would like to propose a real-
time cross-domain object part segmentation system (COPS) based on the work
of Cross-domain Human Parsing via Adversarial Feature and Label Adaptation
[2]. Several vital techniques are applied in this real-time cross-domain object
part segmentation system, including object detection, object tracking, and cross-
domain adaptation object part segmentation. Taking an unconstrained bench-
mark dataset with rich pixel-wise labeling as the source domain, the real-time
cross-domain object part segmentation system aims to segment frames of target
domain videos without any additional manual labeling in real-time. Compared
with the traditional approaches, this system is demonstrated to be a highly
efficient and useful one among most practical applications, and the exploration
on the challenging issue will contribute our real-time cross-domain object part
segmentation system and push human parsing into next step. Therefore, we
would like to present the details of our real-time cross-domain object part
segmentation system in the following parts.

Keywords: Cross-domain � Object part segmentation � Real-time system

1 Introduction

Semantic segmentation is understanding an image at pixel level i.e., and we want to
assign each pixel an object class in the image [8]. Scene parsing and object parsing, as
types of semantic segmentation, are widely used in autonomous driving and surveil-
lance video analysis. However, pixel-level labeling is costly, and semantic segmenta-
tion models tend to be poorly generalized across domains. A well-trained model based
on the database of one scene always performs poorly in the data from other scenes.

Object part segmentation, which refers to an object decomposed into several
semantic parts, enables a computer to understand an image deeply as well as auto-
matically. It takes a significant part in various practical product applications such as
face beauty fication, virtual reality and so on. However, we generally use to train a
model using a lot of data with annotations, and it will cost a high annotation expense
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both in time and labor [1]. Consequently, we expect to create a superior model trained
with labeled data from source domain to segment data of any target domain. Never-
theless, a trained object part segmentation model often turns out to be bad results in
application due to the shift between source domain and target domain. As a conse-
quence, we are focused on solving this new problem: taking an unrestrained benchmark
dataset with rich pixel-wise labels as the source domain and our real-time cross-domain
object part segmentation system seems to be necessary and promising. But how to
acquire an ideal parser that can annotate automatically by the system itself for the target
domain is the remaining problem.

In this paper, we would like to put forward a real-time cross-domain object part
segmentation system so as to solve the problem. This system consists of four modules,
namely video capturing module, object capturing module, object segmentation module
and result displaying module. Object segmentation module, the core module, applies
the cross-domain human parsing method. It consists of two new compensation com-
ponents, adversarial feature adaptation component and adversarial structured label
adaptation component. The feature adaptation component is aimed at minimizing the
feature distinctions between different domains, while the structured label adaptation is
used for maximizing the label map universalities across the domains. The outcomes
conformably corroborate our system an ideal one with efficient data and excellent
performance for the challenging cross-domain human parsing problem. Meanwhile, we
will continue to extend this approach to cross-domain object part segmentation as well.
In addition, we presume that the exploration of the challenging issue will contribute our
real-time cross-domain object part segmentation system to be more useful one among
various practical applications.

The superiorities of this created system are summarized as follows. For one thing,
the real-time cross-domain object part segmentation system can segment any target
domain without any annotation just through transforming a source domain with rich
pixel-wise annotation. For another, the capability of the system outperforms the state-
of-art cross-domain approaches by two novel compensation components. Moreover,
the system can segment 25 frames per second using NVIDIA GeForce GTX 1080,
almost in real-time, and it can also be applied among the practical scenes in many
fields.

2 Related Work

Although for many situations, we can find sufficient good performance on some cor-
relating domains, extending the semantic segmentation model to a large variety of areas
has many advantages, especially the real-time cross-domain area. Current statistical
parsers tend to perform well only on their training domain and nearby genres [5]. We
explore this issue as a new mission—taking an unconstrained benchmark dataset with
rich pixel-wise labeling as the source domain. With the following techniques object
detection, object tracking and cross-domain adaptation object part segmentation, our
system aims to segment frames of target domain videos without any additional manual
labeling in real-time. When the system is applied to a certain scene, we only need to
collect the data of that scene, and then it can be used as the training data of our system
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without any labeling. Once the training is completed, it can be applied to this scene,
which can save a lot of time and labor costs. Compared with the traditional approaches,
this resulting system shows obvious advantageous and presents to be a highly effective
one among most practical applications, and the exploration on the challenging problem
will contribute our real-time cross-domain object part segmentation system to be a
more useful one among practical applications. Therefore, we are able to display the
value of the real-time cross-domain object part segmentation system.

Object Parsing. The semantic object parsing problem has aroused people’s interest in
exploring general object parsing, person part segmentation, as well as human parsing.
Combining CNNs and CRFs is one method for capturing the rich structure information
based on the advanced CNN architecture [4].

Domain Adaptation. Deep domain adaptation focuses on transferring model learnt in
one labeled source domain to one target domain in the deep learning framework. The
exploration on this topic has been carried out along three various dimensions: unsu-
pervised adaptation, supervised adaptation and semi-supervised adaptation. Unsuper-
vised domain adaptation refers to the setting when the labeled target data is not
available [9].

Domain Adaptation Method for Segmentation. The closely related work to ours is
[2], where the adversarial feature and structured label adaptation method is firstly put
forward and developed to learn to diminish the cross-domain feature distinctions and
increase the label universalities across the two domains. Most mainstream fashion
parsing model concentrates on parsing high resolution and clean images. However,
parsers that directly apply benchmarks for high-quality samples to particular applica-
tions in the field often exhibit unsatisfactory performance because of the domain shifts.
The authors propose a new cross-domain human parsing model to diminish the cross-
domain distinctions in terms of visual appearance and environment conditions and fully
increase universalities across domains. The model they proposed explicitly explores a
feature compensation network, and it is focused on diminishing the cross-domain
distinctions. The outcomes consistently confirm data efficiency and excellent perfor-
mance of the proposed method for the challenging cross-domain human parsing issue.
The superiorities of the cross-domain human parsing model can be concluded as fol-
lows. Not only does this model firstly explore the cross-domain human parsing
problem, but it means putting forward a cross-domain human parsing framework with
the new feature adaptation and structured label adaptation network as well. Since no
manual labeling in the target domain is needed, the new method is very useful and
practical in terms of fully considering both feature invariance and label structure reg-
ularization in their cross-domain work. We have made the authors’ original method of
the paper into a training-predictive integration system. And the authors’ original model
and work guarantee sufficient preparation for the reality of our real-time cross-domain
object part segmentation system.
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3 System

Figure 1 displays the architecture of COPS system. As we can see, it contains four
modules, including video capturing module, object capturing module, object part
segmentation module and result displaying module. In the video capturing module, a
video can be filmed by a real-time camera or loaded from the disk offline. After
acquiring the video frames, detection [7], and tracking technique [3] are adopted.
Detection technique is used in object capturing module to detect the main objects in the
first frame, while tracking technique is used to track the detected objects in the fol-
lowing frames. Then, the core module, object part segmentation module, generates the
segmentation results of the test video frames through a model trained in a source
domain and transformed by adversarial feature adaptation and adversarial structured
label adaptation. After finishing these steps, the result displaying module will finally
show the live video and corresponding segmentation results on the screen at the same
time. These four modules all work together and play their significant role in the whole
system.

Moreover, we would like to highlight the third module, object part segmentation.
From the third row of Fig. 1, the following universalities and distinctions across the
source domain and target domain can be found, where the universalities are expected to
be fully utilized, and the distinctions are what we need to overcome and eliminate. As
for distinctions, they own various viewpoint, tone, illumination, object scale, object
posture, resolution and degree of blurry. For instance, the light in the target domain is
much darker than the light in the source domain. Besides, object scale from target

Fig. 1. The architecture of COPS system
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domain is smaller than the source domain’s. The people from both domains exist the
intrinsic universalities, such as the similar structure of human parts. Taking a detail as
an example, in both domains, according to human being’s common sense, the body is
below the head, but in the middle of both arms. The approach we adopted is to use the
universalities and to overcome distinctions for domain adaptation. As a consequence,
the distinctions of the features by adversarial feature adaptation are diminished, while
the universalities of the structured labels by adversarial structured label adaptation are
increased in this system. Plus, the system extremely improves the performance of
segmentation.

We try to elaborate the details of adversarial feature adaptation component and
adversarial structured label adaptation component. The real-time cross-domain object
part segmentation system contains five networks, namely feature extractor, pixel-wise
labeler, feature compensation network, feature adversarial network, and structured label
adversarial network. Firstly, for feature adversarial network, we define one adversarial
objective function that is adopted to measure the distance between the distribution of
features of target domain and the distribution of the combined features including
features of source domain and the output of feature compensation network. Secondly,
for structured label adversarial network, another adversarial objective function is
adopted for measuring the distance between the distribution of predicted label of target
domain and the distribution of ground truth of source domain. Finally, the system can
be trained jointly through the approach of LSGAN (least squares generative adversarial
networks) that alternates between optimizing feature adaptation component and
adversarial structured label adaptation component [6].

Fig. 2. The user interface of COPS system.

512 X. He



4 Demonstration

In order to attest the performance of the real-time cross-domain object part segmen-
tation system, the demonstration needs a laptop, a video camera as well as a large
screen. The laptop processes the frames captured by the video camera or loaded from
disk and then the segmentation results are shown on the screen.

When selecting a local video file or the live video filmed by the real-time camera
whose user interface is displayed in Fig. 2, this video is going to be shown on screen in
the left side, while the outcome of object part segmentation module will also be
presented on screen in the right side during system execution. Meanwhile, users can
choose whether to present bounding box of the object or crop the object from video.
Alpha denotes the degree of mergence between the video and the segmentation result
and it can be adjusted as well.

We present the comparisons of experimental results human parsing both with
domain adaptation and without adaptation respectively in Fig. 3. The cross-domain
adaptation human parsing model can predict the details of the pictures so that these
running results are more robust and adapted to the target domain. Overall, the real-time
cross-domain object part segmentation system shows good performance and can be
more advantageous for practical applications.

Fig. 3. Qualitative results on video sequence from target domain.
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5 Discussion

Substantial benefit is obvious to applying our system over existing approaches. Using
the cross-domain human parsing model without any additional manual labeling in real-
time gives rise to excellent performance in practice. Additionally, our system tries to
combine the human parsing and cross-domain feature transformation and a future
direction is to learn these two jointly. Nowadays, our work focuses on challenging the
issue, how to acquire an ideal parser that can annotate automatically by the system
itself for the target domain. Not only the human parsing field, we also intend to extend
our approach to scene parsing field. Scene semantic segmentation can be used as the
core technology in various fields such as autonomous vehicles and smart home, and the
cross-domain adaptive techniques tend to be extremely essential for these applications.

6 Conclusion

As mentioned above, we address the problem of taking an unconstrained benchmark
dataset with rich pixel-wise labeling as the source domain and the real-time cross–
domain object segmentation system is put forward to solve the challenging issue. The
system is demonstrated to be an excellent one with higher practical advantages and
more suitable applications. And according to the demonstration, an adversarial feature
and structured label adaptation method are adopted to the object part segmentation
module of the real-time cross-domain object segmentation system and they can jointly
guarantee a precise and stable parser. Apart from the work we have done, we plan to
continue researching on this approach and updating the domain adaptation technology
to improve performance of our real-time cross-domain object part segmentation system
of various fields in the network.
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