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Preface

We are delighted to introduce the proceedings of the 2018 European Alliance for
Innovation (EAI) International Conference on Communications and Networking in
China (ChinaCom 2018). This conference has brought together Chinese and interna-
tional researchers and practitioners in networking and communications under one roof,
building a showcase of these fields in China.

The technical program of ChinaCom 2018 consisted of 22 tracks: Wireless Com-
munications and Networking, Next-Generation WLAN, Big Data Networks, Cloud
Communications and Networking, Ad Hoc and Sensor Networks, Satellite and Space
Communications and Networking, Optical Communications and Networking, Infor-
mation and Coding Theory, Multimedia Communications and Smart Networking,
Green Communications and Computing, Signal Processing for Communications,
Network and Information Security, Machine-to-Machine and Internet of Things,
Communication QoS, Reliability and Modeling, Cognitive Radio and Networks, Smart
Internet of Things Modeling, Pattern Recognition and Image Signal Processing, Digital
Audio and Video Signal Processing, Antenna and Microwave Communications, Radar
Imaging and Target Recognition, and Video Coding and Image Signal Processing.

Following the great success of the past ChinaCom events held during 2006–2017,
ChinaCom 2018 received more than 114 submitted papers, from which 71 papers were
selected for presentation. The Technical Program Committee (TPC) did an outstanding
job in organizing and invited three keynote speakers: Dr. Michael Pecht from Maryland
University, UK, Stephen Weinstein from Communication Theory and Technology
Consulting LLC, UK, and Han-Chieh Chao from National Dongwa University,
Hualien, China.

Coordination with the steering chairs, Imrich Chlamtac and Bruno Kessler were,
was essential for the success of the conference. We sincerely appreciate their constant
support and guidance. It was also a great pleasure to work with such an excellent
Organizing Committee and we thank them for their hard work in organizing and
supporting the conference. In particular, we thank the TPC, led by our TPC co-chairs,
Dr. Xingang Liu, Dr. Supeng Leng, and Dr. Jinfeng Lai, who completed the
peer-review process of the technical papers and compiled a high-quality technical
program. We are also grateful to the conference manager, Kristina Lappyova, for her
support, and all the authors who submitted their papers to the ChinaCom 2018
conference.

We strongly believe that ChinaCom 2018 provided a good forum for all researchers,
developers, and practitioners to discuss all science and technology aspects that are
relevant to smart grids. We also expect that future ChinaCom conferences will be as
successful and stimulating as the present one.

November 2018 Hsiao-Hwa Chen
Gharavi Hamid

Xingang Liu
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Joint QoS-Aware Downlink and Resource
Allocation for Throughput Maximization

in Narrow-Band IoT with NOMA

Wei Chen(B), Heli Zhang, Hong Ji, and Xi Li

Key Laboratory of Universal Wireless Communications, Ministry of Education,
Beijing University of Posts and Telecommunications,

Beijing, People’s Republic of China
{weic,zhangheli,jihong,lixi}@bupt.edu.cn

Abstract. Narrow-Band Internet of Things (NB-IoT) is 3GPPs cellular
technology designed for Low-Power Wide Area Network (LPWN) and it
is a promising approach that NB-IoT combines with NOMA which is
designed for accommodating more devices in the 5G era. Previous works
mainly focus on uplink channel resource allocation to achieve connectiv-
ity maximization in NB-IoT with NOMA; however, few articles consider
NB-IoT downside issues and downlink resource allocation problem to
achieve maximum system throughput has not been studied in NB-IoT
with NOMA. Thus, in this paper to provide a reliable and seamless ser-
vice for NB-IoT users (NUs) and maximizing network downlink through-
put, we propose a resource allocation algorithm for joint equipment QoS
requirements and resource allocation fairness. In this scheme, we design
algorithm to implement the mapping between NUs and subchannels for
suboptimal system throughput. Then we convert the power allocation
problem of the NUs on the same subchannel into a DC problem and we
design algorithm to solve it to get suboptimal solution. Numerical results
show that the proposed scheme achieves a better performance compared
with exiting schemes in terms of the system throughput.

Keywords: Narrow band internet of things · Downlink resource
allocation algorithm · Quality of service (QoS) · Throughput
maximization

1 Introduction

Internet of Things (IoT) has been adopted to incorporate the digital information
and the real world of devices. By 2020, it is expected that the IoT connections
in the world will reach tens of billions level, far exceeding the number of concur-
rent personal computers and mobile phones; moving forward to 2024, the overall
IoT industry is expected to generate a revenue of 4.3 trillion dollars which come

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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from different sectors such as device connectivity, manufacturing, and other value
added services [1]. Low-Power Wide Area Network (LPWN) represents a novel
technology to enable a much wider range of IoT applications and complete short-
range wireless technologies [2]. The most viable LPWN technology for tomor-
row’s need is the capability to download data to devices, in future even more
so than today [3]. Narrow-Band Internet of Things (NB-IoT) is 3GPP’s cellu-
lar technology designed for Low-Power Wide Area Network (LPWN). NB-IOT
has been designed with the following performance objectives: extended coverage,
support for massive devices, support delivery of IP and non-IP data, low cost of
device, low deployment cost, low power consumption [4].

However, a single NB-IoT carrier spans one PRB in uplink and downlink.
Considering the large-scale of NB-IoT users (NUs) requesting resources, it may
degrade the network performance. Lots of works have been done for better net-
work performance. In [5], the author proposes an interference aware resource
allocation for NB-IoT by formulating the rate maximization problem consid-
ering the overhead of control channels, time offset, and repetition factor. The
authors in [6] put forward a classification Back-off method to classify different
types of devices in the Back-off mechanism to improve system capacity. In [7] a
low area interleaver which is an important component of turbo coding is imple-
mented to achieve the required error correction with 5% area saving by shar-
ing resources. However, the above work just improved the performance of the
NB-IoT network from the implementation, but it does not fundamentally solve
the problem of insufficient bandwidth resources. In [8], the author proposes
a powerdomain uplink non-orthogonal multiple access (NOMA) scheme which
allows multiple MTCEs to share the same sub-carrier to achieve large-scale
equipment access through allocating sub-carriers. However, the author did not
consider the downlink of the NB-IoT network and the impact of NOMA on the
network downlink whose base station has the same transmit power. And to some
extent, it aggravates the downlink resource allocation problem which is carried
out in [9]. Therefore, these aspects will be included in our work of downlink
resource allocation in NB-IoT.

In this paper, we focus on the resource allocation in downlink NB-IoT with
NOMA for throughput maximization. We propose joint QoS-aware downlink and
resource allocation algorithm consisting of subchannels allocation algorithm and
subchannels power allocation algorithm that satisfy NUs QoS requirements and
ensure the fairness. In our algorithm, we firstly assign subchannels to NUs from
a global optimal point. Then we convert the power allocation problem to DC
representation and get suboptimal solution. Through the simulation, we can get
that our algorithm has better performance than the traditional.

The remainder of our work is organized as follows. Section 2 gives the system
model and problem formulation. In Sect. 3, the proposed optimization algorithm
is developed. Simulation results and discussions are given in Sect. 4. Finally, we
conclude this paper in Sect. 5.
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2 System Model

Consider the downlink of a multi-user communication NB-IoT network includ-
ing single base station (BS) as shown. The SIC is applied at the received of
NUs and active NUs share a system bandwidth of one PRB for downlink data
transmissions (Fig. 1).

Fig. 1. System model of NB-IoT network with NOMA

We denote u as index for uth NU in the set of U NUs, which is expressed
as u ∈ {1, 2, ..., U}. Each NU has a downlink rate demand ru which is no
more than rmax. However, rmax is equal to 0 for NUs without rate require-
ments. And we denote n as index for nth subchannel in the set of N subchan-
nels, which is expressed as n ∈ {1, 2, ...N}. Moreover U NUs are uniformly
distributed in a circular region D. According to NB-IoT standard we can get
that the bandwidth of the system is BW equaling 180 kHz and the constraint
of the bandwidth of subchannels B is expressed as B = 15 kHz, so we can
get N = BW�B. Moreover, each NU can only assign one subchannel. Let
Kn ∈ {K1,K2, ...,KN} be the set of NUs allocated on the subchannel n, so
we can get Kn = {k1,n, k2,n, ..., kmn,n} where mn means the number of NUs
allocated to subchannel n and the ki,n ∈ {1, 2, ...U} means the ith NUs on
the subchannel n. And the power which allocated to NU u on subchannel n is
expressed as pu,n. We denote P and pn as the total transmitted power of the BS
and the total power allocated to subchannel n.

2.1 Communication Model

For the purpose of throughput-maximum, we consider incorporate NOMA tech-
nology into the NB-IoT downlink network. Moreover, successive interference
cancellation (SIC) precess is implemented at NU receiver to reduce the inter-
ference form other NUs on the same subchannel. We assume that the blocking
fading of the channel is taken into consideration with the assumptions that it
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remains the same within a subchannel and it varies independently across different
subchannel.

According to decoding order, the NU ki,n on the subchannel n can be suc-
cessfully decoded and remove the interference symbols from NUs kj,n with j > i.
And the interference symbol from NUs kj,n with j < i will be treated as noise
by NU ki,n. Therefore the SINR of User ki,n with SIC at receiver is denoted as

SINRki,n,n =
pki,n,nHki,n,n

1 +
i−1∑

j=1

pkj,n,nHki,n,n

. (1)

where Hu,n is the channel response normalized by noise (CRNN) of NU u on
subchannel n expressed as

Hu,n = |hu,n|2/noisen. (2)

where hu,n = gn.PL−1(d) is the coefficient of subchannel n from the BS to NU
u in which gn is assumed to have Rayleigh fading channel gain and PL−1(d) is
the path loss function between the BS and NU u at distance d, noisen = σ2

n

means the additive white Gaussian noise (AWGN) with zero mean and variance
σ2

n.
Consequently, the sum rate Rki,n,n of NU ki,n on subchannel n through the

allocated resources can be expressed as

Rki,n,n = B log2
(
1 + SINRki,n,n

)
. (3)

And the achievable sum rate Rn on subchannel n can be expressed in terms of
the aggregate rate of NUs allocated the same subchannel n. It is

Rn =
mn∑

i=1

Rki,n,n. (4)

In the rest of paper, we simply represent downlink NB-IoT network using NOMA
technology with SC and SIC to maximize system throughput in the event of NU’s
downlink demand.

2.2 Problem Formulation

The implementation complexity of SIC at the receiver increases with the max-
imum number of the NUs allocated on the same subchannel. In order to keep
the receiver complexity comparatively low and restrict the error propagation, we
consider the simple case where no more than two users can be allocated on the
same subchannel, so the sum rate of subchannel can be expressed as

Rn = B log2
(
1 + pnαnHk1,n,n

)
+

B log2

(

1 +
pn(1 − αn)Hk2,n,n

1 + pnαnHk2,n,n

)

, αn ∈ (0, 1].
(5)



Joint QoS-Aware Downlink and Resource Allocation 7

where αn is the proportional factor to allocate power among the two NUs on
subchannel n.

In this paper, the objective is to maximize the system throughput that meet
the QoS requirements of NU. For above purpose, we formulate it as an opti-
mization problem which consist of channel assignment and power allocation. We
formulate the throughput problem as

max
N∑

i=1

mi∑

j=1

Rkj,i,i

s.t. C1 : kj,i ∈ {1, 2, ..., U} ∀j, i

C2 : Rkj,i,i ≥ rkj,i
∀j, i

C3 : mi ∈ {1, 2} ∀i

C4 :
∑

i∈Kn

pi,n ≤ pn,
N∑

n=1

pn ≤ P.

(6)

The problem 6 is a mixed-integer non-liner programming problem, which is
extremely difficult to derive a globally optimal solution with low computation
complexity. Because of the above, we assume that equal power is allocated to
subchannels and propose a novel resource allocation algorithm to solve it which
is show below.

3 Proposed Algorithm

As aforementioned, to obtain the optimal solution of 6, we propose a joint
QoS-Aware downlink and resource allocation algorithm. Considering the lim-
ited resources of the system, we will select U = 2N downlink users randomly
from downlink users. Taking into account the fairness of equipment resource
allocation, We set a priority parameter iu for each NU u which increases as the
number of resource allocation failures increases and is used for channel resource
allocation. Based on the priority of the device we update the CRNN parameter,
so we can get

H
′
u,n =

(
iuU

∑
u∈U iu

)β

Hu,n, α ≥ 0. (7)

where β is used to adjust the balance between fairness and system throughput.
The design idea of the algorithm is to allocate the device to specific sub-

channels and calculate optional proportional factor (αn) in the event of NU’s
downlink rate requirements. We assume that the system allocates equal power
to each subchannel so pn = P/N . Moreover, we consider that all subchannels
of NB-IoT network is available, but it is also feasible in portion of the system
resources available scenes.



8 W. Chen et al.

Algorithm 1 Dynamic Suboptimal Subchannel Allocation Algorithm

1: Input: BW , B, P , U , N , KN , Hu,n, H
′
u,n, Avu, pn, ru, ∀n ∈ {1, 2, 3, ..., N},∀u ∈

{1, 2, 3, ..., U}
2: Initialization:

(a)Initialize BW , P , B, U , ru , and let Kn = ∅;
(b)Initialize the set of NUs Reun to record NUs who have not been allocated;

(c)Calculate pn, N , Hu,n, H
′
u,n, Avn;

3: while Reun is not empty do
4: for each u ∈ Reun do
5: if |Avu| = 0 then
6: Remove the NU u from Reun; continue;
7: end if
8: Get n = arg max

Hu,n∈Avu
Hu,n ;

9: if |Kn| = 0 then
10: Remove the Hu,n from Avu and the u from Reun;
11: Add the NU u to Kn; continue;
12: end if
13: if |Kn| > 0 then
14: step1: Remove the Hu,n from Avu;
15: step2: Find out all the combinations that have one or two NUs as a set.

Then calculate the most appropriate power factor αn for each collection by
the algorithm 2;

16: step3: According to the parameters αn calculated in step2, we recalculate
the downlink rate obtained for each combination where parameter H

′
u,n is

used instead of Hu,n. Then get combination Kresult satisfying maximum
subchannel n downlink rate from all above updated downlink rates of com-
binations;

17: step4: Get Kn according the combination choose in step3. Remove the
allocated users from Reun and the unallocated users to Reun.

18: end if
19: end for
20: end while
21: Calculate the system throughput Rall according to 6.
22: Output Rall.

3.1 Subchannels Allocation Algorithm

Assuming no more than two NUs can share the same subchannel due to the
complexity of decoding and NU’s downlink QoS requirements. We denote the
subchannels which have not been paired with the NU u as Avu and whose initial
value can be expressed as

Avu = {Hu,1,Hu,2, ...,Hu,N}, ∀u ∈ {1, 2, ..., U}. (8)

Based on the perfect channel state information, we can easily get that the NU
u can get better performance on subchannel i than on subchannel j if Hu,i >
Hu,j .In the rest of the subsection, we propose a suboptimal algorithm named as
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dynamic suboptimal subchannel Allocation Algorithm (DSSA) for the problem
above, as shown in Algorithm 1.

Algorithm 1 describes the proposed DSSA to maximize the system’s through-
put in the case of ensuring the fairness of resource allocation and satisfying the
QoS requirements of the NUs. In lines 1–2, we have initialized the algorithm’s
input variables according to NB-IoT standards and actual scene requirements. In
lines 3–7, we guarantee that the algorithm will be terminated if all devices have
already been allocated to the channel or if the device does not find the desired
subchannel meeting the requirements. In lines 9–11 it considers how to handle in
the absence of equipment allocated to the subchannel. And the other conditions
considered in lines 12–17 where step 4 ensures Fairness by using updated H

′
u,n.

3.2 Subchannel Power Allocation Algorithm

The main idea of this subsection is to design power allocation algorithm for
maximizing downlink subchannel rate. We propose a algorithm named as QoS-
Aware power allocation algorithm (QAPA) as shown in Algorithm 2 to solve
problem above.

To realize the maximum throughput of the subchannel without considering
the QoS requirement of the NU. Let’s assume that there are two NUs k1,n and
k2,n allocated on the subchannel n. The problem above of finding αn to maximize
throughput of subchannel n can be restated as

max B log2
(
1 + pnαnHk1,n,n

)
+

B log2

(

1 +
pn(1 − αn)Hk2,n,n

1 + pnαnHk2,n,n

)

, αn ∈ (0, 1].
(9)

Algorithm 2 QoS-Aware power allocation algorithm
1: Input: denote cin as the input NUs combination, denote user as NUs in cin, pn

2: if |cin| == 1 then

3: Calculate the downlink rate of NU user1 r
′
user1, when αn = 1;

4: if r
′
user1 ≥ ruser1 then

5: Set αn = 1;
6: end if
7: end if
8: if |cin| == 2 then
9: Calculate the optimal solution αn through algorithm 3;

10: Calculate the downlink rate of two NUs r
′
user1 and r

′
user2 allocated subchannel;

11: if r
′
user1 ≥ ruser1&&r

′
user2 ≥ ruser2 then

12: Set α the value calculated through algorithm 3;
13: end if
14: end if
15: Output αn.
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The problem 9 is solved through DC planning approach. First We transform
the formula 9 into a formula for the general definition of DC planning problem
that is denoted as

min f(αn) = m(αn) − g(αn), αn ∈ (0, 1]. (10)

where m(αn) = −B log2
(
1 + pnαnHk1,n,n

)
and g(αn) = B log2

(
1+

pn(1−αn)Hk2,n,n

1+pnαnHk2,n,n

)
. We can easily get

�2 m(αn) > 0 and �2 g(αn) > 0, (11)

so we can prove that 10 can be solved using DC planning approach.
We convert the above-mentioned constrained DC planning problem into an

unconstrained DC programming problem. We denote the representative function
of αn as

I(αn) =

{
0, αn ∈ (0, 1]
+∞, αn /∈ (0, 1],

(12)

so the problem can be expressed as

F (αn) = f(αn) + I(αn) = M(αn) + G(αn). (13)

where M(αn) = m(αn) − I(αn) and G(αn) = g(αn). Then we can denote con-
jugate function of function M and G as

M∗(βn) = sup{βT
n αn − M(αn)|αn ∈ (0, 1]}, (14)

G∗(βn) = sup{βT
n αn − G(αn)|αn ∈ (0, 1]}. (15)

Finally, We use difference of convex functions algorithm (DCA) to solve 13. The
detail steps about DCA algorithm is shown in Algorithm 1, through which we
can acquire αn.

Algorithm 3 Solution for Subchannel Power Allocation
1: Initialization:

Initialize α
(0)
n , β

(0)
n ∈ ∂G(α

(0)
n ), k = 0, ε > 0;

2: while F (α
(k+1)
n ) − F (α

(k)
n ) ≤ ε or ‖α

(k+1)
n − α

(k)
n ‖ ≤ ε do

3: Define convex approximation as
4: P (αn) = M(αn) − G(α

(k)
n ) − (αn − α

(k)
n , β

(k)
n ), αn ∈ (0, 1] and

5: D(βn) = G∗(βn) − M∗(βk
n) − (α

(k+1)
n , βn − β

(k)
n ), αn ∈ (0, 1];

6: Solve the convex problem. We can get α
(k+1)
n = arg min P (αn) and β

(k+1)
n =

arg min D(βn);
7: k ← k + 1;
8: end while
9: Output αn.
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4 Simulation Results and Discussion

In this section, some simulation results are presented to illustrate the perfor-
mance of the proposed algorithm. The simulation assumptions that nearly fol-
lows 3GPP standards [10]. The NUs are distributed uniformly in the area of
1000 × 1000m2. The full 180 kHz bandwidth, i.e. 12 subchannels at 15 kHz sub-
channels spacing in downlink, is used for analysis. The wireless channel is mod-
eled as Rayleigh fading channel including pathloss, where the channel coefficient
is h2

i = h2
0L

−κ
i , where L2

i is the distance between AP and user i. The pathloss
exponent κ = 4 and h0 is the complex Gaussian channel coefficient. Moreover,
we assume that BS transmit power is 32 dBm and BS cable loss is 3 dB. We con-
sider additive white Gaussian noise with power spectral density −174 dBm/Hz
and noise figure of 5 dB. In addition, we can easily get that most NUs in a NB-
IoT network are rate insensitive devices so we set two-thirds of the NUs does
not have a rate requirement and the other have the downlink rate requirement.
We compare the performance of the following algorithms in this simulation:

– Proposed scheme: The resource allocation that jointly considering NU’s QoS
requirement and the fairness with for NB-IoT NOMA.

– OFDMA scheme: Each subchannel can only be allocated one NU and the
power allocation is equal on each subchannel [11].

– NOMA-EQ: The subchannel allocation is same with the proposed scheme
but equal power allocation scheme replaces our proposed QoS-Aware power
allocation scheme.

Figure 2 illustrates the performance (System Throughput) versus the number
of NUs. In the simulation the number of NUs is from 0 to 32 in one base station
(BS) and the downlink rate requirement is assigned from [80, 120] kbps. As indi-
cated in Fig. 2, we can get that the proposed scheme improves system through-
put by nearly 20% compared to NOMA-EQ scheme and compared to OFDMA
scheme the system throughput is improved by nearly 65%. First, the system’s
throughput increases with the number of devices because system resources are
not saturated. Then, Three schemes eventually converge because of limited sys-
tem resources. Moreover, Algorithm 3 converges earlier than other algorithms
because NOMA is not used resulting in supporting fewer NUs.

Figure 3 illustrate the number of successfully served NUs versus total users.
In the simulation the number of NUs is from 0 to 32 in one base station (BS)
and the downlink rate requirement is assigned from [80, 120] kbps. And we can
find that compared with other schemes the number of devices that the system
can successfully serve the most under the scenario where proposed scheme is
used. In Fig. 3, it can be observed that the proposed scheme and NOMA-EQ
scheme perform much better than OFDMA scheme. Moreover, the proposed
scheme improves successfully served NUs by nearly 10% compared to NOMA-
EQ scheme, because the system cannot meet the downlink demand of some NUs
when the power is evenly distributed.

Figure 4 illustrates the impact of the NUs QoS requirement on the
system throughput. Here, 32 NUs are deployed in the range and we
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Fig. 2. The system throughput versus
the number of NUs.

Fig. 3. The number of successfully
served NUs versus total users.

Fig. 4. The system throughput versus the NU QoS requirement

consider that the maximum rate takes the values (90, 100, 110, 120, 130,
140, 150, 160, 170, 180) kbps. In Fig. 4, as the maximum rate continues to increase
system throughput continues to decline. However, it can be observed that the
proposed scheme still performs better than NOMA-EQ scheme and OFDMA
scheme.

5 Conclusion

In this paper, we focus on the issue of downlink in NB-IoT network with NOMA.
In order to maximize downlink throughput of NB-IoT network with NOMA,
we propose a scheme with the consideration of NU’s QoS and the fairness of
resource allocation. First, we propose an algorithm called Dynamic Suboptimal
subchannel Allocation Algorithm (DSSA) to find the best user-channel matching
relationship. Furthermore, to satisfy NU’s QoS requirement in DSSA, we propose
a QoS-Aware power allocation algorithm (QAPA). Last, in QAPA we transform
the power allocation problem between NUs of the same subchannel into a DC
problem and the difference of convex functions algorithm (DCA) is utilized to
find successive convex approximation. Simulation results prove the system per-
formance has been improved significantly. For future work, to improve the sys-
tem performance, We will consider joint uplink and downlink system resource
allocation in the NB-IoT network with NOMA.
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Abstract. This paper provides results on the use of UFMC modula-
tion scheme in MIMO wireless links operating at mmWave frequencies.
First of all, full mathematical details on the processing needed to realize
a MIMO-UFMC transceiver at mmWave, taking into account also the
hybrid analog/digital nature of the beamformers, are given. Then, we
propose several reception structures, considering also the case of contin-
uous packet transmission with no guard intervals among the packets. In
particular, an adaptive low complexity MMSE receiver is proposed that
is shown to achieve very satisfactory performance. A channel indepen-
dent transmit beamformer is also considered, as as to avoid the need
for channel state information at the transmitter. Numerical results show
that the proposed transceiver schemes are effective, as well as that the
continuous packet transmission scheme, despite increased interference,
attains the highest values of system throughput.

Keywords: MIMO-UFMC · Millimeter waves · 5G Networks

1 Introduction

The Universal Filtered MultiCarrier (UFMC), one of the modulations that
is considered as an alternative to orthogonal frequency division multiplexing
(OFDM) for future wireless systems [2], is an intermediate scheme between
filtered-OFDM and Filter Bank MultiCarrier (FBMC). Indeed, while in filtered
OFDM the whole OFDM signal is filtered to reduce OOB emissions and achieve
better spectral containment [1], and while in FBMC each subcarrier is indi-
vidually filtered [5], in UFMC the subcarriers are grouped in contiguous, non-
overlapping blocks, called subbands, and each subband is individually filtered
[7].
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UFMC has been received an increasing attention is the last few years;
however, despite the relevance of multi-antenna processing to future fifth-
generation (5G) wireless systems, its use in conjunction with a multiple-input-
multiple-output (MIMO) configuration has not been fully addressed in the open
literature; similarly, the potentialities coming from the use of UFMC modulation
at millimeter wave (mmWave) frequencies have not yet been properly investi-
gated.

This paper proposes transceiver schemes for the MIMO-UFMC modulation
operating at mmWave frequencies. The contributions of this paper may be
summarized as follows: (a) we provide the full mathematical model of a MIMO-
UFMC scheme, taking into account the presence of hybrid analog/digital
beamformers; (b) we propose several reception structures and, among these,
an adaptive linear minimum mean square error (MMSE) receiver that can be
implemented without resorting to an explicit channel estimation phase; (c) we
propose a modified UFMC transmission scheme wherein contiguous data packets
are transmitted with no guard intervals; and, finally, (d) we propose and eval-
uate the performance of a channel-independent pre-coding beamforming struc-
ture at the transmitter, so as to avoid the need for channel state information
at the transmitter. Numerical results will show the effectiveness of the proposed
transceiver algorithms and of the continuous packet transmission scheme with
no guard intervals.

This paper is organized as follows. Next section contains the description
of the mathematical model and of the transceiver processing for an UFMC
system with multiple antennas. Section 3 contains the derivation of the linear
MMSE receiver for MIMO-UFMC systems, including the definition of a channel-
independent beamformer, while Sect. 4 contains the discussion of the numerical
results. Finally, concluding remarks are given in Sect. 5.

2 MIMO-UFMC Transceiver Processing

In this section we generalize to the MIMO case the UFMC single-packet mod-
ulation scheme detailed in [7], presenting three different receiving structures.
We will refer to the scheme reported in Fig. 1. We will denote by M the multi-
plexing order, by NT and NR the number of transmit and receive antennas,
respectively, and by NRF

T and NRF
R the number of RF chains at the trans-

mitter and at the receiver, respectively. We assume that the k subcarriers
are split in B subbands of D subcarriers each (thus implying that k = BD).
Assume that a sequence of Mk data symbols is to be transmitted; these sym-
bols are arranged into an (M × k)-dimensional matrix, that we denote by S.
The columns of S undergo a digital precoding transformation; in particular,
denoting by QBB(n) the (NRF

T × M)-dimensional matrix representing the dig-
ital precoder for the n-th column of S, the useful data at the output of the
digital precoding stage can be represented by the (NRF

T ×k)-dimensional matrix
X, whose n-th column, X(:, n) say, is expressed as X(:, n) = QBB(n)S(:, n).
After digital precoding, each of the NRF

T rows of the matrix X goes through an
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Fig. 1. Block scheme of the UFMC multi antenna transceiver. The dashed box “RF
transceiver” contains the cascade of a bank of NRF

T transmit shaping filters, a bank
of NRF

T power amplifiers, the analog RF precoding matrix QRF, the NT transmit
antennas, the (NR ×NT )-dimensional matrix-valued MIMO channel impulse response,
the NR receive antennas, the analog RF post-coding matrix DRF, and a bank of NRF

R

receive shaping filters

UFMC modulator; the outputs of the NRF
T parallel UFMC modulators can be

grouped in the matrix ˜XBB of dimension [NRF
T × (k + L − 1)]. Each UFMC

modulator uses a finite impulse response (FIR) passband filter in order to
improve the frequency localization property of the input signal. Denoting by
g � [g0, g1, . . . , gL−1]T the L-dimensional vector representing the prototype fil-
ter, the FIR filter used in the i-th subband to process the vector in input at the
generic UFMC modulator is denoted by gi and its entries gi,0, gi,1, . . . , gi,L−1

are defined as gi,� = g�e
j2π

Fi�

k , i = 0, . . . , B − 1, � = 0, . . . , L − 1 , with
Fi � D−1

2 + iD the normalized frequency shift of the filter tuned to the i-th
subband. Denoting by X(�, :) the �-th row of the matrix X, the �-th row of the
output matrix ˜XBB is written as

˜XBB(�, :)T=
B−1
∑

i=0

GiWk−IFFT PiX(�, :)T , (1)

where Gi is the Toeplitz [(k + L − 1) × k]-dimensional matrix describing the
discrete convolution operation with the filter gi, the matrix Wk,IFFT denotes
the (k × k)-dimensional matrix representing the isometric IFFT transforma-

tion and the (k × k)-dimensional matrix Pi = diag

⎛

⎝[ 0 . . . 0
︸ ︷︷ ︸

iD

1 . . . 1
︸ ︷︷ ︸

D

0 . . . 0
︸ ︷︷ ︸

k−(i+1)D

]

⎞

⎠,

for i = 0, . . . , B − 1. Equation (1) can be compactly written in matrix nota-
tions as ˜XBB = X

(

∑B−1
i=0 PT

i WT
k−IFFT GT

i

)

. The columns of ˜XBB are then
fed to the MIMO RF transceiver scheme, that is made of the receive and
transmit shaping filters, the analog precoding and post-coding matrices QRF

(of dimension NT × NRF
T ) and DRF (of dimension NR × NRF

R ), respectively,
and of the MIMO channel impulse response. Assuming that the power ampli-
fiers operate in the linear regime, the RF transceiver block can be modeled as
an LTI filter with (NRF

R × NRF
T )-dimensional matrix-valued impulse response

L(�) =
√

PT DH
RF

˜H(�)QRF, wherein PT is the transmitted power, ˜H(�), with
� = 0, . . . , Lch − 1, is the matrix-valued (NR ×NT )-dimensional millimeter wave
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(mmWave) channel impulse response including also the transmit and receive
rectangular shaping filters [4], with Lch the length of the channel impulse
response (in discrete samples). The output of the RF transceiver can be rep-
resented through a matrix YBB of dimension [NRF

R × (k + L + Lch − 2)]. The
m-th column of YBB is easily seen to be expressed as

YBB(:,m)=DH
RF

[

Lch−1
∑

�=0

√

PT
˜H(�)QRF

˜XBB(:,m−�)+w(m)

]

, (2)

where we have assumed that ˜X(:,m) is zero for m ≤ 0. The vector w(n) repre-
sents the additive thermal noise contribution. At this point, following the usual
UFMC processing, the last Lch − 1 columns of the matrix YBB are discarded,
and each row of the resulting matrix, say ˜YBB , is passed through an FFT on 2k
points. The output of the FFT is downsampled by a factor of 2, so that we get a
matrix of dimension NRF

R ×k, and finally, digital postcoding is applied. Denoting
by DBB(n) the (NRF

R ×M)-dimensional matrix representing the digital postcoder
for the n-th column of the data matrix, we finally get a (M × k)-dimensional
matrix Ydec, whose n-th column can be shown to be approximately expressed
as

Ydec(:, n + 1) ≈ 2k√
2

√

PT DH
BB(n)DH

RFH(2n)×

QRF G�n/D�(2n)QBB(n)S(:, n + 1) + DH
BB(n)DH

RFW(2n) , (3)

with n = 0, . . . , k − 1. In the above equation, H(2n) is an NR × NT matrix
whose (p, q)-th entry is the 2n-th coefficient of the isometric 2k-point FFT of
the sequence ˜Hp,q(0), . . . , ˜Hp,q(Lch−1); similarly, Gi(2n) denotes the 2n-th coef-
ficient of the isometric 2k-points FFT of the i-th subband filter gi, and W(2n) is
an NR-dimensional vector whose �-th entry is the 2n-th coefficient of the isomet-
ric 2k-points FFT of the noise sequence w�(0), . . . w� (K + L + Lch − 3) ,∀� =
1, . . . NR. We remark that (3) holds approximately and not with a perfect equal-
ity since we have discarded the last Lch −1 symbols. Now, given (3), an estimate
of the n-th column of the data symbols matrix S can be simply obtained as

̂Sid(:, n + 1) = E(n + 1)Ydec(:, n + 1) , (4)

where E(n+1) =
[

2k√
2

√
PT DH

BB(n)DH
RFH(2n)QRF G� n

D �(2n)QBB(n)
]+

, and (·)+
denotes Moore–Penrose generalized inverse.

A different processing can be obtained by avoiding the use of the approximate
relation (3). We thus consider the received matrix YBB in Eq. (2), discard the
last Lch −1 columns of the matrix, compute the FFT on 2k points, downsample
the result by a factor of 2, and finally, apply digital postcoding, namely:

Ydis = YBBDLch−1W2k,FFT (1 : k + L − 1, :) , (5)

where the matrix W2k,FFT denotes the (2k ×2k)-dimensional matrix represent-
ing the isometric FFT transformation and DLch−1 = [Ik+L−1 0Lch−1×k+L−1]

T
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is the [(k + L + Lch − 2) × (k + L − 1)]-dimensional matrix used for discarding
the last Lch − 1 columns of the matrix YBB . An estimate of the m-th column
of the data symbols matrix S can be thus obtained as

̂Sdis(:,m) = E(m)Ydis(:,m) . (6)

We can also avoid discarding the last Lch − 1 columns of YBB ; in this case
we obtain the processing

̂Sno dis(:,m) = E(m)YBBW2k,FFT (1 : k + L + Lch − 2,m) . (7)

Equations (6) and (7), have to be computed for m = 1, . . . , k.

2.1 Channel Dependent (CD) Beamformer Design

We now address the beamformers choice by referring to (3), which shows that
the precoding matrices multiply by the right the FFT channel coefficient H(2n),
while the postcoding matrices multiply this same coefficient by the left. Denoting
by Qopt(n) and Dopt(n) the “optimal” precoding and postcoding matrices1 for
the transmission and detection of the n-th column of S, it is seen from (3) that,
upon letting H(2n) = U(2n)Λ(2n)V

H
(2n) be the singular-value-decomposition

of H(2n), the matrix Qopt(n) should contain on its columns the M columns
of V(2n) associated with the largest eigenvalues of H(2n), and, similarly, the
matrix Dopt(n) should contain on its columns the M columns of U(2n) asso-
ciated with the largest eigenvalues of H(2n). Given the matrices Qopt(n) and
Dopt(n), the beamformers QBB(n), QRF, DBB(n), and DRF are obtained fol-
lowing the approximation algorithm reported in [6].

3 MIMO-UFMC Scheme with Linear MMSE
Equalization at the Receiver

The transceiver processing described in the previous section requires the knowl-
edge of the channel impulse response and is suited for a single packet transmis-
sion, i.e. for the case in which a single isolated block of kM symbols is trans-
mitted. In practice, however, several blocks are to be continuously transmitted.
In this case, consecutive UFMC blocks are usually spaced in discrete-time by a
number of intervals equal to L−1 [7]; since the channel is time-dispersive, at the
receiver there will be inter-block interference (IBI): in particular, the first Lch−1
samples of the received signal YBB will be corrupted by the tail of the preced-
ing block of data symbols. In this case, the single packet processing described
in the previous section is suboptimal and alternative interference-suppressing
schemes are to be envisaged. We now describe a linear MMSE-based processing
operating directly on the matrix YBB reported in (2). The receiver processing is

1 By the adjective “optimal” we mean here the beamforming matrices that we would
use in the case in which the number of RF coincides with the number of antennas.
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adaptive and so it, based on a known training sequence, automatically learns the
interference-suppressing detection matrix; as a consequence, the detection strat-
egy that we are going to illustrate can be used also in the case in which multiple
packets are continuously transmitted, either with a guard-time between them,
as recommended in [7], or with no guard-time at all. Starting from the matrix
YBB , we denote by ZBB = YBBW2k,FFT (1 : k+L+Lch−2, :) the

(

NRF
R × 2K

)

-
dimensional matrix contains the 2k-points FFT of the matrix YBB in Eq. (2). We
denote by J the number of columns of the matrix ZBB that we use to decode the
symbol transmitted on the generic subcarrier, i.e., to limit system complexity, we
use a window of data of dimension JNRF

R . In order to estimate the symbol trans-
mitted on the n-th subcarrier, we consider the

(

NRF
R × J

)

-dimensional matrix

Z(n)
BB. We denote as z(n)BB the vector-stacked version of Z(n)

BB, i.e. z(n)BB = vec
(

Z(n)
BB

)

,
and we consider the linear processing

̂Smmse(:, n) = dmmse(n)Hz(n)BB . (8)

The detection vector can be shown to be expressed as dmmse(n) = R−1
z,nRzs,n.

In order to specify the expression of the matrices Rz,n and Rzs,n, we start by
considering the matrices ˜Rz and ˜Rzs that are obtained through time-averages
approximating the matrices Rz = E

[

zBBzH
BB

]

and R(n)
zs = E

[

zBBS(:, n)H
]

,
where zBB = vec (ZBB), as follows:

Rz ≈ ˜Rz =
1

Ncov

Ncov
∑

�=1

zBB,�zH
BB,� , R(n)

zs ≈ ˜R(n)
zs =

1
Ncov

Ncov
∑

�=1

zBB,�S�(:, n)H .

(9)
In the above equations, Ncov is the number of samples used to compute the
time averages, and the temporal index “�” has been introduced in order to
denote data coming from the �-th transmitted packet. Given (9), the selection
of the quantities Rz,n, Rzs,n and z(n)BB, depends on the subcarrier index n, and
the choice is made in order to select, for each n, the columns of ZBB that are
most relevant for detecting the n-th column of the data matrix S. For the sake
of brevity, the full details are omitted and the main steps are summarized in
Algorithm 1. The proposed procedure has a computational cost proportional
to k

(

NRF
R J

)3, whereas the complexity of the full linear MMSE receiver, that
elaborates the full matrix ZBB and corresponding to the choice J = 2k, the
complexity climbs up to

[

NRF
R (k + L + Lch − 2)

]3.

3.1 Channel Independet (CI) Beamforming

The outlined MMSE processing relies on a sequence of pilot symbols, and does
not require any prior channel estimation. Nonetheless, implementing the beam-
formers as outlined in Sect. 2.1 still requires knowledge of the channel state. In
order to come up with a transceiver processing that does not rely on prior chan-
nel estimation, we propose a possible channel-independent beamforming scheme
that can be easily implemented through the use of 0-1 switches.
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Algorithm 1 Procedure for the selection of the quantities ˜Rz,n, ˜Rzs,n and
ZBB,n. The notation ˜Rz(a : b) denotes selection of a submatrix of ˜Rz containing
the entries whose column and row coordinates are in the range (a : b).
1: if n == 1 or n == k then
2: if n == 1 then
3: Imin,1 = 1, Imax,1 = J − 2, Imin,2 = 2k − 1, Imax,2 = 2k
4: else if n == k then
5: Imin,1 = 1, Imax,1 = 2, Imin,2 = 2k − J + 3, Imax,2 = 2k
6: end if
7: Z

(n)
BB = [ZBB (:, Imin,1 : Imax,1) ,ZBB (:, Imin,2 : Imax,2)].

8: Rz,n =
[
R̃z

(
NRF

R (Imin,1 − 1) + 1 : NRF
R Imax,1

)
,

9: R̃z

(
NRF

R (Imin,2 − 1) + 1 : NRF
R Imax,2

)]
.

10: Rzs,n =
[
R̃

(n)
zs

(
NRF

R (Imin,1 − 1) + 1 : NRF
R Imax,1, :

)
,

11: R̃
(n)
zs

(
NRF

R (Imin,2 − 1) + 1 : NRF
R Imax,2, :

)]
.

12: else
13: if 2n − J

2
≥ 1 and 2n + J

2
− 1 ≤ 2k then

14: Imin = 2n − J
2
, Imax = 2n + J

2
− 1

15: else if 2n − J
2
< 1 then

16: Imin = 1, Imax = J
17: else if 2n + J

2
− 1 > 2k then

18: Imin = 2k − J + 1, Imax = 2k
19: end if
20: Z

(n)
BB = ZBB

(
:, NRF

R (Imin − 1) + 1 : NRF
R Imax

)
.

21: Rz,n = R̃z

(
NRF

R (Imin − 1) + 1 : NRF
R Imax

)
.

22: Rzs,n = R̃
(n)
zs

(
NRF

R (Imin − 1) + 1 : NRF
R Imax, :

)
.

23: end if

The digital precoding (NRF
T × M)-dimensional matrices are QCI

BB(n) = IM ⊗
1NRF

T /M ∀n = 1, . . . , k, where IM is the (M × M)-dimensional identity matrix

and 1NRF
T /M is the NRF

T

M -dimensional vector whose entries are all equal to 1, and
⊗ denotes the Kronecker product. Notice also that the above defined digital
precoding matrices are no longer dependent on the subcarrier index. The analog
precoding (NT × NRF

T )- dimensional matrix is QCI
RF = INRF

T
⊗ 1NT /NRF

T
, and the

analog postcoding (NR × NRF
R )- dimensional matrix is DCI

RF = INRF
R

⊗1NR/NRF
R

.

4 Performance Measures and Numerical Results

In order to evaluate the performance of the transceiver architectures proposed
in the paper, we will three different figures of merit. The first one is the root
mean square error (RMSE) defined as RMSE = E

[

|s−ŝ|2
|s|2

]

, where s and ŝ are
the generic symbol transmitted and estimated, respectively.

The second one is the bit-error-rate (BER), while, finally, the third one is
the throughput, that is measured in bit/s, and depends on the system BER
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Fig. 2. BER versus transmit power with M = 1, performance of MIMO-UFMC
transceiver architectures with CD and CI beamformers

and on the cardinality of the used modulation. Denoting by Ts the signaling
time, i.e. assuming that the modulator transmits a data-symbol of cardinality
M every Ts seconds, kM symbols are transmitted in (k + L − 1)Ts seconds, in
the case in which we consider the guard intervals in the packet transmission,
and in kTs seconds, in the case in which we do not consider the guard intervals
between the consecutive blocks. Denoting by W the communication bandwidth,
the throughputs TG and TNG are expressed as

TG =
W log2 (M) kM

k + L− 1
(1− BER) , TNG = W log2 (M)M(1− BER) [bit/s] . (10)

when we consider the guard interval between packets or not, respectively.
In our simulation setup, we consider a communication bandwidth of W =

500 MHz centered over a mmWave carrier frequency. The MIMO propagation
channel has been generated according to the statistical procedure described in
[3,4]. We assume a distance between transmitter and receiver of 50 m. The addi-
tive thermal noise is assumed to have a power spectral density of −174 dBm/Hz,
while the front-end receiver is assumed to have a noise figure of 3 dB. For the
prototype filter in the UFMC modulators we use a Dolph–Chebyshev filter with
length L = 16 and side-lobe attenuation with respect to the peak of the main
lobe equal to 100 dB. We use k = 128 subcarriers, B = 8 subbands (which
leads to D = 16 subcarriers in each subband), and we assume 4-QAM mod-
ulation. We consider the antenna configuration NR × NT = 16 × 64, and we
assume hybrid beamforming with NRF

T = 16 and NRF
R = 4. In the figures we

denote as “UFMC-id” the case in which the estimate of the n-th column of the
data symbols matrix S is expressed as (4), as “UFMC-dis” the case in which
we use (6), as “UFMC-no dis” the case in which we use (7), as “UFMC-mmse”
the case in which we use (8). With regard to the continuous packet transmis-
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sion, we label with “UFMC-mmse-G” the case in which we use L − 1 guard
intervals between consecutive packets and with “UFMC-mmse-NG” the case
without guard intervals between them.
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Fig. 3. RMSE versus transmit power with M = 1, performance of MIMO-UFMC
transceiver architectures with CD and CI beamformers.

In Figs. 2, 3, and 4 we show the BER, the RMSE and the throughput versus
the transmit power, for the case M = 1, considering the hybrid implementation
of CD and CI beamformers. The obtained results show that the performances
of the “UFMC-mmse” are superior to the ones offered by the standard MIMO-
UFMC, even using beamformers based on the ideal received channel model in
Eq. (3) and described in Sect. 2.1. This behaviour can be justified by the fact that
the MMSE-based receiver described here performs an online MMSE detection
of the data symbols, automatically rejecting the interference contribution. We
can see that in terms of BER and RMSE the performances of “UFMC-mmse-
NG” are worse than the ones obtained with “UFMC-mmse-G”, because of the
increased overlap (i.e., interference) of the data corresponding to consecutive
blocks. Nevertheless, the throughput of “UFMC-mmse-NG” is larger than that
obtained with the “UFMC-mmse-G”, i.e., the increase in the system BER due
to increased interference is compensated by the increased efficiency due to the
fact that there are no guard intervals. For the case in which transmitter and
receiver have no CSI, the CI beamformers of Sect. 3.1 are employed.

5 Conclusions

This paper presented several signal processing schemes have been developed for
data detection in MIMO-UFMC systems, taking into account also the hybrid
nature of the beamformers. In particular, an adaptive MMSE receiver has been
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Fig. 4. Throughput versus transmit power with M = 1, performance of MIMO-UFMC
transceiver architectures with CD and CI beamformers.

proposed that, in conjunction with CI beamforming, does not require prior chan-
nel estimation. This receiver, for the case in which no guard-time is inserted
between consecutive packets at the transmitter, has been shown to be able to
achieve increased performance in terms of system throughput.
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Abstract. To prolong the lifespan of the network, the auxiliary charging
equipment is introduced into the traditional Wireless Sensor Networks (WSNs),
known as Wireless Rechargeable Sensor Networks (WRSNs). Different from
existing researches, in this paper, a periodic charging and data collecting model
in WRSNs is proposed to keep the network working perpetually and improve
data collection ratio. Meanwhile, the Wireless Charging Vehicle (WCV) has
more working patterns, charging, waiting, and collecting data when staying at
the sensor nodes. Then, the simultaneous optimization for the traveling path and
time sequence is formulated to be a mixed-variable optimization problem.
A novel Mixed-Variable Fireworks Optimization Algorithm (MVFOA) is pro-
posed to solve it. A large number of experiments show the feasibility of the
MVFOA, and MVFOA is superior to the Greedy Algorithm.

Keywords: Wireless rechargeable sensor networks �Mixed-variable optimization
Fireworks algorithm

1 Introduction

To extend the lifespan of the network, the auxiliary charging equipment is introduced
into the traditional Wireless Sensor Networks (WSNs), known as Wireless
Rechargeable Sensor Networks (WRSNs). The wireless power transfer [1] is a
promising technology which can be used in WRSN. Xie et al. use a Wireless Charging
Vehicle (WCV) to periodically provide the whole network with perpetual energy [2].
According to this charging method, the WCV starts from a service station to charge all
the sensor nodes in network. To enhance the performance of the network, especially the
data transmission, the WCV takes more functions such as data colleting in [3–6]. The
joint charging and data collecting methods have attracted more focus. However, in
existing literature, when it comes to the traveling path of the WCV and the time
sequence of data collecting, they are optimized respectively. In fact, the traveling path
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of the WCV and staying time at sensor nodes for charging or data collecting act and
react upon one another. To obtain the traveling path of WCV, it is inevitable to
schedule the order of sensor nodes visited by WCV, which is a combinatorial problem.
To achieve the most suitable time sequence when WCV stays at each sensor node,
time, as the continuous variable, should be calculated. If we take them into consider-
ations at the same time, optimizing the traveling path and time sequence simultane-
ously, it is a mixed-variables optimization problem [7]. Furthermore, the traveling path
of the WCV in WRSN can be treated a Traveling Salesman Problem (TSP), a typical
NP complete combinatorial optimum problem. Especially, the order of sensor nodes
visited by WCV also has effect on the staying time at each sensor node to improve
some performance of network such as data collection ratio. Therefore, it is extremely
difficult to solve this sort of mixed-variables optimization problem. Fireworks algo-
rithm [8], proposed by Tan, is a novel swarm intelligence algorithm recently, which
shows great edge in solving continuous variable problem [9] and discrete combinatorial
problem [10].

In this paper, a periodic charging and data collecting planning, different from the
non-periodic charging planning which fails to ensure permanent operation of the whole
network, is formulated with optimizing the traveling path and the time sequence
simultaneously to achieve higher data collection ratio in a cycle. Inspired by the
framework of fireworks algorithm, a novel Mixed-Variable Fireworks Optimization
Algorithm (MVFOA) for path and time sequence optimization in WRSNs is proposed.
The main contributions are as follows:

– It is the first attempt to formulate and solve the path and time sequence mixed-
variables optimization problem in WRSNs.

– A novel MVFOA is proposed and the encoding of the firework is designed because
of the adaption of this mixed-variable optimization problem.

2 Modeling and Problem Statement

In a periodic charging and data collecting planning, the WCV undertakes two tasks,
charging the sensor nodes and collecting data. To keep the network working perpet-
ually, the WCV can travel through the whole network periodically [1]. That is to say
that the WCV arrives at and leaves each sensor node at the same time in different cycles
and the energy of each node varies regularly. How to schedule a best traveling path of
the WCV to make all the sensor nodes periodically visited by the WCV once and make
for more data collection ratio? At the same time, how to arrange the time sequence
when the WCV stays at each sensor node to keep the network working perpetually and
collect more data in a cycle?

2.1 Network Model

N sensor nodes are deployed in a 2-D area. The set of the sensor nodes is denoted as
VSensor ¼ fv1; v2. . .vNg. All the positions of the sensor nodes are fixed and they are
powered by the same type of battery. The battery capacity of each sensor node is Emax.
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The energy consumption power of sensor node vi is Pi. A wireless charging vehicle
(WCV) armed with data collection module is deployed in this network to provide
energy for sensor node one-to-one before the energy of sensor node is lower than Emin

and collect data generated by sensor nodes around it when staying at some sensor node.
The charging power of the WCV is Pc. It is assumed that sensor node vi sends the
generated data by frequency Ri (Ri ¼ kPi; k[ 0 and k is a constant) to the WCV when
the WCV stays at some sensor node and sensor node vi is within the communication
radius of the WCV. The WCV will return to the Service Station (SS) to get mainte-
nance and upload the data through the base station. It assumed that this network is a
delay-tolerant network.

2.2 Construction of Working Cycle

According to the above-mentioned network model, the construction of working cycle
will be shown as follows. It is assumed that the initial energy of each sensor node is
Emax. To keep the energy of each sensor node varying successively, the working cycle
consists of two parts, the ordinary working cycle and the adjustment working cycle.

Ordinary Working Cycle.
The WCV starts from SS, visits all the sensor nodes once to replenish energy for sensor
nodes and collect data, and then returns to SS, which is denoted as a working cycle T.

P ¼ ðp0; p1; p2; . . .pN ; p0Þ is denoted as the traveling path of the WCV, where p0 is
SS. Apparently, the traveling time between two neighbor nodes is Dpi;piþ 1=V ; i ¼
1; 2 � � �N, where V is the traveling speed of the WCV, pi is the ith sensor node visited
by the WCV in the traveling path and Dpi;piþ 1 is the distance between two neighbor

nodes. Therefore, in a working cycle T, the total traveling time is Tt¼ DpN ;p0
V þ

PN

i¼1

Dpi�1 ;pi
V ; i ¼ 1; 2 � � �N.

When the WCV arrives at sensor node vi, it is possible that the remaining energy of
sensor node vi is still higher than Emin. Thus, the WCV can wait a waiting interval Dti
without charging and then spend time tci replenishing energy up to Emax for the sensor
node with the precondition being guaranteed that the remaining energy of sensor node
vi is still higher than Emin. Therefore, the total staying time at sensor node vi is
ðtci þDtiÞ, in which the WCV can collect data with its communication radius. Com-
pared with arriving at sensor node and charging immediately and then leaving, the
WCV can collect more data because of the waiting interval Dti. Thus, the total waiting

interval is
PN

i¼1
Dti and the total charging time is

PN

i¼1
tci in a working cycle T. To sum up,

a working cycle T is as follows.

T¼Tt þ
XN

i¼1

Dti þ
XN

i¼1

tci ð1Þ

The energy varying of sensor node vi in each working cycle is shown in Fig. 1. ai is
the time when the WCV just arrives at sensor node vi in the first ordinary working cycle.
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To keep sensor node vi working perpetually, it needs to be replenished energy period-
ically. Thus, the energy consumption of sensor node vi must equals the replenishment
energy from the WCV to keep the energy varying regularly. For sensor node vi,

T � Pi ¼ tci � Pc ð2Þ

Therefore, the charging time for sensor node vi is tci ¼ T �Pi
Pc
. To avoid the sensor

node death, it is essential that the remaining energy of sensor node vi must be higher
than Emin when the WCV just starts to charge. Then, the following formula must be
satisfied,

eiðai þDtiÞ ¼ Ei � ðai � TÞ � Pi � Dti � Pi �Emin ð3Þ

where Ei is the remaining energy of sensor node vi at the end of each working cycle.
Because of the periodic varying, the energy of sensor node in the same time in different
working cycles has the same energy level. Thus,

Ei ¼ eið2TÞ ¼ eiðai þDti þ tciÞ � ð2T � ai � Dti � tciÞ � Pi

¼ Emax � ð2T � ai � Dti � tciÞ � Pi
ð4Þ

Furthermore, combining (3) with (4), (5) must be satisfied.

eiðai þDtiÞ ¼ Emax � ð2T � ai � Dti � tciÞ � Pi � ðai � TÞ � Pi � Dti � Pi �Emin

¼ Emax � ðT � tciÞ � Pi �Emin
ð5Þ

To avoid the sensor node death, the working cycle T should be restricted. For
sensor node vi, combining (2) with (5), the following formulate must be satisfied.

T � Emax � Emin

Pi � ð1� Pi
Pc
Þ ð6Þ

Fig. 1. The energy varying of sensor node with time in each working cycle
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If the WCV charges all the sensor nodes immediately when arriving at them, there

are no waiting intervals and then
PN

i¼1
Dti¼0. Thus, combining (1) and (2), T must

satisfy,

T � Tt

ð1� 1
Pc
�P

N

i¼1
PiÞ

: ð7Þ

Once the range of working cycle T is restricted, the total waiting interval
PN

i¼1
Dti will

be given.

XN

i¼1

Dti � Emax � Emin

Pi � ð1� Pi
Pc
Þ ð1�

1
Pc

�
XN

i¼1

PiÞ � Tt ð8Þ

Adjustment Working Cycle.
As shown in Fig. 1, the initial energy of sensor node vi is Emax. To make the energy
vary continuously with the next working cycle, the charging time tc0i in the adjustment
working cycle should be adjusted. Emax � Ei ¼ ð2T � ai � Dti � tciÞ � Pi ¼
T � Pi � tc0i � Pc, so we have

tc0i ¼
ðai � T þDti þ tciÞ � Pi

Pc
: ð9Þ

Furthermore, the arrival time and departure time of WCV in the adjustment working
cycle must be consistent with those in ordinary working cycles. Thus, the total staying
time at sensor node vi in the adjustment working cycle is also ðtci þDtiÞ. Therefore, the
waiting interval Dt0i in the adjustment working cycle is as follows.

Dt0i¼Dti þ tci � ðai � T þDti þ tciÞ � Pi

Pc
ð10Þ

2.3 Path and Time Sequence Mixed-Variable Optimization Problem

It is assumed that sensor node vi sends the generated data by frequency Ri to the WCV
when the WCV stays at some sensor node and sensor node vi is within the commu-
nication radius of the WCV. The WCV is also treated as a mobile sink to collect data.
To pay more attention to the performance of data collection, data collection ratio

ðP
N

i¼1
CiÞ=T in a working cycle is proposed, where Ci is the data collection times when

the WCV
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Ci ¼
XMi

j¼1

Ri Dti þ tcib c; j ¼ 1; 2. . .Mi: ð11Þ

stays at sensor node vi. Mi is the number of the sensor nodes within the communication
radius of the WCV staying at sensor node vi. Then, the mixed-variable optimization
problem can be formulated as follows,

Obj : max

PN

i¼1
Ci

T
; i ¼ 1; 2 � � �N

s:t: : ð1Þ � ð11Þ
: ð12Þ

where T;Dti; tci and the traveling path of the WCV are variables and Pi;Pc;Emax and
Emin are constants.

3 Mixed-Variable Fireworks Optimization Algorithm

3.1 Encoding Design of MVFOA

Inspired by the explosion of fireworks, Tan et al. proposed [8, 9] Fireworks Algorithm
(FA), which has great advantages in solving continuous variable problem [9] and
discrete combinatorial problem [10], respectively. In this paper, to solve this mixed-
variable optimization problem, the encoding of firework is designed, shown in Fig. 2,
because the traveling path of the WCV and staying time at sensor nodes for charging or
data collecting act and react upon one another. The upper sequence is the traveling path
with its corresponding waiting interval in the lower sequence. Thus, the suitable
waiting interval can be bonded with the related sensor nodes with the 2-OPT explosion
[10]. Because the time is continuous variable, waiting intervals in the lower time
sequence need to be given precision.

3.2 Steps of MVFOA

Inspired by the framework of FA, the 2-OPT explosion is used to create sparks in view
of optimizing the traveling path. When it comes to the time sequence, each waiting
interval is treated as a dimension, similar to the explosion and mutation in FA. To
decrease the computation complexity and the amount of computation, an initial solu-
tion optimization algorithm based on FA is shown in Algorithm 1.

Fig. 2. Encoding of firework in MVFOA
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The steps of MVFOA is shown in Algorithm 2. Because the traveling path has great
effect on the time sequence, it is important to take the path optimization into the prior
consideration, and then the corresponding time sequence will be optimized. Benefit
from the special structure of coding the firework, the explosion of firework works
successfully both in continues variables and combinational variables.

4 Simulation

To get the best parameters of the MVFOA, the number of fireworks and spark coef-
ficient which are two important parameters of the MVFOA, show the influence of
different communication radius with the traveling path and time sequence, and
demonstrate the performance of MVFOA, several groups of experiments are executed.
Sensor nodes are distributed randomly in a 1000 m � 1000 m area. The Service
Station is located at coordinate (0,0). Emax ¼ 10800J.Emin ¼ 540J. Pc ¼ 2:5W . Pi is
set from 0.01 W to 0.1 W randomly. The speed of the WCV is 5 m/s. Firstly, under the
same network setting where 20 sensor nodes are deployed in the network and the
communication radius of the WCV is 100 m, the average convergence iterations under
different number of fireworks and spark coefficient are shown in Fig. 3. Each situation
is executed repeatedly for 20 times. As shown in Fig. 3, 5 fireworks and spark coef-
ficient 60 have advantage in less convergence iterations, which is used in the following
experiments.

Secondly, to show the influence of different communication radius with the trav-
eling path and time sequence, three groups of experiments are executed in a 40 sensor
nodes network with 50 m, 100 m, 150 m communication radius of the WCV,
respectively. To collect more data, the WCV must spend less time on moving.
Therefore, there is no the crossover of route as shown in Fig. 4. When communication
radius of the WCV is 50 m, the WCV can usually collect data from only one sensor
node, the one the WCV visits. Thus, the distance of the traveling path is the shortest.
As the increase of the communication radius, the traveling path becomes more and

Fig. 3. Influence of the number of fireworks and spark coefficient on the convergence iterations
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more intricate contributing to collecting more data. That is because the sensor node will
communicate with WCV more times with the reciprocating and intricate path. As for
the time sequence, the proportion of waiting time at each sensor node is similar to the
proportion of the power the corresponding sensor node when the communication radius
is 50 m because the high power of sensor node has high frequency to send data. As the
increase of the radius, the WCV will wait for more time at several sensor nodes because
there are more sensor nodes within its communication radius. With the reciprocating
and intricate path, some sensor nodes even can communicate with the WCV many
times. Therefore, the time sequence is not only related to the power of sensor nodes but
also to the reciprocating path.

In the end, MVFOA is compared with the Greedy Algorithm with the same
parameter except for the number of sensor nodes. Greedy Algorithm is that the WCV
will travel along the shortest path and the distribution of the time sequence is the
proportion of the power of sensor nodes. As shown in Fig. 5, the MVFOA achieves
higher optimization objective value than Greedy Algorithm with the increase of the
number of sensor nodes.

SS SS SS

(a) (b)             (c)

(d)                    (e)       (f)

Fig. 4. The influence of different communication radius on the traveling path and time
sequence. (a) and (d) are the time sequence and traveling path in a 40 sensor nodes network
within the 50 m communication radius of the WCV. (b) and (e) are the time sequence and
traveling path in a 40 sensor nodes network within the 100 m communication radius of the WCV.
(c) and (f) are the time sequence and traveling path in a 40 sensor nodes network within the
150 m communication radius of the WCV.
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5 Conclusion

In this paper, a periodic charging and data collecting model in WRSNs is proposed.
The WCV has more working patterns, charging, waiting, and collecting data when
staying at the sensor nodes. The optimization for the traveling path and time sequence
is formulated to be a mixed-variable optimization problem. Inspired by the framework
of FA, MVFOA is proposed and the coding of the firework is redesigned because of the
adaption of this mixed-variable optimization problem. Simulations show the feasibility
of the MVFOA, and MVFOA is superior to the Greedy Algorithm in solving proposed
mixed-variable optimization problem.
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Abstract. Device-free localization (DFL) is an emerging and promising
technique, which can realize target localization without the requirement
of attaching any wireless devices to targets. By analyzing the shadow-
ing loss caused by targets on wireless links, we can estimate the tar-
get locations. However, for existing DFL approaches, a large number of
wireless links is required to guarantee a certain localization precision,
which may lead to high hardware cost. In this paper, we propose a novel
multi-target device-free localization method with multidimensional wire-
less link information (MDMI). Unlike previous works that measure RSS
only on a single transmission power level, MDMI collects RSS measure-
ments from multiple transmission power levels to enrich the measurement
information. Furthermore, the compressive sensing (CS) theory is applied
by exploiting the inherent spatial sparsity of DFL. We model the DFL
problem as a joint sparse recovery problem and adopt the multiple sparse
Bayesian learning (M-SBL) algorithm to reconstruct the sparse vectors of
different transmission power levels. Numerical simulation results demon-
strate the outstanding performance of the proposed method.

Keywords: Device-free localization · Wireless sensor network ·
Compressive sensing · Sparse Bayesian learning

1 Introduction

In the last decade, target localization has grasped great attention since it is piv-
otal in many location-based services (LBS). To address the localization problem
of multiple targets, an intense research work has been carried out by the scientific
community [1]. With the widespread usage of wireless networks, target location
estimation can be realized by analyzing the target-induced perturbations in the
radio frequency (RF) field. Based on this insight, the device-free localization
(DFL) [2,3] has been proposed, which do not require targets to carry any wire-
less devices, nor to participate actively in the localization process. It is attractive
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and promising for a wide number of applications, such as intrusion detection,
emergency rescue, healthcare, and smart spaces, etc. [4].

The DFL technique can enable existing wireless infrastructures (e.g., WiFi,
WSNs, Bluetooth, etc.) to have the ability of location awareness while, at the
same time, do not disturb the normal communication tasks. Received signal
strength (RSS) is a common signature of target location. In the literature, many
RSS-based multi-target DFL approaches have been developed. Based on how to
utilize the RSS measurements, there are three types of DFL approaches, includ-
ing geometry-based approaches, fingerprinting-based approaches, and radio
tomographic imaging (RTI)-based approaches. The geometry-based approaches
exploit the geometry information of shadowed links to locate targets [5].
However, they need a prior knowledge of the deployment of wireless nodes, and
suffer from low localization accuracy. The fingerprinting-based DFL approaches
can achieve an improved accuracy [6], whereas a labor-intensive and time-
consuming training process is required to build and update the radio map. The
RTI-based approaches [7] infer the target positions according to the principle of
computed tomography (CT). They use an empirical model to quantify the rela-
tionship between RSS variations and target locations. Unfortunately, a sufficient
number of wireless links is required to cover the area of interest.

As a new and promising technique, the compressive sensing (CS) [8] theory
asserts that a small number of measurements (undersampled) will suffice for
recovering signals that are compressible or sparse under a certain basis. Recent
works have shown the potential of applying the CS theory in multi-target DFL.
Compared to traditional DFL approaches, the CS-based DFL method demands
much less number of wireless links (or measurements). As a representative
CS-based DFL method, LCS [9] has proven that the product of the dictionary
obeys restricted isometry property (RIP) with high probability. Different with
LCS, E-HIPA [10] does not require a prior knowledge of target number. It adopts
an adaptive orthogonal matching pursuit algorithm to reconstruct the sparse
location vector. Moreover, in order to adapt to the changes in radio environ-
ments, DR-DFL [11] presents a dictionary refinement algorithm.

However, existing CS-based multi-target DFL approaches collect RSS mea-
surements from just one transmission power level. It is assumed that each wire-
less link can only provide one reading of the RSS. To enrich the measurement
information, MDMI proposes to collect RSS measurements from multiple trans-
mission power levels. By doing so, the performance of multi-target DFL can be
further improved with the assistance of power diversity. Hence, better localiza-
tion accuracy can be achieved without increasing the number of wireless links.
To leverage the advantage of CS in sparse recovery, we model the multi-target
DFL with multiple transmission power levels as a joint sparse recovery prob-
lem. The sparse vectors corresponding to different transmission power levels
share a common sparsity pattern. We reconstruct them by using the multi-
ple sparse Bayesian learning (M-SBL) algorithm [12], and estimate the number
and locations of multiple targets according to the reconstructed sparse vectors.
The rest of the paper is organized as follows: In Sect. 2, we give the signal model
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and model the DFL problem as a joint sparse recovery problem. The design and
implementation of the proposed MDMI method are illustrated in Sect. 3, and the
simulation results are shown in Sect. 4. Finally, conclusions are given in Sect. 5.

2 Problem Statement and Motivation

2.1 Problem Statement

Fig. 1. Illustration of multi-target device-free localization.

Suppose a wireless network is deployed in the area of interest. When multiple
targets entering into the area, some wireless links will be shadowed. As a con-
sequence, the RSS readings on these shadowed links may be different from the
measurements when no target is present. Our MDMI method attempt to leverage
the changes of RSS to realize target localization. For simplicity, an illustration
of the CS-based multi-target DFL is shown in Fig. 1. The wireless nodes are uni-
formly deployed around the perimeter of the monitoring area A, and K targets
are randomly distributed in it. We divide A into N equal-sized grids, thus the
target locations can be represented as

θ = [θ1, θ2, ..., θn, ..., θN ]T (1)

where θ ∈ R
N×1 denotes the location vector, θn ∈ {0, 1} denotes the n-th entry

of θ. If there is a target in grid n, we set θn = 1; otherwise θn = 0. In this
sense, K also represents the sparsity level of θ. The aim of the CS-based DFL
is equivalent to reconstruct θ by exploiting RSS measurements.

According to the shadowing model, the RSS measurement of link m with
transmission power level e can be given as

R (m, e) = G (m, e) + P (m, e) − L (m, e) − 10β lg dm − S (m, e) + ε (m, e) (2)

where G (m, e) denotes the receiver gain (dB), P (m, e) is the transmission power,
L (m, e) is the signal attenuation power of unit distance, β is the path-loss expo-
nent, and dm represents the length of link m. The above-mentioned parameters
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are constant with time. On the contrary, S (m, e) and ε (m, e) are time-variant
parameters. S (m, e) denotes the shadowing loss, which is caused by the tar-
gets that attenuate radio signals. ε (m, e) is the measurement noise. We denote
R0 (m, e) as the RSS measurement when A is vacant. Then, the change of RSS
corresponding to link m and transmission power level e can be written as

ΔR (m, e) = R (m, e) − R0 (m, e) ≈ −S (m, e) + ε (m, e) − ε0 (m, e) (3)

As mentioned earlier, A is divided into multiple grids. Hence, we approximate
S (m, e) by the summation of attenuation that occurs in each grid, i.e.,

ΔR (m, e) =
N∑

n=1

Δpn (m, e) · θn + Δε (m, e) (4)

where Δpn (m, e) denotes the shadowing loss on link m that contributed by a
target in grid n. Δε (m, e) is the change of measurement noise. Based on the
saddle surface (SaS) model [13], Δpn (m, e) can be calculated as

Δpn (m, e) =

(
1 − ρ

λ2
1

U2
m,n + ρ ·

(
1 − V 2

m,n

λ2
2

))
· γe (5)

where (Um,n, Vm,n) is the coordinate of grid n. According to the SaS model,
only the grids in the elliptical spatial impact area of link m will have a nonzero
Δpn (m, e), and Δpn (m, e) is very different at different locations within the
spatial impact area. In this model, ρ represents the shadow rate, which is defined
as the normalized shadowing effect in the midpoint of the line-of-sight (LOS)
path. γe denotes the maximum shadowing effect corresponding to power level e.
Based on (4), the RSS variations on M links can be expressed as

ye = Φe θ+ εe (6)

where ye ∈ R
M×1 is the measurement vector corresponding to power level e,

Φe ∈ R
M×N is a dictionary, and εe ∈ R

M×1 is the noise vector. We denote φe
m,n

as the (m,n)-th element of Φe, which is equal to Δpn (m, e).

2.2 Motivation

In fact, Δpn (m, e) can be decomposed as Δpn (m, e) =
(
φe

m,n/γe
) · γe. We

define we = γe · θ and φm,n = (φe
m,n/γe). It is assumed that we can collect RSS

measurements form E different transmission power levels. Thus, the CS-based
DFL can be reformulated as a joint sparse recovery problem as follows:

Y = ΦW + Ξ (7)

where Y ∈ R
M×E is the measurement matrix, and Y =

[
y1, ...,yE

]
. Ξ ∈ R

M×E

is the noise matrix, and Ξ =
[
ε1, ..., εE

]
. Φ ∈ R

M×N is a dictionary, whose
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(m,n)-th element is φm,n. W ∈ R
N×E is a coefficient matrix, whose e-th com-

ponent we is a K-sparse coefficient vector. W satisfies rd (W) = K, where

rd (W) �
N∑

n=1

I [‖Wn·‖ > 0] (8)

rd(·) represents a row-diversity measure, which counts the number of rows that
have nonzero values. I[·] denotes the indicator function. || · || is an arbitrary
vector norm, and Wn· is the n-th row of W. To reconstruct W, we formulate
the following relaxed optimization problem:

Ŵ = arg min
W

(‖Y − ΦW‖2
F + 
 · rd (W)) (9)

where || · ||F denotes the Frobenius norm, 
 is a tradeoff parameter, and rd (W)
is the regularization term. However, directly solving (9) is NP-hard, and the
optimal value of 
 is generally not available.

3 Joint Sparse Recovery

To bypass the requirement of estimating 
, we resort to a Bayesian probabilistic
approach. By applying an exp[−(·)] transformation, the optimization problem
in (9) can be viewed as a maximum a posterior probability (MAP) estimation
task, which is summarized as follows:

Ŵ = arg max
W

p (Y |W ) · p (W) = arg max
W

p (W |Y ) (10)

To solve the above problem, we resort to the M-SBL algorithm. Firstly, a Gaus-
sian distribution is imposed on the likelihood function for each ye and we, i.e.,

p (ye |we , σ) =
(
2πσ2

)−N
2 exp

(
−‖ye − Φwe‖2

2

2σ2

)
(11)

where σ2 denotes the noise variance. Secondly, to induce the sparsity of we, a
Gaussian prior is imposed on the n-th row of W, i.e.,

p (Wn·;αn) = N (0, αnI) (12)

where αn denotes the common variance of the elements in Wn·. Here, {α1, ..., αN}
is used for encouraging the joint sparsity of {w1, ...,wE}. Based on (12), the prior
distribution of W can be given as

p (W;α) =
N∏

n=1

p (Wn·;αn) (13)

where α = [α1, ..., αN ]T . Based on the likelihood function and the prior distri-
butions, the posterior of we can be written as

p (we |ye ;αn) =
p (we,ye;α)∫

p (we,ye;α) dwe
= N (μe,Σ) (14)
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where Σ denotes the covariance matrix. It can be given as

Σ = Cov [we |ye;α ] = Γ − ΓΦT Θ−1ΦΓ (15)

where Γ = diag (α) and Θ = σ2 I+ ΦΓΦT . The mean of W is

Π = [μ1, ...,μE ] = E [W |Y;α ] = ΓΦT Θ−1Y (16)

The e-th column of Π represents the mean vector of we. To find the optimal
value of α, we maximize the marginal likelihood with respect to α. Based on it,
the cost function can be expressed as

L (α) = −2 log
∫

p (Y,W)p (W) dW = E · log |Θ| +
E∑

e=1

(ye)T Θ−1ye (17)

From (17), the update rule of αn can be given as

α∗
n =

1
E

‖Πn·‖2
2 + Σnn, ∀n = 1, ..., N (18)

In the same way, σ2 can be updated as

(
σ2

)∗
=

1
E ‖Y − ΦΠ‖2

F
M − N +

∑N
n=1

Σnn

αn

(19)

We estimate the posterior of W and the parameters α and σ2 by maximizing
a marginal likelihood function via an iterative algorithm, which is summarized
in Algorithm 1. To estimate target locations, a sparse vector Π·ê is chosen from
Π. In step 10, a sparsity threshold ηth is adopted to filter out the negligible
but nonzero coefficients of Π·ê. Consequently, we can calculate the estimated
coordinates of targets based on θ̂, and estimate the target number as K̂ = ‖θ̂‖0.

Algorithm 1 Location Vector Estimation

1: Initialization:

2: γth = 10−3, τmax = 103, ηth = −10dB, γ = τ = 0.

3: while (γ � γth or τ � τmax) do

4: Calculate Σ and Π by using (15)–(16).

5: Update α and σ2 by using (18)–(19).

6: γ ← ‖Y − ΦΠ‖ , τ ← τ + 1.

7: end while

8: Choose ê that minimizes ‖ye − ΦΠ·e‖.

9: If 20 lg(Πnê/ max
i

|Πiê|) < ηth, set Πnê = 0 for all n.

10: Let the estimated location vector θ̂ = Π·ê.



Aggregating Multidimensional Wireless Link Information 41

4 Numerical Results

4.1 Simulation Setup

In this section, we conduct numerical simulations to demonstrate the superior
performance of MDMI. For a typical scenario of CS-based multi-target DFL,
the monitoring area A is set as a 14 m × 14 m square region. A is divided into
N = 784 equal-sized grids, and the side length of each grid is 0.5 m. To locate
the targets, a wireless network with M = 28 wireless links is deployed in A. The
signal-to-noise ratio (SNR) is defined as SNR(dB) � 10 lg(‖Φθ‖2

2/Mσ2).
To evaluate the localization and counting performance, we define the fol-

lowing two metrics: (1) Average localization error (AvgErr), which denotes
the average Euclidean distance between the true and estimated target loca-
tions; (2) Correct counting rate (CoCoun), which represents the probability of
correctly estimating the target number (i.e., K̂ = K). In our simulations, we
compare the localization performance of MDMI with the CS-based multi-target
DFL approaches that adopt the following sparse recovery algorithms: orthogonal
matching pursuit (OMP) [10], basis pursuit (BP) [8], greedy matching pursuit
algorithm (GMP) [9], Bayesian compressive sensing (BCS) [14], and variational
EM algorithm [11].

4.2 Impact of the Number of Iterations
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Fig. 2. The performance of MDMI when τ varies from 102 to 2 × 103.

In the first simulation, we investigate the impact of the number of iterations on
the performance of MDMI. In Sect. 3, an iterative two-step procedure is adopted
to estimate the posterior of we and the parameters α and σ2. Intuitively, the
estimation accuracy is closely related to the iteration number τ . To verify this,
we test the performance of MDMI when τ varies from 102 to 2 × 103. As can
be seen from Fig. 2, AvgErr decreases rapidly as the increasing of τ . At the
same time, CoCoun is increased. The simulation results confirm our analysis.
Although we can achieve a better performance with a larger τ , it may result
in heavy computational load. For this reason, we set τmax = 103 as a tradeoff
between accuracy and complexity.
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Fig. 3. The performance of MDMI when E varies from 2 to 30.

4.3 Impact of the Number of Transmission Power Levels

In the second simulation, we test the effect of the number of transmission power
levels on the target localization and counting performance. The key novelty of the
proposed MDMI is the utilization of the RSS measurements that collected from
multiple transmission power levels. If we increase the number of transmission
power level E, the power diversity of RSS measurements will be improved, and
more useful information will be provided. To validate the effectiveness of MDMI,
we conduct a quantitative analysis to investigate how the number of transmission
power levels affects the localization and counting performance. Figure 3 shows
AvgErr and CoCoun under different values of E. The simulation results confirm
the effectiveness of MDMI. However, it is noteworthy that AvgErr decreases
very slowly when E exceeds 20. When E > 20, the negative effect of increasing
the transmission power level will almost offset the positive effect contributed by
power diversity. In view of this, we choose E = 20 in the following simulations.

4.4 Localization Error vs. Number of Targets
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Fig. 4. Impact of the number of targets on average localization error.
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In the third simulation, we turn our attention to the impact of the number of
targets on localization accuracy. Figure 4 shows the performances of multiple
DFL approaches under different numbers of targets. When K increases from 1
to 10, the AvgErr for all approaches increase dramatically. It should be pointed
out that, with the increase in K, the joint sparsity level of {we}E

e=1 will decease
accordingly. In this case, the reconstruction accuracy of the location vector will
be degraded according to the principle of CS. Furthermore, owing to the aggre-
gating of multidimensional measurement information, MDMI can achieve the
lowest AvgErr among all approaches.

4.5 Localization Error vs. SNR
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Fig. 5. Impact of the signal-to-noise ratio on average localization error.

In the last simulation, the localization performances of DFL approaches under
different SNR is demonstrated. Figure 5 shows the results of the simulation. As
SNR increases from 5 to 40 dB, the AvgErr of all DFL methods experience a
greatly drop. We observe that the MDMI(E = 20) outperforms other DFL meth-
ods in most cases (SNR > 9 dB). In addition, when SNR < 30 dB, the difference
in AvgErr among MDMI(E = 5), MDMI(E = 10) and MDMI(E = 20) is rel-
atively high. This implies that we can mitigate the influence of measurement
noise by increasing the power diversity of RSS measurements.

5 Conclusion

In this paper, a novel CS-based multi-target DFL method (MDMI) is developed
to reduce the number of wireless links that required for multi-target DFL. Unlike
existing CS-based DFL methods for multiple targets which collect measurements
from just one transmission power level, MDMI proposes to exploit multidimen-
sional wireless link information from multiple transmission power levels. It mod-
els the CS-based multi-target DFL problem as a joint sparse recovery problem,
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and adopts the multiple sparse Bayesian learning (M-SBL) algorithm to recon-
struct the sparse vectors of different transmission power levels. To validate the
merits of MDMI, we perform an extensive simulation study compared with the
state-of-the-art CS-based multi-target DFL approaches. Simulation results con-
firm the effectiveness of the proposed method.

Acknowledgment. This work was supported in part by the National Natural Sci-
ence Foundation of China under grant 61871400, and 61571463; the Natural Science
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Abstract. The integration of the internet and the traditional manufac-
turing industry has identified the “Industrial Internet of Things” (IIoT)
as a popular research topic. However, traditional industrial networks con-
tinue to face challenges of resource management and limited raw data
storage and computation capacity. In this paper, we propose a Software
Defined Industrial Network (SDIN) architecture to address the existing
drawbacks in IIoT such as resource utilization, data processing and sys-
tem compatibility. The architecture is developed based on the Software
Defined Network (SDN) architecture, combining hierarchical cloud and
edge computing technologies. Based on the SDIN architecture, a novel
centralized computation offloading strategy in industrial application is
proposed. The simulation results confirm that the SDIN architecture is
feasible and effective in the application of edge computing.

Keywords: Software defined industrial network · Industrial internet of
things · Edge computing · Computing offloading · Time delay

1 Introduction

Intelligent manufacturing (IM), which has been driven by Information and com-
munication technologies (ICT), greatly improves the automation level, pro-
duction quality and efficiency of manufacturing industry. These information
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and communication technologies (ICTs) provide reduced Capital Expenditure
(CAPEX) and Operating Expense (OPEX) with higher efficiency and effective-
ness. However, owing to the inherent limitations and complex network protocols
in traditional industrial networks, traditional industrial Ethernets cannot man-
age distributed resources flexibly. Moreover, collected raw data are becoming
increasingly more granular and voluminous.To address these drawbacks, bring-
ing the cloud computing resources nearer to the underlying networks is attractive
and promising.

In [1], the authors proposed a low latency mobile edge computing (MEC)
framework based on the SDN architecture. Security and privacy are two of the
main challenges to the IoT; hence, [2] proposed solutions and models for secur-
ing IoT devices and communications using the SDN architecture. Meanwhile,
the performance of SDIN using in data offloading and edge computing in sev-
eral scenarios including cloud server and mobile tasks was discussed in [3–5].
Computation offloading technology as discussed in [6,7]. In [8] and [9], mobile
devices can extend the standby time by computation offloading.

Other previous research addressed special purposes such as energy saving
and real-time communication; however, they did not focus on the details of the
entire system architecture and operation. Therefore, we present a new software
defined industrial network (SDIN) architecture that is the combination of Soft-
ware Defined Networking (SDN) and IIoT. Industry network intelligence and
control are logically centralized in SDIN to provide greater processing perfor-
mance and avoid the majority of the aforementioned drawbacks. Particularly,
our contributions are as follows:

– We propose a new SDIN architecture, and analyze the control and manage-
ment process.

– Based on the SDIN architecture and the characteristics of industrial comput-
ing tasks, we propose a hybrid centralized edge computing offloading strategy.

The remainder of this paper is organized as follows. Section 2 identifies the
architecture of SDIN. Section 3 analyses the application of SDIN in solving the
computing offloading problem and the unique features. The system model, prob-
lem formulation, and solutions are provided in Sect. 4. We present a performance
simulation in Sect. 5. Finally, Sect. 6 concludes the work.

2 Software Defined Industrial Network

We propose an SDIN architecture as displayed in Fig. 1. The SDIN architecture
contains four layers: field devices layer, data transport layer, distributed control
layer and cloud platform. Field devices include the basic infrastructures such as
robot arms, conveyor belts, lathes and deployed sensors, etc.

(1) Data Transport Layer
This layer is composed of SDN switches, wireless access points (APs). The APs
emphasize authentication where IoT devices access the network and for data
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Fig. 1. Proposed software defined industrial network architecture

transporting. Data plane devices receive commands from control plane through
southbound interface, such as computing decisions.

(2) Distributed Control Layer
The distributed SDN controllers are responsible for the centralized management
of the edge computation servers and the authorization of multiuser access. Con-
trollers receive requests from devices in the data transport plane and execute
the offloading decision algorithm considering both the mission requirements and
status of the edge computation servers. As displayed in Fig. 1, two-tier hetero-
geneous controller structure (domain controller and super controller) is one of
the typical deployment solutions in large scale manufacture enterprise.

(3) Cloud Platform
The cloud platform includes a series of cloud service applications composed of
industry application systems (Such as MES (Manufacturing Execution System),
EPR (Enterprise Resources Planning)). The super controller places emphasis on
resource management and the authorization of the distributed SDN controllers.

Besides, edge computing servers are more powerful than the local computing
nodes in field devices. Due to the edge servers are located near the factories
and production lines, it can provide lower and more stable latency than cloud
computing server.
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3 Computing Task and Offload in Industrial Scenario

In the concept of the intelligent factory, there are many computing tasks dur-
ing the production process, such as Automatic Guided Vehicle (AGV) navi-
gation, operation control of mechanical arms, and the identification of product
imperfection. These services and applications can require significant computation
resources and constrained time delay. However, the computational capabilities
of the field devices are limited owing cost and size limitations.

3.1 Industrial Computing Task

After investigation, the industrial computing task has following unique features:

(1) Stringent computing delay tolerant
In industrial internet, the distributed sensors, actuators, machines, and other
computing devices need to collaborate together to achieve real-time operation
or complete the production tasks. In order to minimize the influence to the
production line, the latency-sensitive industrial applications require delay from
tens of milliseconds to hundreds of milliseconds.

(2) Diverse computing factors
As mentioned before, typical computing tasks in modern factory could be clas-
sified into following types with diverse characteristics and QoS requirements.

– Image or video recognition (such as quality inspection).
Characteristic: huge amounts of raw input data, small size of computing
result data.

– Localization and mapping (such as welding robot positioning guide).
Characteristic: high computing accuracy, huge computing resource.

– Production planning and scheduling.
Characteristic: multiple data sources, complex computing, low frequency.

To study the effects of the computation task characteristics on the design of
offloading schemes, we classify the tasks into I types. Each type of computing
task has various QoS requirements. According to computation task types, the
field devices can be correspondingly classified into I types. Let us assume that
one field device only generates one type of computing task.

(3) Regular task pattern
Generally, the computing tasks originate from the production line which has a
fixed production cycle. For instance, the cycle of one product line is five products
per minute, therefore the cycle of product imperfection identify task is also five
times per minute.

To simplify the analysis, the arrival of single industrial computing task is
modeled as regular arrival. However, considering the asynchronism of different
field devices and production lines, the arrival of tasks at the edge server could
be treated as poisson flow.
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3.2 Computing Offload Procedure Based on the SDIN Architecture

The decision of whether local computing or offloading the computing task to
the edge server is an important and difficult procedure. Figure 2 displays the
computing decision process. The normal working process includes two stages:
maintenance and update. In the maintenance stage, domain controllers broadcast
the domain offloading strategy (the offloading probability of each computing task
type, denoted as ξi, i ∈ I = [1, 2, ...I]) to field devices ( 1© in Fig. 2). Field devices
generate a random number between 0 and 1. If this number is less than ξi, then
the computing will be offloaded to the edge server. Otherwise, the computing
will be implemented in local computing unit. Update stage is trigged by the
change of manufacturing environment and other factors, such as the increasing
of computing task frequency, adjust of production scheduling. It contains three
parts: requests collection, mode decision, computing, as follows:

Fig. 2. The computing offloading decision process

(1) Update Request
The devices collect update data (information of computing tasks) and send it to
the data transport plane through the APs. Then the update request message is
send to its domain SDIN controller by southbound interface ( 3© in Fig. 2).

(2) Mode Decision
The domain controller exacts the computing capability parameters from the
latest update request message and edge computing server (from the load report
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message, as 2© in Fig. 2), then it will execute the decision algorithm described
in Sect. 4 and return the domain offloading strategy (the offloading probability
of each computing task type, ξi).

(3) Computing
Similar with the maintenance stage, field devices decide whether offloading the
task to the edge server or not after received the domain offloading strategy. For
instance, if the device chooses the remote computing, field device will upload
the necessary data and code to the edge server ( 4© in Fig. 2), and receive the
computing result from the server afterward ( 5© in Fig. 2).

4 System Model and Offloading Algorithm

Considering most of computing devices in current factory are powered with elec-
tricity instead of batteries, the energy consumption of computing and data trans-
fer is not a great issue. Therefore, the computing offload policy only considers
the goal of minimizing computing delay.

The computing latency is divided into the following five aspects for decision
analysis: local computing delay DLocal, data transmission delay from the local to
the edge server TTrans, task queuing delay for the edge computing server Dqueue,
edge computing server calculation delay DRemote, and computing result return
delay from the edge server to the local devices DResult.

We denote the computing tasks of type i by Ii = (Di, Ci, Ti), where Di

denotes data size, Ci represents the size of computation data involved in the
number of CPU cycles required to complete the type-i task, and Ti represents
the maximum delay tolerance of the type-i task.

According to their computation task types, the proportion of the field devices
with type-i tasks is given by πi, where i ∈ I, and

∑
i∈I πi = 1.

4.1 System Model

The local computing unit capability is defined as f l
i , and fr

i represents the CPU
computation cycles per second that the edge server can provide. We assume that
the transmission bandwidth is not constrained. Infinite buffer exists in the edge
servers, and at most one computing task is served by the edge server simultane-
ously. Then the latency components could be calculated as (1)–(4).

DLocal(i) =
Ci

f l
i

(1)

DRemote(i) =
Ci

f l
r

(2)

TTrans(i) =
Di

ri
(3)

DResult(i) =
Dr

i

ri
=

KiCi

ri
(4)
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where ri represents the transmission rate between the local node and the edge
server node (either uplink or downlink), the unit is Kbps; Dr

i represents the size
of computation result for type-i task. In general, its size is proportional to the
amount of computation data Ci, the proportion factor is a constant Ki.

The queue delay Dqueue is estimated by multiple class M/D/1 queue theory.
Here we consider two typical cases: FIFO with equal priority (EP in short) and
Non-preemptive priority queue (NPP in short). Denoted the arrival rate of all
type-i tasks by λi, which is usually a known parameter at the domain controller.
Therefore, the real arrival rate of type-i tasks at the edge server is ξiλi.

The mean service time of type-i E(Si) is deterministic, and equals to
Dqueue(i). We define the probability that the server is busy and busy with a
type-i task as ρ and ρi respectively. Obviously

ρi = ξiλiE(Si) =
ξiλiCi

fr
i

(5)

ρ =
∑

i∈I

ρi =
∑

i∈I

ξiλiCi

fr
i

(6)

E(S) =
∑

i∈I

ξiλi∑
i∈I ξiλi

E(Si) =
∑

i∈I

ξiλi∑
i∈I ξiλi

Ci

fr
i

(7)

Case A: Equal Priority (EP):
Based on Little theory and PASTA (Poisson arrivals see time averages) prop-

erty, the average queueing latency is equal to the average queueing latency of
each class, which could be estimated by

E(Dqueue) =
∑

i∈I ρi
E(Si)

2

1 − ρ
=

∑
i∈I

ξiλi(Ci)
2

2(fr
i )

2

1 − ∑
i∈I

ξiλiCi

fr
i

(8)

Case B: Non-preemptive priority (NPP)
If type 1 has non-preemptive priority over type 2, then a type 2 task cannot

be preempted once it enters service. Type 1 task still have priority over any type
2 task that are waiting but not being served. Let us assume that if i < j, then
type i has non-preemptive priority over type j.

For type 1 task,

E(DQueue(1)) =
∑

i∈I ρi
E(Si)

2

1 − ρ1
=

∑
i∈I

ξiλi(Ci)
2

2∗(fr
i )

2

1 − ξ1λ1C1
fr
1

(9)

For type i > 1, again using little and PASTA,

E(DQueue(i)) =
∑

i∈I ρi
E(Si)

2

(1 − ∑i−1
k=1 ρk)(1 − ∑i

k=1 ρk)

=
∑

i∈I ρi
E(Si)

2

(1 − ∑i−1
k=1

ξkλkCk

fr
k

)(1 − ∑i
k=1

ξkλkCk

fr
k

)

(10)
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Therefore, the average computing latency for each type of task could be
obtained as:

E(Li) = (1 − ξi)DLocal(i)+
ξi(DRemote(i) + TData(i) + E(DQueue(i)) + TResult(i))

(11)

4.2 Offloading Policy

The optimization goal is minimizing the total computing latency of all computing
units, including the edge offloading units and local computing units under the
constraints of allowed maximum delay tolerant of each unit Ti, the optimization
problem is mathematically modeled as:

min
ξi

∑

i∈I

πiE(Li)

s.t.E(Li) ≤ Ti, 0 ≤ ξi ≤ 1, i ∈ I

(12)

It is known from [8] that the optimization problem above is convex optimiza-
tion. Thus, one can use the block coordinate descent (BCD) approach to deal
with it as in the following iterative algorithm.

Algorithm 1 Proposed iterative algorithm based on BCD
1: Initiate : random choose (ξi, i ∈ I)
2: Repeat
3: for i ∈ I
4: update ξi with all ξj (for all j �= i) fixed by
5: ξi = ξi + ∇i

∑
i∈I πiE(Li)

6: Until | ∑ξi,i∈I πiE(Li) − ∑
ξi,i∈I πiE(Li)| ≤ ε, or maximum number of iterations

is reached.
7: End Repeat
8: Return (ξi, i ∈ I)

5 Simulation and Result Analysis

In this section, we use MATLAB simulation to evaluate the performance of pro-
posed edge computation offload scheme. The computation tasks of field devices
are classified into four types with the probabilities π : {0.1, 0.3, 0.4, 0.2}.

The incoming computing flow of each type obeys poisson distribution of
parameter λ. Other parameters are listed in Table 1. In addition, the computa-
tional capability f l

i = 2 GHz, fr
i = 10 GHz, ri = 20 Mbps, Ki = 10−5. The link

bandwidth bottleneck and transmission error are ignored.
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Table 1. Parameters of various computation tasks

Parameter Value Unit

D {0.2, 0.5, 3, 6} Mbits

C {108, 2 ∗ 108, 3 ∗ 108, 5 ∗ 108} Cycles

T {0.05, 0.1, 0.2, 0.4} Seconds

Figure 3 evaluates the percentage of various types of the tasks that are off-
loaded under different computing task density λ in equal priority case. Because
the tasks of higher priority are more sensitive to the delay constraints, the equal
priority case cannot improve the probability of processing for high-priority tasks.
We found that the offloading percentage of the type-1 and the type-4 tasks is
nearly 0% and 100% in all the λ values, respectively. With the increase of task
density, the offloading percentage decrease due to higher queuing latency at the
edge server.

Fig. 3. EP offloading percentage Fig. 4. NPP offloading percentage

Figure 4 shows the offload probability for each type of tasks under different
computing task density λ in non-preemptive priority case. Compared with EP
case, type-2 tasks will increase the offload probability slightly due to higher pri-
ority in high load region. Priority is given to high-priority tasks, which have
less impact on the delay of subsequent tasks and easier to be flexibly chore-
ographed.So Non-preemptive priority case can improve the service rate of high-
priority tasks and further reduce average delay overall service.

Figure 5 depicts the average delay of proposed central offloading scheme, All-
local computing and All-remote computing scheme in EP case. Figure 6 shows
the probability of outage (The probability that the computing latency larger than
the maximal allowed latency) of those schemes in EP case. The delay and outage
probability prove the feasibility of proposed offloading scheme. With the growing
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Fig. 5. Average delay Fig. 6. Outage probability

of computing load, the performance of All-remote computing solution will grow
worse due to the increasing queuing delay. The offloading scheme proposed in
the paper can greatly reduce the computing latency and improve the computing
QoS for different users.

6 Conclusion

In this paper, we propose a new SDIN architecture and a kind of centralized
computing offloading strategies based on our SDIN architecture. The simula-
tion results have indicated that the proposed SDIN architecture is feasible and
effective in computing offloading. And to a certain extent, our architecture can
provide traditional industries a better resource management solution and more
flexible production scheme which means the production efficiency can possibly
be improved.

References

1. Schweissguth, E., Danielis, P., Niemann, C., Timmermann, D.: Application-aware
industrial ethernet based on an SDN-supported TDMA approach. In: 2016 IEEE
World Conference on Factory Communication Systems (WFCS), Aveiro, Portugal
(2016)

2. Aggarwal, C., Srivastava, K.: Securing IoT devices using SDN and edge computing.
In: 2016 2nd International Conference on Next Generation Computing Technologies
(NGCT), Dehradun, India (2016)

3. Sun, X., Ansari, N.: EdgeIoT: mobile edge computing for the internet of things.
IEEE Commun. Mag. 54(12), 22–29 (2016)

4. Dama, S., Pasca, T.V., Sathya, V.: A feasible cellular internet of things enabling
edge computing and the IoT in dense futuristic cellular networks. IEEE Consum.
Electron. Mag. 6(1), 66–72 (2017)

5. Pengfei, H., Ning, H., Qiu, T.: Fog computing based face identification and resolution
scheme in internet of things. IEEE Trans. Ind. Inf. 13(4), 1910–1920 (2017)



56 F. Xu et al.

6. Li, D., Zhou, M.-T., Zeng, P.: Green and reliable software defined industrial network.
IEEE Commun. Mag. 54(10), 30–37 (2016)

7. Zhao, P., Tian, H., Qin, C., Nie, G.: Energy-saving offloading by jointly allocat-
ing radio and computational resources for mobile edge computing. IEEE Access 5,
11255–11268 (2017)

8. Miettinen, A.P., Nurminen, J.K.: Energy efficiency of mobile clients in cloud com-
puting. HotCloud 10, 4–4 (2010)

9. Li, M., Richard Yu, F., Si, P., Yao, H.: Energy-efficient M2M communications with
mobile edge computing in virtualized cellular networks. In: 2017 IEEE International
Conference on Communications (ICC), Paris, France (2017)



Multi-agent Deep Reinforcement
Learning Based Adaptive User

Association in Heterogeneous Networks

Weiwen Yi(B), Xing Zhang, Wenbo Wang, and Jing Li

Wireless Signal Processing and Network Laboratory, Beijing University of Posts
and Telecommunications, Beijing 100876, People’s Republic of China

yww2013@bupt.edu.cn

Abstract. Nowadays, lots of technical challenges emerge focusing on
user association in ever-increasingly complicated 5G heterogeneous net-
works. With distributed multiple attribute decision making (MADM)
algorithm, users tend to maximize their utilities selfishly for lack of coop-
eration, leading to congestion. Therefore, it is efficient to apply artificial
intelligence to deal with these emerging problems, which enables users to
learn with incomplete environment information. In this paper, we pro-
pose an adaptive user association approach based on multi-agent deep
reinforcement learning (RL), considering various user equipment types
and femtocell access mechanisms. It aims to achieve a desirable trade-off
between Quality of Experience (QoE) and load balancing. We formulate
user association as a Markov Decision Process. And a deep RL app-
roach, semi-distributed deep Q-network (DQN), is exploited to get the
optimal strategy. Individual reward is defined as a function of trans-
mission rate and base station load, which are adaptively balanced by
a designed weight. Simulation results reveal that DQN with adaptive
weight achieves the highest average reward compared with DQN with
fixed weight and MADM, which indicates it obtains the best trade-off
between QoE and load balancing. Compared with MADM, our approach
improves by 4% ∼ 11%, 32% ∼ 40%, 99% in terms of QoE, load balanc-
ing and blocking probability, respectively. Furthermore, semi-distributed
framework reduces computational complexity.

Keywords: Heterogeneous networks · User association · Multi-agent
Deep Q-network

1 Introduction

In order to meet the demand of surging traffic, 5G heterogeneous networks (Het-
Nets) have emerged as an essential solution, especially through the deployment
of lower-power small cell base stations (BSs). Compared with traditional cel-
lular networks, HetNets differ primarily in maximum transmit power, coverage
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area and spatial density. A survey demonstrates serious penetration losses of the
buildings degrade quality of service (QoE) [1]. Hence, femtocells with different
access mechanisms have been proposed, where subscribers of femtocells are the
users registered in it and nonsubscribers are the users not registered in it [2].

– Closed access: Closed access femtocells only provide services for subscribers,
which guarantee privacy and security.

– Hybrid access: Resources of hybrid access femtocells are reserved for sub-
scribers, who may get higher rate than nonsubscribers.

– Open access: Open access femtocells are available to all users.

It is hard to cope with user association because of network heterogeneity
and limited resources, which leads to user competitions and network conges-
tion [3]. Due to incomplete information interactions and dynamic environment
changes, emerging artificial intelligence method turns into an efficient tool for
user association. A network-assisted approach was proposed with Q-learning to
derive network information and satisfaction-based multi-criteria decision-making
method was used to guide user behavior [4]. In [5], context-aware multiple radio
access technology (multi-RAT) was studied. It made double decision on which
exact RAT and access point to occupy with ant colony algorithm. However,
complicated centralized algorithms have high requirements for the central con-
troller’s computational ability. In [3], the evolutionary game and Q-learning were
implemented to help distributed individuals make decisions independently. It
pursues high QoE without taking load balancing into consideration, which may
bring about congestion. Moreover, users tend to maximize their utilities selfishly
for lack of cooperation, such as distributed multiple attribute decision making
(MADM), which results in the one-sidedness of user decisions [6]. The above
related works didn’t take into account QoE, load balancing and computational
complexity simultaneously when dealing with user association. Therefore, one of
the crucial goals for user association in HetNets is to achieve a desirable tradeoff
between QoE and load balancing with an appropriate user association algorithm.

In [7], a deep RL method, termed a deep Q-network (DQN), was proposed.
In complex and dynamic HetNets, users can learn optimal strategy from high-
dimensional state and action space using DQN. In this paper, we propose an
adaptive user association approach based on multi-agent DQN. The main con-
tributions include:

– Our approach aims to obtain the desirable trade-off between QoE and load
balancing. Considering user equipment (UE) types and femtocell access mech-
anisms, we exploit semi-distributed multi-agent DQN framework to achieve
the optimal strategy. It can transfer the main calculations from central con-
troller to UEs and reduce computational complexity.

– We formulate user association as a Markov decision process (MDP). And
we define the individual reward as a weighted function of transmission rate
and BS load. The weight is designed into the action. Such reward provides
evaluative feedback for each user to make decision adaptively.
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– Simulation results show that the proposed approach converges well and
achieves the best trade-off between QoE and load balancing. It yields gains
in terms of QoE and load balancing and significantly decreases the blocking
probability compared with MADM.

2 System Model

We focus on the downlink (DL) transmission scenario of two-tier HetNet. The
system model, including information sharing and distributed association scheme,
is shown in Fig. 1. We consider a macrocell and N femtocells. The set of
users is denoted as U = {u|u = 1, 2, . . . ,K}. And the set of BSs is denoted as
Φ = {m|m = 0, 1, . . . , N}, where macrocell is indexed by 0.

Fig. 1. System model.

The two-tier HetNet uses orthogonal spectrum with an assumption of co-tier
interference [2,8]. Every femtocell is equipped with open access or hybrid access
signed by 0 and 1 respectively. Therefore, the set of access mechanisms for BSs
is X = {0, 1}. Each BS consists of M sub-bands with bandwidth b, which are
referred to time-frequency radio blocks (RBs). Hence the total bandwidth for
BS is denoted as W = Mb. Besides, transmission power is uniformly allocated
to each sub-band [8].

The spatial distribution of femtocells and users is modeled by homogeneous
Poisson Point Process (PPP) with density λf and λu respectively [9]. Each user
can be associated with one BS simultaneously. UE type includes registration
attribute and service type. The registration attribute set is A = {0, 1}, where
subscribers are marked by 0 and nonsubscribers by 1. We consider two kinds of
service types as V = {0, 1}, where data traffic is indexed by 0 and voice calls by 1.
The set of required RBs for different service types is denoted as B = {βs|s ∈ V}.
Therefore, the bandwidth that BS m allocates to each user u with service type s
can be denoted as ϕm,u = η(x, y)bβs, where η(x, y) ∈ (0, 1]. η(x, y) is the match
factor between registration attribute x and access mechanism y, and x ∈ A and
y ∈ X . If nonsubscribers associate with hybrid access femtocells, resources allo-
cated to them will be reduced by η(x, y) < 1.
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Load factor υm is defined as the ratio of the allocated bands to the total
bandwidth in Eq. (1), which indicates the BS load. Im is the initial resource
utilization of BS m. BS is overloaded when υm ≥ 1 and under-loaded when
υm < 1. When BS is overloaded, it will randomly block some users until it is
under-loaded. Such users are regarded as blocked users, marked by set O.

υm =
Im +

∑

u∈U
ϕm,u

W
. (1)

The received signal-to-noise-plus-interference-ratio (SINR) is formulated as

γm,u =
ϕm,u

W Pmgm,u|xm,u|−α

ϕm,uN0 + IΦ̄f
u

, (2)

where gm,u is the exponentially distributed channel power with unit mean. |xm,u|
indicates the distance from BS m to user u. Pm is the transmit power of BS m, α
denotes the path loss exponent, and N0 is regarded as the power spectral density
of white Gaussian noise. The interference of user u is

IΦ̄f
u

=
∑

n∈Φf
u\m

δn
ϕn,u

W
Pngn,u|xn,u|−α. (3)

When IΦ̄f
u

= 0, the SINR degenerates into signal-to-noise-ratio (SNR). And
the feasible BS set of user u is Φf

u = {m|SNRm,u ≥ γth}, where γth is the SNR
threshold. The interference probability of BS n detected by an arbitrary user is
scaled by a thinning factor δn = min

(
ln
W , 1

)
, where ln is the resource utilization

of BS n [9]. δn indicates that the interference probability is related with the
sub-bands occupied. That is, if sub-bands are fully occupied, δn = 1, and the
interference from BS becomes larger than that of δn < 1.

3 Adaptive User Association Based on Multi-agent DQN

In this section, we first formulate the problem as a MDP and elaborate the state,
action and reward. Next, we review the basic conception of DQN adopted in this
paper. Finally, we show the semi-distributed multi-agent DQN framework, then
we get the optimal strategy using our proposed approach.

3.1 Problem Formulation

The BS environment consists of macrocell and femtocells in HetNet. In our
proposed approach, users play the role of agents and interact with the BS envi-
ronment. The parameters are defined as follows.

State. su indicates the state of agent (user) u with BS m selected, which is
defined as su = (wu, gm,u, ϕm,u, υm). wu ∈ Ω is the weight of transmission rate
discretized into F levels. Ω = {ω|ω = 1Δ, 2Δ, . . . , (F − 1)Δ} is the set of weight
and Δ = 1

F . And the state profile can be formulated as s = (s1, s2, . . . , sK).
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Action. Due to the indeterminacy of the weight, wu ∈ Ω has been designed
into the action. Current action of agent u can be denoted as au = (cu, wu),
where cu ∈ Φf

u and wu ∈ Ω. The action profile can be formulated as
a = (a1,a2, . . . ,aK).

Reward. Ru(su, s′
u,au) indicates the feedback received when agent u takes the

action au and turns out to be state s′
u from su [10]. The transmission rate of

agent u refers to Shannon formula, which is formulated in Eq. (4).

Uu(su, s′
u,au)=

{
ϕm,u(s′

u)log(1 + γm,u(s′
u)), u /∈ O(s′

u)
0, u ∈ O(s′

u) . (4)

Conclusions as a result, we draw the following reward as a function of trans-
mission rate and BS load as shown in Eq. (5).

Ru(su, s′
u,au) = wu(s′

u)
Uu(su, s′

u,au)
∑

u∈U
Uu(su, s′

u,au)
+ (1 − wu(s′

u))(1 − υm(s′
u)). (5)

There is a trade-off problem between transmission rate and BS load, which
are balanced by the designed weight wu. To seek high transmission rate, agent
sets large wu, which negatively affects BS load. Therefore, by such reward, each
agent can discover actions in a more effective way, in order to contribute to the
trade-off between QoE and load balancing.

3.2 Deep Q-Network

The main modification to online Q-learning in DQN module is to use a separate
target network Q̂u with weight θ−

u for generating the target action-value in
learning update [7]. Evaluation network Qu with weight θu is updated every
step while Q̂u is assigned by θu every H step. DeepMind has proposed the DQN
with the temporal-difference goal

yt
u = Ru(su, s′

u,au) + τmax
a′
u

Q̂u(s′
u,a′

u; θ−
u ), (6)

where agent takes action a′
u in the next step. t indicates current training step

and τ is a discounted factor. Therefore the update of θu can be formulated as

θt+1
u = θt

u + ρ{yt
u − Qu(su,au; θu)}∇Qu(su,au; θu), (7)

where ρ is the learning rate.

3.3 Proposed Algorithm

The proposed semi-distributed multi-agent DQN framework is illustrated in
Fig. 2. This figure shows the interactions between agents and BS environment.
After agents take actions, the information sharing scheme is executed. Then
agents transform to next states, get the reward feedbacks and perform updates.
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Fig. 2. Semi-distributed multi-agent DQN framework.

Algorithm 1 Multi-agent DQN Based Adaptive User Association
Initialize:

τ , ρ, ε, K, D with capacity M for every agent, replace iter H, training steps T ,
initial state profile s, Q with random weights θ, Q̂ with weights θ− = θ

Output:
Optimal strategy πopt

1: for t = 1 to T do
2: for u = 1 to K do
3: Observe state su
4: if rand() < ε then
5: Select a random action au

6: else
7: Select au = arg max

au

Qu(su,au; θu)

8: end if
9: Execute au, share ΓUL

u and acquire ΓDL
u

10: Share Uu and acquire UDL
u

11: Observe s′
u and acquire Ru(su, s′

u, au)
12: Store transition (su,au, Ru, s′

u) in Du, then sample minibatch from Du

13: Set yt
u according to Eq. (6) and perform a gradient descent on

(yt
u − Qu(su,au; θu))2 with respect to θu according to Eq. (7)

14: Set su = s′
u and reset Q̂u = Qu every H step

15: end for
16: Decrease ε
17: end for

Make a final optimal strategy πopt = a

The pseudo-code of multi-agent DQN based adaptive user association algo-
rithm is shown in Algorithm 1. D = (Du, u ∈ U) are the replay memories for
users. Q = (Qu, u ∈ U) with weights θ = (θu, u ∈ U) are evaluation networks
for users. And target networks for users are Q̂ = (Q̂u, u ∈ U) with weights
θ− = (θ−

u , u ∈ U).
At decision epochs, after current state su observed, every agent takes action

au, by exploration or exploitation (Line 3–8). In exploration mode, agent takes
action randomly with probability ε (Line 4–5). However, in exploitation mode,
agent takes action by maximum Q-value based on the previously learned Qu

(Line 6–7). Once agents take actions, they share ΓUL
u = (cu, ϕm,u) on the UL and
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acquire others’ information ΓDL
u = (ΓUL

i , i ∈ Ūu) on the DL, where Ūu indicates
users except for current agent u (Line 9). Next, agents share Uu on the UL
and acquire others’ transmission rates UDL

u = (Ui, i ∈ Ūu) on the DL (Line 10).
After that, agent u transforms to next state s′

u and gets evaluation feedback
Ru(su, s′

u,au) to drive the next more correct decision (Line 11).
By experience replay, we store the agent experiences, (su,au,Ru, s′

u) tran-
sition, into memory Du with finite capacity M . If the memory buffer of Du is
full, we overwrite with recent transitions. Next, with full replay memory, sample
uniformly minibatch from Du (Line 12). Then, with temporal-difference goal yt

u,
perform a gradient descent step on evaluation network Qu by RMSProp algo-
rithm (Line 13). It’s important to copy Qu to target network Q̂u every H step.
Q̂u is used for calculating yt

u for the following H steps (Line 14). The policy
during training is ε-greedy with ε annealed linearly. ε decreases with training
steps until there is no exploration process (Line 16). Finally, after each agent
repeats the above procedures T times, we get the optimal strategy πopt for all
users.

4 Performance Evaluation

Simulation results are presented in this section. The details of parameter setting
are shown in Table 1. The access mechanisms of femtocells, registration attributes
and service types of users are assigned randomly. If x=1 and y=1, match factor
η(x, y) = 0.6, otherwise η(x, y) = 1. We consider MADM as baseline approach.
Its utility function is formulated in Eq. (8) with fixed weight and users take
actions by maximum Ru,m.

Ru,m = wu
Uu,m∑

j∈Φf
u

Uu,j
+ (1 − wu)(1 − υm). (8)

All results are averaged with P Monto Carlo simulation epochs and evaluated
by four metrics. They are average reward, average transmission rate, standard
deviation of resource utilization rate and blocking probability, respectively. And
we consider fixed weights, w1,u = 0.2, 0.5, 0.8, in order to investigate the effects
of adaptive weight.

Figure 3a plots the convergency under user density λu=6 × 10−6, 9 × 10−6

and 1.3 × 10−5. It shows the average reward varying with the training steps.
Fluctuation of average reward indicates that the exploration probability ε works.
When ε decreases with training steps, reward tends to rise first and then con-
verges to a relative stable value within a certain range. It suggests that our
proposed approach converges well.

Figure 3b plots average reward varying against user density. The trade-off
performance is evaluated by average reward. When user density increases, aver-
age reward decreases because of higher blocking probability. As seen in this
figure, the proposed approach achieves the highest average reward compared with
any other approach, which indicates it obtains the desirable tradeoff between



64 W. Yi et al.

Table 1. Parameter setup.

Parameter Value

Area radius 500 m

Bandwidth W 20 MHz

Transmit power of two-tier HetNet {46, 20} dBm

Power spectral density of white Gaussian noise N0 −174 dBm

Path loss α 4

Femtocell density λf 4 × 10−6

Initial resource utilization of network Uniform distribution

Location of N femtocells PPP

Location of K users PPP

Sub-band bandwidth b 180 kHz

Required RBs B B = {10, 20}
Weight discretized level F 5

Monte Carlo simulation epochs P 300

Training steps T 20 K

SNR threshold γth 9.56 dB

Discounted factor τ 0.9

Learning rate ρ 0.05

Replace iter H 200

Exploration probability ε 0.2

Capacity M of replay memory Du 2000

(a) Average reward vs. training
step under DQN with adaptive
weight.

(b) Average reward vs. user den-
sity under different approaches.

Fig. 3. Average reward.

QoE and load balancing. DQN approaches have better performance than MADM
approaches. It shows that by information sharing and learning, users make better
decisions. MADM gets optimal strategy according to current network situation
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without cooperation, which leads users to simultaneously select low-load BSs
that can provide high transmission rate.

Figure 4 shows the comparison of QoE and load balancing. Figure 4a plots
average transmission rate against user density, which reflects QoE of users.
Figure 4b investigates the standard deviation of resource utilization rate among
BSs, which reflects load balancing of network. In Fig. 4a, QoE decreases when
user density increases. It is due to limited resources BSs can offer and larger inter-
ference probability from other BSs. This figure shows that DQN with w = 0.8
gains the best QoE because of large weight of transmission rate. Our approach
gains the second best QoE, by 4 ∼ 11% improvement than MADM. In Fig. 4b, as
the user density rises, the standard deviation decreases among DQN approaches
while increases slowly among MADM approaches. Lower standard deviation rep-
resents better load balancing. DQN with adaptive weight outperforms MADM
approaches from the perspective of load balancing by 32 ∼ 40% improvement.

Comparing Fig. 4a with Fig. 4b, for DQN with fixed weight, weight can con-
trol the optimal strategy to focus more on QoE or load balancing. It can be
seen that DQN with w = 0.2 gets the worst QoE in Fig. 4a. However, In Fig. 4b,
DQN with w = 0.2 has the lowest standard deviation, which suggests that it per-
forms well in load balancing because of large weight of the load. For DQN with
w = 0.8, we observe that seeking high QoE has a negative impact on load balanc-
ing. Thus, we can infer that DQN with adaptive weight intelligently selects the
appropriate weight and gets a desirable trade-off strategy. Moreover, the QoE of
MADM with w = 0.2 decreases with user density more slowly than MADM with
w = 0.5 and w = 0.8. And for DQN approaches, the gap of QoE is decreasing
with user density. It shows that we urgently need to consider load balancing in
the case of high user density, in order to maintain the QoE level.

(a) Average transmission rate
vs. user density.

(b) Standard deviation of re-
source utilization rate among B-
Ss vs. user density.

Fig. 4. Comparison of QoE and load balancing under different approaches.

In Fig. 5, the ordinate axis is logarithmic. As user density increases, block-
ing probability rises because BSs with limited resources could not accept more
requests from users. MADM approaches get the worse blocking probability owing
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to its decision way, while DQN approaches improve by 99% compared with
MADM.

Fig. 5. Blocking probability vs. user density under different approaches.

The computational complexity of our approach depends on the number of
state, action of each UE and the amount of information sharing, while by cen-
tralized algorithm it depends on the number of the cartesian product of state
and action among users. It offloads the main calculations to UEs, which reduces
computational complexity.

5 Conclusion

In this paper, we have studied user association problem in HetNets, considering
femtocell access mechanisms and UE types. We have proposed multi-agent DQN
based adaptive user association approach, aiming to jointly solve the trade-off
problem from the perspective of QoE and load balancing. We formulate the prob-
lem as a MDP and adopt semi-distributed multi-agent DQN to get the optimal
strategy. The reward is defined as a weighted function of transmission rate and
BS load, which enables users to maintain QoE and contribute to load balancing.
Therefore, by our approach, users can set their weights adaptively and select BSs
intelligently to obtain the desirable trade-off strategy. Simulation results verify
that the average reward of our approach outperforms DQN with fixed weight and
MADM, which indicates it obtains the best trade-off between QoE and load bal-
ancing. In terms of QoE, load balancing and blocking probability, our approach
improves by 4% ∼ 11%, 32% ∼ 40%, 99% respectively, compared with MADM.
This is because our approach addresses user association adaptively by coopera-
tion. The computational complexity depends on the number of state, action of
each UE and the amount of information sharing. It is a relatively significantly
improvement over centralized algorithms.
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Abstract. The modulation techniques in traditional transform domain com-
munication system (TDCS) exist some drawbacks, such as low transmission rate
and low spectrum efficiency. We propose a novel double modulation technique
with high spectrum efficiency for TDCS in this paper. First, we divide the basis
function averagely into several orthogonal modules, and conduct the CSK
modulation. Then, the double modulation signal waveform can be obtained by
employing bipolar modulation for different module combination. Furthermore,
we propose two demodulation schemes for the proposed modulation technique,
namely the cyclic shift keying (CSK)-bipolar and bipolar-CSK demodulation.
We also derive the mathematical expressions of their bit error rate (BER) per-
formance. Simulation results show that for different signal-to-noise ratio (SNR),
the two demodulation schemes can both achieve reliable performance, satis-
factory anti-interference capabilities and effectively improve spectrum effi-
ciency. In addition, it can be verified that CSK-bipolar demodulation can
achieve the same BER with less SNR compared with bipolar-CSK
demodulation.

Keywords: TDCS � CSK � Bipolar modulation � Demodulation
Spectrum efficiency

1 Introduction

Transform domain communication system (TDCS) was proposed by the U.S. Air Force
Institute of Technology (AFIT) in 1990s. With its unique anti-interference theory, low
probability intercept (LPI) and low probability detection (LPD) performance, TDCS
has attracted widespread attention in many fields, such as in aeronautical communi-
cations and satellite communications [1, 2], etc. A huge number of researches have
already been carried out in this field. For instance, the flexible spectrum access and
multiple access of TDCS are analyzed in [3, 4] and [5], providing theoretical bases for
applications. For the problem that the peak-to-average ratio of the basis function is
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large, schemes are proposed for improvement in [6] and [7], promoting the system LPI
and LPD effectively. The accurate receiving strategy in TDCS which increases the bit
error rate (BER) performance and reduces the system complexity is studied in [8].

With the development of research, traditional modulation and demodulation tech-
niques with low spectrum efficiency can no longer meet the real-time requirement for
information transmission in modern communication systems. Thus, it is increasingly
urgent to design an efficient and reliable modulation technique. In TDCS, the basis
function is used as the modulating waveform [9]. At present, the main modulation
techniques in TDCS are bipolar modulation and cyclic shift keying (CSK). As a simple
modulation scheme, bipolar modulation flips the basis function, and employs different
code elements to represent positive and negative energy respectively. The technique
has a simple demodulation procedure and good BER performance. However, in bipolar
modulation every sending waveform can only transmit a bit of binary information,
leading to extremely low transmission efficiency. CSK is developed from cyclic code
shift keying (CCSK) [10]. Its sending waveform set is produced by different shifts of
the basis function. It improves low spectrum efficiency to a certain extent, yet its
information bits are exponential to demodulation complexity. Demodulation efficiency
is getting lower with the increase in the amount of information.

For problems existing in bipolar modulation and CSK, some studies on modulation
technique with high spectrum efficiency for TDCS have emerged recently. In [11], a
sending waveform set including more waveforms is acquired through permutation and
combination of the waveforms in the orthonormal waveform set of CSK. Although the
spectrum efficiency is improved, it is difficult to be used in engineering due to huge
demodulation cost. In [12], a modulation technique based on cluster is presented. After
spectrum sensing, the entire unoccupied spectrum are averagely divided into several
clusters, and orthogonal modulating waveforms are generated. The technique also
improves spectrum efficiency, yet the allocation principle of random allocation mod-
ulation scheme is not described in detail, which makes it less applicable. The above
techniques only detect maximum correlation value of real part in received waveform,
and discard the imaginary part directly in demodulation. For this problem, a joint
modulation method of real and imaginary part of the modulating waveform is proposed
in [13]. Spectrum efficiency is doubled by the method, but it reduces the orthogonality
of waveforms and leads to BER increase.

Due to the drawbacks exist in the above modulation and demodulation schemes, we
are motivated to design a novel double modulation technique with high spectrum
efficiency for TDCS. The double modulation technique includes two stages, namely the
modular CSK and modular bipolar sequently. Furthermore, two demodulation methods
are presented, and performance for the methods is simulated and analyzed under dif-
ferent signal-to-noise ratio (SNR) and interference-to-noise ratio (INR). Results verify
the effectiveness and reliability of the modulation technique on information transmis-
sion with high spectrum efficiency. The contribution of the paper can be summarized as
follows. On one hand, a novel double modulation technique with high spectrum effi-
ciency for TDCS is proposed, and the principle and process of the technique is
described in detail. On the other hand, two demodulation schemes for the proposed
modulation technique are presented, and their BER performance is analyzed
respectively.
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The remaining of the paper is organized as the following. In Sect. 2, we give a
review on the principle of TDCS. In Sect. 3, the double modulation technique is
described in detail, and its spectrum efficiency is analyzed. In Sect. 4, we provide two
corresponding demodulation methods. Simulations are performed to verify the effec-
tiveness of the proposed method in Sect. 5. Finally, we conclude the paper in Sect. 6.

2 Review on TDCS

TDCS is a broadband communication system. Its principle can be summarized as: the
interference spectrum is eliminated in the transform domain, and a noise-like basis
function is generated and used to modulate the information bits in order to achieve the
goals of anti-interference, LPI and LPD. The main principle of TDCS is shown in
Fig. 1.

A basis function is employed to modulate information in TDCS. When subcarrier
number is N, the discrete basis function in time domain can be expressed as

bðnÞ ¼ 1
N

XN�1

k¼1
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Fig. 1. Principle of TDCS.
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Where C is the adjusting factor of amplitude, Ak is the amplitude spectrum vector,
ejhk is the pseudo-random phase, and ej2pkn=N is the coefficient of inverse discrete
Fourier transform (IDFT). The basis function in frequency domain is derived through
the tagged amplitudes in frequency domain mapping to random phases distributed
averagely on ½0; 2p�. And the basis function in time domain is the inverse transform of
that in frequency domain. Thus, it can be regarded as a noise-like sequence with N
points, and has a good correlation performance. Its correlation function can be
expressed as

RðmÞ ¼
XN�1

m¼�ðN�1Þ
bðnþmÞb�ðnÞ

¼
XN�1

m¼�ðN�1Þ

C2

N2

XN�1

k¼1

A2
ke

jðhk�h
0
kÞej

2pkn
N �2pkðnþmÞ

Nð Þ
ð2Þ

When m ¼ 0, the auto-correlation function reaches the maximum value. When
N ¼ 512, the correlation performance of the basis function is shown in Fig. 2.

3 Double Modulation Technique

3.1 Modular CSK

Since the basis function has a good correlation property, its waveforms through dif-
ferent time shifts have strict orthogonality. M-CSK is the cyclic shift of the basis
function with the same step-length, and can be represented as

siðnÞ ¼ bðn� ði� 1ÞT
M

ÞT

¼ 1
N

XN�1

k¼1

CAke
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jpSik
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Fig. 2. Correlation performance of the basis function in TDCS.
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From another point of view, the basis function with length N can be divided
averagely into M modules before modulation, denoted as b1, b2,…, bM respectively.
The length of every module is N=M. The same waveform set as that in M-CSK can be
derived by the cyclic shifts of the M modules in sequence. At this time every waveform
can represent k bits information (M ¼ 2k). The process of the modular CSK is shown in
Fig. 3.

After the cyclic shift, the waveforms are mutually orthogonal in the waveform set.
If the energy of the sending waveform is

ffiffi
e

p
, the energy distance between different

waveforms is
ffiffiffiffiffi
2e

p
. Let e1, e2,…, eMdenote the energy of every module respectively,

and the set of modular CSK waveforms can be represented as

s1
s2

sM

¼
¼
¼

ð ffiffi
e

p
; 0; � � � ; 0Þ

ð0; ffiffi
e

p
; � � � ; 0Þ
..
.

ð0; � � � ; 0; ffiffi
e

p Þ

zfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflffl{N

¼
¼
¼

ðe1; e2; � � � ; eMÞ
ðeM ; e1; � � � ; eM�1Þ

..

.

ðe2; � � � ; eM ; e1Þ

zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{N

; ð4Þ

3.2 Modular Bipolar Modulation

From (4), in the waveform set derived from the modular CSK, modules corresponding
to any two waveforms are all mutually orthogonal. Hence, we can take full use of the
orthogonality to achieve the second modulation. Every successive n modules in M
modules of the CSK waveform are recombined to derive c new modules. Thus,
c ¼ M=n. Let si1ðnÞ, si2ðnÞ,…, sicðnÞ denote the new modules respectively. The length
of every new module is Nn=M, and any two modules are mutually orthogonal. When
n ¼ 2, the new modules are shown in Fig. 4.

1b Mb1Mb −3b2b1( )s n

N

1M ib − +2M ib − + M ib −3M ib − + 4M ib − +( )is n

Fig. 3. Process of the modular CSK.
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1( )is n ( )is nγ

( )is n

Fig.4 Combination of modules when n ¼ 2.
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We modulate every new module with bipolar modulation, and denote different
information bits by its positive and negative energy, namely,

sijðnÞ ¼ sijðnÞ; if information is 0
�sijðnÞ; if information is 1

�
; ð5Þ

Through the modular bipolar modulation, the sending waveform set can be
expressed as

s1
s2

sM

¼
¼
..
.

¼

ðð�1Þs1ðe1 þ e2Þ; ð�1Þs2ðe3 þ e4Þ; � � � ; ð�1Þs jðeM�1 þ eMÞÞ
ðð�1Þs1ðeM þ e1Þ; ð�1Þs2ðe2 þ e3Þ; � � � ; ð�1Þs jðeM�2 þ eM�1ÞÞ

..

.

ðð�1Þs1ðe2 þ e3Þ; � � � ; ð�1Þsj�1ðeM�2 þ eM�1Þ; ð�1Þs jðeM þ e1ÞÞ

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{N

; ð6Þ

Where s1, s2,…, s j denote the information bit 0 or 1 after the modular bipolar
modulation of the sending waveform. 0 represents the positive energy of the module,
and 1 represents the negative energy of the module. e1 þ e2, e2 þ e3,… denote the
energy of every module through recombination, and its energy is 1=c of the waveform
energy.

3.3 Spectrum Efficiency

For the modular CSK, every waveform can denote k bits information. For the com-
munication system with symbol rate Rs, the bit transmission rate is

Rb ¼ Rs log2 M ¼ log2 M
Ts

; ð7Þ

Where Ts is the symbol period. Then, c bits information is modulated with bipolar
modulation with c modules. After modulation, the bit transmission rate can be
expressed as

Rb ¼ Rsðlog2 Mþ cÞ ¼ log2 Mþ c
Ts

; ð8Þ

The symbol period is Ts ¼ 1=Df , and Kused is the number of available subcarrier.
Thus, the signal bandwidth is

Wused ¼ Kused � Df ; ð9Þ

According to the definition in 9, the spectrum efficiency of the modulation in this
paper can be expressed as
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g¼ Rb

Wused
¼ Rs � ðlog2 Mþ cÞ

Kused � Df ¼ log2 Mþ c
Kused

; ð10Þ

Therefore, compared with CSK, the spectrum efficiency has been improved c
Kused

.

4 Double Modulation Technique

Through two times modulations, the shift property and local turnover property of the
modulating waveform have both been changed. For the demodulation of the sending
waveform, both of the properties have interacted with each other. The turnover
property is based on the shift property, and the shift property can be extracted
simultaneously when the local turnover is exact. In this section, we proposed two
demodulation schemes, and analyze their BER performance.

4.1 Csk-Bipolar Demodulation

Double modulating waveform is the combination of modular cyclic shift of the basis
function and bipolar modulation. Firstly the order of the cyclic shift is demodulated,
and then the sending information is recovered through modular bipolar demodulation.
The demodulation flow is shown in Fig. 5.

For the sending waveform si, the demodulation model of the modular CSK order
for the received waveform r can be expressed as

a ¼ max r �

s�1;1 s�1;2 � � � s�1;2c

s�2;1
. .
.

s�2;2c

..

. . .
. ..

.

s�M;1 s�M;2 � � � s�M;2c

2
666664

3
777775

8>>>>><
>>>>>:

9>>>>>=
>>>>>;
; ð11Þ

Where ais the order when the correlation demodulation of every waveform in the
waveform set is maximum. The row number of the matrix represents the dimension
Mof the modular CSK orthogonal waveform set, and the column number of the matrix
represents 2c kinds of waveform when the energy of c modules are positive or negative

( )r n CSK
demodulation

Bipolar 
demodulation

Received 
information

Signal order

Fig. 5. Flow of CSK-bipolar demodulation.
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values respectively in the same modulating waveform. When the received waveform is
demodulated using (11), every waveform needs M � 2c times waveform correlation
operations. The computing costs too much for engineering applications.

From (6), we can observe that modular bipolar modulation of the sending wave-
form does not change the orthogonality between each module. Thus, in the modular
CSK demodulation of signal, positive or negative state of every module can be ignored.
Thereby, the demodulation of the sending waveform can be simplified to a pure CSK
demodulation. Assuming the sending signal is s1, the received signal can be
expressed as

r ¼ ð ffiffi
e

p þ n1; n2; � � � ; nMÞ; ð12Þ

Where n1, n2,…, nM are Gaussian white noise with mean value 0 and variance N0
2 .

(11) can be simplified as in [14]

a ¼ maxðr � s�i Þ ¼ max r �

ffiffi
e

p
; 0; � � � ; 0

0;
ffiffi
e

p
; � � � ; 0
..
.

0; � � � ; 0; ffiffi
e

p

2
66664

3
77775

8>>>><
>>>>:

9>>>>=
>>>>;

¼
X

max

eþ ffiffi
e

p
n1

� � �ffiffi
e

p � nM

8><
>:

9>=
>;

; ð13Þ

Let zi ¼ r � s�i , and the probability that the waveform is received correctly can be
expressed as in [14]

Pa ¼ Pðz1 [ z2; z1 [ z3; � � � ; z1 [ zM js1sendÞ
¼ Pð ffiffi

e
p þ n1 [ n2;

ffiffi
e

p þ n1 [ n3; � � � ;
ffiffi
e

p þ n1 [ nM js1sendÞ
¼ Pð ffiffi

e
p þ n[ n2;

ffiffi
e

p þ n[ n3; � � � ;
ffiffi
e

p þ n[ nM js1send; n1 ¼ nÞ
¼

Z 1

�1
ðPð ffiffi

e
p þ n[ n2js1send; n1 ¼ nÞÞM�1 � pn1ðnÞdn

; ð14Þ

Where Pð ffiffi
e

p þ n[ n2js1send; n1 ¼ nÞ¼1� Qð nþ
ffiffi
e

pffiffiffiffiffiffiffiffi
N0=2

p Þ, and pn1ðnÞ¼ 1ffiffiffiffiffiffi
pN0

p e�
n2
N0 .

Assuming through the modular bipolar modulation the probability of information
bit 0 is equal to that of 1, the decision threshold in bipolar demodulation can be set to 0.
The probability of a correct decision in a module can be expressed as

Pb ¼ 1� Q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

ffiffi
e

p
=cN0

q� �
; ð15Þ
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Therefore, the probability that the sending waveform is correctly received abso-
lutely is

P ¼ k
kþ c

Pa þ c
kþ c

Pa � ðPbÞc; ð16Þ

4.2 Bipolar-CSK Demodulation

For the sending waveform si, if every module sij can be received correctly, si will also
inevitably be received correctly. Therefore, firstly the c modules in the received
waveform can be bipolar-based demodulated respectively, and count the modulation
order of every module simultaneously. The maximum order in statistic result will be
regarded as modular CSK order. The demodulation flow is shown in Fig. 6.

In the modular bipolar demodulation of any received waveform r, every module is
demodulated by the correlation demodulation of the corresponding module in
M waveforms. Let r1 denote the first module of the received waveform, and the
demodulation model can be expressed as

a; b½ � ¼ max r1 �

s�1;1
s�2;1
..
.

s�M;1

�s�1;1
�s�2;1
..
.

�s�M;1

2
6664

3
7775

8>>><
>>>:

9>>>=
>>>;; ð17Þ

Where a 2 ð1; 2; � � � ;MÞ and b 2 ð1; 2Þ represent the maximum dimension number
and column number of the demodulation matrix, respectively. s�i;1 is the conjugate of
the first module in the sending waveform set. As only the maximum real parts of the
correlation receiver are detected in demodulation, and the real parts of r1s�i1 and �r1s�i1
are the opposite of each other, (17) can be expressed as
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demodulation

Order vector

Received 
information

Modulation order 
of every module

Information 
Mapping

Fig. 6. Flow of bipolar-CSK demodulation.

76 B. Zheng et al.



a ¼ max r1s�1;1
��� ��� r1s�2;1

��� ��� � � � r1s�M;1

��� ���h iT\
b

¼ max ðr1s�1;1Þ[ ð�r1s
�
1;1Þ

h i ; ð18Þ

Only when a and b are both solved correctly, the first module of the received
waveform will be demodulated correctly. From (6), we can get that s�

1;1
, s�2;1, …, s�M;1are

M orthogonal waveform vectors. Therefore, the model for solving a can be changed to

a ¼ max r1 �

ffiffi
e

p
=c; 0; � � � ; 0

0;
ffiffi
e

p
=c; � � � ; 0
..
.

0; � � � ; 0; ffiffi
e

p
=c

0
BBB@

1
CCCA

2
6664

3
7775; ð19Þ

Where
ffiffi
e

p
=c is the energy of every module. Thus, the probability that a is judged

correctly is

Pa ¼
Z 1

�1

1ffiffiffiffiffiffiffiffi
pN0

p 1� Qðcnþ
ffiffi
e

p

c
ffiffiffiffiffiffiffiffiffiffi
N0=2

p Þ
" #M�1

e�
n2
N0dn; ð20Þ

Assuming through the modular bipolar modulation the probability of information
bit 0 is equal to that of 1, the decision threshold for solving b can be set to 0. The
probability for correct decision is

Pb ¼ 1� Q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

ffiffi
e

p
=cN0

q� �
; ð21Þ

The demodulation of every module in the same received waveform is independent.
The probability for correct decision on the bipolar modulation of any module is

Pone ¼ PaPb; ð22Þ

For the sending waveform s1, the order decision result of any module is
a 2 ð1; 2; � � � ;MÞ. For a single module, the probability of correct decision on orders is
Pa. The possibility number of error decision is M � 1, and thus the probability that the
order is misjudged as i can be expressed as 1�Pa

M�1. The decisions on the CSK order are
statistics of the decision on each module order, and the decisions of different modules
are independent and have equal probability. When the correct decision probability Pa

of a single module order is larger than any error decision probability 1�Pa
M�1, the decision

on CSK order is correct, namely

Pcsk ¼ PðPa [
1� Pa

M � 1
Þ; ð23Þ
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In summary, the probability that the sending waveform is received completely
correctly is

P ¼ k
kþ c

Pcsk þ c
kþ c

ðPaPbÞc; ð24Þ

5 Simulations

In simulations, the system bandwidth is 10MHz, the subcarrier number is 512, and the
amount of information is 108 bits.

5.1 BER

We denote the CSK with k ¼ 4 as CSK-4, where k represents the admissible number of
information bits in CSK, and M ¼ 2k . The CSK-bipolar demodulation with k ¼ 4 and
c ¼ 2, and the bipolar-CSK demodulation with k ¼ 4 and c ¼ 2, are represented by
CSK-bipolar-4-2 and bipolar-CSK-4-2, respectively. When k is 4, 5, 6, c is 2, 4, 8, and

(a) BER performance when 4k = and different values of γ (b) BER performance when 5k =
and different values of γ

(c) BER performance when 5k = and different values of γ
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the jamming-to-signal power ratio (JSR) is 5 dB, the BER performance under different
SNR is shown in Fig. 7.

From Fig. 7, we can acquire that when the received waveform is CSK-bipolar
based demodulated, the BER decreases with the increase of k, and increases with the
increase of c. The reason lies in the error accumulation of different modules in the
modular bipolar demodulation. Compared with CSK-bipolar demodulation, the BER in
bipolar-CSK demodulation is higher, and its growth rate increases with the increase of
c. Since the demodulation of received waveform order is based on the correct decision
on every module order, BER rises with the increase of k. Compared with CSK of the
same k, BER performance for both of the two demodulation schemes decrease with the
increase of c.

When k ¼ 5, c is 2, 4, and 8 respectively, and SNR is 5 dB, BER with different JSR
is shown in Fig. 8.

From Fig. 8, it can be observed that with the increase of JSR, BER for direct
sequence spread spectrum (DSSS) system decreases sharply. Nevertheless, TDCS
eliminates interference spectrum in transform domain, and thus has a good anti-
interference ability. Its BER increases slowly with the increase of JSR. Under the same
simulation conditions, the ability of rejecting single-tone interference is better than that
of rejecting LFM interference.

5.2 Spectrum Efficiency

We estimate the spectrum of single-tone interference by FFT, and its normalized power
spectrum density (PSD) is shown in Fig. 9.

When the threshold is set to the peak value of 40%, the number of available
subcarrier is 511, and the BER is 10�4, the spectrum efficiency and required SNR is
shown in Fig. 10.

From Fig. 10, we can know that compared to CSK, the spectrum efficiency of the
double modulation technique is increasing continuously with the increase of c. Using

(a) Single-tone interference (b) Single-tone LFM interference
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the CSK-bipolar demodulation can bring a great improvement to spectrum efficiency at
the cost of a little SNR performance. When adopting the bipolar-CSK demodulation,
the improvement of spectrum efficiency costs more SNR.

6 Conclusions

In this paper, we proposed a novel double modulation technique with high spectrum
efficiency for TDCS. We firstly analyzed the performance of the modulating waveform,
and described the modulation flow in detail. Then we proposed two demodulation
techniques for this modulation, and derived its mathematical expressions for its per-
formance. Finally, we simulated the technique and analyzed its BER performance and
spectrum efficiency with different SNR and JSR, verifying the reliability of information
transmission when the two demodulation techniques cope with noises and interfer-
ences. Results show that CSK-bipolar demodulation can improve spectrum efficiency
greatly at the cost of only a little SNR, while the same spectrum efficiency can be
achieved at the cost of more SNR in bipolar-CSK demodulation.
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Abstract. As video is witnessing a rapid growth in mobile networks, it is
crucial for network service operators to understand if and how Quality of Ser-
vice (QoS) metrics affect user engagement and how to optimize users’ Quality of
Experience (QoE). Our aim in this paper is to infer the QoE from the observable
QoS metrics using machine learning techniques. For this purpose, Random
Forest is applied to predict three objective QoE metrics, i.e., rebuffering fre-
quency, mean bitrate and bitrate switch frequency, with the initial information of
each video session. In our simulation, QoE of four different video streamings are
analyzed with eight different system loads. Results show that sufficient pre-
diction accuracy can be achieved for all QoE metrics with the attributes we
adopted, especially with low and middle system loads. In terms of type of
streamings, the prediction of all metrics for static users performs better than
mobile users. Feature selection is also implemented under the highest load to
examine the effect of different attributes on each QoE metric and the correlation
among attributes.

Keywords: HTTP video streaming � Quality of experience � Random forest
Mobile networks

1 Introduction

Video streaming is becoming more and more important in recent years. According to
Cisco’s forecast [1], video traffic will account for 78% of Internet traffic by 2021.
HTTP video streaming is widely used in delivering on-demand multimedia content,
with retransmission applied to guarantee data correctness. At the server side, single or
several encoded versions are stored, where video files are divided into several chunks
(segments). After being downloaded, the chunk is stored in the player’s buffer for
playback. Before the buffer becomes empty, users can proceed on video playing;
otherwise, the video will suffer a rebuffering event.

The QoE concept has emerged mainly with the basic motivation that QoS is not
powerful enough to fully express everything nowadays involved in a communication
service, which is a multi-dimensional construct and consists of subjective and objective
parameters [2]. When it comes to the QoE of HTTP streaming users, according to [3], it
highly depends on two crucial factors: (1) the visual quality and its variation and (2) the
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frequency and duration of rebuffering events. Different from the Peak Signal to Noise
Ratio (PSNR), rebuffering events cannot be directly measured but only predicted from
classic QoS metrics [4]. This allows to infer QoE metrics by still relying on QoS
monitoring systems. Nevertheless, it is highly complex to map between QoS and QoE
metrics, as they often lay in high dimensional spaces and are subject to noise. As a
consequence, it is not practical to get a closed form modeling and its experimental
validation. Therefore, machine learning techniques are applied to derive the complex
relationships between QoS and QoE metrics. In the context of mobile networks, it is
challenging for operators to correlate the cell-related parameters like channel state
information (CSI) and existing users number to QoE metrics of video consumers, due
to the system complexity and difficulty in obtaining the cross-layer information. To
overcome this difficulty, we have established a cross-layer simulation program that
simulates the behaviors of HTTP video streamings in mobile networks as well as buffer
information in user side. Thus we can access all cross-layer information for correlating
the QoS parameters in data link or physical layer and the user QoE.

When video streaming service is offered over wireless networks, there are two
variability time scales in QoE metrics: flow level (tens of seconds) driven by the
departures/arrivals of calls, and wireless channel variability time scale (milliseconds)
driven by the fast fading [5]. The analytical results in [5] demonstrate that the flow
dynamics have dominant influence on QoE metrics compared to the jittering in the
throughput due to the fast fading. Therefore, we model the radio access network in flow
level and focus on the video flow behaviors such as arrival, departure, mobilty and
rebuffering while reducing the complexity involved by packet-level protocols [6]. In
this paper, a flow refers to a video streaming session.

The rest of paper is organized as follows. Section 2 discusses relevant related work.
In Sect. 3, we introduce the mobile network and QoE metrics. Prediction performance
of four different types of video streaming is shown in Sect. 4. Section 5 concludes the
paper and discusses the future works.

2 Related Work

QoE has recently gained momentum as a way to assess the perceived quality of users
during videos watching. Authors of [7] studied the QoE with TCP information. Authors
of [8,9] utilized flow-level model to investigate the video performance metrics, where
the correlation between video rebuffering and the proposed performance metrics is not
clear. Machine learning has been widely used to study both subjective and objective
QoE to deal with the complexity of finding correlation between the parameters. Authors
of [10] used machine learning to study the correlation between users’ engagement and
application metrics, such as buffer times. In [11], the cell-related parameters were first
used as the research focus, but they just researched whether rebuffering occurred.
Studies like the one presented in [12] proposed a QoE predicting module for adaptive
HTTP streaming, without taking the traditional bitrate-constant streaming into account.
Although many services have already made the migration towards adaptive streaming,
their platforms continue to maintain backward compatibility with traditional bitrate-
constant streaming. The investigation performed in [13] predicted QoE factors focusing
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on the hidden and context information, while consideration of up to 50 associated
variables may increase the complexity of attribute extraction and the construction of the
predictive model.

The authors of [11] used cell-related parameters (e.g., physical throughput and
number of active flows) with Support Vector Machine (SVM) to predict whether a flow
will encounter a rebuffering event. We consider this work as a starting point for our
research and present two further contributions: (1) Instead of merely focusing on
rebuffering/non-rebuffering, we bring insight into the relationship between cell-related
QoS metrics and three main QoE metrics, namely rebuffering frequency, the video
quality, and its variation. (2) In terms of machine learning tools, the Random Forest
algorithm is adopted, which outperformes SVM in multiple classification problems and
supports feature (attribute) selection analysis.

3 System Description

In this section, model of radio access network based on the flow-level concept are
presented firstly. Then we show four types of HTTP streamings in our simulation. At
last, we introduce the recorded attributes and QoE metrics.

3.1 Radio Access Network

Based on the concept of flow-level model in paper [8], a cell is modeled by a set of K
capacity regions denoted as R ¼ fR1; . . .;RKg. In each region, physical throughputs
are supposed to be homogeneous and thus, on the downlink, users are served with the
same physical throughputs. Users in a cellular network are classified into static users
and mobile users. The physical throughput of static users is assumed to be constant, and
that of mobile users may randomly vary with time when a mobility envent occurs.

As for traffic characteristics, we follow the classical assumption that streaming
flows with beginning physical throughput Rk arrive as a Poisson process with rate
kk ¼ pkk, where k is the overall flow arrival rate in the cell and pk stands for the traffic
proportion with physical throughput Rk, where

P
k pk ¼ 1. With the stability condition

in paper [8], the maximum flow arrival rate, kmax, guaranteeing the system stability, can
be obtained. In our simulation, eight flow arrival rates normalized by the maximum
value kmax were demonstrated, since traffic arrival rate, k, varies along hours in the real
network. For each k, simulator generates m = 106 streaming arrivals for the training of
the Random Forest.

3.2 HTTP Video Streaming

Generally speaking, the video streaming can be categorized into two types

• Fixed bitrate streaming (also called progressive download). This is the original
implementation of the HTTP video streaming and maintains a fixed bitrate for each
chunk during the whole video downloading process.

• Adaptive streaming. Adaptive video streaming can switch among several optional
bitrates according to the measured throughput, c. Given the preset discrete set
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V ¼ fv1; . . .; vMg, where vM [ . . .[ v1, users select a video bitrate, v, for the next
chunk as below, where i = 1, � � �, M – 1.

v ¼ vM ; c� vM
vi; vi � c\viþ 1

�
ð1Þ

In order to provide a solution which will be compatible with current and previous
video streaming technologies, four types of streamings are simulated. Table 1 lists the
four types of streamings in our simulation.

3.3 Recorded Attributes

We aim to take a step closer to exploring the correlation of each user’s initial QoS
metrics and user’s QoE by recording complete buffer statistics. Therefore, we develop
an simulator that simulates the actual behavior (e.g., playback, rebuffering, and
mobility) and buffer state of each user in a radio access network, driven by some flow-
events. In Fig. 1, we present an illustration of a video session life time in the event-
driven simulatorm, where the buffer state will switch as the corresponding flow-event
occurs and the chunk events mean downloading of a new chunk. Fine-grained infor-
mation about the video session in our simulation program is recorded, including the
bitrate of each video segment, the bitrate switching between adjacent video segments,
and the number of rebuffering events during video downloading.

Table 2 presents all the data output by our simulator for j-th user, which can be
summarized into two sets: (1) attributes set: the initial attributes recorded when user
j arrives and (2) targets set: the total number of rebuffering events and the set of
selected bitrates recorded during departure of user j.

Table 1. Types of streamings.

Type Description

Type I Static and adaptive streaming
Type II Static and fixed bitrate streaming
Type III Mobile and adaptive streaming
Type IV Mobile and fixed bitrate streaming

Buffer state

Flow events

Arrival Play

Chunk

Rebuffering

Chunk Chunk

Play

ChunkChunk

DepartureRebuffering

prefetch play rebuffering ··· rebuffering play

Play Mobility

Chunk

play

Fig. 1. An illustration of a video session life time in the event-driven simulator.
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3.4 The QoE Metrics

In this subsection, we present three main QoE metrics reflecting the perceived video
quality of users and the discretization for classification

• Rebuffering frequency (RF): The ratio of the number of rebuffering events to the
duration of the session.

• Mean bitrate (MB, only for adaptive streaming) : The average of the bitrates
weighted by the duration each bitrate is played for.

• Bitrate switch frequency (SF, only for adaptive streaming): The ratio of the number
of bitrate switches to the duration of the session.

These metrics are difficult to be predicted in its raw continuous form. To simplify
the classification and create a predictive model, we have further processed the metrics
by labeling the data as shown in Eqs. (2)–(4).

RFlabel ¼
00no rebuffering00; RF ¼ 0

00mild rebuffering00; 0\RF\Lrf
00severe rebuffering00; Lrf �RF

8<
: ð2Þ

where we adopt Lrf ¼ 0:1, since [14] showed that with rebuffering ratio over 0.1, most
of users abandon the video because of the quality degradation.

MBlabel ¼
00low bitrate00; v1 �MB\Lmb1

00middle bitrate00; Lmb1 �MB\Lmb2
00high bitrate00; Lmb2 �MB� vM

8<
: ð3Þ

where v1 and vM are the minimum and maximum values of the optional bitrates and we
set Lmb1 as 1.5, Lmb2 as 2, the medians of the optional bitrates.

SFlabel ¼
00no switch00; SF ¼ 0

00mild switch00; 0\SF\Lsf
00severe switch00; Lsf � SF

8<
: ð4Þ

where Lsf is set to 0.3, which distinguishes mild and severe switch in this paper.

Table 2. Parameters generated for j-th user in our simulations.

Set Symbol Description Unit

Attributes Rj Physical throughput recorded at arrival Mbps
Tj Video duration S
Fj Numbers of flows in cell of each region Vector

Fj

�� �� Total number of flows in cell Null

Fr
j Numbers of flows in rebuffering of each region Vector

Fr
j

��� ��� Total number of flows in rebuffering Null

Targets Nj Number of rebuffering events encountered Null
Sj Set of bitrates selected Vector
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4 Simulation Analysis

In this section, we analyze the prediction performance of machine learning among
different types of HTTP streaming with recorded attributes. We adopt the simulation
configuration in [11] and set the optional bitrates as 1, 1.5, 2, 2.5 Mbps.

WEKA [15], one of the most popular open-source machine learning libraries, is
adopted to implement the Random Forest algorithm and to investigate the prediction
performance. In classification for each QoE metric, the datasets consist of instance-
label pairs Xj; Yj

� �
, where j = 1, � � �, m. Xj consists of all attributes of user j, and Yj

corresponds to each category label. For example, the prediction of the rebuffering
frequency can be expressed as a three-class classification problem with instance-label
pairs Xj;RFlabel; j

� �
. With the feature selection algorithms, Random Forest evaluates the

predictive power of each attribute and its redundancy with each other, and tends to
select attributes that have a high correlation with the target but have a low correlation
with each other. Effective feature selection can significantly reduce the difficulty of
attribute extraction and the complexity of the predictive model. In addition, the Ran-
dom Forest algorithm can evaluate the information gain which represents the worth of
each attribute in the construction of the predictive model.

In our simulation, eight flow arrival rates normalized by the maximum value kmax
are demonstrated to show the performance at each load. Under each load, we present
the respective prediction performance for four different HTTP video streamings, as
shown in Fig. 2, 3, and 4. In general, when load increases, prediction performance
decreases due to the increase of uncertainty.

Figure 2 shows the average prediction accuracy of the rebuffering frequency. In
general, sufficient accuracy can be achieved especially when the load is low. With
respect to mobility of streamings, the simulation results show that static users can
achieve more than 90% of accuracy even in large load, which is a significant
improvement over previous approaches [16] where the achieved accuracy was
approximately 84% for a binary classification and the severity of rebuffering was

Fig. 2. The average prediction accuracy of the rebuffering frequency.
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unclear. However, rebuffering frequency of mobile users is much more difficult to be
predicted when load is large. In terms of fixed or adaptive property, there is no general
rule saying that fixed bitrate is easier to be predicted than adaptive streaming, where
mobility plays a more important role. We list the results of feature selection for each
type of streamings under the highest load in Table 3. As presented in Table 2, Fj; k

means the number of flows of region k in the cell, where k = 1, …, K.
Firstly, for mobile users, the physical throughput Rj is not selected, which means

that the initial physical throughput can not provide enough information to predict the

rebuffering. Secondly, the abandon of Fr
j

��� ��� suggests a high redundancy between Fj

�� ��
and Fr

j

��� ���, which may be good news for operators that they do not need to know more

application information from users’ side. Further, experiments show that, using the
remaining attributes can achieve almost the same accuracy as overall attributes, but
with reduced feature extraction overhead.

Figure 3 shows the average prediction accuracy of the mean bitrate. As mentioned
earlier, the mean bitrate is only meaningful for adaptive video streaming. In terms of
adaptive streaming alone, overall, over almost 85% accuracy is achieved even at high
loads. Similarly, the prediction accuracy of static users can still reach more than 90%

Fig. 3. The average prediction accuracy of the mean bitrate.

Fig. 4. The average prediction accuracy of the bitrate switch frequency.
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even in high load and the impairment of mobility on predictions reduces the prediction
performance for mobile users. Table 4 presents the results of feature selection for
adaptive users under the highest load.

Table 5 presents the confusion matrix for MB for static adaptive users under the
highest load. The confusion matrix provides specific prediction accuracy of each class.
We can see that the classification errors occur between instances “Low” and those with
“Middle”, also between “Middle” and “High”, however, significantly fewer mis-
classifications between “Low” and “High”. Possible reasons include the classifier’s
inability to correctly identify marginal cases which are close to the MB thresholds, and
the subtle differences between instances of different classes.

Figure 4 shows the average prediction accuracy of the bitrate switch frequency. In
general, the accuracy of predicting for all loads exceeding 80% can be achieved, and
when the load is not so high, the accuracy is above 90%. In addition, higher prediction
accuracy for static users can be achieved.

Table 6 presents the results of feature selection for adaptive users under the highest
load. The information gain of Tj shows the importance of Tj for predicting SF.

Table 3. Attributes selected and respective information gain for RF.

Static adaptive Static fixed Mobile adaptive Mobile fixed
Attribute Gain Attribute Gain Attribute Gain Attribute Gain

Rj 0.382 Rj 0.344 Tj 0.141 Tj 0.086
Tj 0.023 Tj 0.03 Fj

�� �� 0.301 Fj

�� �� 0.444

Fj

�� �� 0.144 Fj

�� �� 0.214 Fj;1 0.082 Fj;1 0.110

Fr
j ,3 0.086 Fj;2 0.10 Fj;2 0.138

Fj;3 0.15 Fj;3 0.219
Fj;4 0.164 Fj;4 0.257
Fj;5 0.121 Fj;5 0.179

Table 4. Attributes selected and respective information gain for MB.

Static adaptive Mobile adaptive
Attribute Gain Attribute Gain

Rj 0.254 Tj 0.044
Tj 0.002 Fj

�� �� 0.57

Fj

�� �� 0.308 Fj;3 0.294

Fj;3 0.195 Fj;4 0.324
Fj;4 0.219 Fr

j

��� ��� 0.461
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5 Conclusions and Feature Works

In this paper, we aim to infer the QoE metrics from the observable QoS metrics with
machine learning techniques. Based on the concept of flow-level dynamics, we develop
an event-driven simulator to generate datasets, by which we correlate the cell-
parameters and users’ QoE. We examined the prediction performance of three QoE
metrics for different HTTP video streamings along different loads. Then the machine
learning technique, i.e., Random Forest, is used to obtain our predictive model along
the system loads. Simulation results show that, with the initial information of each
video session such as number of flows and radio conditions, sufficient accuracy can be
achieved. In terms of type of streamings, the prediction of all metrics for static users
performs better than mobile users, due to the increase of uncertainty from mobility,
which calls for more information for prediction. We also perform feature selection with
the highest load as an example to examine the effect of different attributes on each QoE
metric and the correlation among attributes.

Future works will consider more attributes to improve the prediction accuracy in
high loads, especially for mobile users. More QoE metrics like start-up delay will be
researched to completely study the perceived quality by HTTP video streaming. The
application of other machine learning models such as Neural Networks may improve
the prediction accuracy.

Acknowledgements. This work has been sponsored by Huawei Research Fund (grant
No. YBN2016110032) and National Science Foundation of China (No. 61201149). The authors
would also like to thank the reviewers for their constructive comments.

Table 5. Confusion matrix for MB of static adaptive users.

Predicted label
Actual label “Low” “Middle” “High”
“Low” 97.2% 2.2% 0.6%
“Middle” 15.7% 73% 11.3%
“High” 2.8% 9.2% 88%

Table 6. Attributes selected and respective information gain for SF.

Static Adaptive Mobile adaptive
Attribute Gain Attribute Gain

Rj 0.050 Tj 0.381
Tj 0.126 Fj

�� �� 0.083

Fj

�� �� 0.066
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Abstract. This paper studies the error performance of linearly mod-
ulated single-input multiple-output (SIMO) high mobility communica-
tion systems with channel estimation errors. Channel estimation errors
are unavoidable in high mobility systems, due to the rapid time-varying
fading of the channel caused by severe Doppler effects, and this might
have non-negligible adverse impacts on system performance. However,
in high mobility communications, rapid time-varying fading channels
induce Doppler diversity which can be exploited to improve system per-
formance. Based on the statistical attributes of minimum mean square
error (MMSE) channel estimation, a new optimum diversity receiver for
MASK, MPSK and MQAM SIMO high mobility systems with chan-
nel estimation errors is proposed. The exact analytical error probabil-
ity expressions of MPSK, MASK, and MQAM of the SIMO diversity
receiver are identified and expressed as a unified expression. It quanti-
fies the impacts of both Doppler diversity and channel estimation errors.
The result is expressed as an explicit function of the channel tempo-
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1 Introduction

With the ever increasing in demands for broadband wireless communications
on high-speed trains and aircraft, broadband wireless communications have
attracted considerable research recently. In high mobility systems, signals could
encounter large Doppler spreads of the order of kilohertz [1], yet most conven-
tional wireless communication systems are designed to operate with a Doppler
spread of at most a couple of hundreds of Hertz. Large Doppler spread results in
rapid time-varying fading, which is one of the principal difficulties faced in the
design of reliable broadband high mobility wireless communications systems. It
is not easy to estimate and track the rapid time-varying fading channel coef-
ficients accurately. Hence channel estimation errors are bound to be present
in high mobility systems, and this might have significant adverse impacts on
system performance. Consequently, traditional techniques developed under the
assumption of perfect channel state information (CSI) are no longer valid for high
mobility systems. However, rapid time-varying fading caused by large Doppler
spreads in high mobility system induces Doppler diversity which can be exploited
to improve system performance. There have been some works in the literature
mainly for optimizing the performance of systems with Doppler diversity [2–4].
However, all the above works are performed under the assumption of perfect
CSI.

The optimum designs of Doppler diversity systems with imperfect CSI are
studied in [5–7]. In [5,7], the fundamental tradeoff between imperfect CSI and
Doppler diversity are analytically identified through asymptotic analysis, where
the maximum Doppler diversity order with imperfect CSI is developed with the
aid of a repetition code. The maximum Doppler diversity order is gotten at the
price of low spectral efficiency. Spectral and Energy efficient Doppler diversity
receiver are proposed in [6], and it gives a balanced tradeoff between spectral
and energy efficiencies in high mobility systems. All the above works are for
single-input-single-output (SISO) systems.

The design of a single-input-multiple-output (SIMO) system with imperfect
CSI is discussed in [8]. It is attested that the traditional maximal ratio com-
bining (MRC) receiver is no longer optimum in the presence of imperfect CSI.
A new diversity receiver is designed by utilizing the statistics of the channel esti-
mation errors. The results of [8] are not applicable to studies in high mobility
environment because quasi-static channels are employed in the study. All the
above works did not consider MASK and MQAM modulation.

In this paper, we investigate the error performance of linearly modulated
single-input-multiple-output (SIMO) high mobility communication systems with
channel estimation errors and Doppler diversity. For a high mobility SIMO sys-
tem, there is both space diversity and Doppler diversity. The objective is to
develop an optimum receiver that can effectively harvest both space diversity and
Doppler diversity inherent in the system. Such a diversity receiver is designed
in this paper by analyzing the statistical properties of the channel coefficients
estimated by using pilot assisted MMSE channel estimation. It is different from
conventional diversity receivers because the statistics of channel estimation errors
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are incorporated in the receiver. The analytical error probability of the proposed
receiver is obtained, and it is expressed as a function of the maximum Doppler
spread, the signal-to-noise ratios (SNR) of pilot and data symbols, and the tem-
poral correlation of the channel, etc. The analytical results quantify the impact
of both channel estimation errors and Doppler diversity on system performance.

To ensure that, maximum Doppler diversity is embedded in the system, a sim-
ple repetition coding is employed at the transmitter. Maximum Doppler diversity
is gotten at the price of low spectral efficiency. To improve the spectral efficiency
of the systems, the study seeks to adopt a spectrally efficient modulation scheme
amongst the linear modulation schemes employed in the study.

The rest of the paper is organized as follows. The system model and MMSE
channel estimation are given in Section II. The optimum diversity receiver with
imperfect CSI is developed in Section III, where the analytical performance of
the receiver is also studied. Section IV presents Numerical results, and the paper
concluded in Section V.

2 System Model

We consider a SIMO system with one transmit antenna and NR receive antennas
operating in a high mobility environment. Pilot-assisted channel estimation is
used to estimate and track the fast time-varying channels.

2.1 Pilot Assisted Transmission

The data symbols to be transmitted from the transmitter are divided into
slots. As depicted in Fig. 1, each slot contains K unique modulated data sym-
bols s = [s1, · · · , sK ]T ∈ SK×1, where S is the modulation alphabet set, and
the superscript (·)T represents the matrix transpose. To identify the maximum
Doppler diversity embedded in the system, we adopt a simple repetition code,
where each modulated data symbol is repeated N times. Such a repetition pre-
coding scheme ensures that there is maximum Doppler diversity at the price of
lower spectral efficiency. The error probability performance with the repetition
code can serve as a lower bound for systems employing spectral-efficient pre-
coding schemes [5]. Equally-spaced pilots have inserted among the data symbols
after precoding.

The signals in a slot can be denoted as x = [s, p1, s, p2, · · · , s, pN ]T , where pk,
for k = 1, . . . , N , are N pilot symbols, and the data symbol vector s is repeated
N times. Without loss of generality, it is assumed that the pilot symbols are
from constant amplitude modulation, such as M -ary phase shift keying (MPSK)
and data symbols are equally probable from a constellation set composed of
MASK symbols for MASK systems and equally probable from a constellation
set composed of MQAM symbols for MQAM systems. There are totally Nsym =
(K + 1)N symbols in one slot. With such a slot structure, the time duration
between two adjacent pilot symbols is Tp = (K + 1)Ts, where Ts is the symbol
period. Thus the pilot symbols sample the channel at a rate Rp = 1

(K+1)Ts
.
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s1 . . . sK p1 s1 . . . sK p2 . . . s1 . . . sK pN

Nsym

Fig. 1. The structure of the slot after precoding and insertion of pilots.

Denote the energy for each pilot and coded data symbol as Ep and Ec, respec-
tively. The entire energy in one slot is thus EpN + EcKN , and the energy per
uncoded information bit can be computed as Eb = EpN+EcKN

K log2 M , where M = |S|
is the cardinality of the modulation constellation set. It is assumed the channels
between the transmitter and each of the NR diversity receivers are identically
independently distributed (i.i.d.). For i.i.d channels, the m-th fading branch hm

and the n-th fading branch hn have the same statistical attributes [9]. Based on
this assumption, the received signals at each of the NR receive antennas can be
interpreted as a stack of NT copies.

The coded data and pilot symbols are transmitted over the time-varying
fading channel with additive white Gaussian noise (AWGN). The index of the
k-th pilot symbol is denoted as ik = k(K + 1), where k = 1, · · · , N . Then the
pilot symbols observed at the r-th receive antenna can be represented by

yr,p =
√

EpXphr,p + zr,p, (1)

where yr,p = [yr(i1), · · · , yr(iN )]T ∈ CN×1 and zr,p = [zr(i1), · · · , zr(iN )]T ∈
CN×1 are the additive white Gaussian noise (AWGN) vector and the received
pilot vector respectively, with C denoting the set of complex numbers, Xp =
diag([p1, · · · , pN ]) is a diagonal matrix with the N pilot symbols on its main
diagonal and hr,p = [hr(i1), . . . , hr(iN )]T ∈ CN×1 is the discrete-time channel
fading vector sampled at the pilot locations for the r-th antenna. The AWGN
vector is a zero-mean symmetric complex Gaussian random vector (CGRV) with
covariance matrix σ2

zIN , where σ2
z is the noise variance and IN is a size N iden-

tity matrix. With the repetition code, each modulated data symbol is trans-
mitted N times. The k-th data symbol sk is transmitted over symbol indices
kn = (n − 1)(K + 1) + k, for n = 1, · · · , N in a slot. The received sample vec-
tor corresponding to the k-th data symbol sk at the r-th antenna can then be
expressed as

yr,k =
√

Echr,ksk + zr,k, (2)

where yr,k = [yr(k1), · · · , yr(kN )]T , hr,k = [hr(k1), · · · , hr(kN )]T and zr,k =
[zr(k1), · · · , zr(kN )]T , are length-N vectors of received samples, fading coeffi-
cients, and AWGN, respectively.

Stacking up yr,k into a column vector, we have

yk =
√

Echksk + zk, (3)

where yk = [yT
1,k, · · · ,yT

NR,k]T ∈ CN×1, hk = [hT
1,k, · · · ,hT

NR,k]T ∈ CN×1 and
zk = [zT

1,k, · · · , zT
NR,k]T ∈ CN×1 are length NRN vectors.



96 M. A. Mahamadu and Z. Ma

The NR channels on different antennas are independent, and they follow
Rayleigh distribution. Each channel is expected to experience wide sense sta-
tionary uncorrelated scattering (WSSUS). Hence hr(n) is a zero-mean symmetric
complex Gaussian random process with the covariance function

E[hr(m)h∗
t (n)] =

{
J0(2πfD |m − n|Ts), r = t
0, r �= t

(4)

where E(·) is the mathematical expectation operator, the superscript (·)∗ denotes
complex conjugate, fD is the maximum Doppler spread of the fading channel,
J0(x) is the zero-order Bessel function of the first kind and Ts is the symbol
period.

2.2 Channel Estimation

The statistical attributes of the CSI estimated by using the pilot symbols are
discussed in this section, and the results are utilized to design the optimum
SIMO receiver for high mobility systems operating with imperfect CSI.

Since the channels observed by different antennas are independent, they can
be estimated separately. The channel coefficients of the coded data symbols can
be estimated using the pilot symbols at the receiver by MMSE estimation due to
the temporal channel correlation, The linear MMSE estimation of the channel
coefficients corresponding to the k-th data symbol at the r-th receive antenna is
[7]

ĥr,k = WH
k yr,p, (5)

where Wk ∈ CN×N is the MMSE estimation matrix. It can be represented as

WH
k =

√
EpRkpXH

p (EpXpRppXH
p + σ2

zINRN )−1, (6)

where Rkp = E[hr,khr,p] and Rpp = E[hr,phr,p].
Since the channels at different antennas are identically distributed, the covari-
ance matrices Rkp and Rpp are independent of the antenna index p. Based on
(4), the matrix Rpp is a symmetric Toeplitz matrix with the first row and col-
umn being [ρ0, ρ1, · · · , ρN−1]T , where ρn = J0(2πfD |n|Tp). The matrix Rkp is a
Toeplitz matrix, with the first row being [τ−1, τ−2, · · · , τ−N ], and the first column
is [τ−1, τ0, · · · , τN−2]T , where τu = J0 (2πfD(uTp + kTs)). The error covariance
matrix, Ree = E[(hr,k − ĥr,k)(hr,k − ĥr,k)H ] is [7]

Ree = Rkk − Rkp

(
Rpp +

1
γp

IN

)−1

RH
kp (7)

where Rkk = E[hr,khr,k].
The estimated channel vector ĥr,k is zero-mean Gaussian distributed with

covariance matrix Rk̂k̂ = Rkk − Ree.
In addition, conditioned on ĥr,k, hr,k is Gaussian distributed with mean

E[hr,k|ĥr,k] = ĥr,k and covariance matrix Rk|k̂ = Ree [7].
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Define ĥk = [ĥT
1,k, · · · , ĥT

NR,k], then ĥk is zero mean Gaussian distributed
with covariance matrix C k̂k̂ = INR

⊗ Rk̂k̂, that is ĥk ∼ N (0, INR
⊗ Rk̂k̂). The

error covariance matrix of ĥk is Cee = INR
⊗ Ree.

Thus hk conditioned on ĥk is Gaussian distributed with conditional mean
and covarance matrix as

uk|k̂ = E[hk|ĥk] = ĥk (8)

Ckk|k̂ = E

[(
hk − uk|k̂

) (
hk − uk|k̂

)H
∣
∣∣∣ĥk

]
= Cee (9)

3 Optimum Diversity Receiver with Channel Estimation
Errors

In this section, an optimum diversity receiver for the SIMO system operating
with channel estimation errors in a high mobility environment is designed by
incorporating the statistics of the channel estimation errors.

3.1 Optimum Diversity Receiver

The receiver detects sk in (3) based on knowledge of the received data vector yk

and the estimated CSI vector ĥk We have the following proposition regarding
the optimum decision rule for the SIMO system with imperfect CSI.

Proposition 1. Consider the SIMO system defined in (3) with estimated CSI
ĥk. If the transmitted symbols are modulated with MPSK , MQAM , MASK, and
they are equiprobable, then the optimum decision rule that minimises the system
error probability is

ŝk = arg min
sk∈S

{|αk − sk|2} , (10)

where S is the modulation alphabet set with Cardinality M , and αk is the
decision variable given as

αk =
√

EcĥH
k

(
EcDee + σ2

zINRN

)−1
yk. (11)

Proof. For system with equiprobable symbols, the error probability can be min-
imized by using the maximum likelihood (ML) detection rule. Conditioned on
the transmitted symbol sk and the estimated CSI vector ĥk, the received data
vector yk is complex Gaussian distributed. Based on (8) and (9), the conditional
mean vector and covariance matrix of yk|(sk, ĥk) is

uy|ĥ =
√

Ecĥksk, (12a)

Dy|ĥ = EcDee + σ2
zINRN (12b)
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The Maximum Likelihood (ML) detection can then be expressed as

ŝk = arg min
sk∈S

{(
yk − ĥksk

)
D−1

y|ĥ

(
yk − ĥksk

)H
}

(13)

Simplifying the above equation with the fact that |sk| = 1 leads to (10).

3.2 Unified Error Probability with Channel Estimation Errors

The unified error probability of the optimum diversity receiver with imperfect
CSI and linear modulations is derived in this section.

Proposition 2. For linearly modulated SIMO systems with optimum diversity
receiver given in (10), the unified symbol error rates with channel estimation
errors is

P (E) =
2∑

i=1

βi

π

∫ ψi

0

[
det

(
IN +

ξ

sin2(φ)
Λ

)]−NR

dφ, (14)

where

Λ = Rkp

(
Rpp +

1
γp

IN

)−1

RH
kp×

[

Rpp − Rkp

(
Rpp +

1
γp

IN

)−1

RH
kp +

1
γc

IN

]−1

. (15)

and the values for ξ, βi and ψi for the modulation schemes are listed in Table 1.

Proof. Based on [10–12]

P (E) =
2∑

i=1

βi

π

∫ ψi

0

[
det

(
INRN +

ξ

sin2(φ)
Δ

)]−NR

dφ, (16)

where

Δ = Dk̂k̂

(
Dee +

1
γc

INRN

)−1

(17)

= INR
⊗ Rk̂k̂

[
INR

⊗
(
Ree +

1
γc

IN

)]−1

(18)

where the identity A⊗B+A⊗C = A⊗ (B+C) is used in the second equation.
Based on the fact that (A ⊗ B)−1 = A−1 ⊗ B−1 and (A ⊗ B)(C⊗D) =

(AC) ⊗ (BD), we have

Δ = (INR
⊗ Rk̂k̂)

[

INR
⊗

(
Ree +

1
γc

IN

)−1
]

(19)

= INR
⊗

[

Rk̂k̂

(
Ree +

1
γc

IN

)−1
]

(20)

= INR
⊗ Λ (21)
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Thus

det (INRN + aΔ) = det (INR
⊗ (IN + aΛ)) (22)

= [det (IN + bΛ)]NR (23)

where b = ξ
sin2(φ)

, and the second equality is based on the fact that det(bfA ⊗
B) = det(A)NB det(B)NA , where NA and NB are the dimension of the square
matrices A and B, respectively.

Combining (16) with (23) completes the proof.

Table 1. Parameters of the unified error-probability expressions

ξ β1 β2 ψ1 ψ2

MASK 3
M2−1

(2 − 2
M

) 0 π
2

0

MQAM 3
M−1

(4 − 4√
M

) (2 − 2√
M

)2 π
2

π
4

MPSK sin2 π
M

1 0 (π − π
M

) 0

3.3 Normalized Diversity Order

Since one pilot symbol is transmitted for every K data symbols, the effective
energy devoted for the transmission of one coded data symbol is

E0 =
Ep + KEc

K
=

1
K

Ep + Ec. (24)

Define the effective SNR of one coded symbol as γ0 = E0
σ2
z

= 1
K γp + γc.

The Doppler diversity order for N repetitions of a repetition code can then be
computed as [15]

DN = − lim
γ0→∞

log P (E)
log γ0

. (25)

For a Doppler diversity system with a codeword that covers the time duration
NTp, from (25), define the normalized Doppler diversity order as [7,12,13].

D = − lim
γ0→∞
N→∞

1
NTp

log P (E)
log γ0

(26)

In (26), the diversity order is defined as the negative slope of the error prob-
ability in log scale when γ0 is large. The diversity order depends only on the
slope instead of the actual values of error probability [12].
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3.4 Spectral Efficiency

In this section, the expression for computing the spectral efficiencies of the mod-
ulation schemes in order to determine the most spectral efficient is given and
verified through simulation in the next section.

The spectral efficiency of transmission of each of the linear modulation
schemes is given as

η = C(1 − BER) (27)

where C = K
Ts(K+1) log2 M is the total number of data bits transmitted, M is

the modulation level, Ts is the symbol period, K is the number of unique data
symbols and BER is the bit error rate.

4 Numerical Results

Simulation and Analytical results are given in this part to investigate the trade-
off between channel estimation errors and Doppler diversity to illustrate the error
performances of the linear modulation schemes and to validate the theoretical
results with the simulation results. We consider a high mobility system operating
at 1.9 GHz with a symbol rate of 100 ksym/s. The range of Doppler spread is
between 200 Hz (fDTs = 2×10−3) to 1 KHz (fDTs = 10−2), which correspond to
mobile speeds between 113.6 km/hr and 568.4 km/hr, The value of K is chosen
as K = 19, so that the pilot symbols sample the channel at a rate Rp = 5 KHz,
which is well above the Nyquist rates of the channel.

0 1 2 3 4 5 6 7 8 9 10
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fDTs=0.01
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Fig. 2. The analytical and simulated SER as a function of SNR.

Figure 2 depicts the analytical and simulated SER for different values of
fDTs. The parameters are N = 5 (Nsym = 100), γp =

√
Kγc, and NR = 2.

BPSK, 4QAM and 4ASK modulation schemes are employed in the system.
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The analytical results are obtained from (14), and the simulation results
are obtained through Monte Carlo simulations. Each point in the simulation
results is obtained by averaging over 1,000 trials. The analytical SERs of each
of the modulation schemes are expressed as a unified expression in (14). At
Doppler spread fDTs = 0.1, analytical the SERs can serve as lower bounds
for Doppler diversity systems with channel estimation errors at lower Doppler
spread (i.e fDTs < 0.1). There is excellent agreement between simulation results
and analytical results. For a given Doppler spread fDTs, the slopes of the SER
curves of systems with imperfect CSI are the same, which implies they have the
same diversity order. As expected, the diversity order increases with fDTs.
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With diversity

Without diversity

Fig. 3. BER as a function of γ0 for different modulation schemes

Results similar to those in Fig. 2 are given in Fig. 3, with higher order of mod-
ulation together with systems without diversity, where analytical SER results
for systems with Doppler diversity are obtained from (14) and dividing the SER
results by log2 M yields the analytical BER results. Then, the BER results are
plotted as a function of γ0 for different values of the modulation schemes and
NR = 2. Simulation parameters are N = 5 (Nsym = 100), γp =

√
Kγc [13], and

modulation schemes are QPSK, 16QAM and 8PSK. The BER curves of systems
with diversity have same slope for a given modulation scheme, which implies
they have the identical Doppler diversity order. The results for systems with-
out Doppler diversity are obtained from [14]. Excellent agreement is observed
between simulation results and their analytical counterparts for both systems
with diversity and systems without diversity. The error performance in this case
of systems without diversity, is dominated by channel estimation errors. The
results of Figs. 2 and 3 also show that, Doppler diversity order is independent
of the modulation scheme employed in the system since the Doppler diversity is
always the same irrespective of the modulation scheme employed.
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Fig. 4. Spectral efficiency for various Modulation schemes

Figure 4 shows the spectral efficiency for different values of γ0 for NR = 2 for
different values of the modulation schemes. The Doppler spread is fDTs = 0.01.
Analytical results are from (27) and simulation results are Monte carlo simula-
tions where each point in the simulation results are obtained by averaging over
1,000 trials. It can be seen from the figure that, MQAM systems exhibit the best
spectral efficient performance followed by MASK systems and MPSK systems.
MQAM can therefore be considered as the most suitable spectral modulation
schemes for SIMO high mobility systems. The similar results can be obtained at
other Doppler spreads i.e. at fDTs = 0.002.

5 Conclusion

The error performance analysis of linearly modulated single-input-multiple-
output (SIMO) high mobility communication systems with channel estimation
errors has been investigated in this paper. An optimal diversity receiver for
MPSK, MQAM and MASK SIMO systems with MMSE channel estimation
errors has been derived. The optimum receiver was designed through the analy-
sis of the statistical attributes of the estimated channel coefficients. Exact uni-
fied error probability expression of the optimal receiver has been obtained. It
quantifies the impacts of both Doppler diversity and channel estimation errors.
Simulation results show that MPSK, MASK, and MQAM systems have the
same Doppler diversity order even though they differ in error probability per-
formances. Moreover, simulation results also show that MQAM systems achieve
better spectral efficiency than its MPSK and MASK counterparts.
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Abstract. In this paper, we study the offloading decision of collabora-
tive task execution between platoon and MEC (Mobile Edge Computing)
server. The mobile application is represented by a series of fine-grained
tasks that form a linear topology, each of which is either executed on a
local vehicle, offloaded to other members of the platoon, or offloaded to
a MEC server. The objective of the design is to minimize the cost of task
offloading and meet the deadline of tasks execution. We transform the
cost minimized task decision problem into the shortest path problem,
which is limited by the deadline of the tasks on a directed acyclic graph.
The classical LARAC algorithm is used to solve the problem approx-
imately. Numerical analysis shows that the scheduling method of the
tasks decision can be well applied to the platoon scenario and execute
the task in cooperation with the MEC server. In addition, compared with
different execution models, the optimal offloading decision for collabo-
rative task execution can significantly reduce the cost of task execution
and meet lower deadlines.

Keywords: Platooning · Mobile edge computing · Offloading decision

1 Introduction

Platooning realizes the reduction of fuel consumption and gas emission, as well
as safe and efficient transportation in the context of intelligent transportation
system (ITS). Generally, the platoon is consisted of two parts: one is the leader
and the second are the members of the platoon (including the tail vehicle, the
relay vehicle and the controller). The higher the frequency of the vehicle infor-
mation exchange in the platoon, the faster the mobile response of the members
in the platoon, the more the status of the platoon instability can be avoided.
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Vehicle terminals have been widely deployed in the automotive industry.
More novel and attractive vehicle services have attracted more and more people
to use them. In the future, cars will be equipped with AR (Augmented Reality)
applications that allow drivers to observe the surroundings of vehicles in win-
dowless vehicles [1]. These types of vehicle applications are typical computing
resource-hungry services, requiring high density computing resources and com-
puting costs. Therefore, the tension between computing resource-hungry appli-
cations and vehicle terminals with limited computing resources poses a major
challenge to the development of mobile platforms [2].

MEC provides a promising solution to this challenge and extends the capa-
bilities of vehicle terminals, by providing additional computing, storage, and
bandwidth resources in an on-demand manner. For example, there is a paper
on energy consumption [3], which proposes collaborative execution between the
end-user and the cloud, and accomplishes the task with minimum energy con-
sumption within the task deadline. In addition, some people consider offload-
ing decision from the point of view of the servers [4], set the price for the unit
resource provided to each vehicle user, and use the gain function of task offloaded
to maximize the profit of the server.

In this paper, we consider the platooning scenario with MEC server to com-
plete the task offloading. Specifically, within the deadline of the task, the resource
cost price is used to determine whether the tasks are offloaded to the other
members of the platoon or the MEC server, or not. We aim to find an optimal
collaborative offloading decision between each member of the platoon and the
MEC with minimum resource cost price within the deadline. Mathematically, we
model a minimum cost offloading problem as a constrained shortest path prob-
lem on a directed acyclic graph. Then we use the classical Lagrangian Relaxation
Based Aggregated Cost (LARAC) algorithm to obtain a suitable result of the
constrained optimization problem.

The rest of the paper is organized as follows. We give the system model in
Sect. 2. In Sect. 3, delay constrained offloading decision is modeled as a limited
shortest path problem. Then we can get a suitable strategy of optimal offloading
decision for collaborative task execution in Sect. 4. Section 5 shows the offloading
decision procedure numerical analysis, and Sect. 6 concludes the paper.

2 System Model

Suggest that the MEC server coexists with the base station (BS). Because the
platoon controller controls and manages the whole platoon [5], when the platoon
members communicate with the BS, they need to transmit the messages to the
BS through the controller, and the members in a platoon can communicate with
others directly [6]. Position of the controller in the platoon is not clearly defined.
For the sake of simplification, the current researches directly select the leader as
platoon controller. Also in this paper, we do not discuss in detail how to choose.
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2.1 Task Model

Figure 1 illustrates the task model in a linear topology. Each task is executed in
sequence, the output of the previous task is the input of the later task, and the
whole application has a completion deadline Td. Figure 1 shows that there are
n + 1 tasks in an application. Define the needed computation cycles of the task
k as ωk, k = 0, 1, 2, ..., n + 1.

Fig. 1. Task model in a linear topology

2.2 Path Loss Model

When one vehicle is served by another, the path loss model [7] between the two
vehicles is defined as PLv(lx,y) = 63.3+17.7log10(lx,y). And the path loss model
[8] between vehicle and BS is defined as PLMEC(lx,y) = 128.1 + 37.5log10(lx,y).
lx,y is distance in kilometers. Here, we do not consider fast fading and shadow
fading. The carrier frequency used in V2I (Vehicle to Infrastructure) communi-
cation is 2 GHz and V2V communication is 5.9 GHz, so there is no interference
between them, and we think of the whole channel as an ideal channel.

The MEC server numbered 0, a leader vehicle numbered 1, and the sequence
number of vehicles behind it increases in turn. There are a total of m vehicles
in the paltoon. lx,y is the transmission distance from x to y, x ∈ {0, 1, 2, ...,m},
y ∈ {0, 1, 2, ...,m}, assuming the antenna position of each vehicle is the same
and that the distance between vehicles is fixed in the platoon, so lx,y = ly,x.

Considering that under ideal conditions all the vehicles in the platoon are of
the same length and the same spacing so the distance between the signal receiver
and the transmitter is the length of the vehicle plus the vehicle spacing. So we
can get lv1,v2 = μ |v1 − v2|, where v1 ∈ {1, 2, ...,m} is for the current vehicle
number about task k − 1 and v2 ∈ {1, 2, ...,m} is for the destination vehicle
of offloading decision about task k. Specially, consider offloading tasks to the
MEC server, and the distance between the leader and the BS is set to η, so we
obtain l1,0 = η. When the task is offloaded to the MEC server, the change of
distance between the leader and the BS has little effect on the path loss, so we
set l1,0 = l0,1. Only the leader can communicate with the BS, and the platoon
members communicate with the BS through the leader.



Minimum Cost Offloading Decision Strategy for Collaborative Task 107

2.3 Task Execution Model

Platoon execution. Assume that the tasks is initiated by any member of the
platoon. The task execution of the platoon includes the local task execution and
the tasks platoon members execution. If the task k is offloaded to execute by a
member of the platoon, the completion time of the task k is defined as tv2

k = ωk

fv2
,

and the cost it has to pay is bv2
k = αvfv2 , fv2 is the computation resource that

the vehicle v2 can provide, and αv is the computation resource cost of each
unit provided by the platoon members. Suppose that the unit price of resources
provided by each member is the same. It is assumed that the fv2 is fixed during
the execution of the task.

MEC server execution. If the task k is executed in the MEC server, the
platoon members are idle during the execution of the task. Define the computing
completion time of the task k offloaded to the MEC server as t0k = ωk

f0
, and the

cost of offloading the task is b0k = αMECf0. f0 is the computation resource
that the MEC server can provide, and the computation resource cost of each
unit provided by the MEC server is αMEC . Note f0 > f1, f0 > f2, ..., f0 > fm,
speculate that the CPU speed of the MEC server is faster than that of any
platoon member.

Platoon data transmission. If the task k is executed inside the platoon,
the data needs to be offloaded to the destination vehicle before it is executed.
If the task is calculated on the current vehicle, there is no need to transmit
the data. Define the time of data transmission that offloads the task k from
vehicle v1 to vehicle v2 as tkv1,v2

= dk

Rk
v1,v2

, Rk
v1,v2

is the data transmission rate

from vehicle v1 to vehicle v2. We have Rk
v1,v2

= B1log2(1 + ζvPLv(lv1,v2 )

N0
). ζv is

the signal transmission power of the vehicle, N0 is the noise power and B1 is
the bandwidth used for V2V (Vehicle to Vehicle) communication. If v1 = v2,
tv1,v2 = 0.

MEC server data transmission. If the task k needs to be executed on
the MEC server, the time that the data is transferred from the vehicle v1 to
the MEC server and from the MEC server to the vehicle v2 are tkv1,0 = dk

Rk
v1,1

+
dk

Rk
1,0

and tk0,v2
= dk

Rk
1,v2

+ dk

Rk
0,1

respectively. Rk
1,0 and Rk

0,1 also indicating the

transmission rate of the data from the leader to the MEC server and from MEC
server to leader respectively. We have Rk

1,0 = B2log2(1 + ζvPLMEC(l1,0)
N0

) and

Rk
0,1 = B2log2(1 + ζMECPLMEC(l0,1)

N0
). ζMEC is the signal transmission power of

the BS and B2 is the bandwidth used for V2I communication. The connection
between BS and MEC is wired, and the time of wired transmission is ignored
here. The same as before, tk0,0 = 0.

In this paper, the following assumptions are used to model the practical
problem of collaborative task execution. First, the tasks of the application needs
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to have been replicated on the other platoon members or the MEC server before
it is executed. Second, the first and last task must be executed in the same
vehicle in the platoon.

3 Delay Constrained Offloading

The tasks of an application is modeled by the directed acyclic graph G = (V,C)
between the platoon members and the MEC server. V represents the finite node
set, and C represents the edge set. The task execution flow shown in Fig. 2.
shows that S is the starting point of the task (Assume that the vehicle m is
the requestor of the task) and D is the task destination node. An application
contains n+2 tasks. Except for the initial task and the last task, all the platoon
members have the opportunity to execute the other n tasks. The weights of the
edges of nodes x and y are a non-negative value, that is ck

x,y, and each edge
corresponds to a task offloading decision sk. This weight value includes the cost
of offloading the task and the time it takes to execute after offloading the task.
Specifically, if the weight value of the edge is considered to be a cost price and
the task k needs to be offloaded from x to y to be executed, we obtain the weight
ck
x,y = by

k. And if the weight value is considered to be a time delay, we obtain the
weight value ck

x,y = tyk + tkx,y that is the sum of the computation time and the
transmission time of the task. So the two directed acyclic graphs with respect to
the cost price and time delay can be obtained. sk is defined as a decision variable
for state k, indicating the choice of which vehicle the task k should be offloaded
to. s0 denotes the task initiation decision and sn+1 denote the end decision of
the task result, s0 = sn+1. This goal is to find an optimal offloading decision
strategy S∗ = {s0, s1, ..., sn+1}.

Fig. 2. The task execution flow and state transition procedure of collaborative offload-
ing decision

Under this framework, we can transform the task optimal offloading decision
into a shortest path problem to find the path with minimum cost between nodes
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S and D. And it is constrained by the deadline time of the task, and the time
delay path of the task can only be less than or equal to Td. If the task time
delay of a path p satisfies the constrained condition, p is an appropriate path.
A path p∗ is an optimal path with the minimum path cost of all appropriate
paths. We can Mathematically formulate this problem as a constrained shortest
path problem:

min
p∈P

b(p) =
n∑

k=1

bk
x,y (1)

s.t. (C1) : d(p) =
n+1∑

k=1

(tkx,y + tyk) ≤ Td

(C2) : fv1 < f0, fv2 < f0, v1 ∈ x, v2 ∈ y

(C3) : αvfv2 < αMECf0

p is a path from node S to D and P is a set of all possible paths. Since each
task has m + 1 offloading decisions options, there are (m + 1)n possible options
for the strategy. The constrained optimization problem has been proved to be
NP-complete [9].

4 Optimal Offloading Decision for Collaborative Task
Execution

4.1 Based on LARAC algorithm

This constrained shortest path problem can be solved by LARAC algorithm [12].
we first define a LARAC function L(λ) = minp∈P [bλ(p)] − λTd where bλ(p) =
b(p)+λd(p) and the Lagrangian multiplier is λ. By using the Lagrangian duality
principle, we can obtain the proof of L(λ) ≤ b(p∗).

Then, we use algorithm 1 to find the path of smallest bλ between S and
D. In algorithm 1, PathAlgorithm is a procedure of finding a shortest path of
the cost C. If we find the minimum cost path within the deadline, this path is
the offloading strategy, or we update pb and pd repeatedly to get an optimal
λ. Although the algorithm cannot guarantee to find the optimal path, it can
obtain a lower bound of the optimal solution. And its running time is shown to
be polynomial [10].
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Algorithm 1 Finding minimum cost path of bλ for collaborative task execution
1: Input: S, D, Td

2: pb ← PathAlgorithm(S, D, b)
3: if d(pb) ≤ Td then
4: return pb

5: end if
6: pd ← PathAlgorithm(S, D, d)
7: if d(pd) > Td then
8: return “There is no solution”
9: end if

10: while true do
11: λ ← c(pb)−c(pd)

d(pd)−d(pb)

12: pλ ← PathAlgorithm(S, D, bλ)
13: if bλ(pλ) = bλ(pd) then
14: return pd

15: else
16: if d(pλ ≤ Td) then
17: pd ← pλ

18: else
19: pb ← pλ

20: end if
21: end if
22: end while
23: Output: p∗

λ

4.2 Dynamic Programming Algorithm for Optimal Offloading
Decision

In order to apply the Algorithm 1 to the optimal offloading decision, we need
to find the shortest path according to the task execution cost, execution time
and aggregation cost. Specifically, we view all tasks as a multistep process with
chain structure, that is, a multistep decision process.

The state transition process for the optimal offloading decision of collabo-
rative task execution is shown in Fig. 4. State 0 and state n + 1 represent the
start and end of the whole application execution respectively. State k represents
that the task k has been executed, and k = 0, 1, 2, ..., n + 1. We define rk as
the location identifier of the task k that has been executed, so rk = 1 indicates
that the task k is executed at the position of the vehicle 1. Particularly, rk keeps
tracking the position of the task. Task n+1 is considered to be the output result
of the application. Since the output result need to be sent back to the starting
point after the completion of task n, it is assumed that the task is initiated from
vehicle m, so it can be obtained that r0 = m and rn+1 = m are the start and end
point of the application task. The output result does not need to be calculated,
and the user does not need to buy the computing resource so we have bm

n+1 = 0.
In the next part, we will find the minimum cost, time delay, and aggregation

cost by using the established iterative equations, respectively.
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First, we define Gk−1(rk−1) as the minimum cost of task k − 1 to task n + 1.
G0(r0) is the minimum cost for all tasks of the application, given Gn+1(rn+1) =
0. On this basis, we can establish an iterative formula of the latter term value
for the minimum cost. Knowing Gk(rk) at state k for location rk, we can obtain
every decision at state k − 1 so that the cost from state k − 1 to state n + 1 is
minimized. The backward value iteration equation of minimum purchase cost is
shown as follows:

Gk−1(rk−1) = min
sk

[bk(rk−1, sk) + Gk(rk)]

Gn+1(rn+1) = 0
(2)

bk(rk−1, sk) refers to the cost to be paid for making the offloading decision sk of
task k after task k−1 at position rk−1 is completed. Both Gk(rk) and bk(rk−1, sk)
are known values. The value of latter one can be obtained when the task is
offloaded, bk(rk−1, sk) = by

k, and sk = y. The system state starts from the state
n, and the value of the previous state Gn(rn) can be obtained from the initial
condition Gn+1(rn+1) = 0 given in the state n + 1. Then repeat this procedure
for numerical iteration, and you can find the optimal objective function value,
optimal decision, and optimal path for the entire multistep decision problem in
reverse order.

Second, we define Hk−1(rk−1) as the minimum completion time of task k −1
to task n + 1. G0(r0) is for the minimum task completion time of all tasks,
given Hn+1(rn+1) = 0. The backward value iteration equation of minimum task
completion time is shown as follows:

Hk−1(rk−1) = min
sk

[tk(rk−1, sk) + Hk(rk)]

Hn+1(rn+1) = 0
(3)

Third, we define Jk−1(rk−1) as the minimum aggregated cost of task k−1 to
task n+1. J0(r0) is the minimum aggregated cost for all tasks of the application,
given Jn+1(rn+1) = 0. The backward value iteration equation of minimum task
aggregated cost is shown as follows:

Jk−1(rk−1) = min
sk

[bk(rk−1, sk) + λdk(rk−1, sk) + Jk(rk)]

Jn+1(rn+1) = 0
(4)

We can use the iterative equations (2), (3), and (4) to imple-
ment the processes of PathAlgorithm(S,D, b), PathAlgorithm(S,D, d), and
PathAlgorithm(S,D, bλ) to find the minimum cost, time delay and aggre-
gated cost, respectively. Finally, the minimum cost offloading decision strategy
is obtained in Algorithm 1.

5 Numerical Analysis

In this section, we evaluate the performance of task decision strategies for col-
laborative task execution. We use some of the parameters in [8,11] and com-
munication between vehicles consider the use of carrier aggregation technology
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[12] to increase bandwidth, as shown below: B1 = 20 MHz, B2 = 100 MHz,
the thermal noise density −174 dbm/Hz, pv = 23 dBm, pMEC = 46 dBm.
Assume that the members of the platoon consist of nine vehicles, {fv} =
{3000 100 620 660 600 900 700 630 550 800} MHz, αv = 1, αMEC = 0.9,
µ = 0.008, η = 0.5.

(a) (b)

(c) (d)

Fig. 3. Task offloading decision

We consider a mobile application that consists of 12 tasks, the application
deadline is 0.4s, and the offloading decision and details are shown in Fig. 3.
In Fig. 3a, the decision strategy is S∗ = {9, 9, 9, 9, 9, 9, 9, 9, 9, 8, 8, 9} and the
amount of computation cycles required for each task of the application is small,
but relatively large transmission data size of the task limits the execution of
the task on the MEC server, because the transmission data rate between vehi-
cles is much faster than that between vehicles and BS. If the task is to be
offloaded to the MEC server, it will lead to a large transmission delay. In Fig. 3b,
the decision strategy is S∗ = {9, 5, 5, 0, 0, 0, 5, 0, 0, 5, 5, 9} and the size of the
transmitted data is small, and the computation cycles of each task require-
ment is increased. In order to satisfy the time constrained requirement of the
task, a task whose computation cycles is too high is offloaded to the MEC
server. The reason why the first task is not offloaded to the MEC server is
that an excessively high transmission delay will be caused. In Fig. 3c, the deci-
sion strategy is S∗ = {9, 7, 7, 3, 1, 5, 5, 5, 1, 3, 3, 9} and each task requires a small
amount of computation cycles, so the MEC server doesn’t need to provide com-
putational assistance to the task execution. In Fig. 3d, the decision strategy is
S∗ = {9, 5, 5, 0, 0, 0, 0, 0, 5, 5, 5, 9} and the last four tasks are executed in platoon
to avoid high data transmission delays from the BS back to the vehicle. These
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four cases show that the MEC server and the platooning can complete the task
cooperatively. According to the different parameters of the task, the tasks can
be offloaded reasonably, and the deadline of the task can be satisfied. In addi-
tion, there is a ratio between the computation cycles and the data size of a task,
which should be greater than a threshold when a task needs to be offloaded to
a MEC server; similarly, when a task needs to be offloaded to a vehicle in the
platoon, the ratio of the computation cycles and the size of the data should also
be greater than a threshold. We will find this threshold in future research.

In Fig. 4, we compare the cost under three execution modes and CBF (the
Constrained Bellman-Ford [13]) algorithm, that is, platoon execution, collab-
orative execution, and the results obtained using the CBF algorithm. The
parameters are set to: {dk} = {100 40 1 2 1 2 1 2 1 1 100} kb, {wk} =
{40 20 50 30 50 20 40 30 30 20} Mcycles. First, compared with MEC server
execution, collaborative execution can greatly reduce the cost when the task
deadline is large. In most deadlines, collaborative task execution reduces task
execution cost by more than four times. Second, collaborative task execution is
more flexible than MEC server execution. That’s because of the low transmission
rate between the vehicle and the BS, the high transmission delay will be caused
by the MEC server execution, so the tasks with a large amount of data trans-
mission can not be completed within the deadline. Third, only collaborative task
execution can complete the application within 0.25 s of the deadline, and it costs
less than the MEC server to execute. Fourth, due to the increase of the deadline,
the cost of platoon task execution and collaborative task execution is the same
when the deadline is 0.45s, because after this deadline, the task execution does
not require the participation of MEC server. The computational resources pro-
vided in the platoon are sufficient to enable the task to be completed within the
deadline. The results of the local execution of the task were not drawn, because
3.3s is the minimum deadline, far from meeting the requirements of the task
time constrained. Fifth, we can see that the collaborative task execution is very
similar to the CBF algorithm, so the algorithm of collaborative task execution
can be well applied in this scenario.

Fig. 4. Cost vs deadline
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6 Conclusion

In this paper, the procedure of platoon and MEC server executing the task
cooperatively within the task deadline is studied. We transform the task decision
problem into the shortest path problem in a directed acyclic graph. We use the
“LARAC” algorithm to obtain the optimal decision strategy for the tasks. Our
research shows that there are more than one migration between the platoon
members and the MEC service, and all the members have the opportunity to
participate in the tasks execution. In addition, collaborative task execution can
greatly reduce task execution cost and execution time.

In future research, the topological model of the tasks can be extended to vari-
ous graphs (such as grid, tree, etc.). According to these structural characteristics,
we will establish an optimal task decision strategy.
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Abstract. Ultra dense network (UDN) is considered as one of the key
techniques to boost the network capacity in 5G. In order to reduce the
huge backhaul cost and end-to-end transmission delay, caching the pop-
ular content at the edge of UDNs is an inspiring approach. Considering
that the storage capacity of a single small base station (SBS) in UDNs
is usually limited, SBSs cooperation to store respective file fragments is
an interesting approach that needs further investigation. In this paper,
we propose a cluster-based caching strategy (CBCS) for limited storage
SBSs in UDNs. A novel clustering scheme based on SBSs’s load capacity
and location is designed with consideration on files fragments and SBSs
cooperation. We target the minimum average download delay under the
constraint of the number of SBSs in a cluster. The simulation results
show that the proposed algorithm could achieve a better hit ratio and
has a lower average download delay.

Keywords: Ultra dense network · Clustering · Caching · Download
delay · Hit ratio

1 Introduction

With the rapid deployment of intelligent terminals and the exponential growth in
network traffic volume, the traditional techniques have proved incapable of satis-
fying the increasing traffic demand. Ultra dense network (UDN) is considered to
be one of the most important techniques to improve capacity and meet the users
experience. UDNs generally consists of numerous low power small base stations
(SBSs) and deployment density of SBSs is much higher than Long Term Evolu-
tion (LTE) networks [1]. However, user will experience unbearable long delay in
getting content due to the congestion in backhaul links, it can lead to significant
decline in service quality, backhaul capability may become the bottleneck for
UDNs. Recent years, caching at the network edge has been paid much atten-
tion and become an important way to tackle the backhaul limitation bottleneck
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and reduce the latency of services [2]. Nevertheless, considering the deployment
costs, the storage capacity of a single SBS in UDNs is very limited. So how to
effectively cache files and transmit is an open issue.

To meet the cache limited conditions in UDNs, each SBS stores file fragments
instead of full file so each SBS could cache portions of multiple files. Taking into
account the densification of UDNs, cluster-based SBSs cooperation cache could
further enhance the network performance. There are many existing work related
to the clustering and caching issues. In [3], a cluster-based resource allocation
strategy is proposed to effectively mitigate the interference and boost energy
efficiency (EE) of the UDNs. In [4], in order to maximize the EE of wireless
small cell networks, a locally group based on location and traffic load is proposed
to couple SBSs into clusters. In [5], the adjacent SBSs are divided into disjoint
clusters by using a hexagonal mesh model with distance between cluster centers
is 2Rh, and they don’t consider the case of empty clusters. In [6], a distributed,
cached and segmented video download algorithm based on D2D communication
is introduced to effectively improve the throughput in cellular networks. Li et al.
[7] proposed a socially aware caching strategy for UDN to improve the network
throughput. In [8], a tri-stage fairness algorithm is proposed to solve the resource
allocation problem in UDNs. In [9], to resolve the interference and backhaul
issues, a backhaul limited cache transmission scheme based on the linear capacity
scaling law is proposed in UDN.

So far, there is few well recognized caching strategy for UNDs with limited
storage. In this paper, considering the UDNs densification and limited cache
capacity, we propose a clustered-based caching strategy (CBCS) to reduce down-
load delay and improve hit ratio. A novel clustering scheme based on SBSs’s load
capacity and location is introduced with the same SBSs number in each cluster.
Sorting the contents according to their popularity, and caching different frag-
ments of the most popular contents in different SBSs whose in the same cluster.
By changing the number of SBSs in a cluster, the minimum download delay could
be found. Simulation results show that the proposed algorithm could achieve a
better hit ratio and has a lower average download delay.

The structure of this paper as follows. The system model and problem formu-
lation is written in Section II. We propose clustering and fragment-based caching
strategy in Section III. In Section IV, we describes in detail the simulation results
and discussions. Finally, in Section V, we conclude this paper.

2 System Model and Problem Formulation

2.1 Network Model

In Fig. 1, we describe the edge caching network in UDNs in this paper. The
network contains S SBSs with U mobile users and one MBS. The users connect
to SBSs and SBSs connect to MBS via wireless links. The MBS connection to
the core network with wire links. We assume each SBS caches files according to
the cache scheme and the size of different files are same.
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2.2 SBS Clustering Model

Identifying similarities between SBSs is important step in cluster strategy. The
location of SBSs and their load capacity are two important ones of many simi-
larity features. The SBS locations reflect the capability of coordination among
nearby SBSs while the SBS load capacity defines mutual interference and the
willingness to cooperate [4]. Next, similarities between SBSs based on location
and load capacity can be calculated as follows.

Fig. 1. Edge caching network considered in UDNs

Firstly, based on the distance between SBSs S and S1, we calculate the
Gaussian similarity as follows:

XSS1 =

⎧
⎨

⎩

exp(
−||XS−XS1 ||2

2σ2
X

) if ||XS − XS1 || ≤ r,

0 otherwise.
(1)

Where σX is a constant and XS is the coordinates of the SBS S in the Euclidean
space. The r denote maximum neighborhood distances between SBSs. Further-
more, the value of XSS1 is used as the (S,S1)-th entry of the distance-based
similarity matrix S. As these SBSs get closer, the similarity will increase and
SBSs are more likely to cooperate with each other.

Secondly, for the sake of simplified, we assume that the frequency of the
user request file is the same. So SBS’s load capacity simplified as the maximum
number of users which SBS can service. So the load-based dissimilarity between
SBSs S and S1 can be calculated as follows:

NSS1 = exp(
−||NS − NS1 ||2

2σ2
N

) (2)
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Where σN controls the range of the dissimilarity and NS is the maximum number
of users which SBS S can service. In addition, the load-based dissimilarity matrix
N is formed using NSS1 as the (S,S1)-th entry. In general, the SBSs with different
load capacity yield more benefit by offloading traffic to one another.

Thirdly, the joint similarity matrix W with WSS1 as the (S,S1)-th element
which combine distance-based similarity with load-based dissimilarity is formu-
lated as follows:

WSS1 = (XSS1)
θ · (NSS1)

(1−θ), θ ∈ [0, 1] (3)

Where θ controls the extent to which the distance and load affect the joint
similarity.

Finally, we propose a clustering mechanisms based on a similarity matrix W.
A SBS was randomly selected as the center of the initial cluster and it find the
most similar k the SBSs form a cluster according to the similarity matrix W.
Choose remainder SBS which closest to the previous cluster center as the center
of the new cluster. It will select SBS which already within the cluster to ensure
every cluster has the same number of SBSs. Once clusters are formed, the SBS
which load capacity is best within the cluster is selected as the cluster head. The
cluster head is used to allocating resources within a cluster and coordinate the
transmissions between the cluster members.

2.3 Caching and Transmission Model

In Fig.1, we also describe the specific caching scheme and transmission
model. We consider a finite and sorted by popularity content library F =
{f1, f2, · · · , fi, · · · , fI} in UDNs, where fi is the i-th most popular file and the
size of each file are F . Each SBS can store up to M files and MBS can be cached
N(M < N < T ) files. A cluster can cache kM files with k cooperative SBSs.
We choose kM of the most popular file and each file (e.g. video) is divided into
k fragments and caching in the different SBS. Moreover, files fi with popularity
order kM < i ≤ kM + N are cached in MBS and the remaining files are not
cached.

When a user requests file from F, he or she can obtain file mainly through
the following three ways.

(1) SBS Transmission: When the file with popularity order 1 ≤ i ≤ kM ,
k SBSs in the cluster has different fragments of this file. On the one hand,
fragments are transmitted to the user directly by the SBS (e.g. SBS1 and SBS2)
which cover the user. On the other hand, cluster head scheduling remaining SBSs
(just like SBSk) by relay sending fragments to the user.

(2) MBS Transmission: When the file with popularity order kM < i ≤ kM +
N which caching in MBS, the SBS needs to get this file from MBS and send it
to the user.

(3) Core Network Transmission: When the file not cached, the SBS needs to
get this file from the core network and send it to the user.
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2.4 Average Hit Ratio

We assume each local user issues an independent request for a file whose probabil-
ity is related to Zipf-like popularity distribution [10]. A user has the probability
pi of requesting the i-th file. We can get pi through

pi =
1/iα

I∑

j=1

(1/jα)
(4)

Where α is a decay constant. So the SBS expected hit ratio is calculated as

PS
hit =

kM∑

i=1

pi (5)

It is obvious that the cache hit ratio will increase if the number of SBSs in a
cluster increase.

2.5 Average User Download Delay

Let σ2 be the noise power. The hs,u, hM,s means the channel gain between SBS
s to user u and the MBS to SBS s, respectively. Denote the transmission power
of the SBSs, the MBS as PS and PM respectively.

In order to simplify the calculation, we assume that MBS and SBSs not reuse
spectrum resources and the MBS has the bandwidth ωM . The SBSs which in
a cluster allocate orthogonal frequency band ωS . So the signal-to-noise ratio
SNRs,u between SBS s and user u and the SNRM,s between MBS and SBS s

could be denoted as SNRs,u = PS ·hs,u

σ2 and SNRM,s = PM ·hM,s

σ2 . Thus we would
get the user u download Delayu

1 of SBS transmission and the Delayu
2 of MBS

transmission. The expression of Delayu
1 is

Delayu
1 = arg max

s=1,2,··· ,t
NsF/k

ωS

k · log2(1 + SNRs,u)
(6)

Where Ns is the number of fragments which SBS s required to transmit. Denote
the number of SBSs which directly linked to the user as t.

The Delayu
2 contains the delay of SBS receiving file from MBS and SBS

sending the file to the user. We can get Delayu
2 through

Delayu
2 =

F

ωM · log2(1 + SNRM,s)

+
F

ωS · log2(1 + SNRs,u)

(7)

When a user requests for the files which are not cached. The user download
delay contains Delayu

2 and the delayc,M of core network sending file to MBS. To
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simplify, we denoted delayc,M as C which is a constant. Therefore, the Delayu
3

is calculated as
Delayu

3 = Delayu
2 + C (8)

The user obtain files probability Pu
1 through SBS transmission, Pu

2 through
MBS transmission and Pu

3 through core network transmission could be denoted

as Pu
1 = PS

hit, Pu
2 =

kM+N∑

i=kM+1

pi and Pu
3 = 1−Pu

1 −Pu
2 respectively. The theoretical

expression of user u average download Delayu is

Delayu = Pu
1 · Delayu

1 + Pu
2 · Delayu

2 + Pu
3 · Delayu

3 (9)

3 The Proposed CBCS Algorithm

In this section we rearrange the CBCS algorithm ideas. For SBSs, we propose
a clustering mechanisms based on SBSs’s location and load capacity in which
every cluster has the same number of SBSs. For users, we count and sort the
popular files that they might need. Furthermore, we can calculate each requiring
probability of the files by (4). We would give the maximum number K of SBSs in
a cluster so as to find the minimum value of average download delay conveniently.

After all the SBSs have been successfully clustered, and popular files have
been cached in the appropriate location according to the cache strategy, then
the user starts to access the SBS and requests files. Firstly, the connected user
check whether required files already cached in SBSs. User can obtain required
files according to SBSs transmission if required files already cached in SBSs.
It follows MBS transmission if this file cached in MBS. Otherwise, it follows
core network transmission. Then, the average download delay can be calculated
according to (9). Our goal is to minimize the average download delay under
the constraint of the number of SBSs in a cluster. The optimization problem is
accordingly formulated as:

minimize
k

Delayu

subject to: k ∈ {1, 2, · · · ,K}
(10)

Where K is the maximum number of SBSs in a cluster. Change the number
of SBSs in a cluster, the minimum average download delay could be found. In
Algorithm 1, we summarize the process of the CBCS algorithm as follows.

4 Simulation Results And Discussions

In this section, we evaluate the performance of the CBCS algorithm and analyze
the impact of important parameters through simulation. For comparison, we
simulated the “most popular” placement (MPP) scheme which each SBS cache
the M most popular files mentioned in [11].



122 C. Hu et al.

In the simulation, we let F = 10M bits, α = 0.8, I = 200, M = 10, N = 100,
and β = 4 if there are no special instructions. Simulation area size of 200 m*200 m
and we put the MBS in the center. 50 SBSs are random distribution and coverage
area radius r is 50 m. The values of PS and PM are 100 mW and 20W respectively,
and L0 = −30 dB. The value of σ2 is −100 dBm and bandwidth ωM = ωS =
1 MHz [12]. We assume the value of delayc,M as C is 1 s.

We can get the relationship between average hit ratio and the number of SBSs
in a cluster from Fig. 2. As can be seen, increasing the value of k is beneficial to
increase the cache hit ratio, and the growth rate becomes smaller. The larger the
value of k is, the more files are stored in a cluster and therefore the SBS hit ratio
would increase. However, file transmission collaboration between SBSs becomes

Algorithm 1 Minimizing Average Download Delay in UDNs via CBCS
1: Initialization:
2: (a) Set S SBSs coordinates XS and load capacity NS subject to random distribu-

tion. Set constant σX ,σN ,r,θ;
3: (b) SBS storage capacity M, MBS storage capacity N, number of all files I, size of

the files F;
4: (c) SBS transmission power PS , transmission power PM , noise power σ2, channel

gain relevant parameters L0 and β, SBSs cluster bandwidth ωS and MBS band-
width ωM , set K.

5: Calculate matrix W according to (1),(2),(3) and select initial SBS.
6: for k = 2, · · · , K do
7: while the number of remainder SBSs �= 0 do
8: Find the number n of remainder SBSs which the similarity with cluster

center is greater than 0.
9: if n > k − 1 then

10: Find most similar k SBSs form a cluster.
11: else
12: Select SBS already within the cluster to ensure every cluster have the k

number of SBSs.
13: The file placement strategy shown in Fig.1
14: The users connect to the SBSs.
15: for u = 1, · · · , U do
16: User Uu begin to require files.
17: if this file is stored in SBSs then
18: Calculate the download Delayu

1 .
19: else
20: if this file is stored in MBS then
21: Calculate the download Delayu

2 .
22: else
23: Calculate the download Delayu

3 .

24: Calculate the user u average download Delayu.

25: Calculate the average download Delay.
26: Calculate the SBS expected hit ratio P S

hit.

27: Output the Delaymin and P S
hit.
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complicated. Thus, the higher average download delay appears. Further, the
smaller the value of I is, the higher the hit ratio.

Figure 3 indicates the changes of average download delay with different num-
ber of SBSs in a cluster. In Fig. 3, from 1 to 6 the number of SBSs in a cluster,
the user download delay firstly decreased and then increased. The reason for
firstly increased is the probability of SBSs transmission increasing whose delay
smaller than MBS transmission. Along with the increase of k, SBS cooperative
transmission is more and more complex, finally the transmission delay over MBS
transmission. Therefore, the user download delay would increase. Furthermore,
when S = 50, combined with Fig. 2 compare MPP and CBCS (k = 4), we can see
that average hit ratio increases from 0.35 to 0.6 while average download delay no
change. The simulation results verify that our algorithm can bring better cache
hit ratio in UDNs.

In Fig. 4, we compare the average download delay performance of CBCS and
MPP for different total SBSs. Figure 4 clearly shows that the average download
delay decreases when the value of S increases with CBCS. However, the delay
basically no change with MPP. This is because we place the user in a fixed
position nearby the cluster head to simplify, so the distance between user and
SBS is fixed with MPP. The average download delay is not changed. The distance
between the user and SBS decreases when the value of S increases with CBCS,
as a result, the user download delay is reduced.
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Fig. 2. The average hit ratio with different number of SBSs in a cluster

Figure 5 illustrates the the effect of the Zipf parameter α on the average
download delay. We can see from Fig. 5 that when the Zipf exponent increases,
the user average download delay decreases. The reason is higher α means that
the popularity of the top files in the library will increase, and they are more
often required and SBS transmission delay smaller than MBS transmission in
general. Furthermore, on account of the SBSs which in a cluster could be allo-
cated orthogonal frequency band ωS and MPP means that each the bandwidth
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of the SBS is ωS , so MPP less than CBCS SBS transmission delay according to
(6). That is the reason for MPP less than CBCS average download delay when
α > 0.9.
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5 Conclusion

In this paper, we focus on the issue of how to cache under limited storage capacity
in UDNs. We designed a CBCS algorithm based on SBSs clustering and files
fragments. A clustering scheme is proposed based on SBSs’s location and load
capacity in which every cluster has the same number of SBSs. Then, we split files
into fragments and caching them in different SBSs. To find the optimal solution, a
traversal algorithm is used to resolve the optimization model. Compared with the
MPP algorithm, the simulation results show that the proposed CBCS algorithm
can achieve a higher hit ratio under similar average download delays. For future
work, in order to improve the performance of the system, variable number of
SBSs inside the cluster would be considered, as well as the user movement in
UDNs.
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Abstract. Deep Convolution neural networks (CNN) has achieved great suc-
cess in the field of image recognition. But in the image retrieval task, the global
CNN features ignore local detail description for paying too much attention to
semantic information of images. So the MAP of image retrieval remains to be
improved. Aiming at this problem, this paper proposes a local CNN feature
extraction algorithm based on image understanding, which includes three steps:
significant regions extraction, significant regions description and pool coding.
This method overcomes the semantic gap problem in traditional local charac-
teristic and improves the retrieval effect of global CNN features. Then, we apply
this local CNN feature in the image retrieval task, including the same category
retrieval task by feature fusion strategy and the instance retrieval task by re-
ranking strategy. The experimental results show that this method has achieved
good performance on the Caltech 101 and Caltech 256 classification datasets,
and competitive results on the Oxford 5k and Paris 6k instance retrieval datasets.

Keywords: Significant regions � Image understanding � CNN
Image retrieval

1 Introduction

Content based image retrieval (CBIR) uses the description of image content to search
similar images. Most of the existing methods employ low-level visual features of
image, such as Sift [1], BoW [2], Fisher vector [3] and VLAD [4]. Although CBIR in
the past decade has made a lot of scientific research and set up some research or
commercial image retrieval systems, but most of the image retrieval performance
cannot satisfy the requirement. The main reason is semantic gap problem.

Image descriptors based on the activations within deep convolutional neural net-
works have emerged as state-of-the-art generic descriptors for visual recognition [5–7].
CNN global characteristics as a kind of high-level semantic representation, used in
other recognition tasks and performed well [8–11]. Razavian [12] studied the charac-
teristics of global CNN feature and used it for different image recognition tasks,
including image retrieval. Yandex [13] achieve a remarkable increase in performance
by fine-tuning CNN model on target dataset and extracting fc6 layer features. Lin [14]
utilized hash code to transform fc6 layer features into a binary sequence, and greatly
improved the retrieval efficiency.
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But there are still some problems to be solved. Global CNN feature contains too
many high-level semantic information related to the classification, so it tends to ignore
the details of images. Recently, some studies began to focus on the image character-
istics of granular to improve the global CNN feature. Wang [15] put forward using
triplet to increase similarity intra-class and distinction between classes, and proposed a
multi-scale network to increase the local detail information in the image. An adaptive
region detection method [16] is proposed to eliminate the street snap clothing pictures
and store clothing pictures. Clothing attribute dataset is used to mining the fine-grained
properties. CKN [17] network was proposed to extract local degeneration character-
istics of images. Then Mattis [18] used unsupervised training CKN network to extract
local features in image retrieval task.

Combined the advantage of traditional local features, we propose a local CNN
features extraction method based on image understanding. This work presents three
contributions:

First, we propose a local CNN feature method including three steps: significant
regions extraction, significant regions description and coding. Among them, the sig-
nificant regions are extracted based on image understanding, which can describe the
whole attribute of the image and the relation between different entities.

Figure 1 shows eight extraction results of the significant regions. The raw pictures
come from four different datasets, which will be used in the retrieval tasks in Sect. 3.

Second, we fusion the global CNN feature and local CNN feature and apply it in
the same category retrieval task.

Third, we put forward the re-ranking algorithm based on significant regions and
employ it to instance retrieval task. The experimental results show that the proposed
methods can further improve the accuracy of image retrieval.

The rest of this paper is organized as follows. The details of the proposed local
CNN features and image retrieval method are given in Sect. 2. We give the experi-
mental results and analysis in Sect. 3. Finally, we conclude in Sect. 4.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 1. The results of significant regions. (a) and (b) come from Caltech 101 dataset. (c) and
(d) come from Caltech 256 dataset. (e) and (f) come from Oxford 5k dataset. (g) and (h) come
from Paris building 6k dataset
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2 Methodology

In this section, we give the details of the proposed local CNN features for image
representation and apply it for the image retrieval tasks

2.1 CNN Feature Based on Significant Regions

In traditional image retrieval task, local feature showed greater advantage than global
feature, because it can describe more details information and have scale, rotation and
brightness invariant. Sift feature is a very common local descriptor. it contains key
points detection, key points description and coding three steps to condense the image
information into 128 dimensional feature vector. In view of the outstanding charac-
teristics of the sift feature, this paper uses image understanding theories and models to
extract the significant regions. Then by significant regions description and coding we
generate local CNN feature. Algorithm process as shown in Fig. 2.

In Fig. 2, the process of extracting local CNN feature can be divided into four parts

(a) CNN + RPN + LSTM model used to extract the significant regions and the model
is trained on image understanding task;

(b) Picking out the highest score of K a significant area;
(c) Describing the K significant regions through identification network and generating

feature description;
(d) Coding by sum-pooling.

2.2 Significant Regions Extraction Based on Image Understanding

In order to solve semantic gap problem, this paper attempts extract significant area from
the perspective of image understanding

In image caption task, it needs to locate the target area, and also describes the target
area in natural language. We use CNN + RPN + LSTM structure to locate the

Recognition 
network

Image 
understanding

Significant 
regions

Sum-
pooling

Regions 
description

Input image

Fig. 2. Local CNN feature extraction process
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significant regions, then filter these areas and code to generate low dimensional feature
vector. The model structure is shown in Fig. 3.

CNN network. We discard the softmax layer and fully connected layers of the original
network. Given an input image I of size W � H, the activations (responses) of a
convolutional layer form a 3D tensor of W’ �H’ � C dimensions, where C is the
number of output feature channels, In this paper, C = 512, W’ = ⌊W/16⌋, H’ = ⌊H/16⌋.

RPN localization layer. RPN localization layer receives the input feature maps, then
pinpoints the interest regions and extracts an appropriate length denoting from every
region. The structure of RPN localization layer based on the idea of Faster R-CNN. We
replace the ROI mechanism in Faster R-CNN to bilateral interpolation method, which
can makes candidate regions back propagate the edge information to previous layers.
So the edge information can be learned in the process of training. The localization layer
accepts a tensor of activations of size C � W’ � H’. It then internally selects B regions
of interest and returns three output tensors giving information about these regions:

• Region Coordinates: A matrix of shape B � 4 giving bounding box coordinates for
each output region.

• Region Scores: A vector of length B giving a confidence score for each output
region. Regions with high confidence scores are more likely to correspond to
ground-truth regions of interest.

• Region Features: A tensor of shape B � C � X � Y giving features for output
regions.

RPN layer is mainly to locate the candidate regions, and filter the regions according
to NMS. The rest of the regions are the significant regions in this paper

Recognition network. The recognition network is a fully-connected neural network
that processes region features from the localization layer. The features from each region
are flattened into a vector and passed through two full-connected layers, each using
rectified linear units and regularized using dropout. For each region this produces a
description of dimension D = 4096 that compactly encodes its visual appearance. This
description of dimension B � 4096 is what we need to code in our task.

LSTM

Input image
3 x W x H Regions feature

B x C x X x Y

Recognition 
Network

Regions description
B x DConv feature

C x W x H

VGG

White cat

Cats watching 
computer

RPN

Fig. 3. CNN + RPN + LSTM model
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LSTM language model. The LSTM model only work in the model training process.
We just use it to make the model oriented to image understanding task rather than
classification task. We use the Visual Genome dataset [19] to pre-train the model. The
aim is to make the model have the ability to locate the significant regions and dig the
relation between different entities. The description we need is from recognition
network.

2.3 Sum Pooling Coding

In the previous steps, we complete preliminary coding through the recognition network.
Then the description of dimension B � 4096 will need to encode into a feature vector
in image retrieval task. And the principle for the sum pooling coding is:

First of all, we calculate the sum of feature value and in all significant regions about
each dimension

F
0
k ¼

PB

i¼1
Ci# ð1Þ

Then the feature code is the proportion of each dimension

Fk ¼ F0
kP4096

k¼1
F0
k

# ð2Þ

2.4 Same Category Retrieval

This article takes the algorithm of fusion global CNN features and local CNN in the
same category retrieval task. In this part, our local CNN feature based on significant
regions aims to improve the global CNN global feature which cannot describe the local
details of the image. Algorithm process is shown in Fig. 4.

In Fig. 4, the upper part employs CNN model as global feature extractor. The
second half part is the process of local CNN feature in this paper. Finally, we fuse them
together in the same category retrieval task. The dimension of global and local CNN
feature vector is 4096.

Input image CNN model

Significant 
regions 

extraction

Signification 
regions 

description

Sum pooling 
encoding

Gobal CNN 
feature

Local CNN 
feature

fusion

Fig. 4. The process of same category retrieval
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We use PCA and L2 regularization to fuse them and get the final feature vector.
According to the above method, all the pictures can be extracted feature vectors and
build features library.

2.5 Instance Retrieval

In instance retrieval, we concentrate on objects in images rather than the class of full
image. We employ feature aggregation by cross-dimension weighting proposed by
Crow [20] to make initial retrieval and obtain Top-N retrieval results. We propose
salient region extraction algorithm to re-rank the Top-N images. The re-ranking
algorithm is as follows:

(a) We employ CNN network to extract global query feature q.
(b) We extract salient region in Top-N image and global feature p in every salient

region. We re-rank the Top-N based on the similarity between q and p. Images with
the highest scores ranking move forward, to further improve the retrieval result.

3 Experiments and Results

3.1 Datasets

We use Caltech 101 and Caltech 256 datasets to verify the results of our method for the
same category retrieval task.

Then, we use Oxford Buildings and Paris Buildings to verify the results of our
method for the instance retrieval task.

3.2 Experiment in Same Category Retrieval

In this part, we evaluate the ranking of Top-K images with respect to query image q by
a precision

AP@k ¼
Pk

i¼1
Rel ið Þ
k

ð3Þ

Where Rel(i) denotes the ground truth relevance between a query q and the i-th
ranked image. Here, we consider only the category label in measuring the relevance so
Rel(i) 2 {0,1} with 1 for the query and the i-th image with the same label and 0
otherwise.

For each dataset in the experiment, the 5% of the total images are randomly
selected as query images. When Top-10 retrieval results are returned, the experimental
results are shown in Table 1.

Seen from Table 1, the MAP of traditional algorithms such as BoW is low in the
same category retrieval task. The image retrieval algorithm based on deep learning
achieves better performance. On Caltech 101, the average retrieval accuracy of global
CNN features is 79.14%. The average retrieval accuracy of this algorithm is 80.67%,
and the average retrieval accuracy of this algorithm is improved by 1.53%. On the
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Caltech 256 dataset, the average retrieval accuracy of global CNN features is 64.91%.
The average retrieval accuracy of this algorithm is 67.37% and the retrieval accuracy is
2.46%, which proves the accuracy and effectiveness of this algorithm. Finally, we
visualize the retrieval results, and choose top 12 most similar results with the query
image for display. The result is shown in Fig. 5.

Table 1. The MAP on Caltech 101 and Caltech 256 datasets using different features

Method Caltech 101 Caltech 256

BoW 0.223 0.268
Global CNN feature 0.791 0.649
Ours 0.807 0.674
Ours + QE 0.801 0.701

(a) Caltech 101 dataset

(b) Caltech 256 dataset

(c) Oxford Buildings

(d) Paris Buildings

Fig. 5. A same category retrieval example on Caltech 101 and Caltech 256 datasets. An instance
retrieval example on Oxford Buildings and Paris Buildings. The left-most image in each row
corresponds to the query.
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3.3 Experiment in Instance Retrieval

In accordance with of the algorithm Sect. 2.3, this article uses the Oxford and Paris
dataset to evaluate the MAP of instance retrieval task. And we compare with some
state-of-art algorithms such as R-MAC [21], SPOC [4], the Crow [20]. The experi-
mental results as shown in Table 2. From the table, we can find that the MAP of the
algorithm in this paper still be proved competitive compare to these state-of-art algo-
rithms. Finally, we visualize the retrieval results, and choose top 12 most similar results
with the query image for display. The result is shown in Fig. 5.

4 Conclusion

This paper presents a local CNN feature algorithm based on significant regions. The
method uses Visual Genome dataset to train the model, which aims to extract the local
information by image understanding. This method overcomes the semantic gap prob-
lem in traditional local characteristic and improves the retrieval effect of global CNN
features. The experimental results show that this method has achieved good perfor-
mance both in the same category retrieval task and instance retrieval task.
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Abstract. Due to having a better performance of bit error rate (BER), sys-
tematic polar codes have been potentially applied in digital data transmission. In
the systematic polar coding, source bits are transmitted transparently. In this
paper, we propose a scheme of novel partial systematic polar coding in which
the encoded codeword is only composed of partial source bits with respect to the
encoded word of systematic polar codes. To effectively reduce the resource
consumption of the systematic encoder/decoder under all-zero frozen bits, the
partial systematic polar codes are introduced subsequently. Then the simulation

results in terms of core F ¼ 1 0
1 1

� �
are provided to demonstrate the afore-

mentioned analysis with negligible difference of BER performance.

Keywords: Polar codes � Non-systematic polar codes � Systematic polar codes
Partial systematic polar codes

1 Introduction

Polar codes are the first provably capacity-achieving codes for any symmetric binary-
input discrete memoryless channel (DMC) [1] with flexible encoding and decoding
arrangements. The original manner of polar codes is non-systematic codes. Compared
with such codes, the systematic polar codes proposed by Arikan show the better BER
performance in the successive cancellation (SC) decoding algorithm [1, 2].

The BER performances of non-systematic/systematic codes are same among the
classical linear error-correction codes, such as Bose–Chaudhuri–Hocquenghem
(BCH) codes [3] and Low-Density Parity-Check (LDPC) codes [4] etc. As a linear
coding strategy, the non-systematic polar codes proposed by Arikan are produced when
the information and the frozen bits pass through the generator matrix G [1]. However,
systematic polar codes have better BER performance comparable to nonsystematic
polar codes, while the two codes have the same frame error rate (FER) under the SC
decoding [2]. Systematic polar coding does not simply utilize the SC decoder to
recover the source bits like the non-systematic polar codeword. There is an additional
preprocessing circuit network after SC decoding process, which is denoted as a de-
preprocessing circuit network [2]. As can be seen, compared with the non-systematic
polar codes, the improvement of BER performance for systematic polar codes is mainly
caused by the de-preprocessing circuit network of polar codes.
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Since source bits can appear in the encoded codeword, the bits in information set A,
named information bits [1], which are not source bits like non-systematic polar codes
but the per-encoded source bits by an additional circuit network as an en-preprocessing
process at the encoder input. And after the SC decoding algorithm in the receiver, an
additional corresponding circuit network as de-preprocessing process can recover the
information bits into the source bits [2]. With all-zero bits in frozen set Ac named the
frozen bits [1], the en-preprocessing process and de-preprocessing process will be
employed by G�1

AB and GAB which denote a sub-matrix in G�1 and G respectively, and
will be composed of elements G�1

i;j and Gi;j with i 2 A and j 2 B respectively [2]. In
this letter, the definition of partial systematic polar codes is presented. The difference of
the preprocessing process is the employed sub-matrix of G�1

A0B0 and GA0B0 under the

condition of all-zero frozen bits, where A0 � A. In terms of core F ¼ 1 0
1 1

� �
. Next

paper, the resource consumption of partial systematic decoder under all-zero frozen bits
will be reduced without the BER performance lost.

2 Problem Statement

2.1 Construction of Polar Codes

Polar codes, as a linear block coding scheme, have been proved to achieve the channel
capacity at a low encoding and decoding complexity [1]. For polar codes ðN;KÞ, pre-
encoded word is denoted as u, which is composed of K information-bit word uA and
N � K frozen-bit word uA c . Then, the encoded bits can be expressed as: x ¼ uG,
G ¼ F� log2 N , and code rate is R ¼ K=N. Where F� log2 N denotes the log2 N Kronecker
power of F. In the N bit-channels, the bit-channels where decoding result ûi equals to
pre-encoded bit ui can be considered as noise-free channels with information set A.
Therefore, the rest of the bit-channels are noisy channels with frozen set Ac. Note that
AþAc ¼ N and N ¼ ½1; 2; � � � ;N�. SC with the variable format of log-likelihood
ratio (LLR) can be expressed as [5]

Lð2i�1Þ
N ðyN1 ; û 2i�2

1 Þ ’ signð/ÞsignðuÞminðj/j; jujÞ; ð1Þ

Lð2iÞ
N ðyN1 ; û2i�2

1 Þ ¼ ð�1Þû2i�1/þu; ð2Þ

Where / ¼ LðiÞN=2ðyN=21 ; û2i�2
1;o � û2i�2

1;e Þ and u ¼ LðiÞN=2ðyNN=2þ 1; û
2i�2
1;e Þ. According to

formula (1) and (2), the front decoded bits are used to deduce the sequel bits. Then, the
LLR of each decoding bit can be calculated as [6].

LðûiÞ ¼ lnðW
ðiÞ
N ðyN1 ; ûi�1

1 j0Þ
W ðiÞ

N ðyN1 ; ûi�1
1 j1Þ

Þ: ð3Þ
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In the recursive process, the decoding result is decided by

ûi¼
1 if LðûiÞ\0
0 if LðûiÞ� 0
ui if i 2 Ac

8<
: :

2.2 Systematic Polar Coding Construction

The codeword u is composed of information-bit word uA and the frozen-bit word uA c .
The encoded codeword x can be derived as

x ¼ uG ¼ uAGA þ uA cGA c ; ð4Þ

1 =0u
2 =0u

3 =0u
4 =0u
5 =0u

6 =0u

7 =0u

9 =0u
8u

10u
11u
12u
13u
14u

15u
16u

8 8=x u′

10 10x u′=

11 11x u′=
12 12x u′=
13 13x u′=
14 14x u′=

15 15x u′=
16 16x u′=
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Fig. 1. The circuit of (16, 8) systematic polar codes, Part I is preprocessing module and Part II is
non-systematic polar code encoding module. (a) is decoder and (b) is decoder.
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where matrix GA consists of the A row index vector of matrix G. Matrix GA c consists
of the Ac row index vector of matrix G. Then formula (4) can changes as

xB ¼ uAGAB þ uA cGA cB; ð5Þ

where B ¼ A, The encoding circuit of ð16; 8Þ systematic polar codes is shown in
Fig. 1a. As can be seen, with all-zero frozen bits the first part shows the en-
preprocessing circuit G�1

AB, while the second part denotes the encoding circuit G of non-
systematic polar codes. xB ¼ fx8; x10; x11; x12; x13; x14; x15; x16g corresponds to bits
fu08; u010; u011; u012;u013; u014; u015; u016g of source-bit word u0A.

According to formula (5), the word of information bits as follow

uA ¼ ðxB � uA cGA cBÞG�1
AB: ð6Þ

Figure 1b shows the decoding circuit of systematic polar codes, where XOR net-
work represents GAB.

From Fig. 1a and b, we can draw that systematic polar codes add the en-
preprocessing G �1

AB and de-preprocessing GAB circuit embedded in polar coding sys-
tem, meanwhile, frozen bits are all zero.

2.3 Optimization Principle of Systematic Polar Codes

In Fig 1, the major difference between non-systematic polar codes and systematic polar
codes is that xB in formula (5) is composed of the source bits. Compared with non-
systematic polar codes, the systematic polar codes achieve better BER performance
after SC decoding algorithm. Therefore, the systematic polar codes are expected to be
more robust in practice. Specifically, if another polar coding scheme like systematic
polar codes would provide better BER performance than that systematic polar coding,
xB is not any more composed of all source bits like systematic polar codes. Then the
formula (4) can be revised as:

x ¼ uG ¼ ~uAR�1GA þ uAcGAc ; ð7Þ

where R�1 represents the coefficient matrix with the same dimension of G. Corre-
spondingly, the Part I in Fig. 1 is modified as R�1. Then the formula (6) should be
changed as

uA ¼ ð~xB � uA cGA cBÞRG�1
AB: ð8Þ

The encoding and decoding of (7) polar coding are based on non-systematic polar
coding.

Proposition 1: The decoding performance of another polar coding scheme like
systematic polar codes are related to the preprocessing matrix R.
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Proof: From Figs. 1 and 2a, the source bits from word u0A recovery systems at the
receiver can be derived as:

u0AR ¼ ~uA � � ��������� !encoding;decoding and interference
~̂uAR�1 ¼ ûA: ð9Þ

In the transmitting and receiving systems of (9) and the word u0AR is decoding, we
define a ¼ u0AR ¼ diagðu01; u02; . . .; u0KÞ to be like the transmitting signals and b ¼
û0A ¼ diagðu01; u02; . . .; u0KÞ to be like the received signals. Hence, in the systems of

(9), ����������� !encoding;decoding and interference
is parameter of systems. Then the systems (9) are

transformed into the form

b ¼ aHþ Z: ð10Þ

Where Z denotes the system interference. In order to minimize the interference of
the decoding process, we minimize the following cost function denotes check bit index:

JðĤÞ ¼ b� aĤ
�� ��2

¼ ðb� aĤÞHðb� aĤÞ
¼ b Hb� b HaĤ � Ĥ Ha Hbþ Ĥ Ha HaĤ:

ð11Þ

Where ð�ÞH is operation of matrix transpose. Clearly, the system (9) has the least
interference when the cost function (11) takes the minimum value, which can be
computed by the partial derivative of Ĥ, namely,

@JðĤÞ
@Ĥ

¼ 2a HaĤ � 2a Hb ¼ 0: ð12Þ

Then we have Ĥ ¼ a�1b. Combining Ĥ and (14), we can obtain

Ĥ ¼ ðdiagðu01; u02; . . .; u0KÞRÞ�1diagðû01; û02; . . .; û0KÞ
¼ R�1 bu0

A
�� ��2: ð13Þ

Therefore, the minimum system interference of (9) is determined by the prepro-
cessing matrix R. Namely, the decoding performance of generalized systematic polar
codes are relevant to the preprocessing matrix R.

Proposition 2: In the (7) polar coding, the performance of Arikan’s systematic
polar coding is optimal while the length becomes more longer.

Proof: For the received codeword x of (7) polar coding, xbi within word ~xB in (8)
has been mistaken by xbi þrxbi, where rxbi is interference. Then for the zero frozen
bits, the formula (6) changes as
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~̂uA ¼ ð~̂xB � uAcGAcBÞG�1
AB ¼¼¼uAc¼0

~̂xBG�1
AB

¼

xb1g�1
11 þ xb1g�1

12 þ . . .þðxþrxbiÞg�1
1i þ . . .þ xbkg�1

1k

xb1g�1
21 þ xb1g�1

22 þ . . .þðxþrxbiÞg�1
2i þ . . .þ xbkg�1

2k

..

.

xb1g�1
k1 þ xb1g�1

k2 þ . . .þðxþrxbiÞg�1
ki þ . . .þ xbkg�1

kk

2
66664

3
77775;

ð14Þ

where gii represents element of G �1
AB ,i 2 N. We define the SC decoded code word as

~̂uA. After de-preprocessing, û0A can be obtained by û0A ¼ ~̂uAR�1. From (15) in system
(9) suppose that the error information xbi þrxbi in ~x B has not been corrected after SC
decoding, and then the error bits occur with

1 =0u′
2 =0u′

3 =0u′

4 =0u′
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7 =0u′

9 =0u′
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Fig. 2. Circuit of (16, 8) partial systematic polar codes, Part I is preprocessing module and
Part II is non-systematic polar code encoding module. In the circuits, the pruned networks mean
the reduction of resource consumption. (a) is decoder and (b) is decoder.
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~̂uA ¼ ð~̂xB � uAcGAcBÞG�1
AB ¼¼¼uAc¼0

~̂xBG�1
AB

¼

xb1g�1
11 þ xb1g�1

12 þ . . .þðxþrxbiÞg�1
1i þ . . .þ xbkg�1

1k

xb1g�1
21 þ xb1g�1

22 þ . . .þðxþrxbiÞg�1
2i þ . . .þ xbkg�1

2k

..

.

xb1g�1
k1 þ xb1g�1

k2 þ . . .þðxþrxbiÞg�1
ki þ . . .þ xbkg�1

kk

2
66664

3
77775;

ð15Þ

The SC decoding are utilized the channel polarization to transfer the LLR infor-
mation. Due to (1) and (2) of SC decoding are calculated with odd-even indexes,
formula (15) gives the effective error interference in odd-even indexes. Hence, in SC
decoder, the error diffusion also occurs in odd-even indexes. Therefore, only when the
de-preprocessing matrix satisfies R ¼ G �1

AB , we can obtain

û0A ¼ ½û01; û02; . . .; ûi þD; . . .; û0j þD; . . .; û0K �
� ½g1; g2; . . .; gi ¼ 1; . . .; gj; . . .; ûK � H ;

ð16Þ

where D denotes the error interference and only if there are many error bits, the error
will be effectively assembled. Therefore, the long-length systematic polar codes have
much error interference. In equation (16), the errors will be counteracted effectively if
the number of D is abundantly produced by SC decoding. Accordingly, the system
achieves the best BER performance when R equals G �1

AB based on odd-even indexes of
en/de-preprocessing process.

3 Partial Systematic Polar Construction

In section above, systematic polar codes with the long length have been proven to have
the best BER performance. However, systematic polar codes with the short length have
no enough error to mutually counteract and obtain the best result. Hence, partial
systematic polar codes of short length will obtain a better BER than systematic polar
codes, such as partial systematic polar codes of (16, 8). In the next section, partial
systematic polar coding construction will be represented. The key of partial systematic
polar code construction is to cancel partial bits in source word to encode systematically.
Figure 2 can well illustrate the process of our partial systematic polar code construc-
tion. Firstly, to reduce the circuit resource consumption, the gray figures are deleted in
Fig. 1. Secondly, a certain percentage of source bit indexes in N is selected to cancel
systematic polar encoding, then circuit resource consumption is further reduced.
Thirdly, those canceled indexes return to non-systematic polar encoding. Finally, in the
decoding, those selected source bits are recovered by the non-systematic polar decoder.
For instance, Fig. 2, the selected source bit û08 will return to non-systematic polar
encoding and û08 does not appear as part of encoded word transparently. Meanwhile, in
Fig. 2b, the estimated û08 is recovered as a bit of non-systematic polar codes. Simulation
of Fig. 3 demonstrates that the BER performance of Fig. 2 circuit is better than that of
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the systematic polar coding scheme while pruning unnecessary networks of the circuit
u08nû08. Without loss of generality, for word uA, word uA�Ac�A0 � uA is selected to
cancel systematic polar coding, and then uA�Ac�A0 participates in nonsystematic polar
coding. Meanwhile, GAB is updated to GA0B0 , where A0 � A. For example, in Fig. 2,
uA�Ac�A0 ¼ u08 is supposed. Hence, Eq. (4) can be revised as

xN ¼ uNGN ¼ uA0GA0 þ uN�A0GN�A0 ; ð17Þ

and the equations of encoded word are derived as

xB0 ¼ uA0GA0B0 þ uN�A0GðN�A0ÞB0 ; ð18Þ

xN�B0 ¼ uA0GA0ðN�B0Þ þ uN�A0GðN�A0ÞB0 ; ð19Þ

Like Eq. (5), where B0 ¼ A0, B0 � B represents the index of appearing xN as
source bits. According to Eqs. (18) and (19), the equation of unfrozen decoded words
with non-systematic decoder is derived as

uA ¼ uA0 þ uN�Ac�A0

¼ ðxB0 � uN�A0GðN�A0ÞB0 ÞG�1
A0B0 þ uN�A c�A0 :

ð20Þ

Having obtained a word u0A and uA�Ac�A0 in Eq. (20), u0A will be calculated to
obtain u0A0 . Finally, both u0A0 and uA�Ac�A0 are put together as the source-bit word u0A.

Essentially, the word from the unfrozen set of partial systematic polar codes con-
sists of two parts, one is systematic polar coding part the other is non-systematic polar
coding part. These two parts have the respective minimum Hamming distance. If the
average minimum Hamming distances among words increase, the error performance
will become better [7]. Additionally, the minimum row weight of generator matrix is
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Fig. 3. Error probability of non-systematic polar codes, systematic polar codes, and partial
systematic polar codes. (a) is bit error rate and (b) is frame error rate.
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smaller than the minimum Hamming distance of words [8]. Hence, for systematic polar
coding part, the indexes of minimum row weight in GAB are selective. The selected
indexes directly participate in the non-systematic polar code encoding. Then, the
average minimum Hamming distances of the systematic polar coding part increase and
that of the non-systematic polar coding part is no longer equal to zero in the whole
coding process. Meanwhile, GAB is updated to GA0B0 and its scale becomes smaller.

4 Simulation Results

Firstly, the minimum row weight selecting method of these indexes is verified right by
simulations. Comparing with nonsystematic polar coding, Fig. 3 shows that the error
probability becomes worse within unfrozen bit indexes of smaller row weight in sys-
tematic polar coding. If systematic polar code bits in A�Ac �A0 return to non-
systematic polar coding scheme, the BER of SC decoding can be reduced and circuits
can be simplified along with lower resource consumption. Secondly, the resource
consumption further is reduced more than 9.1% in encoder and decoder at 0.5 rate. In
simulations, Fig. 4 shows the partial systematic polar codes further reduce the maxi-
mum percentage of resource consumption compared with the classical systematic polar
coding.

5 Conclusion

In this paper, a partial systematic polar coding is proposed. Due to pruning the coding
circuit, the basic circuit architecture of encoder and decoder become concise. Com-
paring with the systematic coding, the partial systematic polar coding decreases the
resource consumption of coding circuit. Meanwhile, the BER is negligible difference
between the partial systematic polar codes and systematic polar codes.
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Fig. 4. Reduction of resource consumption for non-systematic polar codes with negligible
different BER.
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Abstract. Under a benchmark of bit error rate (BER) in data transmission, a
just perfect trade-off between maximizing code rate (CR) and reliable commu-
nication presents a significant coordinated challenge in the time-varying additive
white Gaussian noise (T-AWGN) channel. In this paper, based on the guidance
of a tight bound as coding parameters of polar code rate R, block length N with
the capacity IðWÞ in channel W of N� b=ðIðWÞ � RÞl, a criteria of effectively
adjusting the size of the parameter l will achieve a better trade-off between the
CR and the reliability, where b depends only on block error probability. In the
circumstance of a round-clock traffic light (RTL) simulation, numerical results
show that this scheme has a good preference for the guaranteed reliability for the
wireless communication.

Keywords: Polar codes � Code rate � Traffic light (RTL) of wireless
communication � Time-varying additive white Gaussian noise

1 Introduction

Polar codes are a major breakthrough in coding theory [1]. In binary-input adaptive
white-Gaussian-noise channel (BI-AWGN), successive cancellation (SC) decoding is a
vital algorithm can provide an approximate state-of-the-art error probability (EP) for
polar codes in a communication system, and its complexity of decoding algorithm is
acceptable in all decoding methods. In any error controlled coding strategy, code rate
(CR) can adjust the EP. Therefore, many applications have used CR of the codeword to
match the reliability of communication. This application is called adaptive code rate
control (ACRC) polar codes. ACRC polar coding is also a flexible criteria. Charac-
terized by a CR changes with signal-to-noise ratio (SNR) of T-AWGN channel,1 the
CR of polar codes can be modified solely by only one generator matrix.

1 T-AWGN channel model: yi ¼ xi þ niðtÞ,here xi is input, yi is output, and niðtÞ : Nð0; d2ðtÞÞ is a
zero mean Gaussian noise and d2ðtÞ is a varying variance with t.
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In the normal SC decoding algorithm of polar codes over DMC, rate R, length N
and capacity IðWÞ of channel W are deduced by an inequation (1) [2]:

N� b=ðIðWÞ � RÞl; ð1Þ

here b is a constant that depends only on block error probability pe, R\IðWÞ and “=”
implies a critical state with unreliability [2–5]. Where in DMC, the capacity IðWÞ of
channel W is IðWÞ ¼ 1

2T logð1þ 2R Eb
N0
Þ, and 1

T is symbol rate of speed. In the inequation
(1), one of the three parameters can be calculated from the other two among R, N and
pe. Usually, the calculation method of the inequation is deemed as state of equation.
And here “=” also means the state of the maximized CR. Therefore, it is significant to
calculate CR in the equation state and weaken a critical state of unreliability. However,
as methods of adjustment, the conventional l ¼ 3:627 for binary erasure channel
(BEC) [2] and l ¼ 4:001 for AWGN channel [3] are edge states for their equations
without guaranteeing reliability. In addition, packet loss rates on 10�3 order of voice
link are generally acceptable; while for the data link, bit error rate (BER) of 10�6 is
regarded as acceptable. In this paper, under constraint of acceptable link and adjusting
l in inequation (1), we fulfill a maximized CR and achieve a better trade-off between
the CR and the communication reliability. And in T-AWGN channel, the CR changes
will better match the BER of data communication link constraint.

2 Coding and Reliable CR

2.1 Polar Coding

Polar codes, as a linear block coding scheme, have been proved to achieve the channel
capacity at a low encoding and decoding complexity [1]. For polar codes, the generator
matrix G2 of size 2� 2 can create the two independent copies of a probability W with

double channels. Where G2 ¼ 1 0
1 1

� �
. Apply the transform matrix G�n

2 (where “�”

denotes the n-th Kronecker power) to constructed a codeword with length N ¼ 2n. Data
will be changed into polar codes as follow: data bits in the information set A together
with known bits in frozen set Ac compose the un-encoded word
U ¼ uN1 , ðu1; u2; . . . ; unÞ. The encoded code word is generated as the code word:
UG�n

2 ¼ X ¼ xN1 , ðx1; x2; . . . ; xnÞ. After over T-AWGN channel, the received code
word Y ¼ yN1 , ðy1; y2; . . . ; ynÞ will be decoded by SC decoder. This procedure is a
process of bit-channel combining. This encoding procedure corresponds to trans-
forming N copies of channel W into a channel combining: WNðY jUÞ ¼ QN

i¼1 WðyijxiÞ.
Then, in the decoding process, its decomposed bit-channels and channel splitting
probability Pð�Þ are given by [1]:

W ðiÞ
N ðyN�1

0 ; ui�1
0 juiÞ,PðyN�1

0 ; ui�1
0 juiÞ ¼

X
uN�1
iþ 1

PðyN�1
0 jui�1

0 ÞPðui�1
0 Þ

PðuiÞ ¼ 1
2N�1
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P
uN�1
iþ 1

PðyN�1
0 jui�1

0 Þ. And SC decoding with the variable format of log-likelihood

ratio (LLR) can be derived from [7]:

Lð2i�1Þ
N ðyN1 ; û2i�2

1 Þ ’ signð/ÞsignðuÞminðj/j; jujÞ; ð2Þ

Lð2iÞ
N ðyN1 ; û2i�2

1 Þ ¼ ð�1Þû2i�1/þu; ð3Þ

where / ¼ LðiÞN=2ðyN=21 ; û2i�2
1;o � û2i�2

1;e Þ and u ¼ L ðiÞ
N=2ðy N

N=2þ 1; û
2i�2
1;e Þ. According to

formula (1) and (2), the front decoded bits are used to deduce the sequel bits. Then, the

LLR of each decoding bit can be decided as [8]. LðûiÞ ¼ lnðW
ðiÞ
N ðyN1 ;ûi�1

1 j0Þ
W ðiÞ

N ðyN1 ;ûi�1
1 j1ÞÞ. In the

recursive process, the decoding result is decided by

ûi¼
1 if LðûiÞ\0
0 if LðûiÞ� 0
ui if i 2 Ac

8<
: :

2.2 An Equation and an Inequation

Consider a binary-input DMC channel W : The channel capacity is IðWÞ with any CR
of R\IðWÞ and strictly block error probability pe, a coding scheme is constructed that
allows transmission at R with an EP not exceeding pe. Ideally, given a family of polar
coding, the constraint relationship among the three parameters above. There have been
two relationships among these three parameters.

The first one is a universal equation for channel coding as a fellow [6]:

IAWGN �
ffiffiffiffi
V
N

r
Q�1ðpe=RNÞþ logðNÞ

2N
¼ R: ð4Þ

where V , PðPþ 2Þ
2ðPþ 1Þ2 log

2
2ðeÞ, Q�1ð�Þ is the inverse of Q-function. Due to (4) fitting

AWGN channel, the construction polar codes utilized by Gaussian (normal) approxi-
mation can well match (4). Inequation (1) is the relation of CR and SNR. l is a defined
parameter: Consider the block error probability function peð�Þ of SC decoding algo-
rithm. If there is a function f with a constant l[ 0 as Eq. (4), l will be defined to
satisfy (4) by [3],

lim
N!1;N1=lðIAWGN�RÞ¼‘

PNðR; IAWGNÞ ¼ f ð‘Þ: ð5Þ

l is provided by a heuristic method for computing in BEC by [2]. In [3], the error

probability EðWÞ of channel W of the information set A satisfies
P

9e[ 0;i2A
EðW ðiÞ

N Þ� d.

An inequation R\IðWÞ � bN�1
l can revise a size of l. In [4], because of a 0.5

switching probability of the Arikan’s recursions between Ziþ 1 ¼ Z2
i and Ziþ 1 ¼ 2Zi�
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Z2
i , the eigenvalues of the expanded matrix of the recursions help to calculate l in the

BEC. Where Z is Bhattacharyya parameter and d is a constant. l in aforementioned
studies can be estimated under the ideal condition. The definition of l in Eq. (3) is also
based on the ideal polarization of polar codes. Hence, the sizes of l of the inequation
(1) are in critical states when the “=” is established. However, Eq. (2) should aid
inequation (1) to enhance the reliability of the transmission.

3 l Calculation with Verification

3.1 Polar Coding

Given an encoding and decoding couple, the key of reliable transmission is charac-
terized by CR. Obviously, the more small CR is adjusted that means the more relia-
bility in transmission. However, this trade-off is subtly based on maximal CR and
reliability. Define R as a CR calculated by inequation (1), R0 s CR of Eq. (3). Under
the same block error probability pe constraint, R�R0 of the same condition will be
explained by [10] in AWGN channel. However, based on “=” in (1), R in (1) means
the edge of unreliable transmission. Hence, suppose Rx presents a CR of (1) to escape
from the unreliable edge of transmission adjusted by l and based on “=” calculation,
there should be Rx �R�R0 for ACR criteria of polar codes and Rx is more reliable
than others. From the (1) and (2), the deduction is as follows.

Deducing: First, difference of channel capacity:

DI, IAWGN � R )

DI ¼ ðb=NÞ1=l; l[ 0; lR ¼ l; b[ 0; ð6Þ
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Fig. 1. l calculation aided by Eq. (4).
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Similarly:

2DI 0 ,
ffiffiffiffiffiffiffiffiffiffi
V=N

p
Q�1ðpe=R0NÞ; ð7Þ

From (6) and (7), we get: DI 0 �DI, and then we can get result of Rx �R�R0 as
follows:

DI 0 �DI

) lR ¼ lnðb=NÞ=lnðDIÞ� lnðb=NÞ=lnðDI 0Þ ¼ lR0

) Rx ¼ IAWGN � ðb=NÞ1=lR0 �R ¼ IAWGN � ðb=NÞ1=lR0 �R0

) Rx �R�R0

Over deducing.
With lR0 to govern the CR changes, Rx means more reliable communication than

that of the conventional l. Hence, Rx is a suitable CR. Gratified pe by the transmission
over the un-encoded channel, the channel environment will be deemed a noiseless
channel on a certain SNR. Hence, if the CR equals to 1, Eq. (4) is still valid, and the
size of l is verified by the known CR with SNR. As polar coding scheme, the strategy
is the “provably capacity achieving” code scheme and the CR must show R 6¼ 1
because of the inevitable redundancy.

3.2 l Calculation

Due to DI 0 �DI, the gap to capacity of DI 0 guarantees to reliably govern changes of
ACRC by a size of l in inequation (1). If DI 0 substitutes into inequation (1), R equals to
1 and b ¼ vpe, as a fixed coefficient, and v 2 R is aided to verify the point of R ¼ 1. l
calculation of polar codes is represented by:

l̂ ¼ logðpe=kÞ
logðDI 0Þ

����
k¼N;R¼1

On Eb=N0 ¼ 13 dB of the AWGN channel, the BER of on-off keying
(OOK) modulation, as a modulation scheme, is less than 10�6 which is an acceptable
communication data link. l equals to 4.639 by calculation of (4) when block length is
2048. As shown in Fig. 1, the calculated l also keeps an independent constant char-
acter while the block length approaches infinity in AWGN channel. In Fig. 2, the
calculated value of l has shown to govern changes of ACRC as a function b=ðIAWGN �
RÞl̂ � N equals to 0. In [3], Gaussian approximation deduces that l equals to 4.001.
However, from Fig. 2, there is not a large difference between the proposed l and the
l ¼ 4:001 for the CR changes in AWGN channel. Thus, as block length belongs to
finite-block length regime, l will govern the CR changes with a slight preference for
the reliability.
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4 Utilizing RTL Scene to Simulate Polar Codes

More than 70% of total global people will be expected to live in cities by 2050 [9],
then, greenhouse gas emissions and energy consumption will increase greatly. As a
green communication, the RTL in cities can provide a sufficient light communication
service for the waiting, the passing, and other users nearby to alleviate these problems
above. Then, a simulation demonstrates an ACRC control of polar codes for RTL
wireless transmission in T-AWGN channel environment.

Fig. 2. Changing CR estimation

Fig. 3. RTL physical scene.
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4.1 RTL Physical Scene

The physical scene of the RTL communication system can be shown in Fig. 3. The
desired optical and undesirable optical signals travel through air before reaching RTL
receiver. Optical filter is used to minimize the ambient-light noise. In RTL system,
error performance variation is occurred in whole daytime. Due to daylight wavelength
variation on multi-color channel, the daylight passing the optical filter and the sun can
be removed but the color channels of green. Then yellow and red from diffuse
reflectance from sun are all distributed itself color-light noise.

4.2 Numerical Results from RTL Simulation

Primarily, we assume that sender and receiver of RTL are ideal. The visible light from
the sun is the very significance of photosynthesis, but the visible red light, yellow light
and green light in the sunlight are interferences to the visible light transmissions over
Gaussian channel model [11]. The light wavelength of green is from 455 nm to
492 nm, yellow is from 577 nm to 597 nm and red is from 622 nm to 780 nm.
A fluctuating SNR in one day can be estimated by [10]. Based on the SNR, the frozen
set is confirmed with the CR from N ¼ b=ðIAWGN � RÞl̂ calculation. As a visible light
communication in varying channel environment, RTL wireless transmission can be
OOK modulation [11]. In the paper of [10], Hu, Wang, and Liu took more than two
years to observe and measure the photosynthetic photon flux density ðQpÞ. In this
paper, the literature [10] will be utilized to estimate the varying variance of optical
noise in the daytime. In [10], the maximum Qp max can be obtained in every hour.
Hence, the wireless transmission of RTL is considered as a T-AWGN channel model.
The users can receive signal power of S ¼ ðEr=1:09pd2ÞAph (A fan-shaped angle of
RTL wireless emission is about 50°) and the ambient light noise power of
N ¼ j varðQpÞ�hmAphNA, meanwhile the variance can be estimated. Where �h is Planck
constant, m is green, red or yellow light frequency, NA is the Avogadro constant and Er

is the rated power of RTL. j is ratio coefficient (based on sundown or sunrise illu-
mination, the non-direct by sunlight efficiency estimation is j ¼ Qp min=ðQp

maxðhourÞ � Qp minÞ, all kinds of wavelength from 400 nm to 700 nm, j is about
10=ð1500� 10Þ � 1=ð700� 400Þ. The luminous power of red, green or yellow RTL is
about limited by Er ¼ 10W: From 80 m to RTL, if the receiving area of user antenna
of visible light is Aph ¼ 0:8 cm2, the signal power of S ¼ 3:98� 10�7 W can be
received. Algorithm 1 can calculate the estimated code rate of R̂ACRC by the iterative
method.
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In the background of solar irradiance and the data in [10], the diurnal SNR (dB) of
green, yellow and red light can be estimated. Under the constraint of BER 10�6, the
Fig. 4 shows the simulation of the fixed CR and ACRC of polar codes in the RTL
wireless transmission. Based on reliable data communication, if CR is 0.54 of polar
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Fig. 4. Seamlessly ACRC by a generator of polar codes in RTL.
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codes with block length 2048 in the RTL system, the communication data link works
availably for 20 h a day. If CR is fixed 0.758 for polar codes of length 2048, the
communication link can’t be set up from 8:00 to 17:00 in the sunny days of RTL
wireless transmission. However, if the ACRC varies with SNR under the error rate of
10�6 constraint, the communication is more perfect with SC decoding algorithm of
parameter l in this paper than that of l ¼ 4:001. In fact, the polar codes of block length
2048 with fixed 0.758 CR does not match communication link for most of the daytime,
but an average polar CR of 0.781 in the adaptive regime can be obtained in an
uninterrupted wireless communication connection of a day. Hence, the criteria pro-
posed in this paper can achieve a high average CR in time-varying channel.

5 Conclusion

The trade-off between reliability and CR (or throughput) for frame length is signifi-
cance. Polar codes have only one generator matrix to cater the variable CR.
Nonetheless, in the fluctuating channel environment, the conventional “=” state of
single inequation (1) cannot guarantee the reliable communication with any CR from
the channel state. However, we find and create a criterion to control variable CR. In T-
AWGN channel, l has been adjusted to satisfy the perfect and reliable mapping for any
CR, while preserving the largest CR.
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Abstract. It is well-known that the Fourier transforms plays a criti-
cal role in image processing and the corresponding applications, such
as enhancement, restoration and compression. For filtering of gray scale
images, the Fourier transform in R

2 is an important tool which converts
the image from spatial domain to frequency domain, then by applying
filtering mask filtering is done. To filter color images, a new approach is
implemented recently which uses hypercomplex numbers (called Quater-
nions) to represent color images and uses Quaternion-Fourier transform
for filtering. The quaternion Fourier transform has been widely employed
in the colour image processing. The use of quaternions allow the anal-
ysis of color images as vector fields, rather than as color separated
components. In this paper we mainly focus on the theoretical part of
the Quaternion Fourier transform: the real Paley-Wiener theorems for
the Quaternion-Fourier transform on R

2 for Quaternion-valued Schwartz
functions and Lp-functions, which generalizes the recent results of real
Paley-Wiener theorems for scalar- and quaternion-valued L2-functions.

Keywords: Quaternion analysis · Paley-Wiener theorem
Quaternion-Fourier transform

1 Introduction

The original Paley-Wiener theorem [8] describes the Fourier transform of
L2-functions on the real line with support in a symmetric interval as entire
functions of exponential type whose restriction to the real line are L2-functions,
which has proved to be a basic tool for transform in various set-ups. Recently,
there has been a great interest in the real Paley-Wiener theorem due to Bang
in [1] and Tuan in [11], in which the adjective “real” expresses that information
about the support of the Fourier transform comes from growth rates associated
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to the function f on R, rather than on C as in the classical “complex Paley-
Wiener theorem”. The Fourier transform of functions with polynomial domain
supports, of functions vanishing on some ball, and even in the classical case the
result obtained here are also new. The set-up is as follows. For any functions
f ∈ S(Rk), there holds

lim
n→∞ ‖Pn(iD)f‖ 1

n
p = sup

y∈suppf̂

|P (y)|

and

lim
n→∞ ‖

∞∑

m=0

nmΔmf

m!
‖ 1

n
p = exp

(
− inf

y∈suppf̂

)
|y|2,

here P (y) is a non-constant polynomial and P (iD) is the transmutation operator.
In this paper we will consider the real Paley-Wiener theorem for the quater-

nion Fourier transform (QFT) which is a nontrivial generalization of the real and
complex Fourier transform (FT) to quaternion algebra. The four components of
QFT separate four cases of symmetry in real signals instead of only two ones in
the complex FT. The QFT plays an important role in the representation of sig-
nals and transforms a quaternion 2D signal into a quaternion-valued frequency
domain signal. There are lots of efforts to devote to many important properties
and applications of the QFT (see [2–4,6,7,9,10]).

Motivated by recent work [5] which derived a real Paley-Wiener theorem to
characterize the quaternion-valued L2-functions whose QFT has compact sup-
port, we systematically develop a real Paley-Wiener theorem for QFT on R

2 for
quaternion-valued Schwartz functions and Lp-functions, 1 ≤ p ≤ ∞.

The paper is organized as follows. Section 2 is devoted to recalling some
definitions and properties for quaternions and their analysis. In Sect. 3, we prove
the real Paley-wiener theorems for the QFT.

2 Preliminaries

The quaternion algebra H and Clifford algebra are extensions of the algebra of
complex numbers. The quaternion algebra is given by

H = {q|q = q0 + q1i + q2j + q3k, q0, q1, q2, q3 ∈ R}
where the elements i, j,k obey Hamilton’s multiplication rules

ij = −ji = k, jk = −kj = i,ki = −ik = j, i2 = j2 = k2 = ijk = −1.

The conjugate of a quaternion q ∈ H is obtained by changing the sign of the
pure quaternion part, i.e., q̄ = q0−q1i−q2j−q3k. This leads to a norm of q ∈ H,
which is defined as

|q| =
√

qq̄ =
√

q02 + q12 + q22 + q32.
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A quaternion-valued function f : R2 → H will be written as

f(x) = f0(x) + f1(x)i + f2(x)j + f3(x)k, x = (x1, x2),

with real-valued coefficient functions f0, f1, f2, f3 : R2 → R. We introduce the
space Lp(R2), 1 ≤ p ≤ ∞, as the left module of all quaternion-valued functions
f : R2 → H satisfying

‖f‖p :=
( ∫

R2
|f(x)|pdx

)1/p

< ∞, if 1 ≤ p < ∞,

‖f‖∞ := ess sup
x∈R2

|f(x)| < ∞, if p = ∞.

Definition 1. The normalized right-sided QFT of a function f ∈ L1(R2) is
defined by

Fr
q f(λ) =

∫

R2
f(x)e−ix1λ1e−jx2λ2dx, for all λ ∈ R

2. (1)

So the corresponding inversion formula can be given as

f(x) =
1

(2π)2

∫

R2
Fr

q f(λ)ejx2λ2eix1λ1dλ, for all x ∈ R
2. (2)

Similarly,

Definition 2. The normalized left-sided QFT of a function f ∈ L1(R2) is
defined through

F l
qf(λ) =

∫

R2
e−ix1λ1e−jx2λ2f(x)dx, for all λ ∈ R

2, (3)

and the corresponding inversion formula can be given as

f(x) =
1

(2π)2

∫

R2
ejx2λ2eix1λ1F l

qf(λ)dλ, for all x ∈ R
2. (4)

The QFT of a tempered distribution T is defined by

〈Fr
q T, φ〉 = 〈T,F l

qφ〉, φ ∈ S(R2), (5)

which is compatible with its definition on L1(R2).
In what follows, we recall the following important property of the QFT. For

more properties and details, we refer to [5,6].

Proposition 1. (QFT partial derivatives). If ∂m1+m2

∂x
m1
1 ∂x

m2
2

f(x) ∈ L1(R2),
m1,m2 ∈ N0, then we have

Fr
q { ∂m1+m2

∂xm1
1 ∂xm2

2

f(x)i−m1}(λ) = λm1
1 Fr

q f(λ)λm2
2 jm2 , (6)
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and

F l
q{

∂m1+m2

∂xm1
1 ∂xm2

2

j−m2f(x)}(λ) = im1λm1
1 F l

qf(λ)λm2
2 . (7)

Proposition 2. (QFT Plancherel). If f, g ∈ L2(R2), then there holds

(f, g) =
1

(2π)2
(Fr

q f,Fr
q g). (8)

In particular, if f = g, we have the following Parseval’s Identity:

‖f‖2 =
1
2π

‖Fr
q f‖2. (9)

3 Real Paley-Wiener Theorems for the Quaternion-
Fourier Transform

First, we consider the functions vanishing outside a ball, which is the Paley-
Wiener-Type Theorem.

Theorem 1. Let P (x) = xn1
1 xn2

2 for any fixed nonnegative integers n1 and n2.
Suppose P (∂)m ∈ Lp(R2) for all m ∈ N0 and 1 ≤ p ≤ ∞. Assume further that
either Fr

q f has compact support or that the set λ ∈ R2 : |P (λ)| ≤ R is compact
for all R ≥ 0. Then in the extended positive real numbers

lim
m→∞ ‖Pm(∂)f‖ 1

m
p = sup

λ∈suppFr
q (f)

|P (λ)|. (10)

Proof. The case for f ≡ 0 is trivial, so we assume that f �≡ 0.

Step 1: If 2 ≤ p ≤ ∞, applying the Hausdorff-Young’s inequality with p−1 +
q−1 = 1:

‖Pm(∂)f i−mn1‖p ≤ C‖Pm(λ)Fr
q (f)jmn2‖q

= C‖Pm(λ)Fr
q (f)jmn2‖Lq(suppFr

q (f))

= C‖Pm(λ)Fr
q (f)‖Lq(suppFr

q (f))

≤ C sup
λ∈suppFr

q (f)

|P (λ)|m‖Fr
q (f)‖Lq(suppFr

q (f))
,

so we have

lim
m→∞ sup ‖Pm(∂)f i−mn1‖ 1

m
p ≤ sup

λ∈suppFr
q (f)

|P (λ)| lim
m→∞ sup C

1
m ‖Fr

q (f)‖ 1
m
q

= sup
λ∈suppFr

q (f)

|P (λ)|. (11)
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For the case 1 ≤ p < 2, using Hölder’s inequality and Plancherel Theorem for
the QFT, we get

‖f‖p
p =

∫

R2
(1 + |x|2)−2p|(1 + |x|2)2f(x)|pdx

≤ ‖(1 + |x|2)−2p‖ 2
2−p

‖(1 + |x|2)2f(x)‖p
2

≤ C‖(1 + |x|2)2f(x)‖p
2

= C‖(1 − Δ)2Fr
q (f)‖p

2, (12)

here Δ = ∂2

∂x2
1

+ ∂2

∂x2
2

denotes the Laplacian.
Substituting f in the above inequality with Pm(∂)i−mn1 , there holds

‖Pm(∂)i−mn1‖p
p ≤ C‖(1 − Δ)2Pm(λ)Fr

q (f)jmn2‖p
2.

By mathematical induction, we can show that

(1 − Δ)2(Pm(λ)Fr
q (f)jmn2) = Pm−4(ω)Φn(ω)imn2 , m > 4,

where suppΦn ⊂ suppFr
q (f) and Φn(ω) ≤ Cn4.

Hence,

‖Pm(∂)f i−mn1‖p ≤ C‖Pm−4Φn(ω)imn2‖2
≤ C sup

suppFr
q (f)

|P (ω)|m−4‖Φn(ω)jmn2‖2

≤ Cn4 sup
suppFr

q (f)

|P (ω)|m−4,

which implies

lim
m→∞ sup ‖Pm(∂)fi−mn1‖ 1

m
p ≤ sup

suppFr
q (f)

|P (ω)|. (13)

In case p = ∞, we have

‖f‖∞ ≤ (2π)−1‖f‖1
= (2π)−1

∫

R2
(1 + |x|2)−2|(1 + |x|2)2Fr

q (f)|dx

= (2π)−1‖(1 + |x|2)−2‖2‖(1 + |x|2)2Fr
q (f)‖2

≤ C‖(1 + |x|2)2Fr
q (f)‖2.

Therefore,

‖Pn(∂)f i−mn1‖∞ ≤ C‖(1 + |x|2)2Pn(ω)Fr
q (f)jmn2‖2

= C‖(1 + |x|2)2Fr
q (f)Pn(ω)jmn2‖.
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Consequently,

lim
m→∞ sup ‖Pm(∂)f i−mn1‖ 1

m∞ ≤ sup
ω∈supp(1+|x|2)2Fr

q (f)

|P (ω)|

= sup
ω∈suppFr

q (f)

|P (ω)|. (14)

Step 2: Since f ∈ S(R2), the function f and its partial derivatives vanish
at infinity, therefore, integration by parts gives

∫

R2
Pm(∂)fPm(∂)f(x)dx =

∫

R2
Pm(∂)f(x)Pm(∂)f(x)dx

= −
∫

R2
f(x)P 2m(∂)f(x)dx.

Hence, by Hölder inequality, we have

‖Pm(∂)f‖22 ≤ ‖f‖q‖P 2m(∂)f‖p.

Replacing f by P (∂)f in above inequality, we have

‖Pm+1(∂)f‖22 ≤ ‖P (∂)f‖q‖P 2m+1(∂)f‖p.

Since f ∈ S(R2), we have that P (iD)f �= 0, and consequently,

sup
ω∈suppFr

q (f)

|P (ω)| = lim
m→∞ ‖Pm+1(∂)f‖

1
m+1
2

= lim
m→∞ ‖Pm+1(∂)f‖

2
2m+1
2

≤ lim
m→∞ ‖P (∂)f‖ 1

2m+1 lim
m→∞ inf ‖P 2n+1(∂)f‖

1
2n+1
p

= lim
m→∞ inf ‖P 2m+1(∂)f‖

1
2m+1
p .

For another, applying formula for the proved case p = 2, there holds

sup
ω∈suppFr

q (f)

|P (ω)| = lim
m→∞ ‖Pm(∂)f i−mn1‖ 1

m
2

≤ lim
m→∞ ‖f‖ 1

2m
q lim

m→∞ inf ‖P 2m(∂)f i−mn1‖ 1
2m
p

= lim
m→∞ inf ‖P 2m(∂)f i−mn1‖ 1

2m
p .

In summary, we get

lim
m→∞ inf ‖Pm(∂)f‖ 1

m
p ≥ sup

ω∈suppFr
q (f)

|P (ω)|. (15)

Inequality (15) together with inequalities (11), (13) and (14) give the formula
(10). The theorem is proved. ��
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Remark 1. Due to the noncommutative property of quaternions, we only con-
sider the special polynomials P (x) = xn1

1 xn2
2 . For the general polynomials in R

2,
we can only obtain the results in Step 1 in the above theorem.

Second, we consider the functions vanishing on a ball, which is the Boas-Type
Theorem.

Theorem 2. For any function f ∈ S(R2), the following equality holds:

lim
n→∞ ‖

∞∑

m=0

nmΔmf

m!
‖ 1

n
p = exp(− inf

y∈suppFr
q (f)

|y|2), 1 ≤ p ≤ ∞. (16)

Proof. From Proposition 1, we have for any function f ∈ S(R2):

Fr
q

( ∞∑

m=0

nmΔmf(x)
m!

)
= exp(−n|y|2)Fr

q (f)(y).

Follow the similar proof of the previous theorem, if 2 ≤ p < ∞, applying the
Hausdoff-Young’s inequality with p−1 + q−1 = 1, there holds

‖
∞∑

m=0

nmΔmf

m!
‖p ≤ C‖e−n|λ|2Fr

q (f)‖q ≤ Ce−n inf |y|2‖Fr
q (f)‖q.

Therefore,

lim
n→∞ sup ‖

∞∑

m=0

nmΔmf

m!
‖ 1

n
p ≤ exp(− inf

y∈suppFr
q (f)

|y|2). (17)

For the case 1 ≤ p < 2, we first use the inequality (12) to get

‖
∞∑

m=0

nmΔmf

m!
‖p ≤ ‖(1 − Δ)2e−n|y|2Fr

q (f)‖2.

Second, It’s easy to show that

(1 − Δ)2 exp(−n|y|2Fr
q (f)) = exp(−n|y|2)Φn(y),

with suppΦn ⊂ suppFr
q (f) and ‖Φn‖2 ≤ Cn4.

Hence, we can obtain that

lim
n→∞ sup ‖

∑ nmΔmf

m!
‖ 1

n
p ≤ exp(− inf

y∈suppFr
q (f)

|y|2). (18)

In case p = ∞, using the inequality

‖f‖∞ ≤ C‖(1 + |y|2)2Fr
q (f)‖2
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we get

‖
∞∑

m=0

nmΔmf

m!
‖∞ ≤ C‖ exp(−n|y|2)Fr

q (f)(1 + |y|2)2‖2.

Therefore, we get inequality

lim
n→∞ sup ‖

∞∑

m=0

nmΔmf

m!
‖ 1

n∞ ≤ exp(− inf
y∈suppFr

q (f)
|y|2). (19)

On the other hand, using the Plancherel theorem for the QFT and Hölder’s
inequality we have

‖
∞∑

m=0

nmΔmf

m!
‖22 =

∫

R2
|

∞∑

m=0

nmΔmf

m!
|2dx

=
∫

R2
e−2n|y|2 |Fr

q (f)|2dy

=
∫

R2
Fr

q (f)(y) exp(−2n|y|2)Fr
q (f)(y)dy

=
∫

R2
f(x)

∞∑

m=0

(2n)mΔmf(x)
m!

dx

≤ ‖f‖q‖
∞∑

m=0

(2n)mΔmf

m!
‖p.

Similarly,

‖
∞∑

m=0

nmΔmf

m!
‖22 ≤ ‖

∞∑

m=0

Δmf

m!
‖q‖

∞∑

m=0

(2n − 1)mΔmf

m!
‖p.

In summary, we get

lim
n→∞ inf ‖

∞∑

m=0

nmΔmf

m!
‖ 1

n
p ≥ lim

n→∞ ‖
∞∑

m=0

nmΔmf

m!
‖ 1

n
2 = exp(− inf |ω|2). (20)

Combining inequalities (17), (18) and (20) we have the final result. ��
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Abstract. Gait is one of the common used biometric features for human
recognition, however, for some view angles, it is difficult to exact distinctive
features, which leads to hindrance for gait recognition. Considering the chal-
lenge, this paper proposes an optimized multi-view gait recognition algorithm,
which creates a Multi-view Transform Model (VTM) by adopting Singular
Value Decomposition (SVD) on Gait Energy Image (GEI). To achieve the goal
above, we first get the Gait Energy Image (GEI) from the gait silhouette data.
After that, SVD is used to build the VTM, which can convert the gait view-
angles to 90� to get more distinctive features. Then, considering the image
matrix is so large after SVD in practice, Principal Component Analysis (PCA) is
used in our experiments, which helps to reduce redundancy. Finally, we measure
the Euclidean distance between gallery GEI and transformed GEI for recogni-
tion. The experimental result shows that our proposal can significantly increase
the richness of multi-view gait features, especially for angles offset to 90�.

Keywords: Gait recognition � Gait energy image � View transform model
Principal component analysis

1 Introduction

With the development of information technology, human identification has been widely
studied. Recently, human identification bases on biological feature has been the hottest
topic in this field, due to the uniqueness of biological characteristics. Biometric based
human identification technology refers to identifying the human identity using the
body’s different inherent physiological characteristics or behavioral characteristics. In
our past research, the common used physiological biological features are fingerprint
recognition [1], face recognition [2], iris recognition [3]. (1) Fingerprint recognition:
fingerprint refers to the ridges on the frontal skin of human fingers. The starting point,
the ending point, the joining point and the bifurcation point of the ridge line are feature
points, which are different from people to people. The fingerprint recognition is wildly
used in many situations, such as unlock the phone and unlock the door. (2) Face
recognition, the human face consists of several parts, such as eyes, nose, mouth, and
chin. The geometric description of these parts and the structural relationship between
them can be used as important features to identify faces. The face recognition is now
used in mobile payment and many other fields. (3) Iris recognition. The eye-structure of
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human consists of sclera, iris, pupil lens, retina and other parts. The iris is an annular
portion between the black pupil and the white sclera, which contains many detailed
features such as staggered spots, filaments, coronal, stripes and crypts. All these details
are unique for human beings, so iris can be used to identify people. Iris is often used in
high security requirement situations. In short, all these technologies bring great con-
venience in our daily life. However, the methods mentioned above are based on the
humans’ cooperation and the identification task is only suitable for short distance
recognition, which may cause masquerade and hidden problems. To overcome these
problems, researchers started to focus on the human behavioral characteristics, and the
human gait identification is proposed.

After several decades of development, human gait identification has already
developed many mature frameworks, in this case, some common problems in gait
recognition are solved to some extent such as human with different clothes, human
carrying different things, and human in different light conditions. These problems are
set in certain condition, one of the limits is they often conduct the research in a certain
view angle, however, in practice, the camera is often fixed, and it only get certain gait
view angles when the human walks through the captured area in different directions,
which makes it difficult to acquire the overall information of human gait, especially for
parallel conditions. To solve this problem caused by multi-view, researchers proposed
several methods. View Transform Model (VTM), which can realize the mutual
transformation between different view angles, makes it possible to obtain more
abundant information, hence, the model is widely acknowledged by researchers. Based
on VTM, in this paper, we propose an optimized algorithm, which converts all other
view angles to 90° thus to obtain more gait features.

The rest of the article is organized as follows. In Sect. 2, we make a summary of the
solutions designed for multi-view human gait recognition, and analyze the main
challenges of them. In Sect. 3, we introduce the concept involved in View Transform
Model (VTM) and demonstrate its application possibility for video-based human gait
recognition. In Sect. 4, after demonstrating the experiment result, we discuss the pre-
view of VTM based multi-view gait recognition, which could be utilized under dif-
ferent scenarios. Finally, we conclude the article and discuss the future directions of
this research theme in Sect. 5.

2 Technical Background and Related Works

In general, gait recognition has three main steps, (1) gait detection and tracking, (2) gait
feature extraction, (3) gait feature matching, after the three main steps, the recognition
result can be obtained. As shown in Fig. 1, the captured video sequences containing
probe gait are imported into the gait recognition system, and the human silhouettes are
extracted from each frames. After that, we can extract the gait features according to the
human silhouettes information. Finally, the extracted features are matched with the
gallery gait and then recognized. In this case, the key topic of gait recognition is
focusing on how to obtain more distinctive features. However, when it comes to multi-
view gait recognition, the key topic can be specifically described as matching extracted
features from different view angles properly.
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After several decades of development, there have been many resolutions proposed
in allusion to multi-view gait features extraction, (1) seeking view-invariant gait
characteristics; (2) constructing 3D gait model with couples of cameras; (3) establish-
ing view transform model.

For the first method, Liu [4] represented samples from different views as a linear
combination of these prototypes in the corresponding views, and extracted the coef-
ficients of feature representation for classification. Kusakunniran [5] extracted a novel
view-invariant gait feature based on Procrustes Mean Shape (PMS) and consecutively
measure a gait similarity based on Procrustes distance. In general, the common features
in different view angles can be extracted in this method, thus, it is possible to realize
gait recognition when the view angle span is wide. However, the common feature is
often insufficient, which lead that the recognition performance is relatively poor.

For the second method, Kwolek [6] identified a person by motion data obtained by
their unmarked 3D motion-tracking algorithm. Wolf [7] presented a deep convolutional
neural network using 3D convolutions for multi-view gait recognition capturing
spatial-temporal features. Comparably, this kind of methods can achieve higher
recognition accuracy, however, constructing 3D model requires a heterogeneous layer
learning architecture with additional calibration, as a result, the computational com-
plexity constructing 3D model is significantly higher than other methods.

For the third method, Makihara [8] proposed a method of gait recognition from
various view directions using frequency-domain features and a view transformation
model. Kusakunniran [9] applied Linear Discriminant Analysis (LDA) for further
simplifying computing. Compared with the two methods above, constructing VTM can
achieve state-of-the-art accuracy with less cost, in this case, VTM based approaches
become the mainstream approach of the multi-view gait recognition. Considering its’
advantage, in this paper, our proposal is based on VTM.

Building VTM, however, the recognition effect depends largely on the selection of
which angle we transform other angles to. Meanwhile, the computational complexity
when building the VTM model is relatively high. Considering the challenges men-
tioned above, we propose an optimized algorithm, which select a better gallery view

Probe view

Gait detetc on and tracking

Gait feature exac on

Gait Feature matching
Gallery view

Gait recogni on result

Fig. 1. A typical flow of gait recognition.
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angle for exacting more gait features and reduce the computational complexity. In this
algorithm, we first get humans’ Gait Energy Image (GEI) from videos containing
walking sequences. After that, we transform all other view angles to 90� to exact more
gait features, and then apply Principal Component Analysis (PCA) to reduce compu-
tational complexity. Finally, we measure the Euclidean distance between gallery GEI
and transformed GEI for recognition.

3 Related Concept and Proposed Algorithm

3.1 Extracting Gait Energy Image (GEI)

The concept of Gait Energy Image (GEI) was first put forward by Han [10], which
presents gait energy by normalizing gait silhouette in periods. As shown in Fig. 2, the
higher the brightness, the higher the probability of silhouette appearing in the position.

To get the GEI, as a basis, we need to estimate the number of gait periods contained
in each gait sequence. As mentioned in [11], we can determine the gait period by
calculating the ratio of height (H) to width (W) of a person’s silhouette. Here, we use
N to represent the number of periods contained in one gait sequence, and use T to
represent the number of frames contained in one gait period. Then, we normalize all
silhouettes by rescaling them along both horizontal direction and vertical direction to
the same Width (W) and the same Height (H). The GEI can be obtained by:

GEIðx; yÞ ¼
XN
n¼1

XT
t¼1

Sn;tðx; yÞ=ðN þ TÞ ð1Þ

Where, Sn;tðx; yÞ represents a particular pixel locating in position ðx; yÞ of t-th (t = 1, 2,
…, T) image from n-th (n = 1, 2, …, N) gait period of a gait sequence.

Fig. 2. A sample of gait energy image (GEI)
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3.2 Constructing an Optimized View Transform Model (VTM)

GEI contains several significant features, including gait silhouette, gait phase, gait
frequency etc. However, the richness of GEI features in different view angles is dif-
ferent. As shown in Fig. 3, GEI in 90

�
contains most gait information. Therefore, we

propose to transform other different angles to 90
�
for more distinctive features.

Makihara [8] first put forward the concept of VTM in his paper. In order to
construct VTM, we apply the method of Singular Value Decomposition (SVD). SVD is
an effective way to extract eigenvalue. For any matrix, it can be represented as the
following form:

A ¼ U
X

VT ð2Þ

If the size of A is M � N, U is a orthogonal matrix of M �M, V is a orthogonal
matrix of N � N. R is a M � N matrix, in addition to the diagonal elements are 0,
elements on diagonal called singular value.

We create a matrix GM
K with K rows and M columns, representing gait data con-

taining K angles and M individuals.

GM
K ¼

g11 � � � gm1
..
. . .

. ..
.

g1k � � � gmk

2
64

3
75 ¼ USVT ¼

P1

..

.

PK

2
64

3
75 v1 � � � vM
� � ð3Þ

In formula 3. gmk is a column vector of Ng, representing the GEI characteristics of
the m-th individual at the k-th angle. The size of U is KNg �M, the size of V and S are
M �M.P ¼ ½P1 � � � PK �T ¼ US. After the singular value decomposition is com-
pleted, we can calculate the gmk with this formulation

(a) GEI of Sample in 0 . (b)GEI of Sample in90 .

Fig. 3. Comparison between GEI of one sample in 0
�
and 90

�
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gmk ¼ Pk � vm ð4Þ

Then, suppose Gm
h representing probe GEI feature with view h and Ĝm

ðu hÞ repre-
senting the transformed GEI feature with view u. Firstly, using the probe GEI feature
Gm

h estimate a point on the joint subspace Ĝm
ð hÞ by

Ĝm
ð hÞ ¼ PðhÞþGm

h ð5Þ

Where PðhÞþ¼ P hð Þð ÞTP hð Þ� ��1
P hð ÞT ð6Þ

Where || � ||2 denotes the L2 norm.
Secondly, the GEI feature Ĝm

ðu hÞ of transformed view can be generated by pro-

jecting the estimated point on the joint subspace.

Ĝm
ðu hÞ ¼ PðuÞĜm

ð hÞ ð7Þ

3.3 Applying Principal Component Analysis (PCA)

PCA [12] replace the original n features with less number of m for further reducing
computational redundancy. New features is a linear combination of the characteristics
of the old. These linear combinations maximize the sample variance, and make the new
m features mutually related. Mapping from old features to new features captures the
inherent variability in the data.

The main processes of PCA are:
Supposing there are N gait samples, and the grayscale value of each sample can be

expressed as a column vector xi with a size of M � 1, the sample set can be expressed
as ½x1;x2 � � � xN �.

The average vector of the sample set:

�X ¼ 1
N

XN
i¼1

xi ð8Þ

The covariance matrix of the sample set is:

R ¼ 1
N

XN
i¼1
ðxi � �xÞðxi � �xÞT ð9Þ

Then, calculating the eigenvectors and eigenvalues of R, the eigenvalues of X can
be arranged in the following order k1� k2� k3� � � � � kN .We take the eigenvectors
corresponding to the important eigenvalues to get a new dataset.
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3.4 Contrasting Gait Similarity

In this paper, Euclidean distance is adopted to measure the similarity between gallery
GEI (Gi) and transformed GEI (Gi). The Euclidean distance can be obtained by:

d Gi;Gj
� � ¼

X
X

X
Y

Giðx; yÞ � Gjðx; yÞ�� �� ð10Þ

Where, d Gi;Gjð Þ refers to Euclidean distance between Gi and Gj, ðx; yÞ refers to the
location of one specific pixel in GEI. The smaller the Euclidean distance is, the more
likely the two GEIs belong to the same person.

4 Experiment

CASIA - B [13] is an extensively used database, which was collected in 2005. It
contains a total of 124 objects, each object separately contains 11 view-angles, which
take 18o as lad-der, range from 0o to 180o, and meanwhile, there are 6 video sequences
for each person in each angle. The sketch map of the database is showed as Fig. 4. In
this paper, we construct VTM with 100 objects in one of the video sequences, and use
other 24 objects to evaluate the performance of our proposal.

The overview framework of our proposal is shown in Fig. 5.
Figure 6 illustrates one object transforming GEI view angle from 36� to 90� as

example, which reflect the performance of VTM. Table 1 shows the performance of
our proposal on the CASIA-B dataset. The first column indicates the probe view angle,
and the second column indicates the accuracy of our proposal. Our proposal can
significantly increase the gait feature information, in particular, the recognition accu-
racy is relatively higher when the angles are close to 90�.

Fig. 4. The sketch map of the database
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5 Conclusion and Future Work

The gait identification has gradually stepped into one of the mainstream approaches of
biometric identification, considering it’s’ limitation caused by multi-view in practice,
we choose 90� as galley gait view to get more gait features. To transform other view
angles to 90�, we first exact GEI from gait silhouettes, then, we construct a view
transform model with SVD, and finally, we adopt PCA to further reduce the compu-
tational complexity. It can be drawn from Table 1 that our method can significantly
improve the multi-view recognition performance.

gait 
silhouette

Exacting
GEI

Building
VTM

Measuring
similarity

Outputting
result

Pre-processing 90° 
Recogni onTransforming to 

Fig. 5. The structure of the algorithm

Fig. 6. Comparison between estimate GEI obtained by VTM with the real GEI in 90�

Table 1. Recognition accuracies with VTM

Probe view angle Transformed to 90�

0� 81.3%
18� 90.6%
36� 91.5%
54� 95.2%
72� 98.1%
108� 97.6%
126� 93.1%
144� 90.7%
162� 89.4%
180� 80.9%
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The algorithm of multi-view gait recognition is still in the stage of continuous
improvement, based on the researches we have done, our further study works mainly
contains following aspect. Firstly, our proposal is suitable only for specific angles in the
database, we will working for constructing a more ubiquitous view transformation
model, which can realize the mutual transformation between arbitrary angles. Sec-
ondly, real-time recognition is not considered in this proposal, and how to establish a
real-time multi-view gait recognition system is a tough task to be solved.
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Abstract. With the development of brain-computer interface (BCI) technology,
fast and accurate analysis of Electroencephalography (EEG) signals becomes
possible and has attracted a lot of attention. One of the emerging applications is
eye state recognition based on EEG signals. A few schemes like the K* algo-
rithm have been proposed which can achieve high accuracy. Unfortunately, they
are generally complex and hence too slow to be used in a real-time BCI
framework such as an instance-based learner. In this paper, we develop a novel
effective and efficient EEG based eye state recognition system. The proposed
system consists of four parts: EEG signal preprocessing, feature extraction,
feature selection and classification. First, we use the ‘sym8’ wavelet to
decompose the original EEG signal and select the 5th floor decomposition,
which is subsequently de-noised by the heuristic SURE threshold method. Then,
we propose a novel feature extraction method by utilizing the information
accumulation algorithm based on wavelet transform. By using the CfsSub-
setEval evaluator based on the BestFirst search method for feature selection, we
identify the optimal features, i.e., optimal scalp electrode positions with high
correlations to eye states. Finally, we adopt Random Forest as the classifier.
Experiment results show that the accuracy of the overall EEG eye state recog-
nition system can reach 99.8% and the minimum number of training samples
can be kept small.

Keywords: Electroencephalogram (EEG) � Eye state identification �
Feature extraction � Wavelet transform � Information accumulation
algorithm � Random forest

1 Introduction

A brain-computer interface (BCI) [1] is a direct communication system between the
human brain and the external world, which supports communication and control
between brain and external devices without use of peripheral nerves and muscles. By
using BCI, people can directly express ideas or bring them to actions only through their
brains. For instance, BCI can enable disabled patients to communicate with the outside
world and control external devices. As a new kind of human-computer interaction, BCI
has attracted intensive attention in the field of rehabilitation engineering and biomedical
engineering in recent years. EEG based eye state recognition is one of the most
important research fields of BCI, which has been investigated for many applications,
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particularly in human cognitive state classification. For example, EEG based eye state
classification has been successfully applied to fatigue driving detection [2], epileptic
seizure detection [3], human eye state detection, recognition of infant sleep state [4],
classification of bipolar affective disorder [5], human eye blinking detection, etc. These
phenomena demonstrate the importance of studying eye state recognition based on
EEG.

Previous studies on EEG based eye state recognition can be classified into two
categories: improving the accuracy and shortening the computing time. In the first
category, one of the most representative works is by Röser and Suendermtann [6],
which develops a system to detect a person’s eye state based on EEG recordings. The
authors test 42 classification algorithms and found that the K* algorithm can get the
highest accuracy of 97.3%. As a classic statistical pattern recognition method, the K*
algorithm performs classification on a data sample mainly based on the surrounding
neighboring samples. However, when the training sample set is large, the computing
time of the K* algorithm increases significantly. In order to address this problem, some
studies in the second category employ more efficient classification methods to reduce
the computing time. For instance, Hamilon, Shahryari, and Rasheed [7] use Boosted
Rotational Forest (BRF) to predict eye state with an accuracy of 95.1% and speed of
454.1 instances per second. Reddy and Behera [8] design an online eye state recog-
nition with an accuracy of 94.72% and the classification speed of 192 instances per
second.

In this paper, we aim to develop an effective and efficient EEG based eye state
recognition system. Different from the above methods which mostly focus on opti-
mizing the classification algorithm, we explore the overall system design consisting of
EEG signal preprocessing, feature extraction, feature selection, and classification.
Specifically, we first decompose the signal and mitigate noise in it. Then, we conduct
feature extraction. We argue that feature extraction of dynamic signals like EEG should
consider the information of adjacent time-domain signals rather than only include the
information at a certain time instance. Therefore, we propose a novel feature extraction
scheme by utilizing the information accumulation 3 algorithm based on wavelet
transform. After that, we employ the BestFirst search algorithm to select features, and
the Random Forest algorithm to perform classification. The overall EEG eye state
recognition system achieves the classification accuracy of 99.8% and the speed of
639.5 instances per second. The rest of this paper is organized as follows. Section II
describes the proposed real-time EEG eye state recognition system in detail. Section III
demonstrates the experiment results. The last section concludes the paper.

2 System Design

2.1 EEG Signal Proprecessing

EEG signals, which are different from normal electrical signals, are dynamic, random,
non-linear bio-electrical signals with high instablity. Traditional de-noising methods
including linear filtering and nonlinear filtering, such as wiener filtering [9] and median
filtering [10], are inappropriate for EEG signal preprocessing, because the entropy and
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the non-stationary characteristics of signal transformation cannot be clearly described,
and the correlation of signals cannot be easily obtained. Wavelet transform [11] has
strong data de-correlation capability, which can make the energy of the signal in the
wavelet domain concentrated on a few large wavelet coefficients, and the noise energy
distributed in the entire wavelet domain. Moreover, the noise in EEG signal is usually
close to white noise. So, this paper uses the wavelet threshold de-noising [12], which
can almost completely suppress the white noise, and the characteristics of the original
signal are retained well.

Particularly, wavelet threshold de-noising [13] is to employ an appropriate
threshold function so that the wavelet coefficients obey certain rules after the wavelet
transform to achieve the purpose of de-noising. The selection of the threshold function
and the determination of the threshold value are two key problems in the design of
wavelet threshold de-noising algorithm, which influence the de-noising result directly.
In general, threshold functions can be divided into two categories: hard threshold and
soft threshold. Currently, fixed threshold [14], Stein unbiased likelihood estimation
threshold, heuristic threshold [15] and minimum maximum criterion threshold are the
four most frequently used selection rules. Because Stein unbiased likelihood estimation
threshold and min-max criterion threshold often result in incomplete de-noising, in this
paper we adopt the heuristics threshold.

2.2 Feature Extraction

In feature extraction, fast Fourier transform (FFT), autoregressive (AR) models,
wavelet transform (WT) and short-time Fourier transform (STFT) are widely used to
extract features of EEG signals. But transient features cannot be captured by AR mod-
els or FFT models. Both SFT transform and wavelet transform are time-frequency
analysis methods, and have a unified time window to simultaneously locate different
frequency ranges and time intervals. Studies have shown that the combination of time
domain information and frequency information can improve the classification perfor-
mance of the EEG recognition system, and that for non-stationary transient signals such
as EEG, WT is more effective than SFT. Therefore, we develop a wavelet packet
decomposition (WPD) based approach to extract features of EEG signals. The coeffi-
cients of WPD and the wavelet packet energy of special sub-bands are taken as the
original features.

Table 1. The correspondence between components of the wavelet and frequencies of the EEG
signals

Wavelet component EEG signal frequency

A5 Delta waves
D5 Theta waves
D4 Alpha waves
D3 Beta waves
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Note that in the proposed scheme determining suitable wavelet and the number of
decomposition levels is critical. In particular, different types of wavelets are usually
used in testing to find the wavelet with the highest efficiency for a particular appli-
cation. The smoothing characteristic of the db4 wavelet is more suitable for detecting
changes of EEG signals. Thus, we employ this scheme to compute the wavelet coef-
ficients in this paper. Moreover, the number of decomposition levels is usually chosen
based on the main frequency components of the signal. According to previous studies,
the number of decomposition levels is set to 5 because EEG signals do not have any
useful information above 30 Hz. Then, the EEG signals were decomposed into details
D3-D5 and one final approximation, A5. Table 1 shows the correspondence between
components of the wavelet and frequencies of the EEG Signals.

Furthermore, after analyzing the EEG signal changes corresponding to more than
50 eye state changes, we find that changes in EEG usually happen before eye move-
ment as shown in Fig. 1. The reason for this phenomenon may be that there is a process
of brain consciousness formation before people perform physiological activities. This
process is related to Event-related potentials (ERP [16]), a special kind of brain evoked
potentials. Evoked Potentials (EPs [17]), also known as Evoked Responses, refer to the
specific stimulation of the nervous system (from the receptor to the cerebral cortex) or
the processing of information about the stimulus (positive or negative). EPs are bio-
electrical responses that are detectable in a system and at a corresponding portion of the
brain with a relatively fixed time interval (lock-time relationship) and a specific phase.
Experimental psychologists and neuroscientists have discovered many different stimuli
that elicit reliable ERPs from participants. The timing of these responses can provide a
measure of the timing of the brain’s communication or timing of information pro-
cessing. Therefore, we attempt to improve our algorithm by exploring the occurrence of
brain event-related potential (ERP) in the case of human eye movement and finding out
the response time of the brain to eye movement consciousness through experiments.

Fig. 1. The changes of signal potential when the change of eye state change
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Specifically, according to the Parseval theorem, we can obtain the energy of each
component after wavelet transform. Let fx represent the energy of the x component.
Then the feature vector f can be described as: f ¼ ½ fD3; fD4; fD5; fA5�T . As mentioned
above, it has been shown that the voltage amplitude of the EEG signals starts to rise or
descend before the change of eye state. Thus, the vector f only includes the energy at a
certain time, but neglects the useful information of adjacent time or previous time of the
signal. So, we employ the information accumulation algorithm to extend the feature
vector f to f 0 which can better represent the characteristics of the EEG signal as in
(1) and (2).

f 0i ¼
X

T

fi ð for i ¼ 1; 2; � � � ; nÞ ð1Þ

f 0 ¼ ½f 01; f 02; � � � ; f 0n�T ð2Þ

Here, T represents a time window whose optimal value can be determined by exper-
iments, and n represents the number of data samples.

2.3 Feature Selection

In machine learning, if the number of features is too many, there may exist irrelevant
features and may be interdependency among features. So, it is necessary to select
features before classification. This paper uses CfsSubsetEval evaluator based on the
BestFirst search method [18] derived in Weka toolkit [19] to select features.

2.4 Classification

The Random Forest classification (RFC) [20] is a classification model that is composed
of many decision tree classification models. Specifically, given one variable X, in each
decision tree classification model, the optimal classification result depending on one
vote. In contrast RFC works as follows. First, it uses the bootstrap sample method to
extract k samples from the original training set. Second, k decision tree models are
established from k samples, and k classification results are obtained. Finally, the
classification result is obtained by following the plurality rule, i.e.,

HðxÞ ¼ argmax
Y

Xk

i¼1
IðhiðxÞ ¼ YÞ ð3Þ

In (3), H(x) is the final classification result, hi(x) is the classification result of a
single decision tree, Y is target classification, and Ið�Þ is the indicator function.
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3 Experiment Results

3.1 Dataset

This paper uses EEG Eye State Data Set [21] from the UCI database. All EEG signals
were recorded by Emotiv EEG Neuroheadset [22]. Each sample consists of 14 values
from 14 electrode positions, and a label indicating the eye state (‘1’ indicates the eye-
closed state and ‘0’ the eye-open state). The duration of the EEG recording was 117 s.

3.2 Results

3.2.1 EEG Signal Proprecessing Results
In the SIGNAL toolbox of the MATLAB2010 platform, the signal is decomposed by
the ‘sym8’ wavelet. On the 5th floor of the decomposition, the heuristic SURE
threshold is used to de-noise the signal. The Fig. 2 shows the difference between the
signal before de-noising and after de-noising in channel AF3. From the Fig. 2, it can be
seen that the shaking of the waveform after de-noising is reduced, and a larg- e
proportion of noises have been removed. Consequently, the wavelet threshold
de-noising is a useful method to the EEG signal.

3.2.2 Classification Results
In the experiments, all the patterns were partitioned for training and testing with the
division of 66% and 34% (Röser & Suendermann’s work use 10-fold cross validation).

Fig. 2. de-noising results
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In the step of feature extraction, there are 8 methods shown in Table 2 which lead to 8
results of feature selection and classification shown in Table 3. The classification speed
v is defined as:

v ¼ n
t
instance=sð Þ ð4Þ

In (4), n is the number of instance, t is the cpu execution time. The cost time didn’t
include the obtainment and transmission time in hardware.

Table 3 shows that the best approach is the No.5 which has an accuracy rate of
99.8% and speed of 639.5 instances/s if taking all aspects into consideration. The best
selection of the parameter T is the time period including 49 points before the current
point and 50 points after it. The information in this time period can reflect eye state
most effectively. The margin curve of this method is shown in Fig. 6. From this figure,
we can find that, when the number of samples is larger than 1563, the classification
result tends to be stable and the calculation cost is low. When the number of samples is
less than 210, the classification accuracy is low and the calculation cost is high. When
the number of samples is larger than 210, the accuracy increases rapidly and the
calculation cost is reduced greatly. So, the minimum number of training samples is
1563. Compared not using feature extraction with only using wavelet transform when
select RF as classifier, the accuracy rate increases 7.9% and 1.9% respectively. When
using K* classification algorithm, the accuracy rate increases 3.7% and the speed
increases to ten times. Moreover, by feature selection, it is proved that AF3(A5), F7
(A5), T7(A5), O1(A5) and FC6(D5) are 5 scalp electrode positions with high corre-
lation to eye state. So, the recognition of eye state based on the EEG signal only needs
the information of 5 channels and frequency components of delta waves and alpha
waves.

Table 2. 8 feature extraction methods

Number Method of feature extraction

1 With no feature extraction
2 WT
3 WT and IAA(T = [ti–49, ti])
4 WT and IAA(T = [ti+1, ti+50])
5 WT and IAA(T = [ti–49, ti+50])
6 WT and IAA(T = [ti–99, ti])
7 WT and IAA(T = [ti+1, ti+100])
8 WT and IAA(T = [ti–99, ti+100])
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4 Conclusions

This paper develops a novel efficient EEG eye state recognition system. It has a
significantly faster classification speed and higher accuracy compared with the K*
algorithm. Compared with the K*algorithm, the optimal performance in this study
reaches the accuracy of 99.8% and the classification speed of at-least 639.5 samples per
second, making it appropriate to real-time BCI systems. We hope that this study will
help more scientists and engineers understand brain activities and develop BCI systems
for improving human lives.
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Abstract. A convex combination adaptive filter based on maximum
correntropy criterion (CMCC) was widely used to solve the contradic-
tion between the step size and the misadjustment in impulsive interfer-
ence. However, one of the major drawbacks of the CMCC is its poor
tracking ability. In order to solve this problem, this paper proposes an
improved convex combination based on the maximum correntropy cri-
terion (ICMCC), and investigates its estimation performance for sys-
tem identification in the presence of non-Gaussian noise. The proposed
ICMCC algorithm implements the combination of arbitrary number of
maximum correntropy criterion (MCC) based adaptive filters with differ-
ent adaption steps. Each MCC filter in the ICMCC is capable of track-
ing a specific change speed, such that the combined filter can track a
variety of the change speed of weight vectors. In terms of normalized
mean square deviation (NMSD) and tracking speed, the proposed algo-
rithm shows good performance in the system identification for four non-
Gaussian noise scenarios.

Keywords: Convex combination · Maximum correntropy criterion
(MCC); Non-Gaussian noise; Normalized mean square deviation
(NMSD); System identification

1 Introduction

Due to the low computational complexity and ease of implementation of the
least mean square Algorithm (LMS), it is widely used in signal processing, sys-
tem identification, acoustic echo cancellation, blind equalization, and so on [1].
However, the output of the LMS filter is not only sensitive to the amount of
scaling of the input [2,3], but also degrades under non-Gaussian noise [4–6].
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Therefore, the least mean fourth (LMF) algorithm [7,8], least mean p-norm
algorithm (LMP) [9], and recursive least p-norm algorithm (RLP) [10] based on
the gradient algorithm are proposed to improve the performance degradation
under non-Gaussian noise. Recently, a more robust adaptive algorithm from
the information theoretic (IT) has been proposed by Principle and et al, where
the algorithm includes entropy [11], mutual information [12], and correntropy
[13]. Due to its simplicity and robustness to non-Gaussian environments, the
maximum correntropy criterion (MCC) [14] and the minimum error entropy
(MEE) [15] have been paid attention in recent years. Although the performance
of MCC and MEE is similar, the computational complexity of MEE is relatively
high compared to MCC.

Recently, MCC has been used as an adaptive criterion for non-gaussian signal
processing in [4]. At the same time, the tracking analysis and steady-state mean
square error analysis of MCC were proposed in [16,17]. The steady-state error of
the MCC algorithm depends mainly on the step size, and its convergence speed
is mainly based on step length and kernel width. When the step length is fixed,
the contradiction between convergence speed and steady-state mean square error
can be overcome by changing the kernel width. In [18], Weihua Wang et al. pro-
posed a switch width based on maximum correntropy. In [19], Yicong He et
al. proposed a new adaptive algorithm based on generalized correntropy, using
generalized Gaussian density instead of traditional width. When the width is
certain, the step length is inversely proportional to the misalignment. In [20],
Ren Wang et al. proposed a variable step maximum correntropy adaptive filter.
In [21], the convex combination is introduced into an MCC-based adaptive filter,
so that the combination filter simultaneously gets the fast convergence speed of
the filter with large step size as well as the low misadjustment of the filter with
small step size. However, in the convex combination of maximum correntropy
criterion (CMCC) filter, the tracking and convergence performance of the com-
bined filter are reduced. Therefore, an improved convex combination filter based
on maximum correntropy criterion (ICMCC) is presented in this paper. Com-
pared with the CMCC, ICMCC not only has fast convergence speed and low
misalignment, but also can track the optimal value fast in any weight coefficient
changes.

The rest of the paper is organized as follows. we review briefly MCC-
based algorithms in Sect. 2. Then, ICMCC, adding weight transfer algorithm
to enhance convergence rate, is proposed in Sect. 3. The simulation results are
given in Sect. 4, and the conclusion is presented in Sect. 5.

2 MCC-Based Algorithms

Correntropy is a measure of local similarity between two random variables, and
can also be used as a cost function in adaptive filtering [22]. Considered X and
Y two random variables, the correntropy is [23]

v(X,Y ) = E[k(X,Y )] =
∫

k(X,Y ) dFXY F (x, y), (1)
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where κ(·, ·) is a shift-invariant Mercer kernel, and FXY denotes the joint dis-
tribution function of (X,Y ). The most widely used kernel in correntropy is the
Gaussian kernel

k(X,Y ) = Gσ(e) =
1√
2πσ

exp(
−e2

2σ2
), (2)

where σ is the kernel width, and e = x−y. The MCC algorithm finds the optimal
value by maximizing the correntropy.

According to the stochastic gradient principle of adaptive algorithm, the
updating equation of weight coefficient based on maximum correntropy is [21]

w[k] = w[k − 1] + λ exp(
−e[k]2

2σ2
)e[k]X[k], (3)

where λ is the step size and X[k] is the input at the moment k.

3 Improvement of MCC-Based Adaptive Filter

CMCC adaptive filtering algorithm is the latest development based on the max-
imum correntropy criterion in the contradiction between convergence speed and
misalignment. This method combines two adaptive filters by convex combina-
tion, thus obtaining the fast convergence speed of large step and the low offset of
small step length. But this method has a major challenge, that is, the tracking
ability of the combinational filter is reduced. In this part, we first introduce the
CMCC algorithm, and then extend the method to arbitrary number adaptive
filters through the maximization of the correntropy of the combined filter to
improve the tracking ability and convergence speed of the combined filter.

3.1 CMCC Algorithm

The implementation of the CMCC first requires two filters with different step
sizes, and then the two filters update their own weights according to their own
criteria and errors. However, the update criterion of the mixing coefficient is to
maximize the correntropy of combined filter. The combination weight of CMCC
can be expressed as [25]

w[k] = v[k]w1[k] + (1 − v[k])w2[k], (4)

where the mixing coefficient v[k] can be denoted as v[k] = sgmα[k] = 1/(1 +
e−α[k]). w1[k] and w2[k] are the weights of large step and small step respectively,
and they are expressed as wi[k] = wi[k − 1] + λi exp(−ei[k]

2

2σ2 )ei[k]X[k], i = 1, 2.
And ei[k] = d[k]− yi[k], i = 1, 2 is the error incurred by the component adaptive
filter. Similarly, the combined filter output can be obtained and expressed as

y[k] = v[k]y1[k] + (1 − v[k])y2[k], (5)
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where y1[k] = XTw1[k] and y2[k] = XTw2[k] represent the output of a large
step filter and a small step filter, respectively. The parameter α[k] is used to
indirectly adjust the mixing coefficient, and updated by gradient algorithm that
maximizes the correntropy of the combined filter, that is [21]:

α[k + 1] = α[k] + μασ2 ∂exp(−e2[k]
2σ2 )

∂α[k]

= α[k] + μαv[k](1 − v[k])(y1[k] − y2[k]) exp(
−e2[k]
2σ2

)e[k],

(6)

where μα represents the step size of the parameter α[k]. In order to ensure that
the adaptive speed of the combined filter is faster than that of the large step
filter, μα must be larger than μ1. In order to prevent the v[k] from approaching
0 or 1, the range of α[k] is limited to [−4, 4] [25].

Following [20], when the fast filter is significantly better than the slow filter,
we can accelerate the convergence performance of the algorithm by the following
formula. The modified small step filter can be expressed as [21]

w2[k] = βw2[k − 1] + λ2 exp(
−e22[k]
2σ2

)e2[k]x[k] + (1 − β)w1[k], (7)

where β is the transfer coefficient.

3.2 ICMCC Algorithm

In order to improve the disadvantage of poor tracking performance of CMCC,
this paper makes a convex combination of arbitrary number filters with different
steps and obtains the ICMCC algorithm. When the number of L adaptive filters
based on MCC is combined, the weight of the combined filter is obtained as
follows [25]:

weq[k] =
L∑

i=1

vi[k]wi[k], (8)

where wi[k] represents the weight of the component filter whose the step size is
denoted by μi (μ1 > μ2 > · · ·μL). Each filter updates its weight based on its own
error and can be expressed as wi[k] = wi[k − 1] + λi exp(−ei[k]

2

2σ2 )ei[k]X[k], i =
1, 2 · · · L. vi[k] is the mixing coefficient and satisfies

∑L
i=1 vi[k] = 1.

In the case of combining arbitrary number of filters, the L auxiliary parame-
ters αi[k] were updated with stochastic positive gradient method to adjust the L
mixing parameters. We use softmax activation function to define the relationship
between vi[k] and αi[k] to ensure the stability of vi[k]. vi[k] can be expressed as
[25]

vi[k] =
exp(αi[k])∑L

j=1 exp(αj [k])
, (9)
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By multiplying both sides of formula (8) by XT [k], it is concluded that the
output of ICMCC filter is a convex combination of all filter outputs.

yeq[k] =
L∑

i=1

vi[k]yi[k], (10)

where yi[k] = XTwi[k], i = 1, 2 · · · L is the component filter output.
As for the CMCC filter, the parameter αi[k] is updated using MCC rules to

maximize the overall correntropy

αi[k + 1] = αi[k] + μαvi[k](yi[k] − yeq[k]) exp(
−e2[k]
2σ2

)e[k]. (11)

In (11), We must qualify μα larger than the step size of any component filter.
To prevent the ICMCC algorithm from stopping, we usually limit |vi[k]| < 0.95.
Since vi[k] is regulated by αi[k], the range of αi[k] is |αi[k]| ≤ 0.5 ln(19(L − 1)).

Algorithm 1 ICMCC ALGORITHM
Initialization:
1. Parametres: μα, β, σ, L, γ, μi, i = 1, · · ·L
2. Initialize αi[0] = 0, vi[0] = 1/L, wi[0] = 0, i = 1, · · ·L
Update:
for k = 0, 1, 2, · · ·.
yi[k] = wT

i [k]X[k], i = 1, · · ·L
ei[k] = d[k] − yi[k], i = 1, · · ·L
yi[k] = ΣT

i=1w
T
i [k]X[k], i = 1, · · ·L

e[k] = d[k] − yeq[k]

αi[k + 1] = αi[k] + μαvi[k](yi[k] − yeq[k]) exp(−e2[k]
2σ2 )e[k]

vi[k] = exp(αi[k])∑L
j=1 exp(αj [k])

if γi ≥ cor(e2[k])/cor(e2i [k])

wi[k] = βwi[k − 1] + μi exp(
−e2i [k]

2σ2 )ei[k]X[k] + (1 − β)weq[k]
else
wi[k] = wi[k − 1] + λi exp(−ei[k]

2

2σ2 )ei[k]X[k]
end
End

In order to increase the tracking performance of the combined filter, we can
determine whether to accelerate by calculating the ratio of the estimated cor-
rentropy of each component filter to the estimated correntropy of the combined
filter. The estimated correntropy of the component filter and the combined filter
are

cor(ei[k]) = 0.98cor(ei[k − 1]) + 0.02 exp(
−e2i [k]
2σ2

), (12)

cor(e[k]) = 0.98cor(e[k − 1]) + 0.02 exp(
−e2[k]
2σ2

). (13)
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When γ ≥ cor(e2[k])/cor(e2i [k]), γ > 1, we transfer a certain proportion of
the combined filter to component filters that are worse than the combined filter.
The modified adaption rule for wi[k] becomes

wi[k] = βwi[k − 1] + μi exp(
−e2i [k]
2σ2

)ei[k]x[k] + (1 − β)weq[k], (14)

where β is the transfer coefficient. The condition for using Eq. (14) is that
the large step size filter is significantly better than the small step size. Through a
large number of experiments, γ and β were selected to be 2 and 0.8 respectively,
to achieve the best transfer effect. The closer the choice of β is to 1, the more
likely it is that the convex combination filter does not have a transfer coefficient.
The pseudocodes of the proposed ICMCC are presented in Algorithm 1.

4 Simulation Results in System Identification Scenarios

In this section, we simulate the non-stationary system identification under non-
Gaussian noise to verify the tracking performance of CMCC and ICMCC, and
quantify each algorithm by normalized mean square deviation (NMSD) calcula-
tion which is expressed as NMSD = 10 log10 (‖ wi − w0 ‖2)/(‖ w0 ‖2).

The length of the unknown system is 10, which is the same length as the
adaptive filter, and the input signal is a Gaussian signal with zero-mean and
unit power. At the output of the plant we add measurement noise N [k], we
give four different distributions for measurement noise including (1) uniform
noise, where the uniform noise is distributed over [−1, 1]; (2) Laplace noise,
where the probability density function of Laplace noise is p(n) = 1/π(1 + n2);
(3) binary noise, where the binary noise is either -1 or 1 (each with probability
0.5); (4) mixed Gaussian noise, where the mixed Gaussian noise is N [k] = (1 −
θ)N(ζ1, δ21)+(θ)N(ζ2, δ22) (ζi and δ2i represent mean and variance, respectively).
In this paper, the parameter is set to (0, 0, 0.001, 10, 0.1).

For the sake of simplicity, L = 4 MCC filters with step sizes μ1 = 0.1,
μ2 = 0.03, μ3 = 0.01 and μ4 = 0.002 are considered as component filters.
Simultaneously, the two steps in the CMCC algorithm are selected as μ1 = 0.1
and μ4 = 0.002. The step size μα of the parameter α[k] is fixed at 30. The
initial value of unknown system is random values between −1 and 1, and the
random-walk model introduces different rate of change of weight vectors. The
random-walk model can express as:

w0[k + 1] = w0[k] + q[k], (15)

where q[k] is an i.i.d. vector, with autocorrelation matrix Q = E{q[k]qT [k]}.
Tr(Q) is a measure of the speed of the weight vector. In this paper, we consider
that q[k] is an independent Gaussian distribution.

In order to better embody the tracking performance of ICMCC, we choose
Tr(Q1) = 10−6 and Tr(Q2) = 10−7 two different speed of change for weighting
coefficients in 5000 < k < 10000 and 15000 < k < 20000 respectively. From
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Fig. 1. Comparison of the convergence curve of a ICMCC filter and a CMCC filter
with uniform noise.
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Fig. 2. Comparison of the convergence curve of a ICMCC filter and a CMCC filter
with Laplace noise.

Figs. 1, 2, 3 and 4, when k < 5000, the adaptive filter of μ1 has the fastest
convergence speed but the highest amount of offset; μ4’s adaptive filter has the
lowest amount of offset, but the slowest convergence rate. Although the CMCC
adaptive filter has a fast convergence rate and a slow offset amount, the tracking
performance is not as good as that of the ICMCC. When 5000 < k < 10000 and
15000 < k < 20000, since the two weight coefficients of Tr(Q1) and Tr(Q2) are
added to change the speed, the optimal value of the weight coefficient changes.
Compared to the CMCC, the ICMCC not only quickly tracks the optimal value,
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Fig. 3. Comparison of the convergence curve of a ICMCC filter and a CMCC filter
with binary noise.
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Fig. 4. Comparison of the convergence curve of a ICMCC filter and a CMCC filter
with mixed Gaussian noise.

but also maintains a lower amount of misalignment. In summary, ICMCC gathers
fast convergence speed, low misalignment and good tracking ability.

Simultaneously, we can study the tracking ability of ICMCC from four vari-
ations of the mixing coefficients. As shown in Fig. 5, the change process of the
ICMCC four mixed parameters is indicated. We can see that in 5000 < k < 10000
and 15000 < k < 20000, ICMCC will use the hybrid coefficient adaptive filter to
select the optimal performance as the primary role. Therefore, ICMCC shows the
same performance as the optimal partial filter at any given moment. Therefore,
ICMCC has good tracking performance and tracks a variety of changes.
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Fig. 5. Evolution of the mixing coefficients v1(i), v2(i), v3(i) and v4(i)

5 Conclusions

In this paper, arbitrary number convex combination technique is employed to
improve the tracking performance of CMCC filters. The improved algorithm not
only has fast convergence speed and low offset, but also can track a variety
of weight vector changes. Compared with the original CMCC algorithm, the
improved algorithm is more suitable for system identification scenarios with
non-Gaussian noises and abrupt change. The proposed adaptive filter can be
applied to signal processing, system identification, noise cancellation, automatic
equalization, echo cancellation and antenna array beamforming.
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Abstract. Driven by the emerging applications based on Internet, optical
backbone networks need to improve their transmission capabilities while
ensuring high reliability, flexibility, and scalability. Elastic optical networks and
space-division multiplexing optical networks are seen as the potential solutions.
In order to implement these technologies, innovative nodes are required to
provide flexibility, reliability, and scalability for the optical networks. Archi-
tecture on Demand (AoD) node is a new type of elastic optical node structure
proposed in the recent years and can dynamically provide a customizable
structure according to the exchange and processing requirements of the network
traffic. Spectrum Selector Switches (SSS) is one of the key modules but has not
been widely used because of its excessive cost. To solve the problem of how to
select the Wavelength Selective Switch (WSS)/SSS coexistence in the current
network, we propose a pre-built algorithm for the modules in the AoD nodes.
Simulation results show that the proposed algorithm performs better than the
benchmarks in different network scenarios and provides a solution to the gradual
upgrade of AoD nodes.

Keywords: AoD node � WSS/SSS selection � Elastic optical networks

1 Introduction

Driven by the growing of Internet traffic as well as emerging applications such as cloud
computing and big data, fiber optic backbone networks need to improve its transmis-
sion capacity, reliability, flexibility, scalability and cost-efficiency. In this case, Elastic
Optical Network (EON) and Spatial Division Multiplexing (SDM) optical networks
have been studied extensively and became promising solutions. The appearance of
optical fibers based on SDM technology and the increase in the number of basic optical
fibers, which are aimed at expanding the transmission capacity, are expected to mag-
nify and complicate the elastic optical nodes in the future optical fiber backbone
networks. However, the work on flexible optical node architectures based on these
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flexible technologies is limited. This optical node that are used in SDM based EON
need to provide flexibility, reliability and scalability for the entire network. Therefore,
elastic optical node architectures are an interesting topic for current optical fiber
backbone networks.

Among the different solutions proposed to the elastic node architectures, broadcast-
and-select and spectrum-routing are common elastic optical node architectures that
have sufficient flexibility to implement a completely flexible optical network [1, 2]. In
these architectures, the Spectrum Selective Switch (SSS) is not only the main building
module, but also the dominant module in terms of cost and power consumption. Due to
the limited port number of SSSs, the cost and power consumption of these elastic
optical nodes will increase significantly with the increase of the number of SSSs in
large-scale networks. Another hierarchical optical switch node architecture using a
small Optical X-Connect (OXC) as a subsystem module has been proposed to suppress
the increasing of building modules [3], but this architecture has a negative impact on
the transmission success rate. Therefore, it is necessary to consider cost, power
reduction and successful transmission rate in the design of the optical node architecture.

The solution based on Architecture on Demand (AoD) [4] reduces not only the
number of building modules implemented, but also exhibits remarkable flexibility [5],
reliability [6] and scalability [4, 7] compared to the existing alternatives (such as MG-
OXC [8], BV-ROADM [9]). However, due to the fact that key enabling devices for
AoD nodes, such as SSSs that support multi-granularity service switching, are now
expensive, it is not feasible to use SSS extensively across the entire network. In this
paper, we propose a selection algorithm of WSS/SSS in AoD nodes to address the
problem of how to choose WSS/SSS coexistence of the current network.

2 Optical Node Architecture

2.1 Traditional Optical Node Architecture

In EON or SDM, the elastic optical node will process the transmitted signal with better
flexibility and finer granularity than the traditional optical network. SSS is the most
important building module in EON and SDM elastic optical nodes, as Fig. 1. It is also
called flexible Wavelength Selective Switch (WSS). The SSS can filter the input signals
with an arbitrary width spectrum and switch them to another arbitrary port without
copying the signals. The choice of SSS enables theflexible networking of EON and SDM.

SSS

FrequencyInport 1

Inport 2

Inport 3

Outport 1

Outport 2

Outport 3

Fig. 1. The concept of SSS.
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In the broadcast-and-select architecture, as shown on Fig. 2(a), the input signal is
first copied in the splitter and then broadcasted to all output ports. On each output port,
use the SSS to select the appropriate spectrum and sending the multiplexed signal
through the output port. If there are many ports in a node, the replication of these
splitters will seriously degrade the transmitted signal [10]. In the spectrum-routing
architecture, which is shown in Fig. 2(b), the input signal is first de-multiplexed by the
SSS at the input ports and not copied. These de-multiplexed signals, then, are routed to
different output ports and finally multiplexed at the output ports through the SSS.
Unlike broadcast-and-select architectures, the spectrum-routing architecture does not
produce splitter signal degradation, but due to the number of equipped SSSs doubles at
the input, the cost is much higher than broadcast-and-select architectures.

In both architectures, the cost of elastic optical nodes will be an important issue. If
the number of input/output ports of an elastic optical node is large, it is necessary to
match SSSs having the same number of ports in these traditional node architectures.
However, the number of SSS ports has certain limitations. In order to meet the
requirements of the node architectures, the number of SSSs may increase explosively,
and thus the cost of elastic optical nodes also increases dramatically.

2.2 AoD Node Architecture

The introduction to the concept of AoD is to solve the problem of insufficient flexibility
in traditional optical nodes due to the hard-wired deployment of building modules. The
AoD includes an optical backplane that interconnects input ports, output ports and
architecture-building modules. The optical backplane can be implemented with a large
port-count optical switch (e.g. 3D-MEMS) and the building modules can be either
single devices for optical processing (e.g., MUX, DEMUX, WSS, SSS, amplifier, etc.)
or subsystems that are composed of several devices, as shown in Fig. 2(c). AoD nodes
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can dynamically reconfigure the overall architecture based on the network’s signals
switching or processing requirements. Because these building modules are dynamically
configured, they can provide additional functionalities for the nodes. Therefore, AoD
nodes have greater flexibility and scalability than traditional static optical node
architectures.

Reference [5] defines the flexibility of the node architecture according to the
entropy of the system and compares the traditional static node architecture of AOD
nodes and EON. In Reference [11], multi-granular transmission of space/frequency/
time domain has been demonstrated by AoD nodes and Multi-Core Fiber (MCF). The
experiment proves that the AoD node in EON based on MCF has great flexibility. The
advantages of AoD node flexibility have been proved theoretically and experimentally.

Moreover, the flexibility of AoD nodes can be used to reduce the power con-
sumption of optical nodes. Because the AoD node is dynamically constructed based on
the switching request, it only needs to use a minimum amount of required building
modules. The traditional optical node structure always needs to fix the maximum
number of hard-wired modules without considering the request. The use of AoD nodes
can reduce the number of building modules and power consumption. References [7, 12]
analyze the power consumption of AoD nodes. Reference [7] analyzes the benchmark
for power reduction based on the granularity of the switching request. Reference [12]
shows that in the dynamic scenario, using the ILP model to find the optimal solution for
AoD construction is extremely complicated, thus AoD nodes can use heuristic algo-
rithms to build AoD nodes and eventually reduce the total power consumption of the
network by more than 25%.

Although the AoD node can provide many advantages, it still has some challenges.
The high flexibility and scalability of AoD nodes have a directly relationship with the
number of core building modules SSSs. The number of SSSs will directly affect the
cost and energy consumption of AoD nodes. Due to the high cost of SSSs, WSS is still
widely used in the current network to provide network flexibility. In the following
section, we will study how to choose WSS/SSS reasonably in the WSS/SSS coexis-
tence network and propose a Pro-built algorithm to solve this problem.

3 Pre-built Algorithm for AoD Node

3.1 Module Selection and AoD Construction

Our proposed Pre-built Algorithm is based on a given set of feasible requests for AoD
module construction. The algorithm flow chart is shown in Fig. 3. Pre-built has five
steps: one step to calculate shortest paths, three steps for switching function to switch
from coarser granularity to finer granularity (that is, fiber switching, super channel,
single wavelength and sub-wavelength level), the last step of AoD Module building.
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Step 1: Calculate K alternative paths using KSP algorithm based on the source-
destination node pair in a request and perform AoD pre-construction on them.
Step 2: Check if the request is a fiber switch request. If so, check the destination of
all signals from each input and set the cross-connect directly if they all are the same
output.
Step3: Check if the request is a super-channel or sub-wavelength request. If so,
Check if there is SSS or WSS at the input port. If so, preferentially use the existing
module; if not, give priority to placing SSS (due to the SSS arbitrary bandwidth
switching capability), and then consider placing WSS. If SSS or WSS cannot be
provided for the request at the node, the AoD pre-build on the current alternate path
fails and it will return to re-build the next path.
Step 4: Check whether the request is a single-wavelength request. Similar to the
third step, pre-existing modules at the port are used. The difference is that if there is
no existing module, it is preferable to place the WSS, and secondly to place the
SSS.
Step 5: Calculate the resource metrics Ri of the pre-built successful path. At the
same time, it should satisfy all candidate paths traversed. In this case, the indexes of
alternative paths are compared, and the suitable path is selected as the final AoD
construction. “Ri” satisfied the following:

Ri ¼ Sall þ S0all
Wall

ð1Þ

where Ri represents the spectrum slots usage rate of the candidate path Pi, Wall is the
sum of the spectrum slots in each link of the Pi, Sall is the sum of the spectrum slots
already been occupied in each link of the Pi, S

0
all is the sum of the spectrum slots will be

occupied when pre-built in each link of the Pi.

Fig. 3. The flow chart of Pre-built Algorithm.
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3.2 Illustration for Pre-built Algorithm

To better to illustrate the Pre-built algorithm, we can look at the example in Fig. 4.
Different businesses are shown in the table. These services include different granularity
services such as fiber switching services, sub-wavelength services, single-wavelength
services, and super-channel services. Taking Request 1 as an example, the service
source/destination node pair is (1, 4). In this case, the K algorithm (K = 3) is first used
to select a candidate path, as shown in Step 1. After that, we proceed with Step 2,
which will pre-build AoD modules for this candidate path. Since this is a 100 G super-
channel service, we will configure the SSS for it, and each node in the candidate path
node set (1, 2, 3, 4) of the candidate path 1 will configure SSS for it. Of course, if this is
a single-wavelength service (like Request 2) we will configure it as WSS. If there is
already a module at the port, consider reusing the module (Request 3). In this way, the
three candidate paths are pre-build in sequence, and perform the calculation in step 3,
which the resources on the three alternative paths after the construction according to the
pre-built algorithm is calculated. By comparison, the more available resources are in
the candidate path 1, so the construction method of candidate path 1 will be used to
configure the functional modules of the final AoD node. If there is no module available
for use, this service will be blocked (Request 5).

Fig. 4. Illustration for algorithm.
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4 Simulations and Results

We evaluated the proposed algorithm by software simulation. The simulation uses an US
network topology, which has 28 nodes and 45 links. Each bidirectional link is configured
with 400 spectrum slots and each spectrum slot is 12.5 GHz. 100000 services requests
following Poisson distribution are given, and their bandwidth requirements are randomly
generated from 40 to 400 Gbps. For each service type, the number of spectrum slots
occupation is summarized in the Table 1. Requests are processed one by one and the K is
KSP is set as 3, and first-fit spectrum assignment are used for each link.

According to the demand proportions shown in Table 2, the pre-built algorithm is
evaluated in four different traffic scenarios. Among them, scenarios 1 and 2 focus on
small service, scenario 3 focuses on balancing services, and scenario 4 focuses on large
service for testing performance of algorithms. The four scenarios follow uniform traffic
models, which means that traffic is evenly distributed among all nodes in the network.

Simulation results are shown in the Fig. 5. The proposed pre-built algorithm is
compared with the First-Fit algorithm for the WSS or SSS modules in Fig. 5(a). In four
different traffic scenarios, the proposed algorithm performs better than FF algorithm,
and the two algorithms are better in scenarios 1 and 2. From Fig. 5(b), it can be further
found that the traffic blocking ratio in the network increases with the traffic load, which
is mainly due to the increase in the number of large-bandwidth super-channel services
in the network. The increase in the occupancy of spectrum resources has led to an
increase in the blocking ratio.

Figure 6(a), (b) show the effect of k-values on the effects of the proposed algorithm
and the FF algorithm in the K-shortest routing algorithm respectively in different
scenarios. From the result point of view, the pre-built algorithm works best when k = 3.

Table 1. Required spectrum for different demands

Channel Flexible grid Slots

40 Gbps 25 GHz 2
100 Gbps 37.5 GHz 3
200 Gbps 75 GHz 6
400 Gbps 125 GHz 10

Table 2. Demands proportion in different scenarios

40 Gbps 100 Gbps 200 Gbps 400 Gbps

Scenario 1 50% 30% 15% 5%
Scenario 2 10% 50% 30% 10%
Scenario 3 25% 25% 25% 25%
Scenario 4 0% 40% 40% 20%
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This is because the algorithm compares the resource conditions of the candidate paths
in advance and selects the optimal situation to construct the AoD module. At the same
time, it can be inferred that when k increases, the algorithm performs better.

Figure 7(a), (b) show the impact of the number of WSS and SSS on the blocking
ratios in the AoD node under the fourth traffic scenario. From Fig. 7(a), it is easy to find
that the blocking ratio of the network decreases with the increase of the number of SSSs
in the nodes. This is because the SSS can provide more flexibility and allow more large-
bandwidth super-channel services to be configured successfully. Figure 7(b) shows the
blocking ratio of different services under different module proportions. This further
reflects the direct impact on the number of SSSs on super-channel services. At the same
time, it also indicates that in the WSS/SSS coexistence networks, we can upgrade the
AoD node in a gradual upgrade manner under the premise of ensuring certain flexibility.
This also provides a solution to the construction and upgrade of AoD nodes.
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Fig. 5. Simulation results with two algorithms under different scenarios.

480 520 560 600 640 680 720 760 800
0.00

0.01

0.02

0.03

0.04

0.05

0.06

B
an

dw
id

th
 B

lo
ck

in
g 

R
at

io

Traffic Load (Erlang)

 Proposal k=1
 Proposal k=2
 Proposal k=3
 FF k=1
 FF k=2
 FF k=3

(a) BBR of different k value under scenario2

480 520 560 600 640 680 720 760 800
0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.10

(b) BBR of different k value under scenario3

B
an

dw
id

th
 B

lo
ck

in
g 

R
at

io

Traffic Load (Erlang)

 Proposal k=1
 Proposal k=2
 Proposal k=3
 FF k=1
 FF k=2
 FF k=3

Fig. 6. BBR of different k values under different scenarios.

Module Selection Algorithm Based on WSS/SSS-Hybrid 201



5 Conclusion

This paper studied how to select the building modules in the current WSS/SSS
coexistence optical network. Based on AoD nodes architecture, we proposed a
WSS/SSS selection algorithm to build AoD modules in dynamic networks and com-
pared their performance under different traffic scenarios. In different traffic scenarios,
we can see that the proposed algorithm performs better in small service scenarios, and
the number of WSS and SSS plays an important role in large service scenarios. This
provides a solution to the gradual upgrade of AoD nodes. In the future work, we will
continue to try to explore the factors that more influence on the construction of AoD
nodes under such scenario.
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Abstract. In the past years, the issues of energy efficiency and inter-
ference are becoming increasingly serious in wireless local area network
(WLAN) since lots of access points (AP) are deployed densely to pro-
vide high-speed users access. However, current works focus on solving
the two issues separately and the influence of each other is rarely consid-
ered. To address these problems, we propose a joint optimization scheme
of energy efficiency and interference to reduce energy consumption and
interference together without sacrificing users’ traffic demands. Firstly,
based on energy consumption measurement of AP and network inter-
ference analysis, we establish energy efficiency and interference models
respectively. Then, the weighting method is introduced to build the joint
optimization to quantify the effects of user-AP association, AP switch,
AP transmit power and AP channel on energy consumption and inter-
ference. Lastly, we formulate the joint optimization as an Mixed Integer
Non-Linear Programming (MINLP) problem. Since the MINLP prob-
lem is NP-hard, we proposed an Joint Optimization of Energy Efficiency
and Interference (JOEI) algorithm based on greedy method to simplify
its computational complexity. The evaluation results show that the pro-
posed algorithm can effectively reduce the network energy consumption
while improve the capacity of WLANs.

Keywords: Energy efficiency · Interference · Joint optimization ·
Green WLAN

1 Introduction

As a high-speed mobile network access scheme, wireless local area network
(WLAN) has been densely deployed in the enterprises, schools and other public
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areas to meet the traffic demand at peak hours [1]. However, the peak period
rarely happens, and the utilization of access points (AP) during the off-peak
period are reduced to low or idle, which leads to a serious energy waste [2].
Moreover, the channel overlapping in density deployment scene will cause heavy
interference and degradation of user’s quality of experience (QoE) [3].

Recently,the issue of energy saving and interference have been studied inde-
pendently from different aspects [4]. To reduce energy wastage, researchers try
to adopt switching strategies (also called ‘sleep-awake’) to turn off/on the low-
utilization or idle APs for adapting the active capacity [1,5,6]. A green clus-
tering algorithm was introduced to initiate a cycle of estimating user demand
and performance to power on or off APs, then adjust the transmit power [1]. In
reference [5], based on a centralized control framework, the actual network con-
ditions in terms of both user density and traffic patterns are monitored and used
to tune the energy consumption through a flexible energy-saving decision algo-
rithm. Similarly, a context-aware power management framework and adaptive
algorithms were proposed to dynamically configure different network elements
according to user needs [6]. Actually, those existing energy-saving studies mainly
focus on switching off unnecessary APs to reduce the energy consumption, but
the interference between adjacent APs has not yet been considered specifically.
However, according to the research [7], interference not only affects the stabil-
ity of wireless network, but also increases the energy consumption of wireless
systems. Therefore, to achieve more effective energy-saving and sacrifice little
on users’ QoE, the interference and energy consumption should be taken into
account together.In work [8], the authors indicated that the interference results
from the aggressive spectral reuse and high power transmission severely lim-
its the system performance, then they use a non-cooperative game to optimize
energy-efficient power for interference-limited wireless communication. However,
in those works, the relationship between interference and energy consumption
has not yet been quantitative analyzed accurately, which is the basis of resource
scheduling and optimization in wireless system [9].

In this paper, we aim to build a quantitative optimization model which could
reduce network energy consumption and interference with guaranteeing users’
QoE in WLAN system. Firstly, we set experiments to quantify the influence of
transmit power and throughput to energy efficiency, and analyze the relation-
ship between interference and transmit power, establish optimization models
respectively. Secondly, we introduce the weighting method to establish a joint
optimization objective function, optimized energy consumption and capacity.
Lastly, we put forward JOEI algorithm and verify the validity compared with
three popular algorithms.

2 System Model

2.1 Network model

As shown in Fig. 1, we consider a centralized WLAN system, the reasonable and
effective optimization scheme can be achieved based on the information from all
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wireless access points collected by controller, which can be used to operate the
state of user association matrix β,AP switch on/off α,AP transmit power p and
AP channel f to reduce interference and save energy.

AP1
Chnnel 1

AP2
Chnnel 11

AP3
Chnnel 6

AP4
Chnnel 1

AP5
Chnnel 11

Client running

Client offload

AP closing

AP openning

AP switch 
control

AP transmission
power control

AP channel switch 
control

User association 
control

Fig. 1. The simplify scenario for energy consumption and interference joint optimiza-
tion of WLAN system.

2.2 Energy Consumption Model

In order to determine the relationship among AP load, transmit power and
energy consumption, we conduct an experiment with real NETGEAR WNDR
3800 WiFi devices which were deployed in common application scenario working
at 2.4 GHz with 802.11 n mode, 20 MHz HT mode and random channel. As the
real AP load mainly from the downlink service, we gradually change AP’s down-
link data transmission rate (the data from the wired side to the wireless side)
and transmit power, and record AP operating power in each scene by the power
tester (TECMAN-TM6). Finally, we quantitative analysis the relationship of AP
load-AP transmit power-AP energy consumption according to the measurement
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result. The energy efficiency relation model of AP is obtained by fitting the least
squares polynomial of all discrete relation data as Fig. 2.

And the relation function as follows:

F (L, p) = a1 + a2 ∗ p + a3 ∗ L + a4 ∗ p2 + a5 ∗ p ∗ L + a6 ∗ L2 (1)

where L represents the throughput of AP, which equals to the sum traffic require-
ment of all associated users with this AP, p represents the actual AP transmit
power, F (L, p) represents AP power consumption, and a1-a6 represent the fitted
polynomial coefficient.

2.3 Interference Model

The interference accumulation effect between APs is described by calculating
the SINR of user links [10,11]. This physical interference model considers all
the links in wireless system to interfere users, which can be used to determine
whether the user node meet its demands.

Assuming that userj is associated with APi, the SINR of the link that userj

received is expressed as:
SINRi

j =
pigij

N0 + I−i
j

(2)

where N0 represents the system thermal noise power, pi represents the transmit
power of APi, and gij represents the path attenuation factor from APi to userj ,

gij = d−r
ij (3)

where dij represents the Euclidean distance between APi and userj . r represents
the attenuation coefficient, and the usual value is 2–4 [12].

I−i
j represents the sum interference that userj receives from surrounding

APs except for the currently associated APi. Furthermore, Ix
j indicates the same

channel interference received by userj from the APx which adjacent to APi.

Ix
j = eixΔ (fi, fx) pxgxj (4)

eix represents the adjacency relationship between APi and APx. When the APi

and APx have the overlapping coverage area, they are considered to be adjacent,
and the value of eix is 1, otherwise 0.

Δ (fi, fx) represents the channel relationship between APi and APx. if fi is
equal to fx, which means APx is in the same channel with APi, the value of
Δ (fi, fx) is 1, otherwise 0.

It can be seen that the total interference received by userj is expressed as:

I−i
j =

n∑

x=1

Ix
j =

n∑

x=1

{eixΔ (fi, fx) pxgxj} (5)

At the same time, when userj associated with APi, the channel capacity can
be obtained according to Shannon formula.
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3 The Joint Optimization of Energy Consumption and
Interference

During the off-peak period, there are lots of low-utilization or idle APs,which
will lead to heavy energy waste. Meanwhile, these idle APs will cause much
interference to users associated with adjacent APs. Therefore, the energy con-
sumption and interference can be reduced simultaneously through switch off idle
APs. To reduce energy consumption and improve performance of system, we try
to make more APs idle through users’ reassociation without sacrificing users’
traffic demands.

Furthermore, according to the model analysis in Sect. 2 the energy consump-
tion and interference can be reduced simultaneously by adjusting the AP power,
then improve the system capacity. Therefore, in order to reduce energy con-
sumption with ensuring network performance, the energy consumption and the
interference should be considered together. Because of the adjustment of user-
AP association, AP switch, AP transmit power and AP channel have the similar
influence on energy consumption and interference, these two optimization models
can be combined to achieve joint optimization.

Assuming that there are n APs and m users in the WLAN system, N =
{1, 2, · · · , n}, M = {1, 2, · · · ,m}, where APi ∈ N , Userj ∈ M . Meanwhile,
user’s traffic demand is defined as vector l, where lj represents the traffic demand
of userj .In order to make the energy consumption - interference joint optimiza-
tion model more reasonable, we introduce a weighting factor θ, and define the
joint optimization objective function as follows:

�1 : min
α,β,p,f

n∑

i=1

⎧
⎨

⎩F

⎛

⎝
m∑

j=1

βij lj , pi

⎞

⎠ αi

⎫
⎬

⎭

+ θ
n∑

i=1

⎧
⎨

⎩αi

m∑

j=1

(
βij

n∑

x=1

eixΔ (fi, fx) pxgxj

)⎫
⎬

⎭ (6)

s.t. αi, βij ∈ {0, 1} ,

pi ∈ {0, 1, 2, · · · , 30}, fi ∈ {1, 6, 11} (7)
Capj > lj (8)
m∑

j=1

βij lj < Lmax (9)

βij ≤ cij , cij =
{

1 dij < Ri

0 otherwise
(10)

n∑

i=1

βij = 1 (11)

n∑

i=1

αiβij = 1 (12)
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The first part of objective (6) shows that the AP energy consumption model
F is used to optimize the overall energy consumption of the system by adjusting
user-AP association β, AP switch α and AP transmit power p. The second part
of objective (6) denotes the sum of the interference received by all users is used
as an indicator to assess the interference of the system.

The optimal convergence state of the joint optimization model can be dynam-
ically controlled by setting the weight factor θ, so that WLAN service providers
can change the size of θ in the algorithm according to the specific network sit-
uations and different optimization requirements, and obtain the more scientific
and effective optimal solution.

The objective (6) measures the sum of energy consumption and interference.
Solving problem �1 means that the corresponding algorithm should return the
optimal active AP vector α∗, the user-AP association matrix β∗, the AP transmit
power vector p∗ and the AP channel selection vector f∗. The constraint (7)
presents the feasible domain of αi, βij , pi and fi. The constraint (11) and (12)
ensure that user j only can associate to one AP, and the constraint (10) ensures
that only the user that within the coverage of the AP can connect to it. The
constraint (9) shows that the total load of every AP is within its transmission
capacity Lmax. And the constraint (8) ensure that channel capacity between
user and AP must satisfy the traffic demand of users.

From the convex function definition, we can obtain that The objective func-
tion �1 is convex, and area bounded by the constraint functions (7)–(12) is
convex.we confirm that our joint function exist an optimal solution under all of
constraints. However, as we have integrated four unknown variables (i.e. user-AP
association, AP switch, AP channel, AP transmit power) into the one objective
function, which make it become an MINLP problem. As far as we know, solving
the optimal solution of an MINLP problem is a difficult work which requires a
lot of computation and time complexity. Hence, in order to solve the NP-hard
problem, we propose an efficient algorithm which is based on the idea of greedy
algorithm in the next section.

4 The JOEI Algorithm Based on Greedy Method

We propose an JOEI algorithm to solve the Joint Optimization of Energy con-
sumption - Interference inspired by the idea of greedy algorithm.In energy-saving
aspect, the transmit power has smaller influence than AP switch [13]. Meanwhile
in interference aspect, channel selection can decrease interference more effective
compared with transmit power [7]. So, in the JOEI algorithm we firstly con-
sider transmit power as a default value to compute other three variables to
reduce computational complexity. Furthermore, the optimal transmit power is
obtained by solving the objective function with other three variables that have
been obtained. The details of JOEI algorithm based on greedy method is given
in Algorithm 1.
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Algorithm 1. The JOEI algorithm
Ensure: α, β ∈ {0, 1} , f ∈ {1, 6, 11} , p ∈ {0, 1, 2, · · · , 30}.
1: while (1) do
2: Set c, l, g and e according to the network status;
3: Compute the number of adjacent APs for each AP and store them in array

ap adjace by ascending order;
4: for i = 1 to n by ap adjace order do
5: Select a channel from {1, 6, 11} as fi which minimize the objective function

�1;
6: end for
7: Compute the interference value of all users under each APi by

m∑

j=1

(

βij

n∑

x=1

eixΔ (fi, fx) pxgxj

)

;

8: Sort interference values of all APs in descending order and store them in array
ap interf ;

9: for i = 1 to n by ap interf order do
10: if all users in APi can be offloaded to adjacent APs then
11: k ← the number of users associated with APi;
12: Compute the number of users’ associative APs and store them in array

user ass by ascending order;
13: for j = 1 to k by user ass order do
14: Offload userj to an associative AP which minimize the objective function

�1 based on change of β;
15: end for
16: Turn off APi ,update α, β and return to step 2;
17: end if
18: end for
19: if all APs can’t be switched off then
20: break;
21: end if
22: end while
23: Introduce the optimal solution of α∗, β∗, f∗ to objective function �1, compute the

set of transmit power p∗ as an integer programming with single-variable.

5 Performance Evaluation

In this section, we conduct experiments to validate the efficiency of JOEI algo-
rithm compared to two classical energy-saving schemes, green-clustering algo-
rithm [1] and cooperative energy-efficient method [14], which don’t consider the
influence to interference in energy-saving process. Moreover, we conduct simula-
tions to compare the performance with another energy - interference joint study
algorithm [7]. Because we take into account the more sophisticated constraints to
ensure users’ demands and more measures to reduce interference, our algorithm
shows better performance in interference aspect, although there is a small gap
in energy saving.

It is noteworthy that we solve the integer programming problem for p by
the SCIP [15] optimization toolbox which uses a branch-cut-and-price method.



Joint Optimization of Energy Efficiency and Interference for Green WLANs 211

Meanwhile, in the experiments, we set the weight factor θ be 100 which let the
part of interference in the same order of magnitude with energy consumption.
More parameters are shown in the Table 1.

Table 1. Experiment parameter

Parameter Value Commons

r 2 Attenuation coefficient

p [1 mW/0 dBm, 1W/30 dBm] Limit of AP transmit power

Lmax 70Mbps Limit of AP load

R 40m Coverage radius of AP

fc 2.4 GHz Carrier spectrum

N0 10−13 W/−100 dBm Thermal noise power

B 20MHz Bandwidth of channel

In order to get the performance of greedy algorithm, we design a set of
network typologies, where 100 APs are regularly deployed and a number of users
are randomly placed in a 300 m-by-300 m area. The effective coverage radius of
AP is set to 40 m, the throughput demand of each user is set to a range from
2 Mbps to 4 Mbps. To simulate a real and comprehensive network condition, we
change the number of users increases from 50 to 800 in steps of 50. Before the
experiments, AP transmission power is initialized to 30 dBm and AP channel is
set to a random value among 1, 6 and 11.
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As shown in Fig. 3, the proposed algorithm has a better performance of
energy efficiency in all types of scenes. When there are only 50 users with
throughput demand, proposed algorithm obtain a high energy-saving rate close
to cooperative method, which is almost 30 percent higher than clustering algo-
rithm. As the number of users increases, the rate of energy saving reduce gradu-
ally. When the number of users increases to 800, the energy-saving rate of both
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proposed algorithm and clustering algorithm are decreased to 45%, but that of
cooperative method is down to the percent of 30.
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As shown in Fig. 4, it is the interference comparison of proposed algorithm,
clustering algorithm and cooperative algorithm. The original interference repre-
sents the system’s interference in the initial scenario before running algorithms.
With the increase in the number of users, the initial interference is increasing.
Although the two classic algorithm don’t consider interference in energy-saving
process, they all be helpful in reducing interference as idle APs are switch off.
Obviously, Our algorithm has a better performance in all scenarios. As the chan-
nel capacity mainly affected by interference, our algorithm have the largest aver-
age link capacity of users than the original situation and other two energy-saving
algorithms in Fig. 5.

As shown in Fig. 6, the average throughput percent represents the change
of system throughput under different algorithms. As user throughput protection
are considered in our optimal model, the average user throughput provided by
JOEI algorithm is stable around the original throughput, which is 2.6% higher
than that provided by the green-clustering and cooperative algorithm at most. It
demonstrates that our scheme will not cause any influence on user throughput.

6 Conclusion

In this paper, we have addressed the issue of energy consumption and interference
in dense WLAN. Based on real test trace, we determine the mathematical model
of throughput, transmit power with energy consumption. Meanwhile, we define
the interference model by analyzing the sources of interference to users in the net-
work. We further design a joint optimization model of energy consumption and
interference, which adjust user-AP association, AP switch, AP transmit power
and AP channel, to reduce energy consumption as well as interference without
sacrificing users’ QoE. However, the solution to joint optimal is formulated as an
NP-hard problem. To simplify computational complexity, an JOEI algorithm is
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proposed based on greedy method. The comparison experiments show that the
proposed algorithm has good performance in reducing interference and ensuring
user’s demand with energy saving. We believe that our research will promote
the development of green WLANs.
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Abstract. The new radio resource control inactive state has become
the main status of user equipments (UEs) in 5G networks, because of
its low power consumption and energy saving features. To deal with the
massive signaling overhead in 5G networks, in this paper, we introduce a
UE assisted dynamic RAN notification area (RNA) configuration scheme
to effectively reducing the paging and the RNA update overhead of inac-
tive UEs. Especially, UEs are divided into two categories, namely, the
speed-priority type and the rate-priority type based on their commu-
nication rate, mobility, as well as the location. Accordingly, we further
extensively investigate the dynamic RNA configuration update process in
both the theoretical and the practical manner. The performance of pro-
posed schemes is evaluated via simulations and the results demonstrate
the effectiveness and the efficiency in achieving the design goals, which
could achieve a considerable performance improvement with respect to
schemes in literatures.

Keywords: Small cell · 5G · Inactive state · RAN notification area

1 Introduction

In order to satisfy the low-latency, high-reliability and low-power transmission
performance requirements to support various scenarios in 5G networks, the ultra
dense small cell network is considered as a feasible solution [1]. Recently a new
state called RRC Inactive is designed as a main state for inactive UEs in 5G
networks. The main characteristics of the inactive state is that the interface
between the Radio Access Network (RAN) and Core Network (CN) is kept [2].
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However, the small coverage of cells increases the total number of paging and
location update signaling messages due to the movement of Inactive User Equip-
ments (UEs) [3]. Paging is a system access functionality that is triggered by the
network to locate a UE when there is downlink packet for the UE.

In Long Term Evolution (LTE) networks, the location tracking of UEs is
based on the tracking area (TA) and the tracking area list (TAL). Several works
have been done for reducing the overhead due to the mobility of UEs during
the last years [4–7]. In [4], an experience-based scheme was used to predict the
movement trend of UEs, and the TAL is allocated to UEs according to movement
type. An automatic scheme which could obtain the optimal TA update scheme
and minimize network signaling was presented in [5], the scheme detected periods
of similar trends of UEs that could share the same TA update scheme. In [6],
the authors proposed an effective TAL design to reduce the overall signaling
overhead while taking into account the TAL overlapping. In this case, a cell
could be included in more than one TAL. When UEs moved from cell i to cell j,
the location update is performed if cell j is in none of those TALs of UEs. The
authors designed an effective tracking area list management scheme to optimize
TAs in the form of TALs for each UE, which could minimize the number of the
paging and tracking area updates signaling message [7].

The 3rd generation partnership project (3GPP) standard proposed three
different granularity RNA configuration schemes for inactive UEs, that is, the
cell list, the radio access network (RAN) area identification (ID) list and tracking
area identity (TAI) list configuration scheme, respectively [8]. However, the small
configuration granularity of the cell list-based RNA configuration scheme is only
applicable to UEs with high paging rates and low-speed. The larger granularity
of the RNA configuration scheme is based on the RAN area ID list/TAI list,
which is only applicable to UEs with a high-speed and low paging rate.

In this paper, a UE assisted information-based dynamic RNA configuration
scheme is proposed to minimize the total number of paging and RNA update
signaling in 5G small cell network. The main contributions can be summarized
as: First, UEs are divided into different categories based on their own state
informations. In particular, UEs could recommend an appropriate RNA and
report it to the anchor gNB as the RNA configuration assisted information.
Finally, the anchor gNB will determine whether to reconfigure the recommended
RNA based on assisted information from UEs. Second, we aim to minimize the
total number of messages in paging and location tracking of UEs in Inactive
mode. UEs could report the recommended RNA base on the state informations
of UEs, thereby reducing the total overhead in the scheme we proposed. In
addition, the RNA for a UE is dynamic update according to UEs activities. such
as the current communication frequency and mobility, to further improve the
performance of the network.

The rest of this paper is structured as follows: the system model is presented
in Sect. 2. The detail procedure of the dynamic RNA configuration scheme is
presented in Sect. 3. Section IV introduces the problem formulation of the pro-
posed RNA configuration scheme. The simulation results are presented in Sect. 5.
Finally, the paper is concluded in Sect. 4.
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2 System Model

In this paper, we consider a 5G small cell network consists of the RAN and
next generation core network (NGC), where RAN includes a set of small cell
gNBs (i.e., base station of the 5G network), and UEs are randomly located
in the coverage of gNBs. NGC includes the access and mobility management
function (AMF), the user plane gateway (UP-GW) and the control plane gateway
(CP-GW) as shown in Fig. 1. Each gNB covers a different number of cells and
inter-gNBs are connected via the Xn interface. The anchor gNB maintains the
connection of the user plane and the control plane with the NGC, which is
in charge of the paging and location tracking of UEs. In order to avoid a large
number of paging and RNA updates signaling message between gNBs, we assume
there is a Xn interface between gNBs and the anchor gNB where the UE is
located. Alternatively, when a UE moves to a gNB that does not have interface
with the anchor gNB, the anchor gNB will be replaced by the gNB where the
UE is currently located. In this case, the intra-gNB mobility is hidden from the
anchor gNB enabling the tracking of the cell level location of UEs to minimize
the signaling overhead.

Fig. 1. System model

Generally, the initial configuration of the RNA is depended on the mobility
of UEs as well as on their geographical distribution. gNBs will provide UEs with
the initial configuration of the RNA when UEs firstly connect to the network.
The initial RNA configuration varies from scene to scene and one RNA can
contain multiple gNBs regions. We denote R = {1, 2...r} as the set of RNAs,
and U = {1, 2...u} as the set of UEs. Let Υ denote the set of all possible RNA
lists in the network, Υi denote the set of all possible RNA lists that can be
assigned to UEs in RNA i. mi� represents the probability to assign RNA list
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in RNA i to UEs, hij represents the probability that UEs move from RNA i
to RAN j. When UEs move to a new RNA does not belong to it is own RNA
list, there is a RNA update procedure for UEs and a signaling message to the
anchor gNB. Once the anchor gNB received the RNA update message, it would
calculate and forward the set of possible RNA lists to UEs to generate new RNA.
Symbols used in this paper are listed in Table 1.

Table 1. Notations of Symbols

Symbol Description

R The set of RNAs in the network

U The set of UEs in the network

Υ The set of all possible RNA lists

Υi The set of RNA lists can be assigned to UEs in RNA i

mi� The probability to assign RNA list in RNA i to UEs

hij The probability UEs move to RAN j from RNA i

τ Signaling overhead of one paging process

λ0 The necessary overhead generated by cells UE camped

λ1 The unnecessary overhead generated by cells except UE camped

nk
u The cells of the RNA of UE other than the cell UE camped

αu The paging probability of UE i during period k

ρ Signaling overhead of one RNA updating process

βu The RNA update probability of UE i during period k

tui The duration time of UE u in RNA i

3 Dynamic RNA Configuration Scheme

3.1 Dynamic RNA Configuration

According to the dynamic changes of UEs, the initial RNA configuration needs
to be reconfigured timely. The user assisted dynamic RAN notification area
configuration scheme consists of two steps: the decision making step and the
RNA adjustment step, as shown in Fig. 2. Firstly, in the decision making step,
UEs will periodically collect their own state informations for time interval T ,
which include the paging rate, mobility rate and the time duration of UEs in the
visited RNA etc. Based on these information UE could determine the categories
of UEs, namely, rate-priority or speed-priority. Formally, the category of UE u
is depended on the ratio of paging overhead and RNA update overhead in the
network within the kth period T (Tk), which is given as follows:

Ok
u =

τ(λ0 + λ1n
k
u)αu

τ(λ0 + λ1nk
u)αu + ρσuβu

(1)
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where 0 < Ok
u < 1, σu = Tk/tui. τ(λ0 + λ1n

k
u)Tkαu denotes the paging overhead

of UE u during Tk. ρTk/tuiβu denote the RNA update overhead incurred by
UE u during Tk. Tk/tui denotes the RNA update frequency of UE u in the Tk.
UE with larger Ok

u causes larger number of the paging message than the RNA
update message, which is considered as a rate-priority type UE. Consequently,
the smaller the value of Ok

u the more RNA update message than the paging
message, which is considered as a speed-priority type UE.

Secondly, in the dynamic adjustment step, according to the category of UEs
determined by the previous step, the set of possible RNA lists can be assigned to
UEs to generate a new RNA. In this step, rate-priority type UEs would select a
RNA list with small number of RNAs to reduce the paging overhead. Similarly,
speed-priority type UEs would select a RNA list with large number of RNAs
to mitigate the impact of the RNA update on the network performance. Then,
UEs report the assisted information to the anchor gNB to update the RNA
configuration.

Fig. 2. Dynamic RNA configuration scheme

3.2 RNA Lists Update Process

We give an example to show the update process of the RNA of UEs. Assume
that there are three RNAs in the network, named R1, R2 and R3, UEs can
freely move in any RNAs. Notice that, when UEs are in one of RNAs, there
would form a set of RNA lists that can be assigned to UEs with the neighboring
RNAs. For example, if UEs camp in R1, all the RNA lists that can be assigned
to UEs are denoted as Υ1, Υ1={{R1}, {R1, R2}, {R1, R3}, {R1, R2, R3}}. Addi-
tionally, all the RNA lists in the network are denoted as Υ=

⋃
i∈R Υi,

Υ={{R1}, {R2}, {R3}, {R1, R2}, {R1, R3}, {R2, R3}, {R1, R2, R3}}.
Assume that each RNA list is assigned to UEs with a specific probability,

denotes as Pi(L). All RNA lists are in descending order by the number of included
RNAs. Furthermore, the category of UEs should be taken into consideration dur-
ing RNA update process. Speed-priority type UEs should be assigned to a large
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RNA list as the notification area to reduce RNA update signaling. Otherwise,
rate-priority type UEs should be assigned to a small RNA list as the notification
area to reduce paging signaling. Thus, speed-priority type UEs has high prob-
ability to be assigned to {R1, R2, R3}, while {R1} is probably be assigned to
rate-priority type UEs.

We define a poisson cumulative distribution function F (ru, tui), where ru =
1/(Ok

u) ≥ 1. Especially, the cumulative distribution probability of {R1, R2, R3}
is the smallest, while {R1} is the biggest. UEs will select the appropriate RNA
list when the following condition are satisfied:

L−1∑

m=1

Pi(m) < F (ru, tui) <
L∑

m=1

Pi(m) (2)

From above, larger Ok
u results in smaller ru and indicates that UE u, which called

rate-priority type. It is better to assign a RNA list with small number of RNAs
for this UE u. In contrast, smaller Ok

u results in bigger ru and indicates that
UE u, which called speed-priority type. It is better to assign a RNA list with a
number of RNAs for this UE u.In addition, the small tui indicates the high speed
of UEs, which will be assigned to a large RNA list. As shown in Fig. 3, when ru

is small, UEs have a higher probability to select a smaller RNA list. Otherwise,
when ru is large, UEs have a higher probability to select a larger RNA list. In
addition, the time duration tui indicates the speed of UEs, the speed-priority
type UEs will select a large RNA list.

Fig. 3. tui versus the cumulative distribution function of poisson

4 Problem Formulation

In this paper, we consider a UE assisted information-based dynamic RNA con-
figuration scheme to minimize the total number of paging and RNA update
signaling message in 5G small cell network. The multi-objectives optimization
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technique is used to minimize both the paging and the RNA update overhead,
find the optimal distributions of the RNA, and find a fair tradeoff of these two
overhead. The RNA update overhead which generates in RNA i and j (not in
the same RNA list) can be expressed as follows:

fRNAU(i,j) = ρ
∑

�∈γi∧�/∈γj

hijmi� + ρ
∑

�∈γj∧�/∈γi

hjimj� (3)

where 	 is the current RNA list of UEs. The overhead of paging generated in
RNA i can be expressed as:

fpaging(i) = τmi�

∑

u∈U

αutui (4)

where
∑

u∈U αutui is a constant that represents the paging overhead in RNA i.
When there is data transmission requirement, the anchor gNB will send paging
message to gNBs in the RNA of UE u. Based on the above discussion, the
optimization problem can formulate as:

min ω
∑

i∈R

∑

j∈R∧i�=j

fRNAU(i,j) + (1 − ω)
∑

�∈Υ

∑

i∈�

fpaging(i)

s.t. (C1) : i, j ∈ R, 0 ≤ hij ≤ 1
(C2) : i ∈ R, 	 ∈ Υ, 0 ≤ mi� ≤ 1

(C3) : ∀i ∈ R,
∑

�∈γ
mi� = 1

(C4) :
∑

i∈R

∑

j∈R∧i�=j

fRNAU(i,j) ≤ RNAUmax

(C5) :
∑

i∈R
fpaging(i) ≤ PAGINGmax (5)

where ω is the weight factor of the paging and the RNA update overhead in the
network, which could dynamically adjust the proportion of these two factors.
Specifically, the speed-priority type UEs will be assigned with a larger ω than
the rate-priority type UEs. The set of constraint (C3) assures that the sum of
the proportional usage of the RAN lists in RNA i equals to one. The constraint
(C4) guarantees that the sum of all RNA update overhead should not exceed the
maximum RANUmax, the constraint (C5) indicates that the sum of all paging
overhead in the network should not exceed the maximum PAGINGmax.

In this paper, the discrete Markov chain is used to analyze the RNA update
and the paging overhead in the network, which can be obtained by the solution
of the balance equations of the discrete Markov chain. The detail process refers
to [7].

5 Simulation results

In this section, we verify the performance of the proposed user assisted dynamic
RAN configuration scheme (UD-RNA) algorithm by simulations. We focus on
the impact of RNA update and paging overhead on the UD-RNA scheme. In
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order to qualify the proposed algorithm, the following two algorithms are used
for comparison: the cell list configuration scheme (C-RNA) and the RAN area ID
list configuration scheme (R-RNA). C-RNA scheme could optimize the paging
overhead while R-RNA could optimize the RNA update overhead. The RNA
update rate of UEs is represented by ν, 1

ν refers to the average duration time
of UEs in each RNA. The paging rate of UEs is represented by p, which is the
average arrival packets of UEs. The following three scenarios is considered in the
simulation: scenario one, 1 ≤ p ≤ 10, ν = 5 and ω = 5; scenario two 1 ≤ ν ≤ 10,
p = 0.5 and ω = 0.5; scenario three, we vary the 0.1 ≤ ω ≤ 1.

Fig. 4. Performance comparison of three schemes as a function of average arrival
packets p

Figures 4 and 5 show the paging overhead, the RNA update overhead and the
total overhead of C-RNA, R-RNA and UD-RNA algorithm versus the average
arrival packets p and the average time duration of UEs in each RNA, respectively.
Figure 4a,b show that the average arrival packets p of UEs have a negative impact
on paging but a positive impact on RNA update overhead, this is due to the
rate-priority type UEs generate more paging overhead than the RNA update
overhead. Thus, the larger the p value is, the higher the paging overhead becomes.
As depicted in Fig. 5a,b, the increase of the average duration time UE also has a
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negative impact on paging and a positive impact on RNA update overhead. The
longer a UE resides in a RNA, the lower its mobility and the less RNA update
overhead is generated.

Figures 4a and 5a illustrate that C-RNA has a better performance than UD-
RNA and R-RNA in terms of paging overhead regardless of the vary of p and
1
ν . It proves that the C-RNA scheme can effectively reduce the paging over-
head because of the small granularity of RNA configuration. Figures 4b and 5b
demonstrate that R-RNA has a better performance than UD-RNA and C-RNA
in terms of the paging overhead regardless of the vary of p and 1

ν . R-RNA scheme
can effectively reduce the RNA update overhead because of the big granularity of
RNA configuration. Figures 4c and 5c show that the proposed UD-RNA scheme
has a better performance for different values of p and 1

ν and reduce the overall
signaling message for both the paging and the RAN update overhead. It can be
seen from the figures, when p < 4.7 and 1

ν < 0.55, R-RNA scheme has better per-
formance than the other two schemes. However, after that point C-RNA scheme
is the best compared with other two schemes. Especially, UD-RNA always finds
an optimal tradeoff between the paging and the RNA update overhead by main-
taining the total overhead to the optimal value.

Fig. 5. Performance comparison of three schemes as a function of average duration
time ν
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Fig. 6. The impact of the weight factor on the total overhead

Figure 6 illustrates the change of the total overhead in the network versus
the weight factor. The following three scenarios are used for comparison: (1)
p = 9 and v = 1, when the paging overhead is larger than the RNA update
overhead; (2) p = 5 and v = 5, when the paging overhead equals to the RNA
update overhead; (3) p = 1 and v = 9, when the paging overhead is smaller than
the RNA update overhead. With the increase of ω, the proportion of the RNA
update overhead increases, while the proportion of the paging overhead decrease.
For scenario 1, the larger the ω is, the small the paging overhead achieves, thus
the total overhead is declined. For scenario 2, with the increase of ω, the RNA
update overhead is increasing and the paging overhead is decreasing, result in
slowly increasing of the total overhead. For scenario 3, the larger the ω is, the
bigger the paging overhead becomes, result in increasing of the total overhead.

6 Conclusions

In this paper, a UE assisted based dynamic RNA configuration scheme was pro-
posed to reduce the total overhead of the paging and the RNA update signaling.
Simulation results illustrated the effectiveness of the proposed scheme.
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Abstract. LTE-V2X sidelink/PC5 communication aimed at supporting device-
to-device (D2D) communications in vehicular scenario has been developed as
an appropriate technology by 3GPP. Particularly, mode 4 operating without
cellular coverage permits vehicles autonomously to select resources and has the
potential to achieve an efficient and reliable transmission for vehicle safety
applications. However, there is very little research conducted on theoretical
understanding of the characteristics and performance of mode 4. In this work,
we propose a tractable mathematical analysis to evaluate the performance of
LTE-V2V in mode 4. Specifically, we assume that vehicles driving on 1-D
abstract lane follow a Poisson Point Process (PPP). By means of probability
model, we analyze the event that vehicles randomly select the same resource
inducing collision, and investigate the failure probability of transmission. Also,
the distance between adjacent vehicles is log-normally distributed and the
transmission outage probability under a fixed threshold is given. Furthermore,
we derive the expression of transmission capacity. To this end, numerical results
verify that the transmission capacity of mode 4 can be improved to a certain
extent with the increasing of density of vehicles.

Keywords: LTE-V2V mode 4 communication � Distributed scheduling
Collision � Interference � Transmission capacity

1 Introduction

In recent years, the Intelligent Transportation System (ITS) considered as an effective
method can be push forward by the revolution of automotive industry and vehicle
wireless communication. Exchanging information acquired by on-board sensors with
neighbors including location, direction and speed, plays a crucial role in vehicle safety
application. Meanwhile, in order to ensure the reliability of vehicular communication,
different standardizations have devoted efforts into normalizing vehicle-to-everything
(V2X) wireless technologies. To date, there are two main standards, i.e. IEEE 802.11p
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[1] and 3GPP’s LTE-V2X [2]. At the end of 2016, 3GPP developed LTE sidelink/PC5
communication as a potential technology for vehicular applications in the first version
of Release14 [2].

In Release 14, the standard concludes two modes for sidelink/PC5 communication,
in which vehicles directly communicate with each other. In mode 3, the management or
scheduling of resources is controlled by the base station (i.e. eNB), but vehicles
autonomously select and utilize resources in a distributed manner in mode 4. Currently,
some referable results of reliability of LTE-V2V have been acquired by simulations [3–
6] and rarely theoretical studies. Especially, mode 4 has been considered the baseline
mode and represents an alternative to IEEE 802.11p. The performance of mode 4 for
V2 V communications has increasingly being discussed in last few years. So far, most
of these studies focus on simulation analysis of reliability that is considered as the
important performance indicator measured by Packet Delivery Ratio, such as [3, 4].
Additionally, the presented model in [7] has characterized an upper performance of
vehicular D2D communication relying on LTE-D2D (Release 12) as function of the
application traffic pattern, without the effect of interference. In [6], the authors propose
‘spatial capacity’ defined as the total amount of bits that can be successfully delivered
in 1 km and 1 s to assess the performance of LTE-V2 V mode 4 by using the vehicle
traffic simulator. As far as we know, the study of capacity on mode 4 is still a blank
field.

Since Gupta and Kumar’s remarkable study on the capacity of ad hoc network [8],
S. Weber and J. G. Andrews proposed the notion that the spatial density of successful
transmission is defined as transmission capacity (TC) [9]. After that, some researchers
have conducted a series of studies on transmission capacity for Vehicle Ad Hoc
Network (VANET) [10–12]. These related studies consider 1-D linear road and discuss
the concurrent transmitters and interference on distributed access scheme. For example,
they are mostly based on Carrier Sense Multiple Access/Collision Avoidance
(CSMA/CA) mechanism that vehicles successfully access the channel after going
through the sensing phase and the finite back-off process. Different from this typical
distributed scheme, vehicles in mode 4 use the time-frequency resources determined by
sensing results and randomly select some resources to transmit immediately. Vehicles
may conflict with others when they choose the same resource, leading to the failure of
transmission. Thus, the existing models of capacity for distributed scheme in VANET
cannot be directly applied to mode 4.

To better understand characterizes of decentralized scheme in mode 4, we under-
take to develop a novel transmission capacity analysis model of mode 4 by taking its
resource collision avoidance and vehicle scenarios into consideration. In this paper, we
firstly analyze the collision probability due to the resource competition between
transmitters, further obtain the density of concurrent transmitters. Then, the transmis-
sion outage probability is derived, considering interference to receivers under a sim-
plified channel. Our ultimate goal is to extend a theoretical study on the capacity for
LTE-V2V mode 4.

The rest of the paper is organized as follows. System model is built in Sect. 2. In
Sect. 3, theoretical analysis of collision probability, interference analysis, and trans-
mission capacity is given. Numerical results are presented in Sect. 4. Finally, in
Sect. 5, the conclusion is obtained.
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2 System Model

2.1 Network Model

As represented in Fig. 1(a), a multi-lane highway scenario constituted from N parallel
traffic lanes separated by a fixed distance. Compared with the transmission range of
vehicles, the road width is much smaller. Thus the 2-D multiple lanes are always
approximated by a 1-D single lane in previous works, such as [10–12].

In order to simplify the analytical model, we also consider a 1-D straight lane that is
shown in Fig. 1(b). From the independent theorem of PPP [13], the set of vehicles Pk

within the abstract 1-D line follows a one-dimensional PPP of density k vehicles/km.
Additionally, for vehicle mobility, we utilize the well-known Car-following model

[14], which models the mean distance between any two adjacent vehicles as a log-
normal distribution with the main parameters l and r.

DXðxÞ ¼ 1ffiffiffiffiffiffi
2p

p
rx

exp
�ðln x� lÞ2

2r2

 !
: ð1Þ

Each vehicle, hereafter Autonomous Vehicle (AV), broadcasts beacons periodically
for V2 V safety application by a D2D type of radio link (sidelink).

Channel model: All AVs are assumed to transmit with a fixed power Pt and have
the same transmission rate R. The signal power decays with the distance according to
the large-scale fading model with a path-loss exponent a[ 1. Besides path loss
attenuation, the signal power experiences with the small-scale Rayleigh fading which
follows an exponential distribution with mean equal to 1. Consequently, the power
received is PtHd�a, where H represents the channel fading, d represents the trans-
mission distance that is defined the Euclidean distance.

2.2 Distributed Scheduling Scheme in Mode 4

In LTE-V2V mode 4 communication, AVs transmit to each other in direct mode, with
resource allocation performed by distributed scheduling. According to the framework
in R14 specification, radio resources are selected from a selection window, which is the

AVT AVR
Sening-based

collision avoidance
May also interfere 

with AVR

Rs

DIDs

DB

(a) Multi-lane model (b) Single lane abstraction model

Fig. 1. Highway scenario
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beacon generation period (here equal to tp = 100 ms). We assume that all the resources
in the selection window are available, which is defined as L ¼ 1; 2; . . .;Mf g. Each AV
continuously senses the radio channel to learn about the periodic transmission status of
the neighboring AVs. When a packet needs to be transmitted, the last 1000 ms history,
referred as the sensing window, is used to make a process of resource exclusion and
selection. In detail, the AV decodes the SCI information and measures the energy level
of related signals. We define that the maximum distance at which the neighbors are able
to decode sidelink control information (SCI) messages is Rs, i.e. sensing distance. Thus,
the final candidate resource pool L1 ¼ 1; 2; . . .;mf g is composed of the remaining
available resources. The AV randomly chooses one of the in L1. Once a resource is
chosen, AV may keep using that resource for a random time before resource reselection
occurs as described above.

2.3 Performance Metric

Transmission capacity (TC): It is defined as the maximum spatial capacity accom-
modated in the network [9], that is

CT ¼ kPs 1� sð ÞR; ð2Þ

Where k describes the density of the potential transmitters in the network. Ps represents
the probability of transmission. s is the outage probability of transmission when the
signal-to-interference ratio (SIR) is smaller than the threshold b. R represents the
transmission rate and equals 1 bps. In this case, we would assess the normalized TC in
the final results.

3 Theoretical Analysis

In the context of V2 V mode 4 operation, given these assumptions in Sect. 2.2, the
number of vehicles that can be allocated initially in the selection window is equal to
M ¼ tp=tsfr=nsfr bcn

� �
, where nsfr_bcn equals to 1 that means one sub-frame needed to

transmit each beacon. Through the resource selection procedure, the size of resource
pool available L1 is denoted as

m ¼ E
XM
i¼1

Xi

" #
; ð3Þ

where Xi is a random variable that determines whether a resource i is selected into the
resource L1, as

Xi ¼ 1; i is in L1
0; i is not in L1

:

�
ð4Þ
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Note that for the tagged AV, each resource is selected with different probability.
Nevertheless, this issue will not be discussed in this paper that may be investigated in
our future work.

3.1 Collision Probability

In this subsection, we present a model to capture the collision probability. The
approach of resource reservation in LTE-V2V mode 4 does not completely resolve
collisions when trying to reserve an idle slot.

Lemma 1. The target probability of failure probability due to collisions is

Pfailure ¼ 1� e��n �
Xm
k¼0

�nk

mk
� Ck

m: ð5Þ

Proof. AVs use sensing to determine transmission opportunity, i.e. a suitable resource
for transmission. The resource occupancy and energy detection level are two important
conditions to conduct resource exclusion. We convert these into spatial constraints and
infer the density of the competitive AVs that cause resource collision with the tagged
AV.

We arbitrarily choose an AV that constructs a resource utilization map based on the
occupancy of resources for each interfering AV indicated by decoding SCI. Based on
the sensing-based protocol, the subset of competing AVs can be expressed as

Pc ¼ fAV1;AV2; . . .jAVj 2 Pk; aj ¼ 0g: ð6Þ

where aj ¼ 0 represents AVi hasn’t occupied resources. Note that the density is Q � k,
Q represents the probability of competition that AVs need to select resources at the
same slot.

Obtaining through the independent thinning from Pc, the average number of
vehicles competing in tp within the sensing range Rs is �n ¼ Rs � Q � k. A segment lr of
sensing range Rs have k competing vehicles,

Plr kð Þ ¼ �nk � e��n

k!
: ð7Þ

Then, we calculate the collision probability PcðkÞ conditioned to having a number
of AVs equal to k. Provided that AVs exceed m, AVs have not sufficient resources
inducing collision. The number of AVs is smaller than available resources, collisions
happen when more than two vehicles randomly select the same reserved slot in the
same one-hop set. The detail expression can be given as

PcðkÞ ¼ 1� m!
ðm�kÞ!mk ; k�m
1; k[m

�
: ð8Þ
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According to the Total Probability Theorem, the collisions under the given number
of AVs from zero to infinity make up a complete event. Thus, the failure probability is
derived as follows

PfailureðaÞ
X1
k¼0

Plr kð Þ � Pc kð Þ ðbÞ
X1
k¼0

Plr kð Þ � 1� Pnc kð Þð Þ

ðcÞ 1�
Xm
k¼0

Plr kð Þ � Pnc kð Þ ðdÞ 1� e��n �
Xm
k¼0

�nk

mk
� Ck

m;

ð9Þ

where Pnc(k) in (b) and (c) is defined as the condition probability that the k AVs do not
collide; (a) comes after applying the Total Probability Theorem; (c) after invoking the
property of probability that the sum is 1; and (d) after substituting Eqs. (7) and (8).

3.2 Interference Analysis

In subsection 3.1, we have considered the transmission collision. When the tagged AV
successfully selects some suitable resources, other concurrent transmitters out of the
sensing range Rs still may cause interference to the receivers in the transmission range
Ds. We define the sensing range Rs as exclusive range, hereafter ER.

To simplify the calculation, we consider the closest AV outside of ER as an active
node transmit packet using the same resource that is illustrated as Fig. 1(b), Ds rep-
resents the distance between transmitter AVT and receiver AVR. The notation DB is
used to represent the distance between the right boundary of AVT’s ER and AVR’s
interferer AVI. DI is the distance between AVT and AVR.

Lemma 2. Under Rayleigh fading, we can approximate the Laplace transform of the
interference I from AVI as

LIðsÞ ¼¼
Z 1

0
fDBðd � Rs þDsÞ 1

sx�a þ 1
dx; ð10Þ

where fDBð�Þ represents the Probability Distribution Function (PDF) of ER’s boundary
location.

Proof Combining channel model and node distribution in subsection 2.1, the inter-
ference can be derived as follows

LIðsÞ ¼ E exp �sIð Þ½ � ¼ E exp �sHD�a
I

� �� 	
¼
Z 1

0
fDI xð ÞEH exp �sHx�að Þ½ �dx

ðeÞ
Z 1

0
fDI xð Þ 1

sx�a þ 1
dx ðf Þ

Z 1

0
fDBðd � Rs þDsÞ 1

sx�a þ 1
dx;

ð11Þ

where (e) follows by fHðxÞ ¼ expð�xÞ, and (f) comes after substituting the geometrical
relationship (12) into (e).
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DI ¼ RS � DS þDB: ð12Þ

Since the boundary of ER can locate anywhere between the two neighboring nodes
uniformly, the random variable DB can be treated as DB ¼ Y � U, where Y is a random
variable following the log-normal distribution mentioned in Eq. (1), and U is a random
variable following a uniform distribution within [0,1]. With omitting the specific
derivation process, the PDF of DB is

fDBðzÞ ¼ dFDB ðzÞ
dz ¼ d Pr Y �U� zf g

dz ¼ exp r2
2 � l

 �

� U l�r2�ln z
r


 �
� 1ffiffiffiffi

2p
p

r
exp r2

2 � l� l�r�ln zð Þ2
2r2


 �
þ 1ffiffiffiffi

2p
p

rz
exp � ln z�lð Þ2

2r2


 � : ð13Þ

3.3 Transmission Capacity

Based on the previous analysis, the outage probability s is calculated as

s ¼ Pr SIR� bð Þ ¼ Pr
PtHd�a

s

PtI
� b

� 
¼ Pr H� bDa

s I
� �

¼ 1� E exp �bDa
s I

� �� 	 ¼ 1� LIðbDa
s Þ:

ð14Þ

The success probability is defined as the probability that the tagged transmitter has
the access right and the data is received by the tagged receiver without outage. Finally,
transmission capacity that is derived as

CT ¼ kPsð1� sÞR ¼ kð1� PfailureÞð1� sÞR

¼ k � e��n �
Xm
k¼0

�nk

mk
� Ck

m � LIðbDa
s Þ � R;

ð15Þ

where R equals to 1 bps that is defined as a normalized value.

4 Numerical Results

We have conducted a series of experiments with MATLAB to verify our previous
analytical models. Main parameters in LTE-V2V standard are presented in Table 1.

Figure 2 represents the failure probability caused by collisions varying the density
of AVs, for two various sensing range Rs = 300, 400 m. A 6 lane highway with a
density of 0 to over 30 vehicles/km/lane is assumed. As expected, the curves are
monotonically increasing as the density increases. The failure probability is increased
due to the increment of AVs competing for the limited resources. Figure 3 compares
the failure probability versus the density of AVs when Q = 0.1, 0.3, 0.5, respectively,
and Rs = 300 m. By the analytical results illustrated by Figs. 2 and 3, it is seen that the
collision is more likely to occur when the density of concurrent AVs increases.
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Figure 4 represents the outage probability varying with the density of AVs, when
Ds = 100 m and Rs = 300, 400 m are assumed. Generally, when the sensing range or
ER increases, the probability for the receiver AVR to have a high SIR is reduced due to
the interferer is closer. However, the increase of outage probability is not obvious as the
density increases. In Fig. 5, the outage probability versus the distance between the
transmitter and the receiver Ds are presented, when k = 10 veh/km, Rs = 100, 300,
500 m are assumed. As observed, the farther away the receiver is from the transmitter

Table 1. Main parameters

Parameter Value Parameter Value

AV density (k) Variable
input

Beacon period (tp) 100 ms

Distance between source and
destination (Ds)

Variable
input

Beacon packet size 190 bytes

Sensing range (Rs) Variable
input

Equivalent transmission
power (Pt)

23 dBm

Bandwidth (W) 10 MHz Loss exponent (a) 2.75

Fig. 3. Failure probability vs. densityFig. 2. Failure probability vs. density

Fig. 4. Outage probability vs. density Fig. 5. Outage probability vs. Ds
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AVT, the lower SIR is. Therefore, under the same condition, the near-destination AVs
have better packet reception performance.

Finally, Fig. 6 depicts the transmission capacity over the density with given
Ds = 100 m and Rs = 300, 400 m. It can be seen that two curves have the same two
tendencies. As the density of AVs increases, the transmission capacity is improved to
some extent (e.g., up to 90 and 110 veh/km for Rs = 300, 400 m, respectively), and
then is degraded. The reason for the increasing part is that the transmission capacity
increases with the number of transmitters; while the decreasing part is that the collision
probability and the outage probability all increase that have been illustrated in Figs. 2
and 4, respectively. The peak point for the transmission capacity curve is also moved to
the high density of AVs with the decreasing of Rs. In short, the transmission capacity
depends on the interaction between AVs’ density and sensing capability.

5 Conclusion

In this paper, we analyze the transmission capacity for LTE-V2V sidelink distributed
communication (mode 4). When the tagged AVT acquire available resources to deliver
the packet before the deadline, resource collisions would result to fail in delivering.
Simultaneously, the transmitting AVs can lead to interference for the tagged AVR.
Based on these analyses, some simple expressions have been obtained for collision
probability, outage probability and transmission capacity. Integrating these expressions
and simple numerical simulation, we can quickly evaluate the performance of the LTE-
V2V mode 4. As a result, vehicle density, road model and resource allocation scheme
have a significant impact on the transmission capacity of LTE-V2V mode 4.

On the basis of this paper, the simulation for validating the proposed model should
be conducted. In addition, the performance of centralized scheduling (mode 3) in LTE-
V2X also needs to be assessed. We will target these topics for further works.
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Abstract. Both WiFi and IEEE 802.15.4 are wide-spread wireless com-
munication technologies utilized particularly in indoor environments such
as home, offices and buildings. Since these wireless networks are nor-
mally operating in the license-free Industrial Scientific Medical (ISM)
frequency band and share the same wireless medium, where no coordina-
tion mechanism is available to guarantee communications, unavoidably it
leads to interference among them. In order to address this problem, this
paper proposes a time-slot based coordination mechanism between WiFi
and IEEE 802.15.4, which is achieved by introducing Access Suppression
Notification (ASN) frame into IEEE 802.15.4. The static scheduling algo-
rithm is designed and the experiments show that proposed coordination
mechanism demonstrates an overall improvement in both IEEE 802.15.4
packet loss ratio and packet transmission rate.

Keywords: WiFi · IEEE 802.15.4 · Cross interference
Coordination mechanism · Time-slot

1 Introduction

Wireless networks are making life easier, smarter and more convenient. With the
development of Internet of Thing (IoT), various network technologies are intro-
duced to meet different performance requirements in term of data throughput,
communication distance and power consumption. One popular wireless technol-
ogy is IEEE 802.15.4 which is a Low-Rate WPAN (LR-WPAN) standard in
physical and link layers with features of low-power consumption, flexible topol-
ogy, high receiver sensitivity and long commutation distance [6]. Base on IEEE
802.15.4, many wireless protocol network stacks are developed, such as ZigBee
[3], 6LoWPAN [1], Rime [7], Thread [2] and so on. WiFi (IEEE 802.11) is a
widely adopted WLAN technology that is a simple and universal way to connect
wireless devices, e.g. smart phones, laptops, TVs and digital camera to the Inter-
net. Thus, it is necessary to have both IEEE 802.15.4 and WiFi available in IoT.
However, most of those wireless networks operate in the license-free Industrial
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019

Published by Springer Nature Switzerland AG 2019. All Rights Reserved

X. Liu et al. (Eds.): ChinaCom 2018, LNICST 262, pp. 235–244, 2019.

https://doi.org/10.1007/978-3-030-06161-6_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-06161-6_23&domain=pdf
https://doi.org/10.1007/978-3-030-06161-6_23


236 X. Wang and K. Yang

Scientific Medical (ISM) frequency band and share the same wireless medium,
where no coordination mechanism is available to guarantee communications,
unavoidably leading to interference among them. Many works are investigated
to address the interference by analysing Packet Error Rate (PER) [8,10,15,20].
IEEE 802.15.4 has negligible impacts on WiFi [12], while IEEE 802.15.4 is exces-
sively interrupted by WiFi network due to the much higher transmission power of
WiFi [9,14,16]. In some worst-case scenarios, WiFi devices possibly jams IEEE
802.15.4 communications [9].

There are extensive studies about the interference mitigation among the wire-
less technologies in 2.4 GHz band. For example, [19] suggests that a wireless node
can detect the interference and retreat from the interference by dynamic channel
switching and dynamic power management. Similarly, [13] claims that dynam-
ically adjusting radio transmission power helps maximize spectrum utilization
and avoid interference. However, in some situations where these two radio mod-
ules are designed into one box and near each other, IEEE 802.15.4 channel
switching and WiFi radio power adjusting are not an effective way to mitigate
the interference [18]. Thus, a CTS (Clear To Send) blocking way [9] is proposed
to protect the IEEE 802.15.4 communication, in which a WiFi CTS frame is sent
to block WiFi traffic before transmitting any IEEE 802.15.4 data. Reference [11]
optimizes the idea of [9] and resolved possible hidden nodes problem by intro-
ducing a helper AP. Unlike the method in [9], the node sends RTS (Request To
Send) instead of CTS. However, it is not realistic to put an extra WiFi radio in
to a tiny IEEE 802.15.4 sensor. Our method is to introduce time slot concept to
coordinate their transmissions. Namely, they are transmitted at different time
slots.

The major contributions of the paper are as follows. Firstly the paper pro-
poses a time-slot based method to separate these two types of traffic. Secondly
a new control frame called Access Suppression Notification (ASN) is introduced
into IEEE 802.11.5. finally a unified coordination control architecture is designed
and practically implemented to fulfil the above method and control.

The following paper is organized as follows. Section 2 introduces the newly
proposed ASN frame, based on which Sect. 3 presents the overall time-slot frame
structure and coordination control architecture. A static time-slot scheduling
algorithm is also described in this section. Section 4 gives an experimental eval-
uation of the overall proposal with respect to the IEEE 802.15.4 performance
under WiFi traffic from two aspects: Packet Loss Ratio (PLR) and Packet Trans-
mission Rate (PTR). The paper is concluded in Sect. 5.

2 ASN Command Frame

The Access Suppression Notification (ASN) frame is designed in IEEE 802.15.4
to be sent by coordinator to notify its child nodes that following specific duration
is suppressed to access medium. Such a duration is called Suppressed Medium
Access Duration (SMAD). In order to be compatible with the nodes that do not
support ASN MAC command, IEEE 802.15.4 communication is not thoroughly
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blocked when in SMAD, but access medium in SMAD may experience reduced
channel quality and high PLR, because of the possible cross interference from
WiFi or other wireless technology. In other word, the transmission in SMAD is
more like to be interrupted. The ASN frame from the coordinator allows child
nodes to pick advised, safe and guaranteed time slots when sending data.

According to [4], four frame types are defined in IEEE 802.15.4, including
Beacon frame, Data frame, ACK frame and MAC command frame. There are
nine command frame types, with command frame identifier from 0x01 to 0x09.
The ASN frame is added as a command frame that uses a reserved command
frame identifier 0x0a.

Table 1. ASN Command frame format

Bytes: 7/9 1 1 Variable

MHR field Command frame Suppressed medium Schedule list

identifier (0x0a) access duration

This ASN MAC command format is illustrated in Table 1:

– The Frame Type subfield of the Frame Control field shall be set to three,
indicating MAC command frame.

– The Security Enable field, Frame Pending field and Acknowledgement request
of the Frame Control field shall be set to zero.

– The PAN ID Compression subfield of the Frame Control field shall be set to
one. In accordance with this value of the PAN ID compression subfield, the
Source PAN Identifier field shall be omitted. If the Destination PAN Identifier
is not a broadcast PAN identifier (i.e., 0xffff), the ASN is just limited in one
PAN. Otherwise, all the nearby PANs are affected.

– The Source Address field should contain the short address of the coordinator.
– The Supressed Medium Access Duration is an unsigned 8-bit integer, covering

1 255 ms. 0 is reserved. The time beyond SMAD is called Normal Medium
Access Duration (NMAD).

– Schedule list is a serial of unsigned 8-bit integers, covering 1 255 ms for each
byte. 0 is reserved. This list indicates several possible moments that next ASN
frame will occur. This helps to implement Energy efficient algorithms on child
nodes with ASN MAC command support. The Schedule list not always exists.
An ASN frame without schedule list means the next ASN frame may be sent
anytime. The child nodes, who enabled ASN support, must listen this MAC
command in the entire NMAD.

3 Proposed Time-slot Based Coordination Mechanism

3.1 Time-slot Design Based on WiFi CTS and IEEE 802.15.4

CTS frame is used to block nearby WiFi nodes from sending any data, except
for the one that is chosen and allowed to send without worry about interference
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from other nodes. In this paper, CTS frame is forced to send and block nearby
WiFi communications. With the introduction of ASN frame, if these two frames
is sent in a coordinated way, they can be used to synchronize WiFi and IEEE
802.15.4 traffic and allow these two wireless traffic to access medium in separated
time slots without interference.

Figure 1 depicts how to realize time slots by using CTS and ASN command
frames. Basically, IEEE 802.15.4 traffic is depressed when in WiFi slot by Sending
an ASN frame. WiFi CTS should be sent just before the finish of the SMAD,
so WiFi transaction is blocked and IEEE 802.15.4 starts working without worry
about cross interference from WiFi. Before WiFi activates again, another ASN
frame shall be sent to curb IEEE 802.15.4 communication. Thus the WiFi and
IEEE 802.15.4 are separated in different time slot. The time slots with only
WiFi traffic is WiFi slots and the slots with only IEEE 802.15.4 traffic is called
802.15.4 slots. By dynamic and cautious adjustment of both kinds of time slots,
time-slot based resource scheduling algorithms can be implemented.

WiFi ac ve period

SMAD
(Suppressed Medium 

Access Dura on)

ASN ASN

...
IEEE 

802.15.4
Time

CTS-blocking periodWiFi ac ve period

CTS

...WiFi

Time

NMAD
(Normal Medium Access 

Dura on)
SMAD

CTS

WiFi slot 802.15.4 slot WiFi slot

Fig. 1. Time-slot based coordination by using WiFi CTS and IEEE802.15.4 ASN

3.2 Overall Coordination Control Architecture

Figure 2a describes the overall architecture of the gateway and IEEE 802.15.4
end node. The gateway, integrating WiFi radio module and IEEE 802.15.4 radio
module, runs a Coordination Controller (CC). By utilizing CTS frame and pro-
posed ASN frame, CC is able to schedule WiFi and IEEE 802.15.4 traffic into
separated time slots.

The detail design of the architecture is in Fig. 2b. Generally, CTS is directly
controlled by hardware. Thus OS does not provide any interface to send CTS. In
order to send arbitrary CTS frame, OS kernel modifications are necessary. The
implementation is based on AR9331 [5] SoC with OpenWRT OS. AR9331 inte-
grates a 802.11 b/g/n radio module. As shown in Fig. 2b, MAC80211 and ath9k
driver for the WiFi module are modified to enable WiFi CTS frame injection.
The proposed IEEE 802.15.4 ASN frame is implemented in Contiki-OS, thanks
to its flexible radio control, rich features, support of simulation. We design new
Radio Duty-Cycle (RDC) layer to enable ASN support. the RDC layer in IEEE
802.15.4 coordinator module provides control API by serial port, allowing CC to
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send signal to it. Once the RDC layer receives the signal from serial port, it sends
out proper ASN fame and blocks its upper MAC layer data transmission for a
specific period. The transmitted ASN frame will be received by IEEE 802.15.4
end node and the RDC layer in the end node will also block its upper MAC
layer data transmission. Thus the ASN is implemented and able to suppress
IEEE 802.15.4 traffic. Specifically, the ASN command frame is implemented on
CC2538 [17] chip. The CC2538 chip is connected to the AR9331 by serial port.
Test applications are also designed to evaluation the coordination mechanism
performance.

Gateway

Coordina on Controller

IEEE 802.15.4 
Radio Module

WiFi Radio 
Module

IEEE 802.15.4 
end node

(a) Overall architecture

Radio Duty-Cycle layer 
with ASN support

Coordina on Controller

Network 
layer

IEEE 802.15.4 Radio

MAC layer

nl80211

cfg80211

MAC80211

ath9k driver

Serial 
port

WiFi Radio

Radio Duty-Cycle 
layer with ASN 

support

Network layer

IEEE 802.15.4 Radio

MAC layer

Test 
applica on Test applica on

WiFi module IEEE 802.15.4
end node

IEEE 802.15.4
Coordinator module

Unchanged Modified or newly designed

(b) architecture detail

Fig. 2. Coordination control architecture

3.3 Static Time-slot Scheduling

The key is to decide the length of WiFi slot and that of 802.15.4 respectively.
Since this paper focuses on the description of the operational procedure of the
coordination scheme it adopts a static method to decide the lengths. Namely,
they are fixed to 32 ms, as depicted in Fig. 3.

...
Time

WiFi slot802.15.4 slot WiFi slot802.15.4 slot

32 ms32 ms 32 ms32 ms 32 ms32 ms 32 ms32 ms

Fig. 3. Static Time-Slot Scheduling

4 Experimental Evaluation

4.1 Experiment Setup

Figure 4a demonstrates a dedicated gateway implementation dedicated designed
for static time-slot scheduling algorithm. Specifically, the gateway is built with
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three components: (A) CC2538 radio module running specially designed IEEE
802.15.4 MAC with ASN command frame support, (B) dedicated WiFi module
with modified kernel and able to send CTS control frames, (C) normal WiFi
module running WiFi Access Point (AP) and generating WiFi traffic. Of these
three modules, Module B and C are able to integrated into one WiFi module. The
reason why these two modules are separated is to get more accurate experiment
results by minimizing impact of limited CPU computing power.

(a) Gateway for experiment (b) Experiment topology

Fig. 4. Test bed

The experiment adopts Rime as an upper network layer on IEEE 802.15.4. As
shown in Fig. 4b, the experiment platform consists of a desktop PC, a gateway,
a phone and a CC2538 node. The desktop is used to access the gateway and
also retrieve statics from the gateway. The WiFi traffic is generated by iperf3
which is installed in both the gateway and the phone. IEEE 802.15.4 traffic is
generated and recorded by customized program running on CC2538 module. We
designed two programs to evaluate Rime PLR and PTR. They are:

– Packet Loss Ratio of 802.15.4 Rime Data: In this experiment, the CC2538
node sends out Rime broadcast packets with sequence number every 15 ms,
and the packet number is set to 1000 for each run. Three runs are performed at
each WiFi speed. Then different Rime PLR data are collected and calculated
under two conditions with or without static time-slot scheduling algorithm.

– Unicast Packet Transmission Rate of 802.15.4 Rime Data: In this experiment,
the CC2538 node sends out Rime reliable unicast packet to the gateway.
The unicast packets are transmitted under the guarantee of an up-four-times
retransmission mechanism. The transmission is successful if the packet is
transmitted within four retransmissions; otherwise, the transmission is time-
out. The successful transmissions are counted with a time period of 100 sec-
onds in each run. Similarly, three runs are performed at each WiFi speed.
Then Rime PTR with static time-slot scheduling algorithm is compared with
the PTR without the algorithm.
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4.2 Packet Loss Ratio of 802.15.4 Rime Data

As shown in Fig. 5a, this experiment introduces desired WiFi speed and real
WiFi speed concepts. The desired WiFi speed means the WiFi traffic that the
iperf3 program intends to generate. However, the real generated wifi traffic may
be different, because the channel capacity is limited and there are possibly mul-
tiple wireless technologies sharing the same medium and they may compete with
each other. The experiment is conducted in WiFi channel 6 and ZigBee channel
17, and these two channels overlap in spectrum and are expected to interfere
each other. Desired WiFi speed is set from 0 to 40 Mbits/s with a speed step of
2 Mbits/s. At each WiFi speed, statistics are collected and Rime PLR is calcu-
lated. Meanwhile, the real WiFi speed is also recorded. Similarly, we test and
collect data when running static time-slot based resource scheduling algorithm.
Thus, Fig. 5a is acquired.
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(b) Rime PTR versus Desired WiFi Speed

Fig. 5. Experimental results

The figure depicts that overall Rime PLR with proposed algorithm is lower
than that without any algorithm. More detailed analysis can be done by dividing
the graph into three parts according to various desired WiFi speed ranges:

– Effective phase (0–16 Mbits/s): WiFi traffic is not crowded and the real WiFi
speed in both situations is basically equal with the desired WiFi speed. Aver-
age of Rime PLR without scheduling is 7.41%, while Average of Rime PLR
with scheduling is 4.39%. The proposed algorithm is obviously effective by
reduce Rime PLR from 7.41% to 4.39% without affecting WiFi traffic.

– Transition phase (18–22 Mbits/s): WiFi traffic is medium. Both PLR lines
raise rapidly over this range. There is no obvious difference between two PLR
lines. At the end of this range, scheduled WiFi time slot are almost fully used.

– Stable phase (24–40 Mbits/s): WiFi traffic becomes more crowded. The PLR
without proposed algorithm keeps growing rapidly, while the PLR with
the scheduling algorithm keeps at around 37%. Proposed algorithm shows
improved performance of Rime PLR. When taking real WiFi speed into con-
sider, the low PLR for proposed algorithm is at the cost of WiFi speed reduc-
tion. The scheduling algorithm periodically sends out CTS frames, which
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blocks WiFi traffic periodically and creates time slots for Rime to send out
broadcast. With scheduling algorithm, WiFi has used up all allocated time
slot, thus real WiFi limited at around 19 Mbits/s. Such a mechanism works
like applying protection to Rime traffic when there are two much WiFi traffic.

Although the figure shows that static time-slot based resource scheduling
algorithm has an improved performance in term of Rime PLR, there still are some
limitations and flaws on algorithm implementation. In an ideal implementation
of the algorithm, a very low PLR, such as 2%, over all the WiFi speed ranged is
expected, because the ideal scheduling will effectively separate Rime traffic from
WiFis and they will never interfere each other. The experiment shows that high
WiFi traffic affects the scheduling and results in an increase of PLR.

4.3 Unicast Packet Transmission Rate of 802.15.4 Rime Data

Different from WiFi of which speed is measured in unit of Mbits/s, however,
in IEEE 802.15.4, application message tends to be short and only care about
whether the message is successful transmitted or not, rather than the bitrate.
Thus it is more reasonable to measure Rime traffic speed by successful trans-
mitted packets per second (packets/s). Figure 5b can be study over four desired
WiFi speed ranges:

– ASN suppress phase (0–8 Mbits/s): Static scheduling algorithm does not
help improve Rime PTR performance, instead it reduces the performance.
This is caused by periodical ASN frames that static scheduling algorithm
sends to suppress Rime traffic. When no scheduling algorithm is introduced,
Rime PTR reach a fast speed at 73.32 packets/s while desired WiFi speed is
zero, but PTR drop dramatically once any WiFi traffic is introduced. With
the scheduling algorithm, PTR is limited at 48.08 packets/s, and this value
slightly drop when there is a little WiFi traffic. These two lines meet and
merge quickly when WiFi traffic at 6 Mbits/s.

– Effective phase (10–16 Mbits/s): Advantages of the static scheduling algo-
rithm starts showing up in this range. The scheduling algorithm separates
WiFi and Rime traffic in different time slots. This improves PRT by avoiding
potential cross interference.

– Transition Phase (18–20 Mbits/s): with proposed algorithm, the WiFi slot
usage starts reaching its limit and PTR decreases rapidly, and very soon it is
stable at 13.9 packets/s.

– Stable phase (22–40 Mbits/s): Under the static scheduling, WiFi has fully
used its time slot and reached an stable state that real WiFi speed is about
19 Mbits/s and PTR is about 13.9 packets/s. If without scheduling, the PTR
keeps dropping until almost 0 packets/s with the increase of the WiFi traffic.
The proposed algorithm improves Rime PTR at the cost of reduction of real
WiFi speed. The scheduling protects Rime traffic and avoids that WiFi takes
up all the medium. If no scheduling protection, WiFi traffic blocks Rime
transmission and causes Rime network failure.
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In summary, the scheduling algorithm implementation demonstrates an over-
all improvement of Rime unicast PTR. However, the implementation still needs
to be improved. An ideal implementation should give an stable Rime PTR that
should be half of maximum PTR. In this experiment, the maximum PTR is
73.32 packets/s and ideal implementation should give a stable PRT at about
36.66 packets/s, but the PTR drops to around 14.9 packets/s when WiFi traffic
uses up all its scheduling time slot. In result, the algorithm works as expected in
low WiFi traffic situation, but it is not efficient enough when there is too many
WiFi traffic.

5 Conclusion

This paper introduces ASN fame into IEEE 802.15.4 and proposes a time-slot
based coordination mechanism between WiFi and IEEE 802.15.4. ASN frame
is implemented on Contiki-OS by designing new RDC sublayer. Rime is chosen
as a network layer on top of IEEE 802.15.4. The mechanism is evaluated in
term of Rime broadcast PLR and Rime unicast PTR over various WiFi trans-
mission speed. According to the experiment, proposed coordination mechanism
demonstrates an overall improvement in both IEEE 802.15.4 Rime PLR and
Rime PTR. Especially, the mechanism shows an distinct improvement in effec-
tive phase. However, current implementation still has limitation, because there
is no obvious improvement in transition phase. In stable phase, the Rime per-
formance is also improved but at cost of reducing WiFi speed. Currently imple-
mentation of coordination mechanism is in an static manner. In the future, the
additive scheduling algorithms will be studied.
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Abstract. Analytic Hierarchy Process (AHP) is an effective algorithm for
determining the weight of each module of a model. It is generally used in the
process of multi-indicator decision making. But, when using AHP for evalua-
tion, it is inevitable to introduce the evaluator’s subjectivity. In this paper, an
algorithm based on Bayes’ formula is proposed for correcting the weights
determined by the analytic hierarchy process. This algorithm can reduce the
subjectivity of the evaluator introduced during the evaluation process. At the
same time, the common operational indicators of a data center are summarized
and classified. I chose some relatively important indicators and established an
evaluation model for the operational status of the data center. The weight of the
modules of the established model is corrected using this improved algorithm.

Keywords: Analytic hierarchy process � Datacenter indicators
Cloud datacenter evaluation model � Bayes’ formula

1 Introduction

1.1 A Subsection Sample

The concept of cloud computing [7] was first proposed by Google CEO Eric Schmidt at
the 2006 Search Engine Conference. Cloud computing typically provides computing,
networking, storage, and other resources to users on a rental basis. The carrier of cloud
computing is a wide variety of cloud datacenters. After decades of development, the
traditional computing center has gradually transformed from the traditional “computer
room” mode of storing mainframes to the modern large-scale cloud computing center
with highly standardized modularization. [8]. With the development of virtualization
[9, 10] and other technologies, the datacenter is the key to ensuring that users can use
cloud computing anytime, anywhere, like using water, electricity, gas and other
resources as a public service infrastructure. Therefore, how to ensure the safe and stable
of the data center has become a topic worthy of further study.

At present, the monitoring method of the operation state of the data center generally
sets the threshold value for each key indicator, and if the threshold value is exceeded or
continuously exceeds the target value within a time window, the operation of alarm will
be taken [1]. Haryadi S. Gunawi, Agung Laksono and others classified failures into
upgrade, network failures, bugs, misconfigurations, traffic load, cross-service
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dependencies, power outages, security attacks, human errors, storage failures, natural
factors, etc. According to the data published by the data center, the frequency and
impact of the above faults were statistically analyzed [2]. Dong Seong Kim1, Fumio
Machida develops an availability model of a virtualized system using continuous time
Markov chains [4].

This paper first summarizes the key operational data indicators of the datacenter.
I use principal component analysis [5] to select key impact factors in the monitoring
indicators commonly used in datacenters and constructed an evaluation model of the
operational status of the datacenter using the Analytic Hierarchy Process [3]. Aiming at
the subjective problem of the analytic hierarchy process, I proposed an improved AHP
scheme based Bayes’ theorem.

2 Cloud Datacenter Operation and Maintenance Indicators

The monitoring indicators of the entire cloud data center are very complex. After a long
period of investigation and research, the daily monitoring data of the data center are
divided into two categories, which are operation indicators and operation and mainte-
nance indicators. Operational indicators refer to the daily operations of the data center,
mainly including tax, site cost, human cost, power cost, water cost and other indicators.
The operation indicators are not detailed in this paper. The daily operation and main-
tenance monitoring of the data center mainly includes eight indicators: moving ring
indicators, physical machine indicators, virtual machine indicators, middleware, secu-
rity, log system, operation and application monitoring, operation and maintenance
human management. The indicators and their sub-indicators are listed in Table 1:

However, building the datacenter operational state evaluation model directly with
the above indicators will be to complex. At the same time, the weight of the model
components cannot be well determined. Moreover, the calculation work of AHP will
increases dramatically with the increase of criteria layer targets. Furthermore, there are
also problems of consistency and objectivity when adopting the analytic hierarchy

Table 1. Operation and maintenance indicators and their sub-indicators

Types Indicators

Power and
environmental indicators

UPS, Distribution Cabinet, Precision air conditioner, Fresh air
equipment, Air quality indicators

Physical machine
indicators

CPU temperature, CPU usage, Power status, Network bandwidth
capacity, Memory usage

Virtual machine
indicators

vCPU usage, Network usage, Network throughput, Network
delay, Disk operation

Middleware SQL database, NoSQL database, Message queue, Docker
Log system Hardware log, Firewall log, Operation log
Safety Network firewall, Intrusion detection, Gateway monitoring, VPN,

Vulnerability scanning
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process. In this paper, the principal component analysis method is used to solve the
problem of too many targets in the criterion layer, and the consistency evaluation
method is used to remove the evaluation matrix when it is inconsistent. The weights
obtained by the evaluation are corrected using a weight correction algorithm based on
the Bayes’ formula.

3 Modeling Process and Method

3.1 Objective Measure

Evaluation with AHP will inevitably disturbed by the subjectivity of the evaluator.
Subjectivity can significantly affect the accuracy of the assessment result. Therefore,
the key step in the evaluation using AHP is to conduct the consistency test. The process
of the consistency check is to calculate the maximum eigenvalue of the evaluation
matrix and its corresponding eigenvector. Use the formula.

C:I: ¼ k max� nð Þ= n� 1ð Þ ð1Þ

C:R: ¼ C:I:ð Þ= R:I:ð Þ ð2Þ

to calculate the value of C.I. and R.I. Where n is the number of items evaluated. C.I. is
the consistency indicator, R.I. is the average random consistency indicator, and C.R. is
the ratio consistency [6]. If the value of the ratio consistency is less than 0.1, it is
generally considered that the weight vector constructed by the AHP method is rea-
sonable. The consistency test can only indicate that the evaluation is more reasonable for
the distribution of each weight, but this does not mean that the evaluation is objective.
So how should we define objectivity? In the process of evaluating multiple evaluation
indicators of a system, we can assume that the evaluator with complete domain
knowledge evaluates each indicator reasonably. In the case of the existence of the
objective weight of the indicator i, the subjective weight obtained by the different
evaluators (suppose the number of evaluators is k) for the evaluation of the indicator i
should obey the normal distribution of the objective weight value. At this point, the
process of using AHP to score the indicators can be abstracted into selecting one
subjective and most important indicator from the k indicators. We assume that in an
evaluation process, the evaluators’ subjective degree is the same for each evaluation
indicator, that is, the standard deviation of the normal distribution of each indicator is r.

According to the nature of the normal distribution, the probability that the index i is
more important than the index j in an evaluation process is [11]:

ð
Z ðwiob þwjobÞ

2

�1

1

r
ffiffiffiffiffiffi
2p

p e�
ðx�wiobÞ2

2r2 dxÞ2 ð3Þ

The derivation process is omitted here. It is easy to know that (3) is a function
related only to wiob and wiob. In the system of promotion to multiple indicators, the
probability i is evaluated as the most important probability is Pðwiob;wmobÞ. Where
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wmob is the weight of the objective most important indicator among all the indicators
involved in the evaluation. Let event Ti be the indicator A is chosen as the most
important indicator in an evaluation process. Then, PðTiÞ ¼ Pðwiob;wmobÞ is indicator
i’s weight wi. That is wi ¼ PðTiÞ.

3.2 Weight Correction Algorithm Based on Bayes Formula

Defining that event O is evaluating objectively in an evaluation process, then event O is
evaluating not objectively in an evaluation process. As can be seen from the above
discussion, PðTiÞ ¼ wi. Where PðTiÞ is a unconditional probability. This means that
this evaluation may be objective or non-objective. Then we can calculate the prior
probability from the posterior probability. According to Bayes’ formula:

P Ti Ojð Þ ¼ P Tið ÞPðO Tij Þ
PðOÞ ð4Þ

PðOjTiÞ refers to the objective probability under the premise of obtaining the weight of
indicator i. We assume that there is a linear correlation between the consistency
indicator C.I. and the objective probability of an assessment. So, P OjTið Þ ¼ h �
C:Iþ b: Correlation coefficient h is less than 0. P Oð Þ in the above formula refers to the
degree of overall objectivity of an evaluating process, and here refers to the mean
probability of objectiveness of all participating evaluators. According to this, the fol-
lowing algorithm can be proposed. Calculate the ratio consistency C.R. for each
evaluation matrix and judge whether the value is less than 0.1, and select the evaluation
matrix that conforms to the consistency to perform the weight correction. Calculate the
weight of each indicator by AHP, and record it as W w1;w2;w2. . .wnð Þ. For each wi in
W use the formula (5) to correct its weight.

P Ti Ojð Þ ¼ wi � ðh � C:I:þ bÞ
PðOÞ ð5Þ

4 Analysis and Verification

I invite cloud computing service providers, cloud computing experts, and research
scholars to evaluate the importance of indicators in A by means of questionnaires. In
the end, I collected a total of 23 valid evaluation samples. I use principal component
analysis to select the three factors with the highest cumulative contribution rate,
namely, power and environmental indicators, physical machine indicators, and virtual
machine indicators for algorithm verification. I will record the three indicators taken as
a1; a2; a3, and use the 1– 9 scale method to evaluate the three indicators. The detailed
meaning of the scale method is listed in Table 2 [5].
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The evaluation matrix that can pass the consistency test is used as an effective
evaluation sample. The weight result calculated by the AHP is shown in Fig. 1. Where
the ordinate is the weight of each indicator and the abscissa is the ith assessment:

The weights obtained after the correction are shown in Fig. 2 (Here, the value of
the correlation coefficient h is –1, and the value of b is taken as 2):

The variance of the raw data of the three indicators a1; a2; a3 is [0.0033899,
0.00238617, 0.00085738]. The variance of the three data processed by the algorithm is
reduced to [0.00289193, 0.0028247, 0.00083877], which is reduced by 17.22%,
15.52%, and 2.22%, respectively. The volatility of this three indicators have been
reduced to some extent after being revised. According to the discussion above, the less
volatility means subjective. This shows that this algorithm effectively reduces the
subjectivity in the evaluation of the analytic hierarchy process. Finally, the weights of
the three indicators a1; a2; a3 are [0.68200825 0.21602911 0.10196264]. Using these
weights can easily constructs a data center model.

Table 2. Importance degree

Difference in importance level Description of importance degree

1 Equally important
3 Slightly important
5 Obviously important
7 Quite important
9 Extremely important

Fig. 1. Raw weight calculated using AHP
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5 Conclusion

The availability of cloud computing requires a smooth, secure operation of the cloud
data center. This paper first investigates the indicators of cloud data center operation
and maintenance, and summarizes the main indicators of the data center. The weights
of the individual evaluation factors are determined by using principal component
analysis and analytic hierarchy process. At the same time, an algorithm for correcting
the weight determined by the analytic hierarchy process is proposed, which can reduce
the subjectivity introduced by the AHP method. Through the revised weights, a dat-
acenter operation state evaluation model is constructed.

In this paper, the weight correction algorithm is validated only in the case of three
evaluation factors, and no further verification is entered in the case of more indicators
and greater volatility of weights. In addition, the values of the parameters h, b can be
determined using a gradient descent algorithm. These related work can continue in the
future.
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Abstract. Semantic role labeling task is a way of shallow semantic analysis. Its
research results are of great significance for promoting Machine Translation [1],
Question Answering [2], Human Robot Interaction [3] and other application
systems. The goal of semantic role labeling is to recover the predicate-argument
structure of a sentence, based on the sentences entered and the predicates
specified in the sentence. Then mark the relationship between the predicate and
the argument, such as time, place, the agent, the victim, and so on. This paper
introduces the main research directions of semantic role labeling and the
research status at home and abroad in recent years. And summarized a large
number of research results based on statistical machine learning and deep neural
networks. The main purpose is to analyze the method of semantic role labeling
and its current status. Summarize the development trend of the future semantic
role labeling.

Keywords: Semantic role labeling � Semantic analysis � Deep neural networks

1 Introduction

Natural language processing is an interdisciplinary subject that integrates multiple
disciplines such as computer science and linguistics. It is one of the core research
directions of artificial intelligence. It has a history of more than 70 years since the last
century. The research on natural language understanding has made great breakthroughs
through the efforts of many generations. Natural language understanding is broadly
divided into three levels, lexical analysis, syntactic parsing and semantic analysis.
Chinese lexical analysis mainly include Chinese word segmentation, named entity
recognition and word sense disambiguation. The main task of syntactic parsing is to
identify the syntactic structure of a sentence. And the semantic analysis task is to let the
machine understand the meaning of natural language, which is divided into shallow
semantic analysis and deep semantic analysis. The goal of deep semantic analysis is to
understand the content of the entire sentence. Convert the sentence into a formal
representation is the general approach. Its main methods are semantic analysis based on
knowledge, supervised semantic analysis and semi-supervised or unsupervised
semantic analysis. However, deep semantic analysis still faces many difficulties. For
example, the mapping between ordinary text and relational predicates is more difficult
to solve, and the results of semantic analysis for the open field are not satisfactory.
Shallow semantic analysis proposes a simple solution, its goal is not to completely
analyze the meaning of the whole sentence. It only specifies which components of the
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words or phrase are in the sentence, and then identifies the component of the words in
the sentence. Compared with deep semantic analysis, it can perform semantic analysis
more quickly and obtain higher correct rate results. Semantic role annotation (SRL) is a
shallow semantic analysis technique. It can achieve higher efficiency and correct rate in
semantic analysis if compared with deep semantic analysis. Semantic role labeling
(SRL) is a shallow semantic analysis technique.

Firstly, this paper introduces the research content and importance of the semantic
role labeling task. Then investigate the main research directions in recent years and the
research status at home and abroad. Secondly, this paper analyzes the development of
semantic role labeling tasks, and studies a lot of research results based on statistical
machine learning and deep neural network. It is intended to analyze the processing
methods of semantic role labeling tasks and their current developments. Finally, the
paper summarizes the development trend of future semantic role labeling tasks.

2 Semantic Role Labeling

Semantic role labeling is an intermediate process of natural language processing. Its
results can not be used to express the meaning of natural language, but it can help many
application systems such as Machine Translation, Question Answering, Human Robot
Interaction. The high accuracy rate of labeling results can improve the precision and
recall rate of these systems, which is of great significance for performance improve-
ment. Therefore, semantic role labeling has very high research value. The goal of
semantic role labeling is to recover the predicate-argument structure of a sentence,
based on the sentences entered and the predicates specified in the sentence. Then mark
the relationship between the predicate and the argument, such as time, place, the agent,
the victim, and so on.

The development of semantic role labeling, like most natural language processing
tasks, has evolved from rule-based to statistical-based to deep-based learning. The early
rule-based semantic role labeling requires people with certain linguistic knowledge or
computer science to manually formulate language rules. The advantage of this method
is that the rules are more flexible and easy to understand, but it is difficult to cover all
language rules. High cost and inefficient processing results do not meet demand. After
that, the statistical natural language processing becomes mainstream. Many statistical
machine learning models can deal with the semantic role labeling problem, the
sequence labeling problem is regarded as the classification problem. But it also has
certain limitations in model optimization and performance. With the development of
deep learning, which has swept the various fields of artificial intelligence, it also
brought a new development direction for semantic roles labeling. Researchers used
convolutional neural networks and LSTM neural network frameworks to deal with
sequence labeling problems. In recent years, some research results have been achieved,
and more and more people are beginning to shift their research direction to deep
learning.
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2.1 Semantic Role Labeling Based on Statistics

With the developing of statistics-based natural language processing technology,
researchers built a large number of corpus base and corpus linguistics. It enables the
rapid development of statistical natural language processing and greatly improves the
correct rate of model processing results.

According to the three main methods of syntactic parsing: phrase structure parsing,
shallow parsing, and dependency parsing. Semantic role labeling can be divided into
semantic role labeling method based on phrase structure tree, semantic role labeling
method based on shallow parsing result, and semantic role labeling method based on
dependency parsing result. However, the basic processes of these methods are similar.
After inputting the syntax analysis tree into the semantic role labeling system, the
following four processes are performed: candidate arguments pruning, argument
identification, argument labeling, and post-processing. The candidate argument pruning
is to select a word or phrase that may be an argument from the leaf nodes of the input
grammatical structure tree. Then delete the words that cannot be arguments and get the
final set of arguments. Argument recognition is to judge the candidate argument and
judge whether it is argument or not. It is a two-class problem. Argument labeling is to
construct some features from the tree, and obtain a semantic role description for each
argument through the multi-classification problem. Finally, get the result of the
semantic role labeling through the post-processing process. The process is shown in the
following and Fig. 1:

candidate arguments pruning

argument identification

argument labeling

 post-processing

Syntactic parseing tree

Syntactic parseing tree

Fig. 1. Semantic role labeling process based on statistical machine learning

254 B. Jiang and Y. Lan



The commonly used machine learning models are Support Vector Machine (SVM),
Maximum Entropy Model (ME), etc. It was first proposed by Gildea and Jurafsky
(2002) [4] to use statistical machine learning models to deal with semantic role labeling
tasks. They use supervised training methods to train models and training data is
manually labeled. The model can achieve 65% precision and 61% recall rate when
processing argument segmentation and semantic role labeling tasks. In the pre-
segmented component statement, the semantic role tagging task can achieve an pre-
cision rate of 82%. Afterwards, a large number of researchers began there works on
machine learning to handle semantic role labeling tasks. There are also scholars in
China who have done research in this area. Liu Ting of Harbin Institute of Technology
proposed a semantic role labeling system based on the maximum entropy classifier [5].
The system uses the maximum entropy classifier to identify and classify the semantic
roles of predicates in sentences and obtains 75.49% and 75.60% of F1 values on the
development set and test set respectively. He pointed out that various machine learning
methods are mature in the feature engineering of Chinese semantic role labeling [6],
and it is difficult to improve the performance of semantic role labeling by improving the
machine learning model. Research rich features are more important for semantic role
labeling. Li and Qian [7] of Suzhou University mainly studied the semantic role
labeling of noun predicate. They further proposed the relevant feature set of noun
predicate and obtained better STL processing performance.

However, the statistical role-based semantic role labeling method is highly
dependent on the result of syntactic parsing. Its input is a parsing tree but syntactic
parsing is a very difficult task in natural language processing. Its results generally do
not have high accuracy. Further, semantic role labeling has been broken into several
sub-problems. Even if each process has high accuracy, the final result may still be
lower accuracy. Moreover, different machine learning models and optimization algo-
rithms need to be selected for different processing tasks, which makes the labeling task
complicated. Finally, the statistical-based semantic role labeling method has reached
the technical bottleneck, and it is difficult to improve the performance through model
optimization.

2.2 Semantic Role Labeling Based on Deep Learning

Semantic role labeling task based on deep learning is to use complex deep neural
network to deal with semantic labeling problem. It uses deep learning methods to solve
some problems, including traditional semantic role annotation dependent syntax
analysis and needs to decompose the annotation task into multiple subtasks. It use an
end-to-end manner to performs semantic role labeling in one step. This process takes an
integrated approach and no longer relies on syntactic parsing, reducing the need for
syntactic parsing and the risk of error accumulation.

Collobert [8] first proposed the application of deep learning to semantic role
labeling tasks. They used a general convolutional neural network to treat semantic role
labeling as a sequence labeling problem. The system uses the CNN network to obtain
the context representation of the current word. The information used includes the
current word, the distance between the current word and the predicate, the distance
between the context word and the current word. The model uses a large amount of
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unlabeled data for training. However, if you want to make the model have higher
accuracy, you still need to use the results of syntactic parsing. And the performance of
the system is lower than the traditional statistical machine learning based method.

Zhou and Xu [9] used the deep Bi-LSTM CNN as an end-to-end system. Only the
original text information was used as input information and without using any gram-
matical knowledge in their research. The model implicitly captures the syntactic
structure of the sentence. This strategy is superior to Collobert’s practice and has
achieved very good test results on the public test set, reaching an F1 value of 81.27%.
However, this model has the problem of vanishing gradient and exploding gradient
when the number of layers is high. Therefore, the model network layer can only be
controlled within a range, which limits the improvement of network performance.
The LSTM memory block is shown in Fig. 2:

He and Lee [11] used the deep highway bidirectional LSTMs with constrained
decoding to significantly improve the performance of models. They also analyzed the
advantages and disadvantages of the model in detail, and the 8-layer depth model
finally achieved an F1 value of 83.4% on the test set. Their results show that the deep
LSTM model has excellent performance in recovering long-distance semantic depen-
dencies. But there are still obvious errors in this model. So there is still much room for
improvement in semantic analysis techniques.

Wang and Liu [12] equipped the deep LSTM neural network with a novel “straight
ladder unit” (EU), which can linearly connect the input and output of the unit. So the
information can be transmitted between different layers. This design solved the prob-
lem that the number of model layers cannot be too high. The model does not require
any additional feature input. It has achieved an 81.53% F1 value on the public test set

Fig. 2. LSTM memory block with a single cell [10].
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with improved performance. Table 1 compares the performance of the deep neural
network model and the statistical machine learning model studied in recent years.

3 Conclusion and Future Work

Semantic role labeling task is a way of shallow semantic analysis. Its research results
are of great significance for promoting Machine Translation, Question Answering,
Human Robot Interaction and other application systems. This paper introduces the
semantic role labeling task and its main research directions at home and abroad in
recent years. Then it summarizes a lot of research results based on statistical machine
learning and deep neural network. It can be said that the research on semantic role
labeling task has achieved very fruitful results, but there is still room for improvement.

Applying deep neural networks to natural language processing tasks is a research
hotspot in currently because of its end-to-end characteristics and its reliance on syn-
tactic analysis. The research work to be broken has several aspects:

(1) Construction of a deep neural network model. Among the deep learning models, it
is found that the bidirectional LSTMs neural network has better performance in
dealing with semantic role labeling. Its modeling idea conforms to the language
generation process, and has great advantages in the processing of sequence labeling
problems. However, there are many parameters in the model, and it is necessary to
find a more suitable optimization method to build the model, so that the model has
higher performance and better generalization ability.

(2) The construction of the corpus base. Corpus base and corpus linguistics are
indispensable tools for natural language processing tasks. Its richness also plays a
key role in semantic role labeling. The word vector representation trained by large-
scale corpus can better help model processing label task.

(3) Chinese semantic role labeling. At present, the semantic role labeling system for
training and testing is researched on English corpus, but the model for Chinese
corpus is very few. Therefore, how to use the model to efficiently deal with Chinese
semantic role labeling is also an important research direction.

Table 1. Performance comparison of semantic role labeling models.

F/%
Development WSJ test Brown test

Toutanova 78.6 80.3 68.8
Koomen 77.35 79.44 67.75
Pradhan 78.34 78.63 68.44
Collobert(w/parser) 75.42 – –

Collobert(w/o parser) 72.29 – –

Zhou 79.6 82.8 69.4
He 82.7 84.6 73.6
Wang 81.26 82.95 72.61
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Abstract. In a network virtualization-enabled software-defined net-
working (SDN), the problem of virtual network embedding (VNE) is
a major concern. Although a number of VNE algorithms have been pro-
posed, they fail to consider the efficient utilization of substrate resources
or the network load extensively, thus resulting in less efficient utilization
of substrate resources or higher blocking ratio of the virtual networks.
In this paper, we study the problem of mapping a number of virtual
networks in SDN and formulate the VNE problem as a network load
minimization problem. Since the formulated optimization problem is NP-
hard and it cannot be solved conveniently, we propose a two-stage VNE
algorithm consisting of node mapping stage and link mapping stage.
Numerical results demonstrate that the effectiveness of our proposed
algorithm.

Keywords: Software-defined networking · Network virtualization ·
Virtual network embedding · Network load

1 Introduction

The emerging demands for mobile Internet applications and multimedia contents
bring challenges and difficulties to traditional Internet architecture and technolo-
gies. To tackle this problem, software-defined networking (SDN) is proposed as
a new networking paradigm which decouples network control from data forward-
ing functions to enable the flexible network service offering [1]. As another key
enabler of the future Internet, network virtualization (NV) is capable of shield-
ing the complexity of the underlying network deployment, and facilitating the
flexible management of resources by creating and operating multiple logically-
isolated virtual networks on top of substrate network [2]. To achieve NV, the
problem of virtual network embedding (VNE) should be considered, which is
mapping virtual networks onto a shared substrate network [3].
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The problem of VNE has been studied in some recent works. References [4–6]
considering the energy consumption issue in designing the VNE algorithms. The
authors in [4] proposed an energy-cost model for conducting virtual network
embedding in SDN and formulated the energy-aware virtual network embed-
ding problem as an integer linear programming. To stress the problem of non-
optimality in energy consumption and the utilization of the substrate network,
the authors in [5] proposed an integer linear programming based green map-
ping algorithm which facilitated the migration of virtual routers and links to
achieve the minimum energy consumption. In [6], the authors formulated an
energy efficient virtual node embedding model and proposed a minimal element
method-based heuristic algorithm to solve the formulated optimization problem
and obtain the near-optimal virtual network embedding strategy.

To solve the location-constrained virtual network embedding (LC-VNE)
problem efficiently, the authors in [7] reduced LC-VNE to the minimum-cost
maximum clique problem and proposed a greedy LC-VNE algorithm and load-
balance enhanced LC-VNE algorithm to achieve the integrated node and link
mapping strategy with significantly reduced time complexity. To achieve the
tradeoff between the profits of physical infrastructure providers and the waiting
time for virtual network requests, the authors in [8] proposed an auction-based
joint node and link embedding algorithm by using column generation approach.

To support multicast services over the virtual networks, reliability should
be a major concern. The authors in [9] formulated a mixed integer linear pro-
gramming model to determine the upper bound on the reliability of the network
with the max-min fairness and proposed a reliability-aware genetic algorithm
to achieve reliable multicast VN mapping under low computational complex-
ity. Leveraging the consensus-based resource allocation schemes, the authors in
[10] proposed a general distributed auction mechanism for the virtual network
embedding problem and demonstrated that the obtained solutions guarantee a
worst-case efficiency relative to the optimal virtual network embedding. To solve
the cost-effective VNE problem in SDN, the authors in [11] formulated an inte-
ger linear programming model and designed a time-efficient heuristic algorithm
to achieve the minimum resource consumption.

Though the aforementioned research works consider various VNE algorithms
and aim to design the optimal embedding strategies which minimizes the energy
consumption or enhances the embedding reliability, they fail to consider the
network load or the utilization of the substrate resource extensively, which may
result in less efficient utilization of the substrate resources or the high blocking
rate of the virtual networks.

In this paper, we study the problem of mapping a number of virtual networks
in SDN. Stressing the importance of efficient utilization of substrate resources,
we define the network load of the substrate network, and formulate the VNE
problem as a network load minimization problem. Since the formulated opti-
mization problem is NP-hard and it cannot be solved conveniently, we propose
a two-stage VNE algorithm consisting of node mapping stage and link mapping
stage. During the node mapping stage, we examine and rank the performance
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metrics of substrate nodes and virtual nodes by using recursive method, and then
perform greedy strategy-based node mapping. And finally perform link mapping
procedure by applying the K-shortest-path algorithm.

2 Network Model

2.1 Substrate Network

In this work, we model the substrate network as a weighted undirected graph
which is denoted by Gs = (N s, Es, As

N , As
E), where N s = {ns

i , 1 ≤ i ≤ M}
denotes the set of substrate nodes, ns

i denotes the ith substrate node, M is the
total number of the substrate nodes, Es =

{
esi,j , 1 ≤ i, j ≤ M, i �= j

}
denotes the

set of substrate links, and esi,j denotes the substrate link.

Fig. 1. System model of SDN

As
N = {{C(ns

i), S(ns
i), T (ns

i)},ns
i ∈ N s} denotes the attribute set of the sub-

strate nodes, where C(ns
i), S(ns

i) and T (ns
i) denote the CPU capacity, the storage

capacity and the ternary content addressable memory (TCAM) capacity of ns
i ,

respectively. As
E = {{B(esi,j),D(esi,j)}, esi,j ∈ Es} denotes the attribute set of the

substrate links, where B(esi,j) and D(esi,j) denote the bandwidth capacity and
the propagation delay of esi,j , respectively.

2.2 Virtual Network

Denoting the number of virtual networks as K0, we also characterize each vir-
tual network as a weighted undirected graph. For the kth virtual network,
we define the weighted undirected graph Gv

k = (Nv
k , Ev

k , Av
k,N , Av

k,E), where
Nv

k = {nv
k,u, 1 ≤ u ≤ Mk} and Ev

k = {evk,u,r, 1 ≤ u, r ≤ Mk, u �= r} denote
the set of virtual nodes and virtual links in the kth virtual network, respectively,
nv

k,u denotes the uth virtual node of the kth virtual network, Mk denotes the
total number of the virtual nodes of the kth virtual network, evk,u,r denotes the
virtual link.
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Av
k,N = {{C(nv

k,u), S(nv
k,u), T (nv

k,u)},nv
k,u ∈ Nv

k } denotes the attribute set
of the virtual nodes of the kth virtual network, C(nv

k,u), S(nv
k,u) and T (nv

k,u)
denote the required CPU capacity, storage capacity and TCAM capacity of nv

k,u,
Av

k,E = {{B(evk,u,r),D(evk,u,r)}, evk,u,r ∈ Ev
k} denotes the attribute set of the vir-

tual links of the kth virtual network, B(evk,u,r) and D(evk,u,r) denote the required
bandwidth capacity and the tolerable propagation delay of evk,u,r, respectively.

In this paper, we introduce a functional model called network virtualization
hypervisor (NVH) to conduct virtual network embedding. We assume that the
NVH is capable of collecting network state information. Upon receiving the vir-
tual networks from the tenants, the NVH conducts the proposed virtual network
embedding, and sends the strategy to the switches in the network. Figure 1 shows
the system model considered in this paper.

3 Network Load Optimization Problem Formulation

In this section, we formulate the virtual network embedding problem of the
SDN as a network load minimization problem. The detail problem formulation
is described in this section.

3.1 Network Load Formulation

Considering the load of the substrate network for embedding all the virtual
networks, we formulate the network load Ψ as

Ψ =
K0∑

k=1

Ψk (1)

where Ψk denotes the load of the substrate network caused by mapping the kth
virtual network, and can be expressed as

Ψk = ΨN
k + ΨE

k (2)
where ΨN

k and ΨE
k denote the load of the substrate nodes and substrate links,

respectively, caused by mapping the kth virtual network.
ΨN

k in (2) can be expressed as

ΨN
k =

∑

nv
k,u∈Nv

k

∑

ns
i∈Ns

αk,u,i

C(nv
k,u) + S(nv

k,u) + T (nv
k,u)

Ck(ns
i) + Sk(ns

i) + Tk(ns
i)

(3)

where αk,u,i denotes the binary node embedding variable that equals to 1 when
nv

k,u is mapped to ns
i , and 0 otherwise, Ck(ns

i), Sk(ns
i) and Tk(ns

i) denote respec-
tively the residual CPU capacity, storage capacity and TCAM capacity of ns

i

after conducting the virtual node mapping for the first k−1 virtual networks. In
this paper, we assume that the K0 virtual networks will be mapped successively
from the first one to the K0th one, hence, we obtain

Ck(ns
i) = C(ns

i) −
k−1∑

l=1

∑

nv
l,u∈Nv

l

αl,u,iC(nv
l,u), (4)
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Sk(ns
i) = S(ns

i) −
k−1∑

l=1

∑

nv
l,u∈Nv

l

αl,u,iS(nv
l,u). (5)

Tk(ns
i) = T (ns

i) −
k−1∑

l=1

∑

nv
l,u∈Nv

l

αl,u,iT (nv
l,u) −

k−1∑

l=1

∑

evl,u,r∈Ev
l

βl,u,r,iT (evl,u,r) (6)

where βl,u,r,i denotes the binary embedding variable of intermediate node that
equals to 1 when ns

i is an intermediate node of the substrate path that evl,u,r is
embedded onto, and 0 otherwise.

Similarly, ΨE
k in (2) can be expressed as

ΨE
k =

∑

evk,u,r∈Ev
k

∑

esi,j∈Es

γk,u,r,i,j

B(evk,u,r)
Bk(esi,j)

(7)

where γk,u,r,i,j denotes the binary link embedding variable that equals to 1 when
evk,u,r is mapped to esi,j , and 0 otherwise, Bk(esi,j) represents the residual band-
width capacity of esi,j after conducting the virtual link mapping for the first k−1
virtual networks, which can be expressed as

Bk(esi,j) = B(esi,j) −
k−1∑

l=1

∑

evl,u,r∈Ev
l

γl,u,r,i,jB(evl,u,r). (8)

3.2 Optimization Constraints

The optimization problem of virtual network embedding should subject to a
number of constraints, as discussed in this subsection in detail.

Node Mapping Constraints In this paper, we assume that one virtual node
of a particular virtual network can only be mapped onto one substrate node,
i.e.,

C1 :
∑

ns
i∈Ns

αk,u,i = 1. (9)

Similarly, we assume that a substrate node can only map to at most one
virtual node from a particular virtual network, hence, we obtain

C2 :
∑

nv
k,u∈Nv

k

αk,u,i ≤ 1. (10)

Resource Constraints To map virtual nodes onto substrate nodes, the
resource constraints on the substrate nodes, including the total CPU usage,
the storage usage and the TCAM usage, should be satisfied, i.e.,

C3 :
K0∑

k=1

∑

nv
k,u∈Nv

k

αk,u,iC(nv
k,u) ≤ C(ns

i), (11)
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C4 :
K0∑

k=1

∑

nv
k,u∈Nv

k

αk,u,iS(nv
k,u) ≤ S(ns

i), (12)

C5 :
K0∑

k=1

⎛

⎝
∑

nv
k,u∈Nv

k

αk,u,iT (nv
k,u) +

∑

evk,u,r∈Ev
k

βk,u,r,iT (evk,u,r)

⎞

⎠ ≤ T(ns
i). (13)

And the bandwidth constraint on the substrate links should also be satisfied,
i.e.,

C6 :
K0∑

k=1

∑

ev
k,u,r

∈Ev
k

γk,u,r,i,jB(ev
k,u,r

) ≤ B(esi,j). (14)

Flow Conservation Constraint While mapping a virtual link to a substrate
link, the flow conservation constraints should be met, which can be expressed
as

C7 :
∑

ns
j∈N(ns

i)

γk,u,r,i,j −
∑

ns
j∈N(ns

i)

γk,u,r,j,i = αk,u,i − αk,r,i. (15)

Intermediate Node Constraint To ensure that the intermediate nodes of the
substrate path that carries evk,u,r are identified correctly, we obtain

C8 :
∑

ns
j∈N(ns

i)

γk,u,r,i,j − βk,u,r,i = αk,u,i. (16)

Tolerable Propagation Delay Constraint The total propagation delay of
the substrate path that carries evk,u,r should not exceed the tolerable propagation
delay of evk,u,r, i.e.,

C9 :
∑

esi,j∈Es

γk,u,r,i,jD(esi,j) ≤ D(evk,u,r). (17)

3.3 Optimization Problem Modeling

Aiming to minimize the total network load subject to the constraints, we for-
mulate the optimization problem as

min
αk,u,i,βk,u,r,i,γk,u,r,i,j

Ψ (18)

s.t. C1 − C9.
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4 Solution to the Optimization Problem

The optimization problem formulated in (18) is NP-hard, the optimal solu-
tion of which is very difficult to obtain in general. In this paper, to tackle the
resource sharing problem among the virtual networks, we propose a sequen-
tial VNE method by ordering the virtual networks according to their resource
requirement. Then for individual virtual network, we propose a two-stage VNE
algorithm consisting of node mapping stage and link mapping stage.

4.1 Ordering the Virtual Networks

In this subsection, we examine the resource requirement of the virtual networks
by summing up the required resources of all the virtual nodes and links contained
in the virtual network. For the kth virtual network, the amount of the required
resources can be calculated as

R(Gv
k) =

∑

nv
k,u∈Nv

k

(C(nv
k,u) + S(nv

k,u) + T (nv
k,u)) +

∑

evk,u,r∈Ev
k

B(evk,u,r). (19)

Based on R(Gv
k), 1 ≤ k ≤ K0, we can then rank the virtual networks accord-

ing to the amount of the required resources. Aim to utilize the substrate resources
in an efficient manner, we first conduct the VNE for the virtual network with the
largest resource requirement, and then conduct the VNE for the virtual network
with the second largest resource requirement. This process repeats until all the
virtual networks have been embedded or there is no enough substrate resources
being available.

4.2 Node Mapping Stage

For certain virtual network, we first conduct node mapping. In this paper, we
design a recursive method-based performance metrics evaluation algorithm for
both the substrate nodes and virtual nodes, then rank the substrate nodes and
virtual nodes according to the obtained performance metrics and conduct node
mapping according to the rank list based on the greedy strategy.

Recursive Method-Based Performance Metrics Evaluation Algorithm
To examine the performance metric of one substrate node, we consider the
amount of the resources that the node can offer and define the performance
metric of ns

i , denoted by V (ns
i) as

V (ns
i) = (1 − δ)R̄(ns

i) + δ
∑

ns
j∈N(ns

i)

R̄(ns
j)∑

ns
h∈N(ns

i)

R̄(ns
h)

V (ns
j) (20)
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where δ ∈ [0, 1) is the relative weight of the neighbor performance metric, N(ns
i)

denotes the set of neighbors of ns
i , and R̄(ns

i) is the amount of the normalized
resources on ns

i , which can be defined as

R̄(ns
i) =

R(ns
i)∑

ns
j∈Ns

R(ns
j)

(21)

where R(ns
i) denotes the amount of resources on ns

i . To evaluate the amount
of resources on ns

i , we jointly consider node degree, the characteristics of link
resources and node resources, and formulate R(ns

i) as

R(ns
i) = d(ns

i)l(n
s
i)r(n

s
i) (22)

where d(ns
i) denotes the degree of ns

i , which can be expressed as

d(ns
i) = |N(ns

i)| (23)

where |x| denotes the number of elements in set x.
l(ns

i) in (22) denotes the characteristics of the link resource of ns
i , which is

defined as

l(ns
i) =

∑

ns
j∈N(ns

i)

B(esi,j)(
Dmax − D(esi,j)
Dmax − Dmin

) (24)

where Dmax and Dmin denote respectively the maximum and the minimum prop-
agation delay of the links in the substrate network, which can be expressed as

Dmax = max
{
D(esi,j), 1 ≤ i, j ≤ M, i �= j

}
, (25)

Dmin = min
{
D(esi,j), 1 ≤ i, j ≤ M, i �= j

}
. (26)

r(ns
i) in (22) denotes the characteristics of the node resource of ns

i , which can
be calculated as

r(ns
i) = C(ns

i) + S(ns
i) + T (ns

i). (27)

Matrix Form-Based Performance Metrics Calculating Expressing in
matrix form, we can rewrite the performance metrics of the substrate nodes
as

V = (1 − δ)R + δQV (28)

where V = (V̄ (ns
1), ..., V̄ (ns

i), ..., V̄ (ns
M ))T , R = (R̄(ns

1), ..., R̄(ns
i), ..., R̄(ns

M ))T ,
Q = [Q(ns

i ,n
s
j)] is an M × M matrix, and Q(ns

i ,n
s
j) is defined as

Q(ns
i ,n

s
j) =

⎧
⎨

⎩

R̄(ns
j)∑

ns
h

∈N(ns
i
)
R̄(ns

h)
ns

j ∈ N(ns
i)

0 ns
j /∈ N(ns

i)
. (29)

Since the calculation of performance metrics vector could be time-consuming
as the size of substrate network becomes large, in this subsection, we develop a
simple iterative calculation strategy as: V(t+1) = (1− δ)R+ δQV(t), where V(t)

is the performance metrics vector at the tth iteration. For initialization, we set
V(0) as: V(0) = R.
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Greedy Strategy-Based Node Mapping Method we can also calculate the
performance metrics of virtual nodes by conducting similar procedure. Based on
the performance metrics, we rank the substrate nodes and the virtual nodes in
non-increasing order and conduct greedy strategy-based node mapping.

Algorithm 1. Recursive method-based performance metrics evaluation algo-
rithm for substrate nodes
Input: Network topology Gs = (N s, Es, As

N , As
E), the maximum number of iterations

tmax, and the maximum tolerance ε;
Output: Performance metrics vector V;
1: Calculate R and Q according to (21) and (29), respectively;
2: Initialization: V(0) = R, t = 0, μ = ∞;
3: while t < tmax and μ > ε do
4: V(t+1) = (1 − δ)R + δQV(t);

5: μ =
∥
∥
∥V(t+1) − V(t)

∥
∥
∥;

6: t = t + 1;
7: end while
8: V = Vt+1.

4.3 Shortest-Path Algorithm-Based Link Mapping Stage

With embedding all virtual nodes of the certain virtual network, the virtual links
of the virtual network demand to be embedded. For the link mapping stage of
the certain virtual network, we order the virtual links in non-increasing order
according to the bandwidth requirement, i.e., B(evk,u,r), and then conduct link
mapping from the one of the largest bandwidth requirement to that with the
least bandwidth requirement.

To map one certain virtual link, we jointly consider substrate link bandwidth
consumption, which can be characterized by the hops of the substrate paths, and
the substrate link bandwidth capacity.

In this paper, we propose to use the K-shortest-path algorithm to determine
the shortest paths between the two corresponding substrate nodes of one virtual
link. For convenience, we characterize the substrate network as a weighted graph
Gs = (N s, Es,W s), where W s =

{
ws

i,j , 1 ≤ i, j ≤ M, i �= j
}

denotes the weight
set of the substrate links, and ws

i,j denotes the weight of esi,j , which is set to be
1. By applying the K-shortest-path algorithm in Gs, the K candidate shortest
paths can be obtained. Let Pk,u,r,f denote the fth candidate substrate path of
evk,u,r, 1 ≤ f ≤ K, we then select the substrate path with the largest minimum
link bandwidth capacity from {Pk,u,r,f , 1 ≤ f ≤ K}, i.e.,

f∗ = arg max
{

min
f∈{1,...,K}

{
B(esi,j), e

s
i,j ∈ Pk,u,r,f

}
}

. (30)
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5 Performance Evaluation

In this section, we perform numerical simulations to examine the performance
of the proposed algorithm. In the simulation, the substrate nodes are uniformly
distributed in a square region with the size being Lkm × Lkm, and any two
substrate nodes are connected with the probability of P = aexp(−d5

bL ), where a
and b are network characteristic parameters, d is the Euclidean distance between
two nodes and L denotes the length of the region, which equals 100. The number
of the substrate nodes is chosen as 30 and 40, respectively. The CPU, storage,
TCAM capacity of the substrate nodes and the bandwidth capacity of the sub-
strate links are real numbers which are uniformly chosen between 40 and 50.
The propagation delay of each substrate link is proportional to the geographical
distance between substrate nodes.

For each virtual network, the virtual nodes are uniformly distributed in a
square region with the size being Lkm × Lkm. Similar to the substrate nodes,
any two virtual nodes are connected with the probability of P = aexp(−d5

bL ) and
the number of virtual nodes in each virtual network is randomly chosen between 4
and 8. The CPU, storage, TCAM demand of the virtual nodes and the bandwidth
demand of the virtual links are real numbers uniformly chosen between 5 and
10. Simulation results are averaged over 1000 independent processes involving
different simulation parameters.

Fig. 2. Network load ver-
sus the number of virtual
networks

Fig. 3. Request accep-
tance ratio versus the
number of virtual net-
works

Fig. 4. Network load
versus required TCAM
resource

Figure 2 shows the network load versus the number of virtual networks. For
comparison, we examine the performance of our proposed algorithm and the
algorithm proposed in [11]. It can be observed from the figure that the network
load increases with the increase of the number of virtual networks for both
schemes. This is because the increase in the number of virtual networks results
in the increased resource consumption in the substrate network, thus causing the
increase of the network load in turn. It can also be seen from the figure that as
the number of the substrate nodes increases, the network load decreases. This is
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because the available substrate resources increase with the increase of the number
of substrate nodes, thus offering better network load performance. Comparing
the results obtained from our proposed scheme and the scheme proposed in [11],
we can see that our proposed scheme offers better network load performance.

In Fig. 3, we plot the request acceptance ratio versus the number of virtual
networks. For comparison, we examine the performance of our proposed algo-
rithm and the algorithm proposed in [11]. It can be seen from the figure that
the request acceptance ratio decreases with the increase of virtual networks for
both schemes. This is because the consumption of substrate network resources
increases with the increase of virtual networks. Comparing the results obtained
from our proposed scheme and the scheme proposed in [11], we can see that our
proposed scheme can accommodate more virtual networks and obtain higher
request acceptance ratio.

In Fig. 4, we consider different number of virtual networks and examine the
network load versus the amount of required TCAM resources. It can be seen from
the figure that the network load obtained from both schemes increases with the
increase of the amount of required TCAM resources and our proposed algorithm
can achieve lower network load than the algorithm proposed in [11].

6 Conclusions

In this paper, we study the problem of mapping a number of virtual networks in
SDN. To stress the importance of efficient utilization of substrate resources, we
formulate the VNE problem as a network load minimization problem. To solve
the formulated problem, a two-stage VNE algorithm is then proposed consisting
of node mapping stage and link mapping stage. Numerical results demonstrate
the effectiveness of our proposed algorithm.
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Abstract. The explosive increase of the multimedia traffic poses chal-
lenges on mobile communication systems. To stress this problem, caching
technology can be exploited to reduce backhaul transmissions latency
and improve content fetching efficiency. In this paper, we study the user
association and content placement problem of device-to-device-enabled
(D2D-enabled) heterogeneous cellular networks (HCNs). To stress the
importance of the service delay of all the users, we formulate the joint
user association and content placement problem as an integer-nonlinear
programming problem. As the formulated NP-hardness of the problem,
we apply the McCormick envelopes and the Lagrangian partial relaxation
method to decompose the optimization problem into three subproblems
and solved it by using Hungarian method and unidimensional knapsack
algorithm. Simulation results validate the effectiveness of the proposed
algorithm.

Keywords: Heterogeneous cellular networks · User association ·
Content placement · D2D communication

1 Introduction

The explosive increase of diversified high-speed traffics poses challenges on the
transmission performance of the radio access networks (RANs) and backhaul
links of the mobile networks [1,2]. To stress this problem, heterogeneous cellular
networks (HCNs) with caching functionality are expected to offer users more
high-quality communication links and locally fetch request content by interacting
with the small cells and thus significantly reducing redundant content downloads
through the backhaul links.

To further improve user QoS, device-to-device (D2D) communication tech-
nology which allows UEs communicate directly without the data forwarding
by the BSs is proposed [3]. if D2D communication technology is considered
in HCNs, transmission performance will be further improved. In D2D-enabled
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HCNs, UEs may associate with the macro BS (MBS), small cell BS (SBS) or
D2D peer for information interaction. It is apparent that different user associ-
ation or mode selection strategies may result in various network transmission
performance based on different channel characteristics and network resources.

Some recent research works study the content placement strategy for cellular
networks [4–6]. The authors in [4] consider the content placement in a femtocell
network and design caching strategy which minimizes the average downloading
delay of all the UEs. In [5], the optimal content placement problem in a femtocell
network is formulated as an average bit error rate (BER) minimization problem
and use greedy algorithm to solve it. In [6], the authors design a collaborative
multi-tier caching framework and propose a joint content placement and routing
scheme to maximize traffic offloading.

Content placement in D2D-enabled networks is studied as well. The authors
in [7] examine the average caching failure rate in D2D communication network
and propose a dual-solution search algorithm to solve content placement prob-
lem. In [8], the authors formulate the access selection and spectrum allocation
problem as a utility function maximization problem and propose an efficient
algorithm to obtain the optimal strategy.User association and content placement
problem are jointly considered for HCNs [9–11]. In [9], the author formulate the
joint content caching, routing and channel assignment problem as a through-
put maximization problem and propose the column generation method. In [10],
the authors examine the tradeoff between load balancing and backhaul traffic
reduction and solving the problem iteratively. In [11], the authors consider the
various condition of the backhaul links and propose a near-optimal distributed
algorithm solving it.

However, few previous works consider the D2D-enabled HCNs, Meanwhile,
most of these works focus on the performance optimization of throughput or
network utility but fail to stress the importance of service delay, which should
become a major concern especially for delay-sensitive services.

In this paper, we study joint user association and content placement problem
of D2D-enabled HCNs. Jointly considering the constraints on wireless resources,
storage capacity as well as user QoS requirements, we formulate the joint user
association and cache content placement problem as a service delay minimiza-
tion problem and propose an efficient algorithm by applying the McCormick
envelopes and the Lagrangian partial relaxation method to obtain the solution.

This paper is organized as follows. The system model is described in Sect. 2.
The proposed optimization problem is formulated in Sect. 3. In Sect. 4, the solu-
tion to the formulated optimization problem is presented. Simulation results are
discussed in Sect. 5. Finally, the conclusions are drawn in Sect. 6.

2 System Model

In this paper, we consider the downlink transmission in a D2D-enabled HCN
consisting of a MBS, N SBSs and a number of UEs. We assume that the MBS
connects to IP network through a wired backhaul link and the SBSs access core
network by associating to the MBS as shown in Fig. 1.
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By applying local caching scheme, we assume SBSs and some users has certain
caching functionality. For simplicity, we refer cache-enabled users as serving users
(SUs). Therefore, the RUs can access contents via three user association modes,
i.e., MBS association, SBS association and D2D transmission mode.

In this paper, we denote the set of the SBSs as SBS= {SBS1, . . . ,SBSN},
where SBSn represents the nth SBS, 1 ≤ n ≤ N . Denote the storage capacity
of SBSn as Sb

n. Let RU = {RU1, . . . ,RUM} denote the set of the RUs, where
RUm denotes the mth RU, 1 ≤ m ≤ M , M is the number of RUs. Let SU=
{SU1, . . . ,SUK} denote the set of SUs where SUk denotes the kth SU, 1 ≤ k ≤
K, K is the number of the SUs. We assume RUm can make random requests
from the content library and let F = {F1, . . . FL} denotes the set of content files,
where Fl represents the lth content file, 1 ≤ l ≤ L, L is the number of content
files.

Let binary variable am,l ∈ {0, 1} describe the content request variable of
RUm, i.e., am,l = 1, if RUm requests content Fl; otherwise, am,l = 0. We assume
each user can request at most one content and SUk can serve at most one RU
during a time period. Denote yd

k,l as the caching variable of SUk, i.e., yd
k,l=1, if

content Fl is stored in SUk; otherwise, yd
k,l = 0.

To avoid transmission interference, we assume the bandwidth of the MBS
and SBSs is divided into a number of subchannels with equal bandwidth and
each RU can only be allocated one subchannel. Let W d denotes the available
bandwidth of each D2D communication link, and Wmax

0 and Wmax
n denote the

maximum available bandwidth of the MBS and SBSn and W0 and Wn denote
the subchannel bandwidth of them. The maximum number of users associated
to MBS and SBSn can be calculated respectively as A0 = �Wmax

0 /W0� and
An = �Wmax

n /Wn�.

Fig. 1. System model

3 Optimization Problem Formulation

In this section, we formulate joint user association and content placement prob-
lem as a service delay minimization problem.
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3.1 Objective Function

We express the service delay of the RUs as

D = Dd + Dm + Ds (1)

where Dd, Dm and Ds denote the service delay of the RUs when acquiring
required contents through D2D transmission mode, MBS association mode and
SBS association mode. The expressions of Dd, Dm and Ds will be described in
following subsections.

Service Delay of RUs in D2D Communication Mode The service delay
of the RUs in D2D communication mode, denoted by Dd, can be calculated as

Dd =
M∑

m=1

K∑

k=1

L∑

l=1

am,lx
d
m,kD

d
m,k,l (2)

where xd
m,k denotes the binary association variable for D2D transmission mode,

i.e., xd
m,k = 1, if RUm is associated with SUk; otherwise, xd

m,k = 0, Dd
m,k,l

denotes the service delay of RUm acquiring Fl through associating with SUk.
We express Dd

m,k,l as

Dd
m,k,l = yd

k,l

Sl

Rd
m,k

(3)

where yd
k,l denotes the binary content caching index of the SUs, i.e., yd

k,l = 1,
if Fl is cached in SUk; otherwise, yd

k,l = 0, Sl denotes the size of Fl and Rd
m,k

denotes the data rate of the transmission link between RUm and SUk, which is
given by

Rd
m,k = W dlog2

(
1 +

P d
k gdm,k

σ2

)
(4)

where P d
k is the transmission power of SUk, gdm,k is the channel gain between

SUk and RUm, and σ2 is the power of Guassian white noise.

Service Delay of RUs in MBS Association Mode The service delay of the
RUs in MBS association mode, denoted by Dm, can be calculated as

Dm =
M∑

m=1

L∑

l=1

am,lxmDm,l (5)

where xm denotes the binary association variable for MBS association mode, i.e.,
xm = 1, if RUm is associated with the MBS; otherwise, xm = 0, Dm,l denotes
the service delay of RUm acquiring Fl by associating with the MBS. We express
Dm,l as

Dm,l = Dt
m,l + DB

m,l + Dw
m,l (6)
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where Dt
m,l denotes the transmission delay of RUm acquiring Fl by associating

with the MBS, Dw
m,l denotes the queuing delay at the MBS when RUm acquiring

Fl and DB
m,l denotes the backhaul delay of the MBS. In this paper, we model

the backhaul delay as an exponentially distributed random variable with a given
mean value [11].

Dt
m,l in (6) can be expressed as

Dt
m,l =

Sl

Rm

(7)

where Rm denotes the data rate of the transmission link of between the MBS
and RUm, which can be expressed as

Rm = W0log2

(
1 +

Pmgm
σ2

)
(8)

where Pm is the transmission power of the MBS when sending the content to
RUm and gm is the channel gain between the MBS and RUm.

Dw
m,l in (6) can be calculated as

Dw
m,l =

1
μ − λ

(9)

where μ and λ are the service rate and arrival rate of the MBS, respectively.

Service Delay of RUs in SBS Association Mode where xs
m,n denotes the

binary association variable for SBS association mode, i.e., xs
m,n = 1 if RUm is

associated with SBSn; otherwise, xs
m,n = 0, Ds

m,n,l denotes the service delay of
RUm when acquiring Fl through associating with SBSn and can be computed
as

Ds
m,n,l = Ds,t

m,n,l +
(
1 − ys

n,l

)
(Ds,t

n,l + DB
m,l + Dw

m,l) (10)

where Ds,t
m,n,l denotes the transmission delay of RUm acquiring Fl by associating

with SBSn, Ds,t
n,l denotes the transmission delay between MBSn and the SBS

acquiring Fl, yb
n,l denotes the binary content placement variable of the SBSs,

i.e., yb
n,l = 1 if Fl is placed at SBSn; otherwise, yb

n,l = 0.
Ds,t

m,n,l in (10) can be computed as

Ds,t
m,n,l =

Sl

Rs
m,n

(11)

where Rs
m,n denotes the data rate of the transmission link between RUm and

SBSn, which can be expressed as

Rs
m,n = Wnlog2

(
1 +

P s
ngsm,n

σ2

)
(12)
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where P s
n denotes the transmission power of SBSn and gsm,n is the channel gain

between RUm and SBSn.
Ds,t

n,l in (10) can be expressed as

Ds,t
n,l =

Sl

Rs
n

(13)

where Rs
n denotes the data rate of the transmission link between SBSn and the

MBS, which can be computed as

Rs
n = W0log2

(
1 +

P s
ngsn
σ2

)
(14)

where P s
n is the transmission power of the MBS when transmitting to SBSn and

gsn is the channel gain between the MBS and SBSn.

3.2 Optimization Constraints

To design the optimal joint user association and content placement policy which
minimizes the service delay of all the RUs, a number of optimization constraints
have to be considered.

User Association Constraints In this paper, we assume that each RU can
acquire the required content by means of at most one association mode, i.e.,

C1 :
K∑

k=1

xd
m,k +

N∑

n=1

xs
m,n + xm ≤ 1. (15)

As for D2D communication, we assume each SU can only offer service for at
most one RU provided that the SU has cached the required content of the RU.
Hence, we can express the constraints as

C2 :
M∑

m=1

xd
m,k ≤ 1, (16)

C3 : am,l xd
m,k ≤ yd

k,l. (17)

Accounting for the bandwidth capacity constraints of the MBS and the SBSs,
the number of RUs associating with each SBS or the MBS should not exceed
the maximum number of the subchannels of the corresponding BS, which can
be formulated as

C4 :
M∑

m=1

xs
m,n ≤ An, (18)

C5 :
M∑

m=1

xm ≤ A0. (19)
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Data Rate Constraints We assume that the RUs with certain content demand
may have different minimum data rate requirements, thus the data rate con-
straint of RUm can be expressed as

C6 :
K∑

k=1

xd
m,kR

d
m,k +

N∑

n=1

xs
m,nRs

m,n + xmRm ≥ Rmin
m (20)

where Rmin
m denotes the minimum data rate requirement of RUm.

Caching Storage Constraints of the SBSs Considering the limited and
various cache capacity of the SBSs, the number of contents placed in the cache
of the SBSs should be limited to the maximum cache storage constraint, which
can be expressed as

C7 :
F∑

l=1

ys
n,lSl ≤ Ss

n (21)

where Ss
n denotes the maximum cache capacity of SBSn.

User Content Request Constraints In this paper, we assume that each RU

can only access one content, i.e.,
L∑

l=1

am,l ≤ 1. It is apparent that user association

and content placement should subject to user requirement on certain content.
More specifically, in the case that one RU does not pose requirement on one
particular content, no corresponding user association and content placement
strategy should be designed, i.e., if there have no request for Fl, we set xd

m,k,
xs
m,n, xm and ys

n,l = 0, otherwise, xd
m,k, xs

m,n, xm and ys
n,l = 0 or 1. We can

rewrite the constraints of user content request as

C8 : (1 −
L∑

l=1

am,l)xd
m,k ≤ 0, (22)

C9 : (1 −
L∑

l=1

am,l)xs
m,n ≤ 0, (23)

C10 : (1 −
L∑

l=1

am,l)xm ≤ 0, (24)

C11 : (1 −
L∑

l=1

am,l)ys
n,l ≤ 0. (25)
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3.3 Optimization Problem

Jointly considering the optimization objective and the constraints, we can for-
mulate the optimization problem as follows.

min
xd
m,k,x

s
m,n,xm,ys

n,l

D (26)

s.t. C1 − C11.

4 Solution of the Optimization Problem

The problem in (26) is an integer-nonlinear programming problem, it is difficult
to solve it directly. To solve the problem, in this section, we apply McCormick
envelopes to remove the coupling among optimization variables in (26) and equiv-
alently transform the optimization problem into three subproblems by applying
Lagrangian partial relaxation, then we solve the subproblems by using Hungar-
ian method and unidimensional knapsack algorithm respectively.

4.1 Reformulation of the Optimization Problem

To decouple the user association variables xs
m,n and the content placement

variables ys
n,l in the objective function in (26), we introduce a new variable,

zsm,n,l = xs
m,nys

n,l and rewrite the optimization problem by using McCormick
envelopes [11]. For convenience, we set

X = {xd
m,k, x

s
m,n, xm|RUm ∈ RU,SBSn ∈ SBS,SUk ∈ SU}, (27)

Y = {ys
n,l|SBSn ∈ SBS, Fl ∈ F}, (28)

Z = {zsm,n,l|RUm ∈ RU,SBSn ∈ SBS, Fl ∈ F}. (29)

The original optimization problem can be rewritten as

min
X,Y,Z

M∑

m=1

K∑

k=1

L∑

l=1

am,lx
d
m,ky

d
k,lD

d
m,k,l +

M∑

m=1

L∑

l=1

am,lxm{Dt
m,l+DB

m,l + Dw
m,l}

M∑

m=1

N∑

n=1

L∑

l=1

{am,lx
s
m,n(Ds,t

m,n,l + Ds,t
n,l + DB

m,l + Dw
m,l)−

am,lz
s
m,n,l(D

s,t
n,l + DB

m,l + Dw
m,l)} (30)

s.t. C1 − C11 in (26),
C12 : zsm,n,l ≥ 0,

C13 : zsm,n,l ≥ xs
m,n + ys

n,l−1,

C14 : zsm,n,l ≤ ys
n,l,

C15 : zsm,n,l ≤ xs
m,n.
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4.2 Lagrangian Partial Relaxation and Dual Problem Formulation

Obviously the optimization problem in (30) is convex which can be solved
using traditional optimization tools. In this subsection, we apply the method
of Lagrange partial relaxation [12] to incorporate C13–C15 into the function
(30), which can be calculated as

max
ϕ,ν ,η

min
X,Y,Z

L
(
ϕm,n,l, νm,n,l,ηm,n,l, x

d
m,k, x

s
m,n, xm, ys

n,l, z
s
m,n,l

)
.

=
M∑

m=1

N∑

n=1

L∑

l=1

{am,lx
s
m,n(Ds,t

m,n,l + Ds,t
n,l + DB

m,l + Dw
m,l)−

am,lz
s
m,n,l(D

s,t
n,l + DB

m,l + Dw
m,l)+

M∑

m=1

K∑

k=1

L∑

l=1

am,lx
d
m,ky

d
k,lD

d
m,k,l +

M∑

m=1

L∑

l=1

am,lxm{Dt
m,l+DB

m,l + Dw
m,l}+

M∑

m=1

N∑

n=1

F∑

l=1

{am,lϕm,n,l(xs
m,n + ys

n,l − 1 − zsm,n,l) + am,lνm,n,l(zsm,n,l − ys
n,l)+

am,lηm,n,l(zsm,n,l − xs
m,n)}

(31)
where ϕ ≥ 0, ν ≥ 0 and η ≥ 0 are the corresponding lagrange multipliers for
C13, C14 and C15.

4.3 Dual Decomposition and Solution

By examining the optimization problem formulated in (31), it can be validated
that both the objective problem and the constraints are separable in terms of
xd
m,k, xs

m,n, xm, ys
n,l and zsm,n,l. We can further decompose the problem into

three subproblems, that is

P1 : min
X

M∑

m=1

K∑

k=1

L∑

l=1

am,lx
d
m,ky

d
k,lD

d
m,n,l+

M∑

m=1

L∑

l=1

am,lxm{Dt
m,l + DB

m,l+Dw
m,l}

M∑

m=1

N∑

n=1

L∑

l=1

am,lx
s
m,n

(
Ds,t

m,n,l Ds,t
n,l + DB

m,l + Dw
m,l + ϕm,n,l − ηm,n,l

)

(32)

s.t. C1 − C6, C8 − C10.

P2 : max
Y

M∑

m=1

N∑

n=1

L∑

l=1

am,ly
s
n,l (νm,n,l − ϕm,n,l) (33)

s.t. C7,C11.
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P3 : min
Z

M∑

m=1

N∑

n=1

L∑

l=1

am,lz
s
m,n,l(vm,n,l + ηm,n,l − ϕm,n,l − Ds,t

n,l − DB
m,l − Dw

m,l)

(34)

s.t. C12.

The subproblem P1 involves only the association variables xd
m,k, xs

m,n, xm,
which can be transformed into a balanced assignment problem and solved by
using Hungarian method [13]. The subproblem P2 involves the content place-
ment variables ys

n,l, which can be decomposed into |N | unidimensional knapsack
problems, one for each SBSn, which can be solved independently. Similar to
subproblem P1, P3 can also be solved by using Hungarian method.

4.4 Updating Lagrange Multipliers

Lagrange multipliers can be updating based on a subgradient method for find-
ing the locally optimal solution of above three subproblems via the form of an
iterative operation, i.e.,

ϕm,n,l(t + 1) = [ϕm,n,l(t) + α(t)d(ϕm,n,l(t))]
+ (35)

vm,n,l(t + 1) = [vm,n,l(t) + α(t)d(vm,n,l(t))]
+ (36)

ηm,n,l(t + 1) = [ηm,n,l(t) + α(t)d(ηm,n,l(t))]
+ (37)

where [z]+ = max {0, z} and α(t) = ε ub−lb
||g(t)||2 [11] is the step-size in tth iteration.

ε is the positive control parameter. ub and lb are the upper bound and lower
bound respectively. Conducting the above process iteratively, the algorithm will
achieve convergence and then obtain the globally near-optimal user association
and content placement strategy.

5 Simulation Results

In this section, we examine the performance of the proposed algorithm and com-
pare the algorithm with other two algorithms via simulation. In the simulation,
we consider a D2D-enabled HCN consisting of one MBS, two SBSs and a number
of UEs. We consider 10 SUs and other parameters are summarized in Table 1.
We initially set ε to 2.0 and update it to ε = ε/2 if there is no variation in the
upper bound for about 50 successive iterations.

Figure 2 shows the upper bound and lower bound versus the number of
iterations obtained from our proposed algorithm. The number of RUs is chosen
as 40 and we set subchannel bandwidth is 1 MHz. We assume each RU makes
random requests from the content library and the SUs randomly pre-caching
some contents. It can be observed that the upper bound and lower bound nearly
simultaneously converges within less than 140 iterations.
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Table 1. Simulation parameters

Parameters Value

Transmission power of SUk (P d
k ), SBSn(P s

n),
MBS (Pn)

0.25 W, 2 W, 40W

Storage capacity (SBSs
n) 10

The number of the contents (L) 50

Content size (Sl) [1, 10] Mbits

Noise power (σ2) –174 dBm/HZ

Maximum numbers of associated users of the
MBS (A0), SBSn (An)

40, 10

Minimum data rate requirements of users (Rmin
m ) 100 Kbps

Backhaul delay (DB
m,l) {1, 2}

Channel path loss model 128.1 + 27log(d) dB, d denotes
the distance

Figure 3 shows the service delay versus different number of RUs. we compare
the performance of proposed scheme with two algorithms: Scheme 1 proposed
in [8] and Scheme proposed in [10]. From the figure, we can see that the service
delay increases with the increase of backhaul delay and our proposed scheme
outperforms them and the performance gap is lager with the increasing number
of the RUs. This is because Scheme 1 only considers cache-enabled BSs, no D2D
transmission is allowed. In Scheme 2, the popular contents are pre-caching into
BSs and UEs and request UEs associate to BSs or UEs providing its maximum
received power. However, separately designing content placement without jointly
consider user association will not efficient improve system performance.

Fig. 2. Service delay vs
number of iterations.

Fig. 3. Service delay vs
the number of RUs.

Fig. 4. Service delay vs
the subchannel band-
width

Figure 4 shows the service delay versus the subchannel bandwidth of the
MBS. We set backhaul delay as 1, the service rate of the MBS, i.e., μ=110 and
examine the service delay performance corresponding to different packet arrival
rate. From the figure we can see that the service delay increases with the increase
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of the arrival rate and our proposed algorithm achieves better performance than
other two schemes. This is because our proposed algorithm can make a suitable
adjustment to deal with different bandwidth status while the other two schemes
fail to consider it, thus result in relatively lower performance.

6 Conclusions

In this paper, we investigated the joint user association and content placement
strategy in D2D-enabled HCN and formulate joint user association and content
caching problem as the service delay minimization problem of all the RUs. By
applying McCormick envelopes and Lagrangian partial relaxation, we decou-
pling the original problem into three subprolbems and then solve it by using
Hungarian method and unidimensional knapsack algorithm. Numerical results
demonstrated the proposed algorithm outperforms previously proposed schemes.
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Abstract. With the inspiring development of vehicular networks,
caching popular contents in the network edge nodes could greatly enhance
the quality of user experience. However, the highly dynamic movements
of vehicles make it difficult to maintain stable wireless transmission
links between vehicle-to-vehicle pairs or vehicle-to-road side units (RSUs)
pairs, and then resulting in unbearable transmission delays or even trans-
mission interruptions. In this paper, we proposed a predictive and hybrid
caching transmission scheme for delay-sensitive services in vehicular net-
works. In order to select the most proper node for transmitting desired
content from the nearby RSUs or vehicles, we evaluate the candidate
nodes from the prediction on effective communication range and con-
nection time based on the relative velocities and SINR threshold. Then
the end-to-end delay for respective nodes is compared which includes two
parts: waiting period and transmitting period. Waiting period is predicted
based on the relative distance and relative velocities between two nodes
at the starting position. Transmitting period is calculated from the trans-
mission rate and effective communication range. The candidate node with
the lowest delay is selected to transmit the desired content to the desti-
nation vehicle. Simulation results show that the proposed scheme could
significantly reduce time delays in data transmission, especially when the
requesting vehicle is far from the nearest RSU.

Keywords: Vehicular networks · Cached data distribution ·
Transmission delay

1 Introduction

The development of intelligent transportation systems (ITSs) has attracted
increasing attention to the communication in vehicular networks. As more and
more data needs to be exchanged within moving vehicles in various scenarios, the
throughput and delay requirements have also been enhanced for users quality of
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services (QoSs). Then caching technology is introduced into vehicular networks
to provide higher local throughput and lower end-to-end transmission delay. It
has the potential to reduce vehicle data access times, improve the utilization
of vehicular storage space, and reduce network bandwidth consumption [2,3].
There are still several open issues in the cached-based vehicular networks. How
to provide efficient transmission for the delay-sensitive services for moving vehi-
cles is an interesting and important problem that has attracted many researchers’
attention.

Most of the existing research focus on pre-caching, data replacement, multi-
hop relay and throughput maximization. But there is a practical constraint that
has been ignored, which is the short connection time between the source and
destination due to the mobility of vehicles. The connection time may be shorter
than the time required to transmit the content, thus resulting in connection
break. Even if there is no connection break, the time delay may be unbearable.
In V2I communication, although a vehicle is within the communication range
of a road side unit (RSU), the distance could be too long to establish a stable
link. Thus the transmission rate or delay may be degraded or even cause user
frustration and network congestion. In this paper, we investigate the problem
of how to reduce data transmission delays in hybrid V2V and V2I scenarios by
mobility prediction. We focus on the following issue: during V2I communication,
a large distance between the vehicle and the nearest RSU could result in long
delay in data transmission. In addition, if the connection time is not enough for
content transmitting, there may be connection break.

Valuable research has already been conducted on the direction of where and
how to efficiently cache content. Most of these have focused on where to cache,
how to cache and cache replacement. For example, Ding et al. [4] proposed
three algorithms to allocate files to RSUs to minimize the average transmis-
sion time delay. Ma et al. [5] proposed a caching placement policy which jointly
considered caching at the vehicular and RSUs. The caching placement prob-
lem is modeled as an optimization problem to minimize the average latency
while satisfying the QoE requirements of vehicles. Wei et al. [6] proposed a lay-
ered cooperative cache management to select neighbor nodes within broadcast
range to cache proper contents to reduce retrieval time and prevent stalls of
the video playback. Alotaibi et al. [7] proposed the Area Defer Transmission
dissemination algorithm to enable each vehicle to independently decide whether
to transmit considering heterogeneous transmission ranges and the amount of
area that would be covered by potential new transmission. Deng et al. [8] pro-
posed a Prior-Response-Incentive-Mechanism to stimulate vehicles to take part
in cooperative downloading in VANETs-LTE heterogeneous networks.

In this paper, we propose a novel scheme to reduce transmission delays in
hybrid V2I and V2V communications by evaluating the ability of the candidate
nodes for maintaining a stable wireless link, based on the relative velocities and
SINR threshold. Then we predict the waiting period and transmitting period of
each nodes, using the relative distance and relative velocities between two nodes
at the starting position, and the transmission rate and effective communication
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range. The waiting period together with the transmitting period composes the
transmission delays. Finally we select the node which has the lowest delays to
transmit the content. Simulation results show that the proposed hybrid caching
transmission scheme achieves good performance.

The rest of this paper is organized as follows, In Sect. 2, we provide the
system model we use. In Sect. 3, we present the proposed scheme. In Sect. 4,
The Simulation scenarios and results are presented. The conclusions are stated
in Sect. 5.

Fig. 1. Relative positions and distance between nodes

2 System Model

2.1 Vehicle Mobility Model

The communication scenario we consider in this paper is shown in Fig. 1. We
focused on a one-way street which has road side units (RSUs) deployed in an
urban setting. The traffic is assumed to flow freely, and the vehicle arrival process
follows a Poisson distribution [9]. We further assumed no congestion, that arrival
processes are independent and that the vehicle speed follows uniform distribution
[10].

For V2I communication scenario let (0, 0) be the location of the RSU, let
(x, y) be the location of vehicle A which sends a request for specific content, and
let (xi, yi) be the location of vehicle B which has the requested content cached
and is within communication range of A. Where the communication range of the
RSU is Rr then the point (xr, yr),where vehicle A would lose connection with
RSU can be calculated as:

(xr, yr) = (
√

R2 − y2, y) (1)

For V2V communication scenario, where the communication range of a vehi-
cle is Rv, consider the relative motion between A and B, then let the rela-
tive velocity of B to A be vB = vi − v, and relative location be (xB , yB) =
(xi − x, yi − y). Here we only consider the horizontal distance of A and B,
because the two vehicles are assumed to be moving on the same road. The min-
imum distance of two vehicle is set at 1 meter.
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Assuming that the velocity of a vehicle stays the same during the data dis-
tribution process, then the horizontal location of a vehicle also follows uniform
distribution. The probability distribution is given by:

y =

{
1/(xt+Δt − xt), Δt ≥ 0
0, Δt < 0

(2)

2.2 Communication Channel Model

We considered both V2V and V2I communications over Rayleigh fading channel.
Let Υu,v denote the SINR at node v when node u transmits data, let N0, B,Pt,
Iu,v du,v, α denote the power spectral density of additive Gaussian white noise,
the channel bandwidth, the transmit power of node u, the inter-cell interference,
the distance between node u and node v, and the path loss exponent. Then the
SINR is given by:

Υu,v =
Pt · d−α

u,v

N0 · B + Iu,v
(3)

3 Proposed Scheme

3.1 Overview of the Scheme

Data transmission rates are inversely proportional to the distance between RSUs
and vehicles, meaning that vehicles far from the RSU may suffer longer delays
when transmitting content. As the relative velocity between two vehicles moving
in the same direction on the same road is relatively low, any two such vehicles
are likely to stay close to each other over a short period of time. The data
transmission rate in this case is therefore relatively high, and the vehicles are
able to establish a connection which is able to transmit data with a short time
delay. In the proposed scheme, when vehicle A requests content, it could get the
content from either the RSU or from another nearby vehicle B, which has the
requested content cached. We first determine if a candidate node is capable of
successfully transmitting the content based on the relative velocities and SINR
threshold. Then predict the time delays using the relative distance and relative
velocities between two nodes at the starting position and the transmission rate
and effective communication range. Finally, we compared the time delays in each
case, allowing for a selection of the node that has lower delay as the transmission
node.

3.2 Effective Connection Time

To ensure successful transmission, a receiver would only begin to receive data
when the SINR is greater than a specific threshold Ψ [10]. Using Eq. 3, the
maximum distance between two nodes for maintaining a link is given by:

dth = α

√
Pt

Ψ · N0 · B + Iu,v
(4)
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Then the range of horizontal location for A to successfully receive content from
RSU is [−xth, xth], where xth =

√
d2th − y2. And the range of relative distance

between A and B to successfully transfer content is [−dth, dth].
For V2I communication, the maximum effective connection time Tr depends

on the location (x, y) of A when it sends the request for content. Let this location
also be the observation start point. We distinguished between communication
range (where communication between vehicle and RSU is possible, but where the
SINR may be not big enough to ensure a stable link) and effective communication
range (where communication between vehicle A and RSU is possible over a stable
connection). Therefore, when the location of A is within communication range
[−xr, xr] of the RSU but out of the effective communication range[−xth, xth], as
soon as A moves into [−xth, xth], it is able to form an effective connection with
the RSU. When A is within the range [−xth, xth], the connection is established
immediately and will be maintained to the point xth. Then Tr is given by:

Tr =

⎧
⎪⎨

⎪⎩

xth−x
v , −xth ≤ x ≤ xth

2xth

v , −xth ≤ −xr ≤ −xth

0, otherwise

(5)

For V2V communication, the maximum effective connection time Tv depends
on both the relative distance d0v and velocity of B to A. The relative velocity of
B to A is positive when B is moving faster than A, hence the relative distance
threshold should also be positive. Similarly, when B moves slower than A, the
relative distance threshold should be negative. Therefore Tv is given by:

Tv =

{−dth−d0v
vB−vA

, vB − vA < 0
dth−d0v
vB−vA

, vB − vA ≥ 0
(6)

Let Rb be the minimum data transmission rate, and assume it equals channel
bandwidth [11]. Let q be the size of requested content. Then the maximum time
delay Tm that A requires in order to receive the content is given by:

Tm =
q

Rb
(7)

3.3 Transmission Delays Prediction

In order to calculate the data transmission rate, we first need to know the trans-
mission location range according to the starting location (x, y) of A, velocity
v and the maximum time delay Rb. In V2I scenario, the transmission location
range is given by:

[x, xw] = [x, x + v · Tm] (8)

In the V2V scenario, using the relative starting distance d0v between B and
A, the relative velocity of B to A, and the maximum time delay Tm ,the relative
transmission distance range is given by:

[d0v, dw] = [d0v, d0v + (vB − v) · Tm] (9)
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According to Shannon’s capacity formula, the maximum transmission rate
equals the instantaneous capacity of the channel. Let Ru,v be the transmission
rate from node u to node v:

Ru,v = B · log2 (1 + Υu,v) (10)

Where B is the bandwidth of the channel and Υu,v is the SINR. By combining
Eqs. 3 and 10, the transmission rate is denoted by:

Ru,v = B · log2 (1 +
Pt · d−α

u,v

N0 · B + Iu,v
) (11)

Let Ravg denote the average transmission rate, we have:

Ravg = E[Ru,v] =
∫ d

d0

f(d) · B · log2 (1 +
Pt · d−α

N0 · B + Iu,v
) dd

(12)

Where f(d) is the probability distribution of the distance between two nodes.
According to Eqs. 8 and 9, the average transmission rate from RSU to A is:

Ravg =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫ |x|
0

B · log2 (1 + Pt·(
√

y2+d2)
−α

N0·B+Iu,v
) dd

xw − x
+

∫ |xw|
0

B · log2 (1 + Pt·(
√

y2+d2)
−α

N0·B+Iu,v
) dd

xw − x

, x · xw < 0
∫ max(|x|,|xw|)

min(|x|,|xw|) B · log2 (1 + Pt·(
√

y2+d2)−α

N0·B+Iu,v
) dd

xw − x

, x · xw ≥ 0

(13)

And the average transmission rate from B to A is given by:

Ravg =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫ |dw|
1

B · log2 (1 + Pt·d−α

N0·B+Iu,v
) dd

|dw − d0v| +
∫ |d0v|
1

B · log2 (1 + Pt·d−α

N0·B+Iu,v
) dd

|dw − d0v|
, dw · d0v < 0
∫ max(|d0v|,|dw|)

min(|d0v|,|dw|) B · log2 (1 + Pt·d−α

N0·B+Iu,v
) dd

|dw − d0v|
, dw · d0v ≥ 0

(14)

Let Q be the size of requested content, and let Dr, Dv be the average time
delay incurred when A receives content from RSU and from B. When the starting
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location of A is out of the effective communication range [−xth, xth], A must wait
until it gets into this range. This waiting time is denoted as:

Tw =
−xth − x

v
(15)

Then Dr, Dv are given by:

Dr =

{
Q

Ravg
, −xth ≤ x ≤ xth

Tw + Q
Ravg

, −xth ≤ −xr ≤ −xth

(16)

Dv =
Q

Ravg
(17)

3.4 Node Selection Algorithm

The algorithm to select the transmission node with the lowest time delay follows
the following steps:

Step1: give both RSU and vehicle B flags which start as zero. Calculate the
distance threshold between A and RSU and between A and B. Get the achievable
effective connection time by comparing the distance threshold to the maximum
time delay needed to receive content q. If achievable effective connection time
between A and node U is larger than maximum time delay, the value of U’s flag
becomes 1.

Step 2: node U is capable of content transmission only if node U’s flag is 1. If
the flag of a node is zero, set the time delay as infinite. Calculate the transmission
rates from RSU and B according to the predicted distances, then calculate the
time delays for both the RSU and B according to the predicted location of A.

Step 3: compare the transmission time delays for transmission from RSU
and B, and choose the node which has shortest delay to be the transmitter for
content q.

4 Simulation Results and Discussions

In this section, we present the simulation results of the proposed scheme. The
simulation setup and detailed experimental results are as follows:

4.1 Simulation Setup

We conducted the simulation using MATLAB. The simulation parameters are
shown in Table 1. In order to analyse the performance of our scheme, we set the
location range of vehicle A as [−xr, xr], and the velocity of each vehicle randomly
between 10m/s and 20m/s. Our model assumed traffic was going in one direction,
as vehicles moving at two opposite direction would have lower connection times.
We simulated connection time, average transmission rate, average transmission
delay and reduction in transmission delay to examine the effectiveness of our
scheme and how it performs under different levels of transmission power.
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4.2 Simulation Results

Average Transmission Delay Figure 2 shows the average delay incurred when
vehicle A receives content q from: (1) only the RSU; (2) only a vehicle nearby.
The time delay incurred when content is received from the RSU is related to the
location of A. When A is far from RSU (outside of the effective communication
range), the time delay is relatively high. As A moves closer to RSU, the time
delay decreases. By contrast, the average time delay incurred when A receives
content from another vehicle is stable over the observation area. Our results
show that after adopting our scheme, when A is far from the RSU it receives
content from a nearby vehicle, and when it is close to the RSU it receives content
from the RSU. This ensures that the time delay is minimized throughout the
observation area.

Fig. 2. Delay of a getting content
from RSU and from vehicles on
different position

Fig. 3. Relationship between
vehicle position, average delay
reduction and RSU transmission
power

Average Reduction in Transmission Delay Figure 3 shows the average
reduction in transmission delay. When A is outside of effective communication
range of the RSU, there are relatively long delays in receiving content from the
RSU. As A moves closer to the RSU and into effective communication range,
the average transmission delay falls due to increases in the transmission rate
between A and RSU. This indicates that the greatest reductions in transmission
delay from adoption of our scheme are likely to occur when vehicle A is outside
the effective communication range. These results also indicate that when the
RSU is using lower levels of transmission power, adoption of our scheme could
result in greater reductions in transmission delay.

Average Transmission Rate Figure 4 shows the average transmission rate in
both V2V communication and V2I communication. In V2V communication, the
random nature of inter-vehicle distance implies that the average transmission
rate is mainly a function of the transmission power of the vehicles involved.
In our experiment, as vehicle A and vehicle B are assumed to have the same
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Table 1. Simulation parameters

Parameter Value

RSU coverage range Rr(m) 800

Communication range of vehicle Rv (m) 250

RSU transmission power Pr (W) 2

Vehicle transmission power Pv (mw) 100

Vehicle speed v (m/s) [10, 20]

Channel bandwidth Bw (MHz) 10

Path loss exponent α 3

Packet length Q (mB) 100

SNR threshold Ψ 400

Inter-Cell Interference (dBm) –75

Addictive Gaussian Noise (dBm) –105

level of transmission power, the transmission rate fluctuates around 1.5∗108b/s.
In V2I communication, the fixed transmission power of the RSU implies that
the average transmission rate depends on the distance between A and RSU. As
shown in Fig. 4, the transmission rate is highest when A is at the nearest point
to the RSU, and as A gets farther away from RSU the transmission rate falls.

Fig. 4. Transmission rate in V2V
and V2I communications on dif-
ferent position

Fig. 5. Maximum effective con-
nection time in V2V and V2I
communications on different
position

Maximum Connection Time Figure 5 shows the average transmission rate
in both V2V communication and V2I communication. In V2V communication,
the relative velocity between vehicles on the same road over a short period
of time can be assumed not to change substantially, with the result that the
distance between the two vehicles also remains relatively stable. The maximum
connection time therefore fluctuates around 90s. In V2I communication, the
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maximum connection time between RSU and A depends on two factors: first,
it depends on the distance from A to the point xth where A loses contact with
RSU. Second, it depends on the velocity of A. As the velocity of A is assumed
to remain the same over the observation period, as A gets closer to xth the
maximum connection time falls.

5 Conclusion

In this paper, we proposed a predictive and hybrid caching transmission scheme
to reduce time delays in transmitting content within vehicular networks. The
scheme first decides the reliability of the connections between the requesting
vehicle and an RSU and between the requesting vehicle and any vehicle nearby
which has the requested content cached. Then compares the predicted time delay
needed to receive the content from the RSU and the nearby vehicle. Finally, this
information is used to choose the node which has the shortest time delay to
be the transmitter. Simulation results show that our scheme could substantially
reduce data transmission time delays.
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Major Project of China (Grant No.2017ZX03001014).
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Abstract. With the increasing number of different types of applications
for road safety and entertainment, it demands more flexible solutions for
caching and transmitting large files in vehicular networks. In order to
decrease the transmission delay and raise the hit ratio of cached files,
there is already a lot of research on caching technology, including seg-
mented caching technology. But the problem of long transmission delay
and low successful transmission ratio caused by the high dynamic of
vehicles still needs to be solved. In this paper, we proposed an algorithm
named Predictive Time Division Transmission (PTDT) to reduce trans-
mission delay and raise the ratio of successful transmission for segmented
cached file in vehicular networks. Our algorithm predicts the link dura-
tion between requesting vehicle and neighboring vehicles according to the
relative inter-vehicle distances and velocities. By predicting the transmit
rate of each vehicle on different time point, we divide the link duration
into slices for subsequent transmitter selections. And finally we compare
those time points and select the vehicles that make the transmitting
delay the lowest. In the mean time, we arrange the transmitting order of
those vehicles to guarantee the success of full file transmission process.
The simulation results show that after applying our algorithm, trans-
mission delay has reduced and successful transmission rate has increased
substantially.

Keywords: Vehicular networks · Segment caching · Transmission
delay · Successful transmission ratio

1 Introduction

With the development of vehicular networks and the increasing demands for
many applications that require data of big size, caching technologies and trans-
mission schemes are attracting more and more attentions. There are two types
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of communication systems in vehicular networks, which are Vehicle to Vehicle
(V2V) and Vehicle to Infrastructure (V2I). In V2I communication, the limited
storage of road side units (RSUs) and the great expenses of building them impel
the emerge of distributed caching technology. In order to achieve better perfor-
mance, there have been a lot of research on V2V caching technology [3–5]. To
raise the hit ratio of cached files, and make the best of the storage at the same
time, a method named segmented caching appeared. By applying this technol-
ogy, a file is divided into pieces, the pieces of a file are distributed over multiple
vehicles to be cached and forwarded to the requesting vehicle [6]. However, for
the transmission of segmented file, due to the highly dynamic of vehicles, long
transmission delay caused by big relative velocity, and high probability of trans-
mission failure caused by connection break are still two problems that need to
be solved.

There are many researches on how to maximize throughput and minimize
transmission delay in vehicular networks. Basing on [7], an architecture which
improves the throughput and resolve the problem of increasing traffic by using
clustering technology in D2D links, [8,9] proposed an algorithm named CSVD
which divides files into pieces and file pieces are cached at multiple SMs, selected
UEs in each cluster are used for caching to reduce inter-cluster interference. And
to maximize total throughput, [10] proposed a cooperative downloading strategy
which utilizes both V2I and V2V communication. To minimize the transmission
delay, [11] proposed a scheme which automatically choose the most appropri-
ate mobility information when deciding next data-relays. But some thorough
research on the above mentioned problems is still required.

In this paper, we focus on reducing transmission delay and raising success-
ful transmission ratio for segmented cached files in vehicular networks. Since a
requested file is divided into pieces and cached in different vehicles, the vehicles
which are to be chosen as transmitters and the order of them to start trans-
mitting matter a lot. Due to the highly dynamic of vehicles, connection break
between vehicles happens all the time, if a vehicle starts transmitting file with-
out analysing the ability of success, there is a big chance that the connection
would break during the process of transmitting. And even though the transmit-
ting process succeed, without analysing the delay each vehicle needs, the delay
would be too long. And a big part of the transmission delay comes from the
process of collecting data from all the vehicles in the communication range of
the control center repeatedly.

To solve the two problems mentioned above, we proposed an algorithm named
Predictive Time Division Transmission (PTDT). Our algorithm predicts the link
duration between requesting vehicle and other vehicles, by using the relative
inter-vehicle distances and velocities. Then analyse the probability of successful
transmission to avoid transmission failure. By predicting the transmit rate of
each vehicle on different time point, we divide the link duration into slices for
subsequent transmitter selections. And we select vehicles with lowest transmis-
sion delay, at the same time arrange the transmitting order of those vehicles to
ensure successful transmission.
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The rest of this paper is organized as follows, In Sect. 2, we provide the
system model we use. In Sect. 3, we present the proposed algorithm. In Sect. 4,
The Simulation scenarios and results are present. The conclusions are stated in
Sect. 5.

2 System Model

The communication scenario is considered as in a two-way street which is within
the communication range of a base-station in an urban setting, and we assume
there is no congestion, the velocity of each vehicle is not affected by other vehi-
cles.

Fig. 1. Communication scenario

Consider the communication channel between vehicles as small-scale fading
channel, The signal to noise ratio at the receiver node is denoted by Z2β·Pt

rα·Pnoise
,

where r is the distance between transmitter and receiver, Z is the fading coef-
ficient, β is a constant associated with path loss model, Pt is the transmit
power, α is the path loss exponent, and Pnoise is the total additive noise power
[1]. Here β = GT GRλ2

2πd0
2 , where GT and GR are the gain of transmitter and

receiver antennas, we assume all the antennas of vehicles are omni directional,
so that GT = GR = 1. The total addictive noise power is Pnoise, given by
Pnoise = FkBT0rb, where F is the receiver noise figure, kB = 1.38 · 1023J/K is
the Boltzmann constant, T0 is the room temperature, T0 = 300K and rb is the
data transmission rate [2]. Assuming that E[Z2] = 1, the average SNR can be
written as

Υ =
β · Pt

rα · Pnoise
(1)
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As for communication range, we assume a transmitting process would success
only if the signal to noise ratio (SNR) at the receiver node is above a specific
threshold Υ during the process. Thus the communication range can be given by

r = α

√
Υ · Pnoise

β · Pt
(2)

And for transmit rate, according to Shannon’s equation, the maximum trans-
mit rate can be denoted as the channel capacity, which is Rmax = B·log2 (1 + Υ ),
where B is the bandwidth of the communication channel. Using Eq. 1 the trans-
mit rate can be given by

R = B · log2 (1 +
β · Pt

rα · Pnoise
) (3)

We assume the files are segmented into many pieces, and each vehicle can
cache any pieces of any files if it has enough space. And a vehicle can communi-
cate with any vehicles in its communication range.

3 Proposed Algorithm

Our algorithm first group vehicles by the file pieces, and predict the link duration
between requesting vehicle and other vehicles using the relative velocity and SNR
threshold. Then we divided the link durations into different slices according to
the inter-vehicle distance (to get the transmission rate at that distance) and the
size of file pieces, each slice represent the delay of transmitting the file piece
for one time. The link duration which has been divided into slices called time
scale. Then according to the time scale, we select one vehicle in each group as
the transmitter of each file piece. The main goals of our algorithm are reducing
transmission delay of segmented file by selecting the most suitable vehicles as
transmitter and increasing the successful transmission ratio by arranging the
order of each transmitter we selected.

3.1 Grouping

When a requesting vehicle sends request to the control center, the control center
first collects parameters of all the vehicles in its communication range R, includ-
ing position, velocity, transmit power, the index of file piece it has. First our algo-
rithm will eliminate those vehicles which don’t have any piece of the requested
file cached, then analyse the ability of vehicles for successfully transmitting file
piece at least once. The ability is determined by comparing the maximum time
needed for transmitting the piece and the maximum link duration, the maximum
time needed for transmitting is calculated by suing the minimum transmitting
rate which we assume to be 6 ∗ 106b/s, the maximum link duration is calculated
by using SNR threshold Υ and Eq. 2. Vehicles that cached the same file piece
and are able to successfully transmit file piece will be grouped together. Every
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group has five parameters, which are index of vehicles that have the same file
piece, the relative velocity of its members to the requesting vehicle, the distance
of its members to the requesting vehicle at the starting point, the maximum
transmitting round and max waiting time.

3.2 Transmitting Round Calculation

Every vehicle in the group has a link duration T according to the starting dis-
tance to the requesting vehicle and the SNR threshold, and a required transmit-
ting time Tt at any distance to the requesting vehicle. By using Tt we can divide
T into many slices, the process is as follows:

At any time point t0 in the time scale of any vehicle we have the distance d0
between this vehicle and the requesting vehicle, so that using Eq. 1 we get the
required transmitting time Tt0, Tt0 means if this vehicle starts transmitting file
at time point t0, how long it will take for this vehicle to finish transmitting the
file piece. Then move to the next time point which is t1 = t0+Tt0, using relative
velocity of this vehicle to the requesting vehicle we get the inter-vehicle distance
at t1, then start the above process again till the time point moves to the end
of link duration. Thus we’ll have many points which represent the time point
where vehicle could finish transmitting the file piece if it start transmitting at
the time point ahead of this time point. We assume a vehicle would only start
transmitting file at any of the points we calculated, this link duration with time
points is called time scale, every vehicle has a time scale for the process of our
algorithm. The point of dividing T into slices is that we want to choose the
vehicle which has the lowest delay in every group to transmit file piece without
calculating every time. Because in each round, it’s not clear which vehicle will be
chosen to transmit file piece, it is not clear what time it will finish transmitting,
but the transmit rate of each vehicle is related to the distance to the requesting
vehicle, which means if we don’t divide T into slices and specify the transmit time
point, every time a vehicle is chosen, we’ll have to calculate the transmit delay of
other vehicles according to the time that the chosen vehicle finishes transmitting.

3.3 Maximum Waiting Time

After grouping and calculating the time points of all vehicles, we now have the
maximum waiting time. The maximum waiting time is determined by the vehicle
which has the longest link duration in a group, and the maximum waiting time
of this group is the last time point of that vehicle. The meaning of this is when
the process is about to reach the maximum waiting time, if none of the vehicles
in this group has ever been chosen to transmit file piece, we have to pick one
vehicle in this group to transmit file piece otherwise we’ll miss the chance of
transmitting this file piece.

3.4 Algorithm Flow

Suppose the requested file is divided into M pieces, so there are M groups of
vehicles, vehicles in the same group has the same file piece cached. The total
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transmitting delay is denoted as t and the transmitting round is denoted as R,
at the beginning t = 0, R = 1, all the vehicles are in the left vehicle queue,
assuming vehicle p is the one that has the lowest transmit delay in round 1, then
vehicle p is chosen to be the first vehicle to transmit file piece. Then we move
the transmit delay t to the finishing time point of vehicle p. Then those vehicles
in the same group would be eliminated from the left vehicle queue. After first
round, time delay t moves to tp1, and the next choosing round starts. Now our
algorithm needs to pick the vehicle which has the lowest transmitting delay in
the second round, which should be the vehicle whose second time point behind
tp1 is the earliest if tp1 is not about to reach any of the maximum waiting time
of any group. The number of picking round is supposed to be the same as the
number of file pieces, which means every piece of the file should only be transmit
by one vehicle. Once there is no vehicle left in the left vehicle queue, we need
to check if the number of the vehicles we picked is the same as the number of
groups, and the vehicles we picked are in deferent groups. If not, we consider
this process a failure, and set the time delay of using our algorithm as infinite,
but as the experiment result shows this situation is rare to arise. The algorithm
flow is shown in Algorithm 1.

Algorithm 1 Predictive Time Divided Transmission
Input: M : the number of file pieces; t: total transmission delay; timeScale: timescale

of all the vehicles; R = 1: current picking round; maxWait: the maximum waiting
time of all groups;

Output: t
1: while (R ≤ M)and(t �= Inf) do
2: if the row number of timeScale is zero then
3: t = Inf return
4: end if
5: if R = 1 then
6: find the minimum time point t1 behind 0 in all timescale[i].
7: t ← t1.
8: else
9: if maxWait[i] close to t then

10: find the minimum second time point tR behind t in timescale that belong
to those vehicles in group i.

11: else
12: find the minimum second time point tR behind t in all timescale[i].
13: end if
14: t ← tR.
15: end if
16: R = R + 1.
17: eliminate rows which belong to vehicles in the same group with the one just

picked from timescale.
18: end while
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4 Simulation Results and Discussions

In this section, we conducted simulations to see the performance of our algorithm,
we compared the delays to transmit files of different sizes and the successful
transmit ratios after applying our algorithm.

4.1 Simulation Setup

We implemented the algorithm in MATLAB. The parameters are shown in
Table 1. For the control center, the communication range is set as 2 km, which
means it collects data in this area every time it choose a vehicles as transmitter
for a piece of file. And the size of file piece is set as 5 Mb, we assume every
piece of file has the same size for convenient application. And to make sure that
the numbers of vehicles which have the same piece of file would not influence
the simulation results, in different situation(applied our algorithm and without
algorithm), the numbers of vehicles with the same file pieces in the communi-
cation range of requesting vehicle are the same. The range of velocity is set as
[−20m/s, 20m/s].

4.2 Simulation Results

Average Reduction in Transmission Delay The average transmission
delays and average reduction in transmission delays of transmitting a file which
is segmented into four pieces are shown in Figs. 2, 3, 4. As shown in the figures,
after applying our algorithm the average transmission delay has dropped in all
situations. The main reason is that when using our algorithm the control center
only needs to collect data from all the vehicles in its communication range once,
but without our algorithm, if a vehicle requests a specific file, every time before
transmitting a piece of the file, the control center needs to collect data from
other vehicles and choose one to be the transmitter. If the density of vehicles in
its communication range is high, the time of collecting data would make a big
difference. Our algorithm avoids this repeating collections by predicting the rela-
tive distance between vehicles that have the file pieces cached and the requesting
vehicle at the beginning.

Performance Under Different Path Loss Exponent Figure 5 shows the
average transmission delays under different path loss exponent. As shown in the
figure, with the increasing of path loss exponent, the average transmission delays
under our algorithm is getting lower. When the path loss exponent increases, the
communication range of vehicles under the same SNR threshold gets smaller,
which means the link durations between vehicles will get shorter. And in order
to ensure that the number of vehicles which cached the file pieces we need is
the same in two different situation, when communication range gets smaller, the
density of vehicles gets higher, which makes the collecting time of control center
longer (transmitting delays bigger).
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Fig. 2. Reduction in
transmission delays
under different path
loss exponent

200 400 600

SNR Threshold

0

0.5

1

1.5

2

2.5

3

T
im

e(
s)

Random Selection Transmission Delay
PTDT Transmission Delay
Reduction in Transmission Delay

Fig. 3. Reduction in
transmission delays
under different SNR
threshold

20 50 100

File Size(Mb)

0

2

4

6

8

10

12

T
im

e(
s)

Random Selection Transmission Delay
PTDT Transmission Delay
Reduction in Transmission Delay

Fig. 4. Reduction in
transmission delays
under different file size

Figure 6 shows the average successful transmission ratios under different path
loss exponent. As shown in the figure, after applying our algorithm, the aver-
age successful transmission ratio has increased to around 99%. That is because
before we select the vehicles with different file pieces as transmitters, we first
analyse the ability of those vehicles to finish transmitting file pieces to ensure
successful transmission. With the increasing of path loss exponent, the commu-
nication range of vehicles under the same SNR threshold gets smaller, so that
the probability of the connection break gets higher.

Table 1. Simulation parameters

Parameter Value

Control center coverage range (m) 2000

Vehicle transmission power Pt (mw) 100

Vehicle speed v (m/s) [–20, 20]

Channel bandwidth Bw (MHz) 10

File piece length Q (mB) 5

Performance Under Different File Size Figure 7 shows the average trans-
mission delays of transmitting files with different sizes. As shown in the picture,
with the increase of file size, the average transmission delays increase no matter
with or without our algorithm. Reason is obvious, with the file size gets bigger,
the time for transmitting it increases. But still the average transmission delays
after applying our algorithm is lower than not using algorithm.

Figure 8 shows the average successful transmission ratios under different file
sizes. As shown in the figure, after using our algorithm, the average hit ratio
stays flat and nearly reach 100%. The reason is when the file size increases, the
number of pieces increases too, which means the probability of select a vehicle
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ferent path loss exponent
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Fig. 6. Successful transmission ratios
under different path loss exponent

whose link duration is not long enough to finish transmitting the piece of file
gets higher, but this situation is considered fully in our algorithm.

Performance Under Different SNR Threshold Figure 9 shows the average
transmission delays under different SNR threshold. As shown in the picture, with
the increase of SNR threshold, the average transmission delays is getting lower
after applying our algorithm, but is getting higher without the algorithm. The
reason is when SNR threshold gets higher, the communication range of vehicles
gets smaller, to ensure the numbers of vehicles with different file pieces stay the
same, the density of vehicles gets higher, so the collection time of the control
center gets higher.

Figure 10 shows the average successful transmission ratios under different
SNR threshold. As shown in the figure, after applying our algorithm, the aver-
age successful transmission ratio stays close to 100%. Even though the SNR
threshold influences the communication range of vehicles, as mentioned before,
our algorithm has considered the link duration of any vehicles it chooses, so the
average successful transmission ratio would not be influenced.
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Fig. 7. Transmission delays under dif-
ferent SNR threshold
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5 Conclusion

In this paper, we proposed an algorithm named Predictive Time Divided Trans-
mission (PTDT) for reducing the transmission delay and increasing the success-
ful transmission ratio of segmented cached file in distributed vehicular networks.
We predict the link duration of vehicles and divide it into time slices, the size of
time slices are determined by the predicted inter-vehicle distance at the starting
point of the time slice. Using those time slices of each vehicle, we analyse the
ability of those vehicles for transmitting file pieces successfully, then select vehi-
cles and arrange the transmit order of them, to ensure successful transmission
and make the total delay the lowest. Simulation results show that our algorithm
strongly improves the performance of transmission for segmented cached file in
vehicular networks.
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Abstract. In this research, we investigate the secrecy sum rate opti-
mization problem for a multiple-input multiple-output (MIMO) non-
orthogonal multiple access (NOMA) system with orthogonal space-time
block codes (OSTBC). We construct a model where the transmitter
and the relay send information by employing OSTBC, while both the
source and the relay have imperfect channel state information (CSI) of
the eavesdropper. The precoders and the power allocation scheme are
jointly designed to maximize the achievable secrecy sum rate subject
to the power constraints and the minimum transmission rate require-
ments of the weak user. To solve this non-convex problem, we propose
the constrained concave convex procedure (CCCP)-based iterative algo-
rithm and the alternative optimization (AO) method, where the closed-
form expression for power allocation is derived. The simulation results
demonstrate the superiority of our proposed scheme.

Keywords: Multiple-input Multiple-output (MIMO) · Relay
Non-orthogonal multiple access (NOMA) · Orthogonal space-time
block codes (OSTBC) · Secrecy sum rate · Imperfect CSI

1 Introduction

With the popularization of smart terminals and the rapid development of 5G
wireless communication technology, people are looking for a method to take full
use of spectrum resources. Nowadays, non-orthogonal multiple access (NOMA)
scheme can not only meet the requirements of wireless communication for spec-
trum utilization, but also achieve better throughput gain. In [1], the NOMA
technique is applied in the multiple-input multiple-output (MIMO) systems.

With the aid of linear processing at the receiver, the orthogonal space-time
block codes (OSTBC) technique for MIMO NOMA systems can achieve full
diversity and full rate using [2]. Meanwhile, since the existence of potential
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eavesdroppers in the current communication system, wireless information is sus-
ceptible to be eavesdropped. Thus, effective measures should be taken to deal
with the threat of eavesdropping events in MIMO NOMA systems [4]. However,
to the best of our knowledge, the secure precoding scheme in the MIMO NOMA
robust systems with OSTBC has not been studied yet.

In this paper, a MIMO NOMA robust system is investigated to ensure
secure information transmission between the transmitter and relay, which employ
OSTBC. The precoder and power allocation scheme are jointly designed to max-
imize achievable secrecy sum rate. Since the optimization problem is non-convex,
we propose the constrained concave convex procedure (CCCP)-based iterative
algorithm and the AO method, where the closed-form expression for power allo-
cation is derived. The remainder of the paper is organized as follows. In Sect. 2,
we describe the system model and problem formulation. Section 3 presents the
proposed algorithm to solve the precoder and power allocation problem. Simu-
lation results are provided in Sects. 4 and 5 concludes this paper.

2 System Model and Problem Formulation

As shown in Fig. 1, we consider a MIMO NOMA system consisting of one
transmitter, one relay, two legal users U1, U2, and a potential eavesdropper U3,
equipped with Ms, Mr, M1, M2, M3 antennas, respectively. The channel coef-
ficient from the transmitter to relay is denoted as Hr , and the ones from the
relay to U1, U2 and U3 are H1, H2 and H3, respectively. In this system, the
transmitter tends to send information to U1 and U2 safely.

Fig. 1. Precoding of OSTBC for MIMO relay system.

We assume that the transmitter knows the perfect CSI of the relay, U1 and
U2 while the CSI of U3 is imperfect. Thus, the channel response H3 is defined
as

H3 = Ĥ3 + �H3 (1)

where Ĥ3 denotes the estimation of the channel from the transmitter to the
eavesdropper, �H3 refers to the channel uncertainty of H3, which is bounded
by the elliptical regions, i.e., H3

H3 = {�H3|Tr(�H†
3Q3�H3) ≤ 1} (2)
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where Q3 is assumed to be known and determine the qualities of CSI.
The S-R-D signal transmission procedure takes place in two steps. In the

first phase, the received signal at the relay is expressed as Yr = HrF1C(s) +
Nr, where F1 ∈ C

Ms×Ms denotes the transmitter’s precoder; Nr refers to the
Gaussian noise with Nr ∼ CN (0, σ2

rI); C(s) ∈ C
Ms×T (C(s)CH (s)=ãPsIMs

)
is the OSTBC matrix with a code specific constant ã.

We assume that the U1’s information corresponds to the symbols x1,1 and
x1,2, the U2’s information corresponds to the symbols x2,1 and x2,2. The encoding
and transmission sequence at the transmitter for the MIMO NOMA system with
OSTBC is shown in Table 1 [3], where T = 2, Ms = 2.

Table 1. Transmitter schematic of OSTBC

Antenna 1 Antenna 2

t1 : s1 =
√

φ1Psx1,1 +
√

φ2Psx2,1, s2 =
√

φ1Psx1,2 +
√

φ2Psx2,2

t2 : −s∗
2 = −√

φ1Psx
∗
1,2 − √

φ2Psx
∗
2,2, s∗

1 =
√

φ1Psx
∗
1,1 +

√
φ2Psx

∗
2,1

As presented in Table 1, s1 and s2 are simultaneously transmitted to the
relay in the time slot t1. In the next time slot t2, s∗

1 and −s∗
2 are transmitted.

φ1 and φ2 are the power allocation factors of U1, U2, which satisfy φ1 + φ2 = 1.
Ps is the transmission power of the transmitter and E{|xj,i|2} = 1, i, j ∈ {1, 2}.

Since the relay processes Yr with maximum ratio combiner (MRC), thus, the
received signal at the relay can be written as [5]

yR
k = ‖HrF1‖zk + nr,k, i ∈ {1, ...,K} (3)

where zk =
√

φ1Ps

K x1,k+
√

φ2Ps

K x2,k, nr,k ∼ CN (0, σ2
r) refers to the AWGN at the

relay for the kth S-R SISO channel and follows complex Gaussian distribution
with zero-mean and variance σ2

1 . The relay normalizes {yR
k }K

k=1 yielding

ỹR
k =

yR
k√

E{|yR
k |2}

=
‖HrF1‖zk + nr,k√‖HrF1‖2 + σ2

r

(4)

In the second phase, the destination receive signal Yd = HjF2C(ỹR) + Nd
j ,

where C(ỹR) ∈ C
Mr×T is the OSTBC formed from ỹR = [ỹR

1 , ..., ỹR
K ]; F2 ∈

C
Mr×Mr is the relay precoder; Hj , j ∈ {1, 2, 3} is the R-D MIMO channel and

Nd
j is the matrix of AWGN samples at the destination with zero mean and

variance σ̃2
j .

As in the case of kth S-R SISO channel, the signal received by the destination
in the kth R-D SISO channel is given by

yD
k = ‖HjF2‖ỹR

k + n2,k,∀k (5)
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where nj,k ∼ CN (0, σ2
j ) is the AWGN at the relay for the kth S-R SISO channel.

Using (4), (5) can be expressed as

yD
k =

‖HjF2‖‖HrF1‖zk + ‖HjF2‖nr,k√
‖HrF1‖2 + σ2

1

+ nj,k (6)

Therefore, the SNR at the destination is given as

yD
k =

‖HjF2‖‖HrF1‖zk + ‖HjF2‖nr,k√
‖HrF1‖2 + σ2

1

+ nj,k (7)

We assume that ‖H1F2‖2 � ‖H2F2‖2 � ‖H3F2‖2, user U1 is the strong
user and user U2 is the weak user. At the strong user U1, the signal-to-noise
ratio (SNR) to decode signals of the weak user U2 is

γ2
1 =

φ2Ps

K ‖H1F2‖2‖HrF1‖2
φ1Ps

K ‖HrF1‖2‖H1F2‖2 + ‖HrF1‖2σ2
1 + ‖H1F2‖2σ2

2 + σ2
1σ

2
2

(8)

=
φ2Ps

K γ1γ
φ1Ps

K γ1γ + γ1 + γ + 1
. (9)

At the weak user U2, the SNR to detect its own signals is

γ2
2 =

φ2Ps

K γ2γ
φ1Ps

K γ2γ + γ2 + γ + 1
. (10)

The minimum SNR requirement of the weak user U2 is denoted as γ0, due to
γ2
1 ≥ γ2

2 , the strong user U1 can remove signals of U2. After successive interference
cancelation (SIC), the SNR of U1 to detect its own signals is given by

γ1
1 =

φ1Ps

K γ1γ

γ1 + γ + 1
(11)

Then at the eavesdropper U3, the SNR to detect the signals of U1 and U2 is

γ1,2
3 =

Ps

K γ3γ

γ3 + γ + 1
. (12)

where γ = ‖Hr F1‖2

σ2
r

, γj = ‖Hi F2‖2

σ2
j

, j ∈ {1, 2, 3}. The transmit powers of the

source and relay per OSTBC block can be given by Ps = ãPsTr(F1F1
H ) and

Pr = ãPsTr(F2F2
H ), where Ps=Pr.

Based on (11), (2) and (12), the achievable secrecy sum rate can be calculated
as

Rs = log2(1 + γ1
1) + log2(1 + γ2

2)

− log2(1 + γ1,2
3 ) (13)
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3 Precoder and Power Optimization

The secrecy sum rate optimization problem can be formulated as

max
{W1,W2,γ1,γ2,φ1,φ2}

log2(1 + γ1
1) + log2(1 + γ2

2)

− log2(1 + γ1,2
3 ) (14a)

s.t. γ2
2 ≥ γ0, (14b)

φ1 + φ2 = 1, (14c)
0 ≤ φ1 ≤ 1, (14d)
0 ≤ φ2 ≤ 1, (14e)

‖HrF1‖2
σ2

r

= γ, (14f)

‖H1F2‖2
σ2
1

≥ γ1, (14g)

‖H2F2‖2
σ2
2

≥ γ2, (14h)

Tr(F1F
H
1 ) ≤ 1

ã
, T r(F2F

H
2 ) ≤ 1

ã
, (14i)

Tr(HH
1 H1W2) � Tr(HH

2 H2W2), (14j)

Tr(HH
2 H2W2) � Tr(HH

3 H3W2) (14k)

‖H3F2‖2
σ2
3

≤ γ3 (14l)

Next, we employ the S-procedure to convert the constraints (14l) into linear
matrix inequalities (LMIs).

{
∀�H3 : Tr(�H†

3Q3�H3) ≤ θ3

Tr(H†
3W2H3) − γ3σ

2
3 ≤ 0

(15)

Then we rewrite it as follows:
{

∀�h3 : �h†
3(I ⊗ Q3)�h3 − θ3 ≤ 0

�h†
3(I ⊗ Q3)�h3 + 2Re{((I ⊗ Q3)h

†
3)�h†

3} + h†
3(I ⊗ Q3)h3 − γ3σ

2
3 ≤ 0

(16)

[
λ3(I ⊗ Q3) − (I ⊗ W2) −(I ⊗ W2)h3

−h†
3(I ⊗ W2) γ3σ

2
3 − λ3θ3 − h†

3(I ⊗ Q3)h3

]

 0 (17)

where λ3 >= 0 is a slack variable, h3=vec(H3).
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The problem is recast as

max
{W1,W2,γ1,γ2,φ1,φ2,λ3}

log2(1 + γ1
1) + log2(1 + γ2

2)

− log2(1 + γ1,2
3 ) (18a)

s.t. Tr(DW1) = γ, (18b)

Tr(AW2) ≥ γ1σ
2
1 , (18c)

Tr(BW2) ≥ γ2σ
2
2 , (18d)

Tr(W1) ≤ 1
ã
, T r(W2) ≤ 1

ã
, (18e)

Tr(AW2) � Tr(BW2), (18f)
Tr(BW2) � Tr(CW2), (18g)
(14b) − (14e), (17). (18h)

where γ0 denotes the minimum SNR requirement of the weak user U2; W1 =
F H
1 F1, W2 = F H

2 F2, A = HH
1 H1, B = HH

2 H2, C = HH
3 H3, D = HH

r Hr .
Because the objective and constraints are non-convex, problem (18) can not be
directly solved by convex method. As far as we know, (18) has no global optimal
solution, so we will use an effective method to attain the local optimal solution.

By introducing slack variables {a, b, c} such that γ1
1 ≥ a, γ2

2 ≥ b, γ1,2
3 ≤ c,

(18) is equivalently recast as

max
{W1,W2,γ1,γ2,φ1,φ2,a,b,c}

log2(1 + a) + log2(1 + b)

− log2(1 + c) (19a)

s.t. γ2
2 ≥ γ0, (19b)

γ1
1 ≥ a, (19c)

γ2
2 ≥ b, (19d)

γ1,2
3 ≤ c, (19e)

(18b) − (18h). (19f)

Based on (12), (19e) is expressed as

1
γ3

+
1
γ

+
1

γ3γ
≥ Ps

cK
(20a)

τ3 + τmin + t3 ≥ Ps

cK
(20b)

τ3γ3 ≤ 1 (20c)
τminγ ≤ 1 (20d)
t3γ3γ ≤ 1 (20e)
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Equation (20e) is expressed as
[
μ3 t3
γ μ3

]

 0 (21a)

[
μ3,3 1
1 μ3,3

]

 0 (21b)

μ3μ3,3 ≤ 1 (21c)

Similarly, (19b), (19c), (19d) are expressed as

1
γ1

+
1
γ

+
1

γ1γ
≤ φ1Ps

aK
(22a)

τ1 + τmax + t1 ≤ φ1Ps

aK
(22b)

1
γ2

+
1
γ

+
1

γ2γ
≤ 1

b − φ1
φ2

φ2Ps

K
(22c)

τ2 + τmax + t2 ≤ 1
b − φ1

φ2

φ2Ps

K
(22d)

1
γ2

+
1
γ

+
1

γ2γ
≤ (

1
γ0

− φ1

φ2
)
φ2Ps

K
(22e)

τ2 + τmax + t2 ≤ (
1
γ0

− φ1

φ2
)
φ2Ps

K
(22f)

τiγi ≥ 1 (22g)
τmaxγ ≥ 1 (22h)
tiγiγ ≥ 1 (22i)

Hyperbolic constraints (22g) and (22h) can be converted into convex forms

τi + γi ≥ ‖[
√

2, τi, γi]T ‖ (23a)

τmax + γ ≥ ‖[
√

2, τmax, γ]T ‖ (23b)

Equation (22i) can be expressed as
[
ti μi

μi γ

]

 0 (24a)

[
1 μi,i

μi,i γi

]

 0 (24b)

μi + μi,i ≥ ‖[
√

2, μi, μi,i]T ‖ (24c)

where i ∈ {1, 2}.
Because of the non-convexity of these functions: − log2(1 + c), (20c), (20d)

and (21c), we can employ the first-order Taylor method to recast them, which
are expressed as f(c, c̄), f(τ3, τ̄3), f(τmin, τ̄min), f(μ3,3, μ̄3,3), respectively.
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Then problem (18) can be rewritten as

max
{W1,W2,γ1,γ2,φ1,φ2,a,b,c,μ,τ ,t}

log2(1 + a) + log2(1 + b)

− f(c, c̄) (25a)
s.t. (22b), (22d), (22f), (23), (25b)

(24), (20b), (25c)
(21a), (21b), (25d)
(18b) − (18h) (25e)
f(τ3, τ̄3), f(τmin, τ̄min), f(μ3,3, μ̄3,3). (25f)

To solve problem (25), we employ AO method which alternatively optimizes
φ1 and (W1,W2, a, b, c,μ, τ , t). Given φ1, problem (25) is convex with respect
to (W1,W2, a, b, c,μ, τ , t), which can be solved by interior point method [6].

With given (W1,W2, a, b, c,μ, τ , t), we can obtain φ1 as follow. Based on
γ2
2 ≥ γ0, the objective function is an increasing function with respect to φ1, then

the closed-form solution of φ1 can be achieved as

φ1 =
1

1 + M
− M

1 + Tr(W1D) + Tr(W2A)
0.5Ps(1 + M)Tr(W2B) + Tr(W1D)

. (26)

The proposed AO method is shown in Algorithm 1 as below.

Algorithm 1 The Proposed AO Method to Solve Problem (21)

1: Initialization: n = 0 and φ
(0)
1 and an accuracy parameter ε;

2: Repeat:
Solve problem (21) to update (W1, W2, a, b, c, μ, τ , t)(n), with φ

(n)
1 fixed;

Use (26) to update φ
(n+1)
1 with (W1, W2, a, b, c, μ, τ , t)(n);

Update n = n + 1;
3: Until: |R(n) − R(n−1)| ≤ ε, where R(n) is the objective value in the nth iteration.

By solving problem (25), we get the optimal solution (W1,W2, a, b, c,

μ, τ , t)(o). If the rank of Ŵ o equals to one, the optimal F o can be easily found.
Otherwise, we can generate a suboptimal solution through the Gaussian random
method in [9].

4 Simulation Results

Here, the simulation results are provided to validate the proposed robust pre-
coding schemes with NOMA OSTBC are more effective than other cases.

In Fig. 2, we present the average achievable secrecy sum rates achieved by the
proposed scheme, equal power allocation scheme and the conventional orthogo-
nal multiple access scheme both with OSTBC (denoted as “OSTBC+NOMA”,
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“OSTBC+EP” “OSTBC+OMA”, respectively), versus the transit power Ps

with setting Ms = Mr = M1 = M2 = M3 = 2, ã = 1 and the minimum
SNR requirement of the weak user γ0 = 0.10 dB.

It can be observed that our proposed “NOMA+OSTBC” scheme achieves
better performance than the other two schemes for different Ps. This is because
the superposition of signals to different users and SIC cause the bandwidth is
explored more efficiently.
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Fig. 2. The achievable secrecy sum rate versus Ps, obtained by “OSTBC+NOMA”
scheme, the conventional “OSTBC+OMA” and “OSTBC+EP” scheme.

In Fig. 3, we show the effect of the power allocation factors of U1,
i.e.,φ1, where no eavesdropper situation (denoted as “No Eve”) is also com-
pared. From Fig. 3, we find that “NOMA+OSTBC” scheme outperforms the
“OSTBC+OMA” scheme with different φ1, for NOMA can achieve higher spec-
tral efficiency and better user fairness than conventional OMA. Besides, larger
φ1 leads to higher secrecy sum rate. As φ1 continues to increase, the performance
gab between the “OSTBC+NOMA” and “OSTBC+OMA” becomes larger.

5 Conclusion

In this paper, the precoders and power allocation design for MIMO NOMA
robust system with OSTBC is studied, where source and relay have imperfect
CSI of the eavesdropper. To tackle the non-convexity of the optimization prob-
lem, we employ the CCCP-based algorithm and AO method to optimize the
precoders and power allocation. The simulation results demonstrate the superi-
ority of our proposed scheme.
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Fig. 3. The achievable secrecy sum rate versus φ1, obtained by “OSTBC+NOMA”
scheme, the conventional “OSTBC+OMA” scheme and “No Eve” scheme.
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Abstract. We investigate the potential of applying cooperative relaying
and network coding techniques to support vehicle-to-vehicle (V2V) com-
munication in vehicular cloud networks (VCN). A reuse-mode MIMO
content distribution system with multiple sources, multiple relays, and
multiple destinations under Nakagami-m fading is considered. We apply
a class of finite field network codes in the relays to achieve high spatial
diversity in an efficient manner and derive the system communication
error probability that the destinations fail to recover the desired source
messages. The results show that our method can improve the perfor-
mance over conventional data transmission solutions.

Keywords: Vehicular cloud networks · Network coding · Cooperative
relaying

1 Introduction

In the past decades, the ever-increasing numbers of vehicles have caused serious
problems, such as congestion, accidents and pollution, all over the world. There
is a strong desire for an efficient, safe, and clean road traffic system. The concept
of intelligent transportation system (ITS) enabled by information and commu-
nication technology (ICT) has been accepted as the most promising solution [1].
As a key element in ITS, “smart vehicles” equipped with advanced on-board
sensing and computation devices are designed to help reducing accidents caused
by human errors, through the advance driving assistance system (ADAS) or even
self-driving functions. Google’s self-driving car and Baidu’s Apollo platform are
examples of autonomous driving vehicle and developing platform prototypes.
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Fig. 1. System model.

One issue with most today’s smart vehicle prototypes is that they normally
work individually. Even though they have advanced sensors, their sensing range
and reliability are relatively limited in complex driving conditions. Allowing vehi-
cles to interact through wireless communications is seen as an effective solution.
Since the application scenario is very different from traditional mobile Inter-
net/wireless LAN, a number of wireless technologies dedicated for establishing
the Internet of vehicles or V2X (vehicle to everything) communications have
been developed in recent years, including e.g., the IEEE 802.11p Dedicated Short
Range Communication (DSRC) technology and some LTE-based solutions [2].
More importantly, the current 5G research campaign also considers vehicular
communication environment as a key application scenario [3].

With the support of 5G and other advanced V2X technologies, the data
exchanged among vehicles and road-side units would not be limited to conven-
tional small-size heart-beat or event-driven messages. Sharing content-rich sens-
ing data will be feasible, which triggers a promising concept Vehicular Cloud
Network (VCN) [4,5]. VCN stems from the idea of cloud computing and is envi-
sioned as a framework where multiple vehicles share their sensing, communica-
tion, computation, and storage resources to realize functions that each individual
vehicle cannot. For example, sharing sensing data allows each vehicle to access
the others’ sensing resources to extend its own ability of perceiving the surround-
ing environment. Sharing communication resources (e.g., bandwidth and power)
potentially enhances the data exchange capability within the network.

Two example application scenarios of VCN are shown in Fig. 1. The left hand
side (LHS) illustrates a VCN with five vehicles conducting cooperative objective
detection in complicated driving conditions such as road intersections [6]. V1

and V2 have advantageous locations to obtain accurate sensing results regarding
their surrounding environment, e.g., the existence, position and movement of
obstacles near the intersection corner. Sharing their sensing data with those
who relatively far away from the traffic scene (i.e., V4 and V5) enables greatly
improved sensing range. The right hand side (RHS) of Fig. 1 shows a VCN
formed by six autonomous vehicles operating in a cooperative driving scenario
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[7]. Now V1 and V6 act as sensing information sources and desire to distribute
their data to V2 and V5. These illustrate the concept of sensing resource sharing.

However, due to fast changing network topology and complicated signal prop-
agation environment, the quality of message sharing is often hard to guarantee.
In this case, cooperative relaying can serve to significantly improve performance
[8]. For example, in the LHS scenario of Fig. 1, V3 shares its own communication
resources with others and serves as a relay to guarantee the sensing data to be
delivered from V1 and V2 to V4 and V5 with low probability of failure. In the
RHS scenario, the message sharing can be helped by V3 and V4 acting as relays.

The conventional relay forwarding operation is to directly repeat received sig-
nals. In multi-source scenarios, such a repetition-coding based relaying strategy
does not efficiently use the available channel resources. In this paper, we study
applying network coding techniques to handle this issue. Specifically, we con-
sider a reuse-mode multi-source multi-relay multi-destination cooperative MIMO
V2V communication scenario in VCN. A class of maximum distance separable
finite field network codes (MDS-FFNC) [9–11] is applied in the relays to attain
high spatial diversity in an efficient fashion. We derive the system communica-
tion error probability, in a Nakagami-m fading environment. It is shown that
our method can improve performance over conventional direct transmission and
repetition-coding based relaying schemes.

2 System Model

We consider a VCN scenario with a total of U member vehicles V1, · · · , VU ,
among which M vehicles (denoted as sources S1, · · · , SM ) have attained some
sensing data from their own sensors, represented respectively by independent
messages IS1 , · · · , ISM

, and intend to share them (i.e., sensing resource sharing)
with N other members (denoted as destinations D1, · · · , DN ). To ensure the
quality of the desired message sharing, K vehicles (denoted as relays R1, · · · ,
RK) can serve as cooperative relays (i.e., communication resource sharing). Prac-
tical applications abstracted by such a multi-source multi-relay multi-destination
content distribution network are illustrated in Fig. 1.

The set of the M source messages to be shared within the VCN is denoted as
I = {IS1 , · · · , ISM

}. We consider the case that every destination Di is interested
in attaining the whole source message set I in order to reinforce its own sensing
capability. Therefore, the communication in the considered VCN is successful
only if all D1, · · · , DN correctly recover I. Otherwise, if any of them is not
capable of completely recovering I, a system communication error is reported.

In addition, in order to efficiently utilize available channel resources, we con-
sider that the V2V transmissions in our VCN can be potentially operated in
a reuse mode. In other words, all the aforementioned message delivery process
can coexist with the uplink transmission of a certain cellular user, denoted as C.
A proper cellular user scheduling strategy is assumed such as that C is chosen
to be close to its serving base station. The V2V transmission power is limited,
since message sharing in the considered VCN occurs locally in a limited area, to
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avoid introducing intolerable interference to the base station. But the reception
of each member in the VCN may experience interference from C.

Every node a in the considered system can potentially have Aa ≥ 1 antennas.
All message transmissions are conducted in a narrow-band Nakagami-m slow
fading environment. The channel fading matrix between transmitting node a
and receiving node b is denoted by an Ab × Aa matrix Hb,a. The element on the
jth (j ∈ {1, · · · , Ab}) row and ith column (i ∈ {1, · · · , Aa}) of Hb,a, denoted
by hbj ,ai , represents the fading coefficient between the ith antenna of a and
jth antenna of b. All the coefficients in Hb,a are modeled by independently and
identically distributed (i.i.d.) random variables with absolute values following
a Nakagami distribution with parameters mb,a (Nakagami-m fading parameter)
and Ω̂b,a (expected channel power gain) i.e., |hbj ,ai | ∼ Nakagami(mb,a, Ω̂b,a).
This means that the channel power gain |hbj ,ai |2 follows a Gamma distribution
with shape parameter αb,a = mb,a and rate parameter βb,a = mb,a

Ω̂b,a
[12].

The message exchange in the considered VCN is conducted in a slotted fash-
ion. Each message is encoded using a capacity-achieving Gaussian random code-
word, so that focus of performance analysis can be mainly put on the impact
of channel variation. Every codeword is transmitted using a unit-bandwidth
time-division-multiple-access (TDMA) time slot. The channel fading coefficients
remain unchanged during the whole period of transmission and are known only
at the associated receivers. Since transmitter-side channel knowledge is not avail-
able, dynamic power control and rate adaptation are not performed. Therefore,
all the messages IS1 , · · · , ISM

have the same data rate R bits per codeword. A
transmitter a evenly spreads it power Pa across its Aa antennas and applies
orthogonal space-time block coding (OSTBC) to broadcast its message.

In the next section, we will elaborate the message transmission process.

3 Message Transmission Process

The complete transmission of the message set I from the M sources to the N
destinations, through the help of K relays, is carried out using M + K individ-
ual time slots, each of which is allocated to a transmitting vehicle. Instead of
demanding the relays to simply repeat the source messages, we consider applying
MDS-FFNC [9–11] at the relays. In particular, each relay Rk (k ∈ {1, · · · ,K})
is assigned with a set of MDS-FFNC coding coefficients ω

[1]
k , · · · , ω

[M ]
k . All the

coding coefficients within the network are properly constructed in advance to
guarantee the transfer matrix G = [IM W]T to be non-singular, where IM is
an M × M identity matrix and W is the M × K coefficient matrix whose kth
column elements are ω

[1]
k , · · · , ω

[M ]
k . Therefore, any M elements of the output

of the encoding process G · [IS1 · · · ISM
]T , where summations are taken in a

certain finite field, are sufficient to recover IS1 , · · · , ISM
. Using these coefficients,

if relay Rk correctly attains the complete message set I, it can re-encode the
source messages to a new message using IRk

=
∑M

i=1 ω
[i]
k ISi

. Knowing any M
messages among IS1 , · · · , ISM

, IR1 , · · · , IRK
is sufficient to recover I.
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The detailed message transmission process can be described as follows.
The first M time slots are allocated to S1, · · · , SM (i.e., during the slot i
(i ∈ {1, · · · ,M}), the source Si broadcasts its message ISi

to all relays and
destinations). After all sources complete transmission, the next K time slots
are reserved for the relays R1, · · · , RK respectively. All the relays also listen
to each other in order to recover the source messages. During time slot M + k,
if Rk obtains all the messages in I from its received signals in the previous
M + k − 1 time slots (i.e., it can correctly recover at least M messages among
IS1 , · · · , ISM

, IR1 , · · · , IRk−1), it re-encodes the source messages into IRk
and for-

wards it to other relays and the destinations. Otherwise, Rk keeps silent.
Clearly, during each of the M + K time slots, if a transmitting vehicle a

(a ∈ {S1, · · · ,SM ,R1, · · · ,RK}) is actually activated as being scheduled, the
received signal at any receiving vehicle b (b ∈ {R1, · · · ,RK ,D1, · · · ,DN}) can
be expressed as the following general form:

yb,a =
√

Pa

Aa
Hb,axa +

√
PC

AC
Hb,CxC + nb, (1)

where yb,a is the Ab-dimensional received signal, xa is the transmitted signal
from a, xC denotes the co-channel interference from cellular user C, and nb

represents additive white Gaussian noise with total power N0.
Since each vehicle uses OSTBC to transmit its message in the VCN, the

received signal-to-interference-plus-noise-ratio (SINR) can be expressed as [13]

γb,a =
||Hb,a||2F · ρa

||Hb,C ||2F · ρC + 1
, (2)

where || · ||F represents the Frobenius norm, and ρa = Pa

AaN0
and ρC = PC

ACN0
represent transmitter-side signal-to-noise ratio (SNR).

As we mentioned earlier, The probability of occurring system communication
error event can be expressed as

Perr = Pr

{
Di cannot recover I, ∃i ∈ {1, · · · , N}}

. (3)

We will provide the method to derive Perr in the following section.

4 System Error Performance Analysis

Due to the facts that the probability of activation of each relay depends on the
other relays that are scheduled before it, and that the decoding events at different
destinations are related (in fact, they are conditionally independent given the
decoding set of the relays), the derivation of Perr is actually quite involved. In
this paper, we decouple the calculation of Perr into three elementary probability
expressions that would be easier to tackle.

The first is the link decoding probability PL
b,a that, during each time slot, a

receiving vehicle b correctly decodes the transmit signal of the activated vehicle
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a. We consider Gaussian random coding so that this probability can be found
by the probability that the SINR expressed by (2) is larger than the message
data rate R, i.e., PL

b,a = Pr{log2(1 + γb,a) > R}.
The second elementary probability is the probability that a particular set

of activated relays occurs. Let us use Δ = [δ1, · · · , δK ] to denote the activation
behaviors of the K relays after the scheduled M + K time slots, where δk = 1
denotes Rk is able to recover I from its received signals and δk = 0 denotes the
opposite situation. The second elementary probability is denoted by PΔ.

The third, PDn|Δ (n ∈ {1, · · · , N}), is the conditional probability that the
destination Dn can fully recover all the source messages given a particular relay
activation behavior Δ. Since the destinations’ decoding capabilities are condi-
tionally independent, the system’s error probability Perr can be calculated by

Perr = 1 −
∑

Δ

(

PΔ

N∏

n=1

PDn|Δ

)

, (4)

where the summation is taken for all δk ∈ {0, 1}, k ∈ {1, · · · ,K}, and both PΔ

and PDn|Δ are functions of PL
b,a.

(1) Link decoding probability PL
b,a:

The link decoding probability PL
b,a can also be written as Pr{γb,a > 2R − 1}.

To simplify presentation, we define equivalent received SNR γ̂b,a = ‖Hb,a‖2F ·ρa,

γ̂b,C = ‖Hb,C‖2F · ρC , and γth = 2R − 1. Now PL
b,a = Pr

{
γ̂b,a

γ̂b,C+1 > γth

}
.

It is easy to see that ‖Hb,a‖2F (resp. ‖Hb,C‖2F ) is the sum of Ab × Aa (resp.
Ab × AC) i.i.d. Gamma random variables with shape parameter mb,a and rate
parameter mb,a

Ω̂b,a
(resp. mb,C and mb,C

Ω̂b,C
) [13]. The sum of n i.i.d. Gamma random

variables with shape parameter α and rate parameter β is Gamma distributed
with parameters nα and β. Thus the pdf of γ̂b,a is

fγ̂b,a
(x) =

(
mb,a

ρaΩ̂b,a

)mb,aAbAa

· xmb,aAbAa−1

Γ (mb,aAbAa)
· exp

(

− mb,ax

ρaΩ̂b,a

)

. (5)

The pdf of γ̂b,C can be expressed similarly, by replacing mb,a, Aa, Ω̂b,a, ρa with
mb,C , AC , Ω̂b,C , ρC respectively. As a result, we can derive PL

b,a as

PL
b,a =

{
γ̂b,a

γ̂b,C + 1
≥ γth

}

=
∫ ∞

0

Pr {γ̂b,a ≥ γth(x + 1)} fγ̂b,C
(x)dx. (6)

Denote Ωb,a = ρaΩ̂b,a and Ωb,C = ρCΩ̂b,C . Using the CDF of Gamma distri-
bution, we have

Pr {γ̂b,a ≥γth(x+1)}=exp
(

−mb,aγth(x+1)
Ωb,a

) mb,aAbAa−1∑

k=0

1
k!

(
mb,aγth

Ωb,a
(x + 1)

)k

(7)
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Now we can substitute (5) and (7) into (6) and take integration

PL
b,a = exp

(

−mb,aγth

Ωb,a

) (
mb,C

Ωb,C

)AbACmb,C 1
Γ (AbAcmb,C)

AbAamb,a−1∑

k=0

k∑

n=0

(
k

n

)
1
k!

·
(

mb,aγth

Ωb,a

)k

·
∫ ∞

0

exp
(

−
(

mb,aγth

Ωb,a
+

mb,C

Ωb,C

)

x

)

xn+AbAcmb,C−1dx

= exp
(

−mb,aγth

Ωb,a

)(
mb,C

Ωb,C

)AbACmb,C 1
Γ (AbAcmb,C)

·
mb,aAbAa−1∑

k=0

k∑

n=0

(
k

n

)
1
k!

·
(

mb,aγth

Ωb,a

)k (
mb,aγth

Ωb,a
+

mb,C

Ωb,C

)−(n+AbACmb,C)

· (n + AbACmb,C − 1)! (8)

(2) Relay activation probability PΔ:
PΔ = Pr{δ1, · · · , δK} denotes the probability that a particular relay activa-

tion sequence occurs. Whether a relay can be activated is related to the activi-
ties of those relays scheduled prior to it. Hence we can decompose PΔ using the
chain rule PΔ = Pr{δ1}Pr{δ2|δ1}Pr{δ3|δ1, δ2} · · · Pr{δK |δ1, · · · , δK−1}. In what
follows, we will focus on two expressions Pr{δ1} and Pr{δk|δ1, · · · , δk−1}.

First, Pr{δ1 = 1} denotes the probability that R1 can fully recover I. This
event happens only if R1 successfully decodes the signals transmitted from all
the sources. Using the link decoding probability PL

b,a (8), we can directly have

Pr{δ1 = 1} =
M∏

s=1

PL
R1,Ss

and Pr{δ1 = 0} = 1 −
M∏

s=1

PL
R1,Ss

. (9)

To derive Pr{δk|δ1, · · · , δk−1}, we define a decoding relay set Rk−1 after
the (M + k − 1)th time slot. This set contains the relays corresponding to
δi = 1 among R1, · · · , Rk−1, and therefore has size

∑k−1
i=1 δi. Thus Pr{δk =

1|δ1, · · · , δk−1} is the probability that Rk can correctly decode at least M out
of the M +

∑k−1
i=1 δi signals it received from the M sources and the

∑k−1
i=1 δi

relays in Rk−1. We further define an (M +
∑k−1

i=1 δi) × 1 indicator vector
κ[k−1] = [κ[k−1]

1 , · · · , κ
[k−1]

M+
∑k−1

i=1 δi
], where each element κ

[k−1]
j ∈ {0, 1} denotes

whether Rk can decode the jth node in S ∪Rk−1, and S is the set of all sources.
Now

Pr{δk =1|δ1, · · · , δk−1} =
∑

∑
j κ

[k−1]
j ≥M

⎛

⎝
∏

ai∈S∪Rk−1

(
PL
Rk,ai

)κ
[k−1]
i

(
1− PL

Rk,ai

)1−κ
[k−1]
i

⎞

⎠

(10)
Again, Pr{δk = 0|δ1, · · · , δk−1} = 1 − Pr{δk = 1|δ1, · · · , δk−1}. Now, for each
Δ = [δ1, · · · , δK ], we substitute (9) and (10) into the chain rule to attain PΔ.
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(3) Destination conditional decoding probability PDn|Δ:
We follow the logic presented in the above subsection to calculate PDn|Δ.

In particular, define RK to be the decoding relay set after all the relays finish
forwarding source messages. This set contains the relays corresponding to δi = 1
among R1, · · · , RK , and has size

∑K
i=1 δi. Thus PDn|Δ is the probability that Dn

can correctly decode at least M out of the M +
∑K

i=1 δi signals it received from
the M sources and all activated relays. Again, we define an (M +

∑K
i=1 δi) × 1

indicator vector π[n] = [π[n]
1 , · · · , π

[n]

M+
∑K

i=1 δi
], where each element π

[n]
i ∈ {0, 1}

denotes whether Dn can decode the ith node in S ∪ RK . We have

PDn|Δ =
∑

∑
j π

[n]
j ≥M

(
∏

ai∈S∪RK

(PL
Dn,ai

)π
[n]
i

(
1 − PL

Dn,ai

)1−π
[n]
i

)

. (11)

Substituting (10) and (11) into (4) leads to the system error probability.
Remark : The above derivation is complicated because the large-scale path

loss, transmit power and antenna numbers can be different for different V2V
links, which makes the decoding probability of each link unique. If the considered
VCN system has the same fading and path loss factors for all V2V links (i.e.,
mb,a = m and Ωb,a = Ω), and that between C and vehicles (mb,C = mC and
Ωb,C = ΩC), and has the same transmit power and antennas at each vehicle
(i.e., Pa = PV and Aa = A), we have the same link decoding probability PL

b,a

for all V2V pairs, which can be denoted by PL. We have simplified expressions

Pr{δk = 1|δ1, · · · ,δk−1} =
M+

∑k−1
i=1 δi∑

j=M

(
M +

∑k−1
i=1 δi

j

)
(PL

)j (
1 − PL

)M+
∑k−1

i=1 δi−j

PDn|Δ =
M+

∑K
i=1 δi∑

j=M

(
M +

∑K
i=1 δi

j

)
(PL

)j (
1 − PL

)M+
∑K

i=1 δi−j
.

5 Numerical Results

In what follows, we use numerical results to demonstrate the advantage of the
proposed scheme. We consider an example network with M = 2 sources, K = 2
relays and N = 2 or N = 10 destinations. Each node has 2 antennas. We
demand all the vehicles to transmit with the same power Pa. The relationship
between Pa and PC is set to be Pa

PC
= τPa

θ = Pa
0.8, so that we can scale

them together by changing Pa. The system bandwidth is set as W = 100 kHz,
and the noise density is −174 dBm/Hz. The Nakagami fading parameters are
set to mb,a = 2, mb,C = 4. Ωb,a and Ωb,C take into account the path
loss as Ωb,a = 100.1·(10log10(1000Pa)−PL(db,a))

1000N0Aa
, Ωb,C = 100.1·(10log10(1000PC )−PL(db,C ))

1000N0AC
,

PL(db,a) = 103.4 + 24.2log10db,a and PL(db,C) = 127 + 30log10db,C , where db,a

denotes the distances between a V2V pair a and b, db,C denotes that between C
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and b, and the path loss setting follows [14] for V2V and C2V communication
environments. All distances db,a (db,C) are generated from Gaussian distribution
with mean 50 m (200 m) and standard deviation 2 m (5 m).

Fig. 2. System error performance comparison

In addition to our scheme (termed NCC, networking coding cooperation), we
also consider the direct transmission (DT) and the repetition-coding based coop-
eration (RCC) scheme. For fair comparison, we define the average transmission
rate of each scheme to be R̄ = 0.1 bps/Hz. Figure 2 shows that the analytical
error performance of our NCC scheme is in line with results attained through
simulation. This demonstrates the accuracy of our derivation. The DT scheme
(R = R̄MW bits) has lower diversity gain due to the lack of the assistance
of relays (i.e., communication resource sharing in VCN) to combat fading and
interference. Higher power has to be consumed to guarantee sufficiently good
performance. The RCC scheme attains the same diversity as NCC. But since it
has to use a high data rate (R = R̄M(K + 1)W bits) to compensate inefficient
channel usage, which causes difficulties in the decoding process at the relays
and destinations, especially when the received SNR is relative low. Hence the
advantages of cooperative transmission emerge only when the transmit power of
each node is sufficiently large. Finally, our NCC (R = R̄(M +K)W bits) scheme
adopts the efficient network coding concept and properly chooses the coding
structure suitable for multi-source multi-relay networks. Although it uses more
time slots than the DT scheme to conduct transmissions, the increase in channel
consumption is limited. This fact balances the decoding errors due to fading and
high data rate. The situation will become severe if more information sources and
destinations are involved in the VCN, because it is easier to make errors. But
high diversity still remains. These clearly show the benefits of our scheme.

6 Conclusion

We have studied applying cooperative relaying and network coding techniques to
support V2V communication in VCN. We have considered a reuse-mode MIMO
multi-sources, multi-relay, and multi-destination network under Nakagami-m
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fading. A class of MDS-FFNC is applied and the closed-form system error proba-
bility has been derived. Our results have demonstrated the potential of combining
relaying and network coding techniques in future VCN.
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Abstract. Recent years, with the explosive growth of mobile data traf-
fic, cellular communication system is faced with enormous challenges.
The ultra-dense deployment of small cells will increase the network
capacity while increasing the energy consumption. In this paper, we
study a cluster-based dynamic FBSs on/off scheme in heterogeneous cel-
lular networks, where the overall objective is to maximize the network
energy efficiency by optimizing jointly the cell association, the base sta-
tion on/off strategies and the cluster division, taking into account the
load balancing and the QoS requirement of heterogenous cellular net-
works. The optimization problem is divided into three processes: the base
station and the user equipment (UE) association scheme, the femtocell
base station (FBS) clustering, and the FBS on/off scheme according to
the current traffic load. A cluster-based dynamic FBSs on/off scheme
is proposed to improve EE in HCNs while ensuring the load balancing,
the probability of outage, and the communication requirement of UEs
in the core area. Simulation result shows that the proposed algorithm
could achieve significant improvement of the network energy efficiency
in all aspects than comparison algorithms in literature.

Keywords: Heterogeneous cellular networks · Energy efficiency
Femtocell base station · Cluster

1 Introduction

Recently, in order to deal with the explosive increment of demand in high
speed mobile communication traffic, the network operator urge to seek for var-
ious means to increase network capacity. In the traditional cellular network,
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macrocell base stations (MBSs) are used to provide communication service in
a wide area. However, the user equipment (UE) located in the marginal of the
area will get a low signal-to-interference-plus noise ratio (SINR) and suffer from
low communication quality. Accordingly, Small cell is suggested as a kind of
local BSs with lower transmission power, which include the microcell base sta-
tion, the picocell base station (PBS) and the femtocell base station (FBS), while
deploying in abundance under the coverage of the MBS to provide higher SINR
for cell-edge UEs and further increase capacity of the network. Ultra-dense het-
erogeneous cellular networks play a critical role in 5G communication system.
However, the large amount of small cells could lead to increasing of the extra
electric energy consumption. In addition, technologies to enhance network energy
efficiency (EE) have become a critical design due to increasing energy price and
growing attention toward environmental factors.

There are many challenges in deploying small cell base stations (SBSs) under
the coverage of MBS, and various resource allocation schemes have been designed
for HCNs [1–4]. Normally, frequency reuse technologies among small cells and
macro cells could improve the spectrum efficiency and the capacity of HCNs.
In [1], the author proposed a joint subcarrier assignment and power allocation
scheme to optimize spectrum efficiency in the downlink transmission of HCNs.
Due to the large number of deployed SBSs, a serious co-layer interference will
occur in the network. In [2], the author introduced a greedy algorithm to allocate
resource blocks under the QoS constraint to reduce interference among FBSs.
Especially, it is a feasible method to eliminate interference by clustering. In [3],
the author designed clusters through graph-theoretic approaches to eliminate
interference in HCNs. In [4], the author applied a modify cluster algorithm and
Stackelberg game for resource allocation to improve network throughput.

Moreover, in order to improve EE in the HCN, various schemes have been
proposed in [5–7]. In [5], the author designed a dynamic gNB (the name of
the BS in 5G) on/off strategy to improve EE, while considering the quality of
service (QoS) constraint of UEs and the load balancing among gNBs. The author
attempted to explore the relationship of energy efficiency, transmission power
and the number of SBSs in [6]. In [7], water-filling method was used to structure
the optimal solution of the power allocation problem to further improve EE.

In this paper, we aim to improve EE by clustering with dynamic on/off
strategies of FBSs according to the current traffic load, while achieving the
optimal tradeoff between the UE SINR threshold and the outage probability in
HCNs. The main contributions are summarized as follows:

Firstly, in order to optimize network EE while taking into account the UE
SINR requirement, the network outage probability and the load balancing, we
propose an optimal UE-FBS association load balancing (UFALB) algorithm.

Secondly, in order to eliminate intra-cluster interference, FBSs are divided
into several clusters based on EE and geographic location of FBSs.

Finally, in order to further improve EE, cluster-based FBSs on/off (CBFOO)
algorithm is proposed. Notice that, to ensure the communication requirement of
UEs in the core transmission area, the FBS can not be turned off if there are
UEs in the core transmission area.
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The rest of the paper is organized as follows. The system model is presented
in Sect. 2. Section 3 provides the cluster formulation and the UE-FBS association
strategy. In Sect. 4, the CBFOO algorithm is proposed to improve EE. Simulation
results are discussed in Sect. 5. Section 6 draws the conclusion.

2 System Model

2.1 Network Scenario

In this paper, we consider a two-ties HCN which includes the MBS and the FBS
for each tier, respectively, as shown in Fig. 1. FBSs are randomly located in
the coverage of the MBS. The transmission power of the MBS and the FBS are
denoted as Pm and Pf , respectively. The UE will connect with the BS according
to UFALB algorithm to obtain the maximum EE. In our scenario, FBSs will be
divided into different clusters based on the reactive distance to other FBSs and
the different contribution to EE. Accordingly, every cluster will select the cluster
head FBS (H-FBS) and member FBSs (M-FBS). The H-FBS could collect all
UEs information in the cluster and forward the signaling message to turn on/off
M-FBSs to improve NEE. Let M denote the set of the MBS, N represent the
set of the FBS, K indicate the set of UEs and C denote the set of clusters.

Fig. 1. Network scenario

2.2 Power Consumption and Path Loss Model

A typical FBS hardware model consists of the microprocessor module, the
power amplifier (PA) module, the radio frequency (RF) module and the field-
programmable gate array (FPGA) module [8]. The power consumption of these
modules are represented by Pmic, Ppa, Prf , and Pfpga respectively. Hence, the
total power consumption of a FBS is expressed as:
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Ptotal = Pmic + Ppa + Prf + Pfpga (1)

We assume a FBS has two operation modes: “ON” mode and “OFF” mode.

– “ON” mode: the FBS is in full operation, the power consumption is Ptotal.
– “OFF” mode: the FBS is turned off, but it still consumes a little power to

maintain the wake-up function.

In this paper, transmission channels are assumed to be time-invariant with
slow fading. Thus, the received SINR γn

k of UE k from FBS n is calculated by:

γn
k =

PnL(dk,n)λn∑

n′∈I

Pn′L(dk,n′)λn′ + N0B
(2)

where I is the set of BSs (e.g. includes the FBS and the MBS) which could
generate interference to UE k. Pn is the transmission power of BS n (n ∈ I).
dk,n is the distance between UE k (k ∈ K) and BS n and B is the bandwidth
of the sub-channel. λn ∈ {0, 1} indicates the operation mode of FBS n, λn = 1
indicates FBS n is in full operation mode, otherwise, λn = 0 indicates FBS n is
turned off. L(·) is the path loss function. The path loss model of the MBS and
the FBS are expressed as follow:

LM (d) = 34 + 40log10(d)dB

LF (d) = 37 + 30log10(d)dB (3)

3 Cluster Formulation and UE-FBS Association Strategy

3.1 Cluster Formulation

The HCN is considered as an undirected graph G = {N,E}. N is the set of
vertices (regard as FBSs in HCNs). E is the set of edges between two FBSs.
Our purpose is to divide the vertices into different clusters and maximize the
following object function [9]:

∑

(i,j)∈E1(N)

βw+
i,j +

∑

(i,j)∈E2(N)

(1 − β)w−
i,j (4)

where E1(N) represents the set of edges whose vertices are in the same cluster
and E2(N) represents the set of edges whose vertices are in the different cluster.
w+

i,j = |EEi − EEj | is the similarity degree between FBS i and FBS j, the
greater the EE difference between FBSs, the higher probability they will be
divided into the same cluster. w−

i,j = Di,j is the difference degree between FBS
i and FBS j, which indicates that the smaller the distance between FBSs, the
higher probability they be divided into the same cluster. β(0 < β < 1) represents
the weight of w+. According to the above description, the original problem (5)
can be expressed as following:
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max
X

∑

i,j∈N

β |EEi − EEj | xi,j + (1 − β)Di,j(1 − xi,j)

s.t. C1 : xi,j = xj,i,∀i, j ∈ N

C2 : xi,i = 1,∀i ∈ N

C3 : xi,j + xj,l + xl,i ≤ 1,∀i, j, l ∈ N

C4 :
∑

j∈N

xi,j ≤ M,∀i ∈ N

C5 : X = (xi,j) ∈ {0, 1},∀i, j ∈ N (5)

C1 denotes that FBS i and j are in the same cluster. C2 represents that a FBS
only belongs to one cluster. C3 means if FBS i and j are in the same cluster,
meanwhile, FBS j and l are in the same cluster, thus FBS i, j, l are divided into
the same cluster. C4 is cluster size constraint. C5 indicates whether FBS i and
j are in the same cluster.

There are several approaches to solve the optimization problem (5), such
as the traversal search, the Branch and Bound (BnB) scheme, the semidefinite
programming (SDP) and so on. However, for ultra-dense networks with a large
number of FBSs, the computation complex of the traversal search is too high.
Thus, in order to reduce the computational complexity, the SDP-based correla-
tion clustering algorithm [10] is used to obtain the solution:

max
X

∑

i,j∈N

β |EEi − EEj | xi,j + (1 − β)Di,j(1 − xi,j)

s.t. C1 : xi,i = 1,∀i ∈ N

C2 : xi,j + xj,l + xl,i ≤ 1,∀i, j, l ∈ N

C3 :
∑

j∈N
xi,j ≤ M,∀i ∈ N

C4 : xi,j ≥ 0,∀i, j ∈ N

C5 : X = (xi,j) � 0,∀i, j ∈ N (6)

The constraint C4 indicates that xi,j is slack. In constraint C5, X is a positive
semidefinite matrix which is symmetry and non-negative,which can be written
as X = BT B, where B = {b1,b2, · · · ,bN}. Notice that xi,j = bT

i bj = bi · bj .
Based on the slack solution X of (6), we can obtain a integer solution Xint

by iterations. Firstly, we obtain L random hyperplane with independent random
vectors ry = {ry1, ry2, · · · , ryN}, 1 ≤ y ≤ L, 2L ≥ N as their normals. We can
divide vertices into the following sets:

C1 = {i ∈ N : r1 · bi ≥ 0, · · · , rL · bi ≥ 0}
C2 = {i ∈ N : r1 · bi ≥ 0, · · · , rL · bi < 0}
· · ·
C2L = {i ∈ N : r1 · bi < 0, · · · , rL · bi < 0} (7)

Accordingly, we can obtain 2L clusters, such as C = {C1,C2, · · · ,C2L}. Thus,
we could obtain the optimal solution ZZR with Xint in (6). Note that ZZR ≥
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αZZopt(α < 1), ZZopt is the optimal solution in (5) and α is related to L. The
SDP-based correlation clustering algorithm is summarized as follows.

3.2 UE-FBS Association Strategy

We aim to maximize network energy efficiency of HCNs, while ensuring the
outage probability, the load balancing and the UE target-SINR. Therefore, the
UE-FBS association load balancing (UFALB) algorithm [9] is introduced to opti-
mize the cell association between FBSs and UEs. The utility function of UE k
is composed of access factor θn

k and the UE EEn
k , which is given by:

ωn
k = θn

k · EEn
k (8)

Algorithm 1 SDP-Based Correlation Clustering Algorithm
1: Solve X in (6) by CVX
2: Calculate B = {b1,b2, · · · ,bV } by X = BTB
3: for t = 1 : tmax do
4: Generate the independent random vectors ri = {ri1, ri2, · · · , riV }, 1 ≤ i ≤ L
5: Calculate C = {C1,C2, · · · ,C2L} according to (7)
6: Map C into the solution Xint

7: Calculate ZZR in (6) by Xint

8: end for
9: Find the largest ZZR(ZZR ≥ αZZopt) and its corresponding cluster C

10: return C

where θn
k is the access factor, which indicates the probability of UE k successfully

access to FBS n, which can be formulated as:

θn
k =

{
Lmax

n −Ln

Lmax
n

if Ln < L0
n

Lmax
n −Ln

Lmax
n

· L0
n

Ln
if Ln ≥ L0

n

(9)

where Lmax
n is the maximum acceptable traffic load of FBS n in a subframe. Aa

subframe is divided into two slots: L0
n = Lmax

n /2 by Rounding Robin Scheduling.
Ln is the current traffic load of FBS n. The expression of EEn

k is given as follows:

EEn
k =

Rn
k

Pn
=

B · log2(1 + γn
k )

Pn
(10)

4 Cluster-Based FBSs On/Off Algorithm

Based on the previous analysis, we could obtain the optimal association scheme
for UEs and FBSs. To further improve EE, a cluster-based FBSs on/off (CBFOO)
algorithm is proposed in this section, which jointly consider the load balancing,
the intra-cluster interference and the transmission performance of UEs in the
core area. The optimization problem with the load-balancing and the target-
SINR threshold constraints can be formulated as:
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max
λ,S

EE =

∑
k∈K

∑
n∈{M,C} B log 2(1 + Sn

k γn
k )

∑
n∈{M,C} P (λn)

s.t. C1 :Sn
k ∈ (0, 1),∀k ∈ K, n ∈ {M,C}

C2 :
∑

n∈{M,C} Sn
k ≤ 1,∀k ∈ K

C3 :
∑

k∈K
Sn

k ≤ Lmax
n ,∀n ∈ {M,C}

C4 :Pout ≤ ρ

C5 :SINRn
k ≥ SINRth

k ,∀k ∈ K, n ∈ {M,C}

C6 :γn
k =

PnL(dk,n)λn∑
n′∈I\Cz

Pn′L(dk,n′)λn′ + N0B
(11)

where C1 is the connection indicator of UE k and FBS n or not. C2 indicates
that a UE can only associate with one FBS at a time. C3 ensures the load
balancing of FBSs. C4 shows the total outage probability of HCNs should not
exceed the predetermined threshold. C5 is the target-SINR constraint of UE k.
C6 indicates that there is no intra-cell interference, where Cz is the cluster that
UE k belongs to. Therefore, the CBFOO algorithm is described in Algorithm 2.

Algorithm 2 Cluster-Based FBSs on/off (CBFOO) Algorithm
1: Initialization: t = 0, λ = 1, C = {C1,C2, · · · ,CZ}, Φ = {EEC1 ,

EEC2 · · · , EECZ}
2: Associate UEs and BSs by the UFALB algorithm
3: Generate clusters by algorithm 1 and calculate EE(t) by (11)
4: for z = 1 : Z do
5: Calculate energy efficiency of cluster Cz, EECz

6: end for
7: repeat
8: Find the cluster Cz with the minimum EE, Cz = arg min Φ
9: repeat

10: Find FBS n of cluster Cz with the minimum EE, n = arg min EECz

11: if no UEs locate in the core area of FBS n then
12: λn = 0 and calculate EE(t + 1) by (11)
13: if EE(t + 1) ≤ EE(t) or Pout > ρ then
14: λn = 1
15: Break
16: end if
17: EE(t) = EE(t + 1)
18: t = t + 1
19: end if
20: Delete FBS n from Cz

21: until Cz is empty
22: Delete EECz from Φ
23: Delete Cz from C
24: until C is empty
25: return λ, EE(t)
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5 Simulation Results

In this section, we evaluate the performance of the proposed CBFOO algorithm.
In the scenario, FBSs and UEs are randomly distributed in the coverage of
the MBS. In the simulation, a comparison between the proposed algorithm,
the MAX-SINR algorithm, the UE-FBS association load balancing (UFALB)
algorithm and the random cluster-based (RCB) algorithm is adopted to evaluate
the performance of the proposed algorithm in various aspects. The simulation
parameters are shown in Table 1.

Table 1. Simulation parameters

Parameter Value

Macro base station radius 200 m

MBS transmission power 46 dBm

FBS transmission power 20 dBm

Number of FBSs 25

Maximum acceptable load of a MBS 120

Maximum acceptable load of a FBS 8

Outage probability threshold ρ 0.01

Noise power N0 –174 dBm/Hz

Maximum size of a cluster 5

Fig. 2. EE versus number of UEs for
different algorithms

Fig. 3. EE gain versus the number of
FBSs for different algorithms

Figure 2 shows that EE of the four algorithms gradually increases with the
number of UEs increasing. In the MAX-SINR algorithm, UEs will select FBSs
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Fig. 4. Performance gain for different
algorithms

Fig. 5. Impact of β on the cluster
size/cluster number

Fig. 6. UE-FBS association and FBSs on/off strategy at time 8:00 a.m, 12:00 a.m,
16:00 p.m, and 20:00 p.m

with the largest received SINR. The UFALB algorithm can choose a suitable
association manner between UEs and FBSs, while taking into account the load
balancing and the network outage probability. Based on the UFALB algorithm,
the RCB algorithm randomly divide FBSs into different clusters. Additionally,
the proposed CBFOO algorithm will turn off parts of FBSs based on the current
traffic load to further improve EE.

In Fig. 3, compared with the MAX-SINR algorithm, the EE gain of three
algorithms significantly raises with the number of FBSs increasing. Moreover,
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the EE gain of the CBFOO algorithm is higher than the others. On the other
hand, the UFALB algorithm is higher than the MAX-SINR algorithm. It shows
that the CBFOO algorithm can achieve ultimate goal.

Figure 4 illustrates the performance of network throughput, energy consump-
tion (EC), and energy efficiency (EE) for different algorithms. The MAX-SINR
algorithm is the basic algorithm whose performance gains always equal to 1.
Since the others algorithms can turn off parts of FBSs, the intra-layer interfer-
ence is smaller, which could increase the network throughput and reduce the
total EC. Furthermore, the CBFOO and RCB algorithm can effectively reduce
the intra-cluster interference, increase SINR for UE k, and further improve the
throughput compared with the UFALB algorithm. On the other hand, the strict
constraints restrain HCNs from turning off more FBSs in the CBFOO and RCB
algorithms, thus the network energy consumption in these two algorithms is
larger than that in the UFALB algorithm.

In Fig. 5, β represents the weight of w+, i.e., similarity degree. From (5), we
can see that when β is small, there are more clusters in the HCN in order to
maximize the object function. As β increasing, the cluster size and the cluster
number gradually reach a plateau, because the maximum cluster size M restrains
more FBSs join a cluster.

Figure 6 shows the dynamic BS-UE association during a day at time 8 : 00
a.m, 12 : 00 a.m, 16 : 00 p.m, and 20 : 00 p.m. respectively. The star represents
the MBS, the yellow points indicate the FBS which is turned off, whereas the
blue points indicate the FBS which is in full operation mode, and the red points
indicate the UE. Mention that if the FBS does connect to any UEs, it will be
turned off. One the other hand, the UE is considered outage user when it doesn’t
connect with a BS. Through this picture, we can observe that FBSs can achieve a
load balancing with a large number of UEs while guaranteeing outage probability
in HCNs.

6 Conclusion

In this paper, we studied a cluster-based dynamic FBSs on/off scheme to improve
EE in HCNs. The proposed cluster-based dynamic FBSs on/off scheme could
jointly consider the load balancing, Qos requirement of HCNs, and EE improve-
ment. Specially, the SDP-based Correlation Clustering algorithm with low com-
putational complexity was introduced to obtain good correlation clustering, and
the CBFOO algorithms is used to improve EE observably. Our work had signif-
icant contributions for future EE research.
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Abstract. Immersive media services such as Virtual Reality (VR) video have
attracted more and more attention in recent years. They are applications that
typically require large bandwidth, low latency, and low packet loss ratio. With
limited network resources in wireless network, video application identification is
crucial for optimized network resource allocation, Quality of Service (QoS)
assurance, and security management. In this paper, we propose a set of statistical
features that can be used to distinguish VR video from ordinary video. Six
supervised machine learning (ML) algorithms are explored to verify the iden-
tification performance for VR video application using these features. Experi-
mental results indicate that the proposed features combined with C4.5 Decision
Tree algorithm can achieve an accuracy of 98.6% for VR video application
identification. In addition, considering the requirement of real-time traffic
identification, we further make two improvements to the statistical features and
training set. One is the feature selection algorithm to improve the computational
performance, and the other is the study of the overall accuracy in respect to
training set size to obtain the minimum training set size.

Keywords: Application identification � Statistical feature � Machine learning
VR video application

1 Introduction

Nowadays, online video has become one of the most popular network services, and
video traffic is increasing on a large scale. For ordinary video, delay or stalling will
reduce the Quality of Experience (QoE) of users. Delay or stalling can even cause
users’ physiological discomfort for Virtual Reality (VR) video. Therefore, it is nec-
essary to establish an effective identification system for VR video application to
manage network resources. To the best of our knowledge, there are few studies related
to VR video traffic identification. Therefore, we survey several popular methods of
network traffic identification and analyze their identification performance for VR video.

Typically, there are four different kinds of methods for network traffic identifica-
tion, i.e., port-based, host-behavior-based, payload-based, and machine learning
(ML) -based. The port-based method checks the port number of each packet and
compares it with the Internet Assigned Numbers Authority (IANA) list [1]. The IANA
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list characterizes the one-to-one relationship between the port number and application.
The host-behavior-based approach analyzes the host-behavior pattern of the transport
layer and then associates the host-behavior with one or more application types [2]. Kim
et al. [3] proved that the method based on port and host-behavior were not suitable for
video identification.

Initially, we try to identify VR video with the payload-based method. Payload-
based method checks if the payload of the packet contains a pre-registered special
application sequence which is associated with one or more application types. We
attempt to search a special application sequence that can distinguish VR video from
ordinary video from the following three aspects, i.e., the specific host domain name
included in the request packet, the specific video extension name, and the specific
content type in the reply packet. However, there are no new discoveries. Therefore, we
determine to distinguish VR video from ordinary video with a ML-based method. ML
can classify each traffic flow by using its statistical features. We use analysis and traffic
capture method to obtain statistical features, e.g., average packet size, throughput,
packet arrival interval, which can be used to distinguish VR video from ordinary video.
Experiments show that using these features, VR video can be well identified. To
improve identification speed, we make two improvements to the statistical features and
training set, i.e., reducing feature numbers and minimizing training set size.

The remainder of this paper is structured as follows. Section 2 presents back-
ground. Section 3 proposes VR video application identification system. And our
experimental results are presented in Sect. 4. Finally, Sect. 5 concludes the paper.

2 Background

2.1 Related Work

As far as we know, currently there are few papers related to VR video traffic identi-
fication. Most of the work is the categorization of various types of network traffic. For
example, karagiannis et al. [2] classified traffic into Web, News, Streaming, Gaming,
etc. Moreover, authors in [4, 5] divided the flow data into video and non-video. They
compared the performance obtained by Random Forest and AdaBoost, respectively.
The results showed that, ignoring the classification speed of the model, the two
algorithms could achieve similar classification accuracy (about 93%). Random Forest
could guarantee a smaller model while ensuring classification accuracy, leading to
faster classification speed. This is also what we obtain during our experiments.

Moore et al. [6] proposed the definition and the calculation of 249 flow features.
Later researchers who use statistical features to classify traffic flow will generally adopt
a subset of these flow features. We also use 37 of them in this study. Authors in [7] did
not divide applications into categories like Streaming, Email, etc. Nevertheless, they
considered the importance of application classification for network security and trend
analysis, and divided applications into popular end-user applications such as Facebook,
Skype, etc. The idea of categorizing end-user applications is applied in this paper.

The problem of ML algorithm is large training time which makes it ineffective of
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real time traffic classification. Solution of this problem is to reduce the number of
features that represent the application type. The work of paper [8] shows that the
feature selection algorithm can reduce the training time of the Bayes Net algorithm,
making the Bayes Net classifier more suitable for real-time and online IP traffic clas-
sification. Williams [9] certified that feature selection could improve computational
performance without sacrificing classification accuracy. In our study, we classify
popular end-user applications such as iQiyi, iQiyiVR, Youku, YoukuVR and non-
video.

2.2 Brief Introduction of ML

In this paper, we evaluate video application identification performance with six com-
monly used ML algorithms. Next, we briefly introduce the basic concepts of these six
algorithms.

(1) Naïve Bayes classifiers are a family of simple “probabilistic classifiers” based on
Bayes theorem. Naïve Bayes assumes strong independence between features [8].
The probability that an instance x belongs to a class c can be expressed as:

PðC ¼ cjX ¼ xÞ¼
PðC ¼ cÞQ

i
PðXi ¼ xijC ¼ cÞ

PðX ¼ xÞ ð1Þ

Where X is a vector of instances where each instance is described by features
fX1;X2; � � �Xkg, and C is the class of an instance [9].
We evaluate Naïve Bayes with discretization (NBD) which converts successive
features into discrete features in this paper.

(2) Bayesian Network is a directed acyclic graph model [10]. The nodes of the
model represent features or classes, and the links between nodes represent their
probabilistic relationship.

(3) K-Nearest Neighbors (KNN) calculates the Euclidean distance from each test
instance to the k nearest neighbors [11]. The k nearest neighbors vote to determine
the class of test instance.

(4) AdaBoost is a meta-learning algorithm, which is built from a linear combination
of simple classifiers. AdaBoost uses several classification models to decide the
class label of an instance [12].

(5) C4.5 Decision Tree is a tree structure (a binary tree or a non-binary tree). Each
non-leaf node indicates a test on features. Each branch indicates the output of the
feature in a range of values, and each leaf node stores a category. In order to
determine the class of a test instance, C4.5 Decision Tree starts testing the feature
attributes corresponding to the test instance from the root node. Then this algo-
rithm selects the output branch according to the value of the feature attribute. C4.5
Decision Tree repeats this process until it reaches the leaf node [13]. The category
stored in the leaf node is the decision result.
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(6) Random Forest is a classifier that contains multiple classification trees. All trees
in the forest have the same distribution. The output category is determined by the
mode of the individual tree’s output [14].

3 VR Video Application Identification System

We present the outline of our identification system in Fig. 1, which consists of three
parts: (1) Data collection, (2) Feature analysis and processing module for flow feature
extraction, ground-truth mark, and ARFF conversion, (3) Classification module. The
definition of a flow based on 5-tuple (source IP address, destination IP address, source
port, destination port, and protocol) is adopted in this paper.

3.1 Data Collection

Our dataset is gathered via Wireshark [15]. Traffic is collected with five categories, e.g.,
iQiyiVideo, iQiyiVRVideo, YoukuVideo, YoukuVRVideo and non-video. Among
these categories, a total of seven applications are applied. More details are given in
Table 1.

As most VR video applications, such as 3D broadcast, iQiyiVR, and YoukuVR, are
running on mobile devices, we collect mobile traffic with smartphones and iPad via
WIFI access. At the same time, the computer runs Wireshark to collect traffic, which is
stored in.pcap format for subsequent processing. The architecture of the data collection
system is depicted in Fig. 2.

3.2 Feature Analysis and Processing

Appropriate flow feature acquisition is the premise of using ML algorithms to classify
network traffic. In this section, we firstly analyze the different statistical features
between VR video and ordinary video in detail. Then we introduce the further pro-
cessing of these features.

Video
Server

.pcap

.ARFF

Feature Analysis and Processing

Ground-truth
Mark

Feature
Extraction

ARFF
ConversionClassification

VR video
Video
Non-video

Data
Collection

Fig. 1. The outline of identification
system

Fig. 2. The data collection system for
dataset gathering
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Flow Feature Analysis. In this part, the current mainstream VR video applications
such as Storm Mirrors VR, 3D broadcast, and Youku VR, etc. are investigated. The
main differences between VR video service and most traditional video services are the
process of increasing multi-camera video splicing and 360° video projection before
video coding. Nevertheless, almost all current VR videos are still encoded in H264,
which is the same as ordinary video. Therefore, the main coding related parameters for
VR video are still resolution, bit rate, frame rate, etc.

However, due to the characteristics of VR video, higher requirements are placed on
these video parameters. As seen from Fig. 3, the Field of View (FOV) in VR video is
only part of the entire video. In order to achieve the appropriate resolution for the FOV,
the entire VR video requires very high resolution. Take a 4 K (3840 � 1920) VR video
as an example. Assuming that the HMD’s angle of view is 90° in both directions of the
horizontal a and the vertical b, the video resolution in the FOV is only 960 � 480,
which is far away from the near-future 4 K video requirement. In order to improve
users’ experience, VR video requires even higher resolution.

High-resolution video requires a higher bit rate. In order to save the packet
packaging cost, each packet size of VR video will be larger than that of ordinary video.
Therefore, the average packet throughput and average byte throughput of VR video
will be larger than that of ordinary video. We exploit traffic capture and analysis to
obtain the differences of flow features between VR video and ordinary video.

β

α

Fig. 3. VR video spherical projection and the FOV

Table 1. Categories, applications and the number of instances in our dataset

Category Application Number Percentage of total (%)

iQiyiVideo iQiyi 6993 36.74
iQiyiVRVideo iQiyiVR 3800 19.96
YoukuVideo Youku 2669 14.02
YoukuVRVideo YoukuVR 1494 7.85
Non-video Zhihu, Mail, Taobao 4078 21.43
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We capture traffic and save them in.pcap format files, namely youkuvr.pcap and
youku.pcap, for VR video and ordinary video, respectively. Each.pcap file has about
180,000 packets, which is equal to 124 MB. However, it takes 325 s to capture VR
video and 770 s to capture ordinary video. Thus, VR video is two times the average
packet throughput and byte throughput of the ordinary video. On the other hand, we
analyze the difference of packet arrival interval between ordinary video and VR video.
Packet arrival interval of them are given in Fig. 4a, b, respectively. There is a big
difference between them. In terms of the packet arrival interval of ordinary video, the
overall trend is relatively flat, and there are some protrusions in short time (about 30 s).
However, for VR video, there are some large protrusions in a relatively long period of
time (about 40 s). The maximum number of packets arriving per second is also dif-

(a)                                                    (b)

Fig. 4. a. Packet arrival interval of ordinary video b. Packet arrival interval of VR video

Table 2. Statistical features in this paper

Before feature selection (37) After feature selection (22)

Features # Protocol, source and destination ports # Protocol, source and destination
ports

# The number of packets/bytes # The number of packets/bytes
# The number of packets without Layer 4
payload

# The number of packets without
Layer 4 payload

# Start time, end time, duration # Start time, end time, duration
# Average packet throughput, average byte
throughput

# Average packet throughput,
average byte throughput

# Max/min/average/standard deviation of
packet sizes and inter-arrival times

# Max/min/average/standard
deviation of packet sizes and inter-
arrival times

# Number of TCP packets with FIN, SYN,
RSTS, PUSH, ACK, URG, CWE, ECE
flags set (all zero for UDP packets)

# Number of TCP packets with
FIN, SYN, RSTS(all zero for UDP
packets).

# The size of the first ten packets.
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ferent, which are 2200 and 4500, respectively. We also find that the packet sizes of
them are different. In summary, the average packet/byte throughput, packet arrival
interval and packet size will be representative features. Initially, we select 37 unidi-
rectional flow features from those in [3] according to the findings made in above data
analysis. The 37 features are shown in Table 2 (the column on the left).

Ground-truth Mark. In our study, each traffic from the video/VR video appli-
cation is labeled as video or VR video. So, the classifiers will model some non-video
features as video features, such as the features of ads and others. Yet the goal in this
study is to ensure the overall experience of people using video applications.

ARFF Format Conversion. We make use of the PostgreSQL database to store
data so that we can conveniently convert.pcap format into ARFF format. In the ARFF
file, each flow is considered as an instance. The number of instances for each category
is shown in Table 1.

4 Experimental Results

Through extensive experiments, we try to observe: (a) the identification performance
for VR video application using the proposed statistical features; (b) the best algorithm
for VR video application identification, considering both accuracy and build time;
(c) the effect of feature selection on algorithm performance; (d) the change of overall
accuracy in respect to the size of the training set.

The classification module is mainly composed of six most often-used supervised
ML algorithms from WEKA [16]: Naïve Bayes, Bayesian Network, KNN (k is chosen
as 1 in our experimental setup), AdaBoost (J48 is the Base classifier), J48 (C4.5
Decision Tree in WEKA), and Random Forest. The ML algorithms applied in this
study are all implemented using the WEKA tool and only a few parameters are
adjusted. Our test option is set to 10-fold cross validation, by which we gain the best
overall accuracy during the entire experiments. We test 5-fold, 10-fold, 15-fold and
20-fold in our experiments.

4.1 Performance Metrics

To evaluate the performance of the six ML algorithms using the proposed statistical
features, we use three metrics: overall accuracy (Acc), F-measure (F1) and build time.

First, we introduce the definition of True Positive (TP), False Positive (FP), True
Negative (TN), and False Negative (FN). TP means that the forecast is positive and
actually positive. FP means that the forecast is positive but actually negative. TN means
that the forecast is negative and actually negative. FN means that the forecast is
negative but actually positive.

Acc ¼ TPþ TN
TPþ TN þFPþFN

ð2Þ

F1 ¼ 2 � Precision � Recall
Pr ecisionþRe call

ð3Þ

342 X. Liu et al.



where Precision is TP
TPþFP, and Recall is TP

TPþFN.

Acc is applied to measure the accuracy of an algorithm on the whole dataset. F1 is
to evaluate the identification performance for each category. Build time is the time
taken to create an identification model given a training set.

4.2 Classification Results Using 37 Features

The results of our dataset are given in Fig. 5. The Acc and the build time of each
algorithm are shown in Table 3. The evaluation criteria for each strategy is F1, given in
Sect. 4.1.

The results show an overall accuracy of 81% to 98.7%. In addition to KNN
algorithm, the accuracy of other algorithms is above 95%. This phenomenon indicates
that we can effectively distinguish VR video from ordinary video using the proposed
statistical features. At the same time, it indicates that the proposed statistical features
have good performance on various ML algorithms, and they are universal. These
statistical features can also be used to distinguish video from non-video.

As shown in Fig. 5, AdaBoost algorithm gives the best accuracy and the longest
build time. In addition, the accuracy of J48 algorithm is similar to that of AdaBoost
algorithm, but J48 algorithm builds model in a shorter period of time, only one second.
This is explained by the fact that J48 algorithm has less training demands, and that it
has lower complexity than AdaBoost algorithm.

In general, the proposed features combined with J48 algorithm can achieve good
performance for VR video application identification. They can achieve an overall
accuracy of 98.6%, and the build time is about one second.

4.3 Further Discussions

Considering the requirement of real-time network traffic identification, we make two
improvements to the experiments, i.e., study feature selection and the change of the
overall accuracy in respect to training set size.

Feature Selection.We adopt the Principal Components Analysis (PCA), one of the
most well-known algorithms in feature selection. This algorithm looks for a series of
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Fig. 5. Overall accuracy and the build time using 37 features
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projection directions. After the high-dimensional data are projected in these directions,
the variance is maximized. The first principal component is the largest variance, and the
second principal component is the second largest variance. PCA algorithm selects the
first 22 features of the 37 features, as shown in Table 2 (the column on the right). The
overall accuracy and the build time with the 22 features and all features are given in
Fig. 6a, b, respectively. After feature selection, the overall accuracy is hardly changed
and even some algorithms have slight accuracy improvement. In addition, the build
time is greatly shortened so that it is qualitatively consistent with the result in [9].

Table 3. The accuracy (%) and the build time(s) of each category

NaiveBayes BayesNet KNN AdaBoost J48 Random Forest

iQiyi 95.7 96.0 87.3 98.9 98.8 98.6
iQiyiVR 95.9 96.4 81.1 98.9 99.0 99.1
Youku 93.4 93.7 75.6 97.9 97.7 97.4
YoukuVR 93.2 94.2 63.0 98.1 98.2 97.7
Non-video 95.7 96.2 79.5 98.9 98.9 98.9
Acc 95.3 95.7 81.0 98.7 98.6 98.5
Time 1.01 0.6 0.01 14.53 1 10.1
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Fig. 7. The change of the overall accuracy in respect to training set size

344 X. Liu et al.



Therefore, the 22 features in Table 2 (the column on the right) are more suitable for VR
video identification.

The Change of the Overall Accuracy in Respect to Training Set Size. We
consider 19,034 network flows in our study, which are too large in real-time traffic
identification. Therefore, we study the change of the overall accuracy in respect to
training set size. The details are given in Fig. 7. Here we ignore KNN algorithm. We
can find that when the number of flows exceeds 1000, AdaBoost can always provide
the best performance, followed by J48 (and it is quite fast to train) and Random Forest.
Due to the scarcity of training data in real-time network traffic identification, it is very
exciting that 6000 network flows can provide good identification results.

5 Conclusions

In this study, we proposed 22 statistical features that can well represent VR video
application. Classification strategies such as iQiyiVideo, iQiyiVRVideo, Youku-Video,
YoukuVRVideo and non-video, etc. were adopted, and we evaluated and obtained the
C4.5 Decision Tree algorithm which performed the best in terms of overall accuracy
and the build time. These 22 main statistical features combined with C4.5 Decision
Tree algorithm could achieve an accuracy of 98.6% for VR video application identi-
fication while maintaining high computational performance. In addition, this paper
proved that as long as the training set exceeds 6,000 flows, high accuracy could be
achieved, which makes it possible to identify real-time video application. Our work can
effectively distinguish VR video from ordinary video, which provides a good foun-
dation for other works such as resource scheduling.
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Abstract. We propose and demonstrate a 28-GHz optical remote heterodyne
RoF link using KK receiver for the first time. An optical SSB modulated signal
is obtained utilizing an IQ modulator and two free-running lasers. Due to its
minimum phase property, KK algorithm can be adopted to reconstruct the
complex 16-QAM signal from the received intensity signal. This scheme is
effective in eliminating the SSBI penalty introduced by square-law detection.
Through the use of the KK receiver, the power penalty caused by the 80 km
SSMF transmission is found to be less than 1 dB with digital CDC post pro-
cessing. The KK-based receiver can also provide about 2 dB advantage over the
traditional receiver at the 7% HD-FEC threshold in the case of 28 GBaud rate
transmission over 80 km fiber. Furthermore, as the baud rate increases, the
benefit of KK receiving scheme is more obvious and superior than that of the
traditional receiving scheme.

Keywords: Millimeter-wave � Radio-over-fiber (RoF) � Optical heterodyning
Fiber optics communication

1 Introduction

Radio over fiber (RoF) technique can offer a strong and cost-effective solution on
enhancing the system capacity and mobility of wireless links. It can make the network
structure more flexible by using fibers to connect the central office (CO) with numerous
simplified base stations (BSs). Among different schemes, optical remote heterodyne
technique provides a promising and low-cost solution for RoF transmission [1–3]. In
optical remote heterodyne, the modulated signal light is coupled with an optical local
oscillator (LO) at the centralized CO (not at the BSs) and each BS is only responsible
for O/E, E/O, filtering and amplification of the signal.

At the receiving side of an optical remote heterodyne direct-detection (DD) RoF
system, a conventional receiver generally requires a microwave LO and an electric
mixer for down conversion. In addition, this solution cannot eliminate the DD-induced
signal-to-signal interference (SSBI) without extra signal processing techniques [4, 5].
In contrast, the recently proposed approach named Kramers–Kronig (KK) algorithm
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can fully reconstruct the complex field signal from the detected photocurrent amplitude
waveform with a low digital signal processing (DSP) complexity, assuming that the
signal is a single-sideband and minimum phase signal [6–9]. As a result, the microwave
LO and electric mixer can be avoided at the receiver. Moreover, the KK-based
approach is able to alleviate the SSBI very well [10].

In this paper, we report and demonstrate a 28-GHz RoF link employing optical
remote heterodyne techniques with Kramers–Kronig receiver. It is worth highlighting
that the 28-GHz is considered in this paper instead of the widely investigated 60-GHz
because higher distances can be achieved even in nonline-of-sight (NLOS) transmis-
sion [2] for 28-GHz systems plus better choices on available devices for future 5G
operating frequency. Optical remote heterodyne techniques and single-ended photo-
diode (PD) with KK reception scheme for 16-quadrature amplitude modulation
(QAM) signal reconstruction are combined to achieve the low-cost and efficient scheme
for 28-GHz RoF link. Furthermore, to the best of our knowledge, this is for the first
time to adopt KK reception scheme in ROF systems. The paper is organized as follows.
Section 2 explains the fundamental principles of the proposed scheme and the simu-
lation results are presented and discussed in Sect. 3. Section 4 gives the conclusion.

2 Scheme of Proposed Remote Heterodyne RoF Link
with Kramers–Kronig Receiver

The schematic of the proposed remote heterodyne RoF link with KK receiver is shown
in Fig. 1. At the CO transmitter, a suppressed carrier double sideband (SC-DSB) signal
is generated by modulating 16-QAM baseband data onto a continuous wave (CW) laser
utilizing an IQ modulator. Afterwards, the SC-DSB signal light is coupled with a
carrier from the LO, then an optical single sideband signal (OSSB) is obtained in this
case. By controlling the carrier signal power ratio (CSPR) and adjusting the signal
bandwidth (proportional to baud rate) and RF frequency (namely the frequency dif-
ference between the CW laser and the LO), we can make the SSB signal satisfy the
minimum phase signal condition, which is an indispensable condition for adopting the
KK algorithm.

At the BS, the photocurrent signal (see inset (iii) in Fig. 1) which is obtained using
a single-ended PD for heterodyne detection, is wireless transmitted via a pair of
antennas after amplification. At the receiver, the received signal is converted into
digital signal by an analog-to-digital converter (ADC), and is fed to the DSP for offline
processing finally.

Suppose that the complex signal s(t) is a conventional bandwidth-limited 16-QAM
small signal with a bandwidth of B, then the SSB signal can be described as

y tð Þ ¼ Aþ s tð Þ exp j2pfRFtð Þ ð1Þ

where A is constant and represents the amplitude of the carrier, fRF ¼ fC � fLO is the
radio frequency. It can be shown that y tð Þ is a minimum phase signal when fRF �B and
Aj j is large enough compared to s tð Þj j [7].
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After transmission and square-law detection, the photocurrent signal can bewritten as

I tð Þ ¼ Aj j2 þ 2<e s tð Þ exp j2pfRFtð Þ½ � þ s tð Þj j2 ð2Þ

where <e x½ � stands for the real part of x. In the Eq. (2), the first and second terms are
the direct current (DC) and the desired carrier-signal beating products (CSBP), the third
term is the SSBI.

The process of DSP of KK receiver is shown in Fig. 2. KK algorithm reconstructs
the complex field signal from its detected amplitude

Es tð Þ ¼
ffiffiffiffiffiffiffi
I tð Þ

p
exp ju tð Þ½ � � A

n o
exp �j2pfRFtð Þ ð3Þ
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Fig. 1. Schematic of system setup. Insets: (i) modulated SC-DSB signal. (ii) OSSB minimum
phase signal generated by coupling the SC-DSB signal with a carrier from the LO.
(iii) photocurrent signal with DC and SSBI after square-law detection. PC: polarization
controller. EA: electric amplifier. OC: optical coupler. EDFA: Erbium-doped optical fiber
amplifier. HPA: high-power amplifier.
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Fig. 2. DSP flow of KK reception scheme
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u tð Þ ¼ 1
2
p:v:

Zþ1

�1

ln I t0ð Þ½ �
p t � t0ð Þdt

0 ¼ H ln
ffiffiffiffiffiffiffi
I tð Þ

ph in o
ð4Þ

where u tð Þ is the phase part of the minimum phase signal, p:v: refers to the Cauchy’s
principal value of the integral [7, 9]. The term H �f g represents Hilbert transform
operation.

Since KK scheme can directly reconstruct the complex waveform of the detected
photocurrent signal, and hence avoids the SSBI introduced by square-law detection as
mentioned above. Therefore, we can adopt a simple and cost-effective pure-digital
receiver solution at the receiver in optical remote heterodyne RoF systems. On the other
hand, if the traditional receiving scheme is used, it firstly requires a microwave LO and
an electric mixer for down conversion. Secondly, the performance of the system is
seriously degraded in the case of CSBP and SSBI overlapping. In summary, the KK
reception scheme has a significant advantage from either the overall cost or system
performance when compared to the conventional reception solution.

3 System Setup and Results

We have demonstrated the proposed remote heterodyne RoF link with KK receiver
utilizing co-simulation through industry standard VPI-Transmission Maker and
MATLAB. The system setup is shown in Fig. 1. It should be noted that in practical
applications, the signal obtained from PD should be wireless transmitted via a pair of
antennas. In our simulation experiment, however, we have omitted the antenna part for
simplicity because this is not the focus of this article.

The CO transmitter consists of a CW laser at 1552.524 nm, a free-running LO at
1552.749 nm and an IQ modulator fed by two DACs for data generation and modu-
lation. Both lasers have a linewidth of 1 MHz and 11 dBm output optical power, and
their wavelength difference corresponds to 28-GHz in frequency, as shown in Fig. 1
inset (ii). The modulation format is 16-QAM at 4 samples-per-symbol. Root-raised
cosine (RRC) filters with a roll-off factor of 0.1 are used for Nyquist pulse-shaping.
The IQ modulator is biased at its transmission null point and generates an optical SC-
DSB signal. Afterwards, we obtain the OSSB by coupling with the carrier generated by
the LO. In order to prove the effectiveness of the KK receiver, we consider an 80 km
link over standard single mode fiber (SSMF). The attenuation coefficient of the SSMF
is set at 0.2 dB/km. Other parameters of SSMF include dispersion coefficient D of
16 ps/nm/km, and nonlinear index of 2:6� 10�20m2/W.

At the BS, we use a single-ended PD which has a responsivity of 0.84 A/W and
dark current of 0.43 nA to conduct heterodyne beating detection. A variable optical
attenuator (VOA) is placed before the PD in order to adjust the received optical power
(ROP). Then the obtained photocurrent is fed to the DSP for offline processing after
ADC at the receiver. Firstly, a KK-based receiver reconstructs the complex field signal
from the photocurrent amplitude directly, then chromatic dispersion compensation
(CDC) is carried out by digital post-processing. It is necessary and indispensable for
laser phase noise compensation (PNC) since both the CW laser and LO have a
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linewidth of 1 MHz. After matched filtering, channel equalization based on least-mean-
square (LMS) with feed forward equalizer (FFE) are applied. Finally, the bit error rate
(BER) is calculated following symbol decision and remapping.

In order to ensure good system performance, the CSPR is set to about 9 dBm.
Figure 3a shows the BER curves of the 28-GHz 16-QAM SSB signal with 28 GBaud
symbol rate for two cases in RoF optical remote heterodyne system. One is optical
back-to-back (B2B) transmission and the other is 80 km SSMF transmission. It can be
seen that the hardware-decision pre-forward error correction (HD-FEC) BER lower
than 3.8 � 10−3 can be achieved at a ROP of –13.3 dBm for B2B case and –12.5 dBm
for 80 km transmission case. Obviously, the power penalty caused by the 80 km SSMF
is less than 1 dB.

Figure 3b compares the BER performance between the KK reception scheme and

the conventional reception scheme at different baud rates after 80 km SSMF trans-
mission. In the case of 14 GBaud rate, the BER results of two receiving schemes are
almost the same, because CSBP and SSBI have no overlap in this case. On the other
hand, the KK scheme has about 2 dB advantage over the traditional scheme at 28
GBaud rate case, which exists a partial overlap between CSBP and SSBI. The insets in
Fig. 3b are shown the constellation diagrams of two reception schemes at a ROP of ––7
dBm, respectively. Qualitative comparison between these two figures shows that KK
receiving solution brings significant improvement in the signal quality. Moreover, as
the signal’s baud rate increases, there exists more serious signal degradation caused by
SSBI and the KK receiving scheme shows higher performance gain than that of the
traditional receiving scheme.
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Fig. 3. The BER performance of 28-GHz 16-QAM RoF system. (a) 28 GBaud for B2B and
80 km SSMF. (b) 80 km SSMF transmission in contrast of KK receiver and traditional receiver
for 14 GBaud and 28 GBaud 16-QAM signal.
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4 Conclusions

In this paper, we propose and demonstrate a 28-GHz RoF link employing optical
remote heterodyne techniques with KK Receiver. The simulation results reveal that the
power penalty caused by the 80 km SSMF can be reduced to less than 1 dB with digital
CDC post processing. Moreover, when compared with traditional receiver, the receiver
sensitivity has improved about 2 dB at the 7% HD-FEC threshold for 28 GBaud 16-
QAM signal transmission over 80 km SSMF by using KK receiver. In summary, the
KK reception scheme has a significant advantage from either the overall cost or system
performance compared to the conventional reception solution. It is thus a promising
candidate for the future 5G millimeter wave radio access network applications.
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Abstract. In this paper, we aim to maximize the total throughput of
the cognitive small cell networks by jointly considering interference man-
agement, fairness-based resource allocation, average outage probability
and channel reuse radius. In order to make the optimization problem
tractable, we decompose the original problem into three sub-problems.
Firstly, we derive the average outage probability function of the system
with respect to the channel reuse radius. With a given outage probability
threshold, the associated range of the channel reuse radius is obtained. In
addition, a fairness-based distributed resource allocation (FDRA) algo-
rithm is proposed to guarantee the fairness among cognitive small cell
base stations (CSBSs). Finally, based on the channel reuse range we
could find the maximum throughput of the small cell network tire. Sim-
ulation results demonstrate that the proposed FDRA algorithm could
achieve a considerable performance improvement relative to the schemes
in literature, while providing a better fairness among CSBSs.

Keywords: Cognitive small cell · Resource allocation · Channel reuse
radius · Fairness

1 Introduction

In the future, 5G networks are moving in the direction of diversification, broad-
bandization, integration and intelligence, which lead to a huge demand in the
traffic load and spectrum resources. HetNets, consisting of macro cells and small
cells, provide a cost-effective and flexible solution to satisfy the ever increasing
demand for network capacity. However, the coexistence between small cells is
very challenging due to their lack of coordination and random locations.

To provide effective resource allocation, several mechanisms have already
been proposed. In [1,2], the authors used game-based methods to assignment
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channels effectively. The authors used cluster to address the resource allocation
problem for ultra-dense networks and proposed a K-means clustering algorithm
to divide the small cell base stations into different cluster in [3]. Based on this
algorithm, the clusters could adjusted dynamic to adapt to the changing network
topology.

In the aspect of interference management, in paper [4–8], the authors used
the advantages of cognitive radio to solve the interference problem in small cell
networks. The authors in [9] proposed a centralized user-centric merge-and-split
(MAS) rule based coalition formation game, which could utilize users’ informa-
tion to estimate inter-user interference and mitigate interference accurately and
effectively.

However, resource allocation for two-tire HetNets jointly considering interfer-
ence management, fairness resource allocation, average outage probability and
spectrum reuse radius has not been investigated in previous works. In this paper,
firstly, we model the two-tire HetNet by stochastic geometry which considers
the differences between small cells and macro cells. Secondly, the average out-
age probability of the two-tire HetNet is discussed. Finally, a fairness-based
distributed resource allocation (FDRA) algorithm is proposed to guarantee the
fairness between small cells and maximize the total data rate under the certain
constraints.

The rest of this paper is organized as follows. We present the system model
in Sect. 2. The optimization problem is formulated in Sect. 3. The detail proce-
dure of the FDRA algorithm is described in Sect. 4. The simulation results are
discussed in Sect. 5. Finally, Sect. 6 draws the conclusion.

2 System Model

2.1 Network Topology

We consider a two-tire HetNet consisting of macro base stations (MBSs) and
cognitive small cell base stations (CSBSs). The network topology is modeled by
stochastic geometry. Each CSUE will associate with either a MBS or a CSBS in
the two-tire HetNet. In this paper, we assume that CSUEs associate with the
network entity which provide the highest receive signal strength.

2.2 Channel Model

Consider a downlink OFDMA transmission system, which consists of M MBSs,
F CSBSs and K CSUEs. The total system bandwidth is Bw which is divided
into N channels. We denote the set of channels as N = {n1, n2, n3, · · · , nN}. We
assume that the MBS, the CSBS and the CSUE in the system are independent
and each follows an independent homogeneous Poisson Point Process (PPP)
distribution with intensity B, A and U , respectively. The MBSs and CSBSs
use the same channel and each CSBS will sense the channel periodically and
opportunistically access the free channel. Let gi,k,n denote the channel gain of
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the kth CSUE in CSBS i ∈ ψa on channel n ∈ N . Hence, the received signal to
interference plus noise ratio (SINR) of CSUE k in CSBS i on channel n is given
as

SINRi,k,n =
pi,k,ngi,k,n

I + N0
(1)

where pi,k,n denotes the transmission power of CSBS i to CSUE k on channel
n; I =

∑ψa

j=1,j �=i pj,k,ngj,k,n is the received interference from other CSBSs; N0

denotes the noise power. Hence, the throughput of CSUE k in CSBS i on channel
n can be denoted as

Ri,k,n =
Bw

N
log2 (1 + SINRi,k,n) . (2)

3 Problem Formulation

3.1 Tire Connection Probability

The probability of a user in the two-tire HetNet connecting to the small cell
network tire is given by [10]

ξa = 1 −
∫ ∞

0

B
(1 + h)2

((
Pa

Pb
h
) 2

η A + B
)dh (3)

where Pa denotes the transmission power of CSBSs and Pb denotes the trans-
mission power of MBSs; η is the path loss factor. The probability of a user in
the two-tire HetNet connecting to the macro cell network tire is given by

ξb = 1 − ξa. (4)

Hence, based on (3) and (4), we can obtain the PPP intensity of the set of
users connecting to CSBSs is Ua = Uξa and the PPP intensity of the set of users
associating with MBSs is Ub = Uξb.

3.2 Average Outage Probability of the Macro User Equipment

A macro user equipment (MUE) can successfully decode a signal if and only if
the SINR of the signal higher than a threshold β. The average outage probability
of the MUE can be expressed as

Ob = P {SINR < β} = 1 −
∫ ∞

0

2πBre−Bπr2
e−πBacr2√

β arctan
√

βdr (5)

where Bac =
(
1 −

(
Bc

Bc+Ub

)c)
, B denotes the PPP intensity of MBS transmitting

on channel n1; c = 3.575 is a constant for Voronoi tessellation.
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3.3 Average Outage Probability of the CSUE

The average outage probability of a CSUE since the received SINR less than the
threshold β can be expressed as

OSINR
a (Ni) = 1 −

∫ ∞

0

2πAr exp
{−Aπr2

− Bin (Ni) πr2

√
β

p
arctan

(
r2

√
β/p

(r2sb − r)2

)

− An
N−(Ni−1)

πr2
√

β arctan

(
r2

√
β

(rsa − r)2

)

−βrη
(
σ2

)

Pa

}

dr (6)

where rsa and rsb are the channel reuse radius; Ni represents the number of
available channels to CSBS i within the range rsb, that is, the number of channels
not used by the MBSs; Bin (Ni) is the PPP intensity of MBSs which are using
the channel nN−(Ni−1); AnN−(Ni−1)

is the intensity of CSBSs which are using
the channel nN−(Ni−1); p = Pa/Pb; σ is the noise power. The average outage
probability of a CSUE since the channel is unavailable can be expressed as

Oaccess
a (Ni) = 1 − Pac (Ni) (7)

where Pac(Ni) is the probability that CSBS i successfully access the free chan-
nels. Hence, the average outage probability of the CSUE is given by

Oa =
N∑

n=0

P {Ni = n} [(1 − Oaccess
a (Ni))OSINR

a (Ni) + Oaccess
a (Ni)] (8)

According to (5) and (8), the average outage probability of the system is given
by

Ot =
N∑

n=0

P {Ni = n} [ξaOa (Ni) + ξbOb (Ni)] (9)

3.4 Optimization Problem

Our aim is to maximize the total throughput of the small cell networks tire while
ensuring the transmission performance of the CSUE and the average outage
probability of the system. Hence, the optimization problem can be expressed as
follows
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max
τi,k,n,pi,k,n

F∑

i=1

Ki∑

k=1

Ni∑

n=1

τi,k,nRi,k,n

s.t. C1: pi,k,n ≥ 0 ∀i, k, n

C2:
Ki∑

k=1

Ni∑

n=1

pi,k,n ≤ pmax ∀i

C3:
Ni∑

n=1

τi,k,nRi,k,n ≥ R0
i,k ∀i, k

C4: τi,k,n ∈ {0, 1} ∀i, k, n

C5:
Ki∑

k=1

τi,k,n ≤ 1 ∀i, n

C6: Ot ≤ ε (10)

where τi,k,n = 1 or 0 indicates whether channel n is allocated to CSUE k in
CSBS i or not; pmax is the maximum transmission power of a CSBS; R0

i,k is the
minimum throughput requirement of CSUE k in CSBS i.

In the above optimization problem, C1 and C2 are transmission power con-
straints which represent the transmission power of a CSBS should less than the
maximum transmission power pmax. C3 is the minimum throughput requirement
for CSUEs. C4 and C5 are the channel allocation constraints, representing that
channel n can not be allocated to two different CSUEs in the same small cell
simultaneously. C6 is the average outage probability constraint of the system.
Via C6, the average outage probability of the system will be limited below the
threshold ε.

4 Distributed Resource Allocation in HetNets

4.1 Channel Reuse Radius

A CSBS opportunistically uses a available channel within its channel reuse radius
(CRR). Due to the different transmission power among CSBSs and MBSs, as
well as the unified spectrum reuse threshold, each CSBS has two different CCR,
namely, the small CRR and the macro CRR. The spectrum reuse threshold
defines the channel reuse radius of CSBSs. That is, a CSBS can only use the
channels which are not used by the MBSs in the macro CRR and the channels
which are not used by other CSBSs in the small CRR.

The small CRR and the macro CRR can be expressed as

rsa = (Pa/γ)
1
η (11)

rsb = (Pb/γ)
1
η (12)

where rsa denotes the small CRR and the rsb denotes the macro CRR; γ denotes
the spectrum reuse threshold.
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4.2 Channel Quality Estimation Table and Status Information
Table

For CSBS i, the total interference on channel n is the sum interference from
other cognitive small cells and the noise power, which can be represented as

TIi
n = N0 +

T∑

j=1,j �=i

Ij,i
n (13)

where N0 is the noise power; T is the number of CSBSs which are using channel
n; Ij,i

n is the interference to the users of CSBS i from CSBS j on channel n,
which can be expressed as

Ij,i
n = pj

nh̄j,i
n (14)

where pj
n is the transmission power of CSBS j on channel n; h̄j,i

n is the average
channel gain between CSBS j and users of CSBS i, which can be obtained from
the arithmetic mean of channel gains between CSBS j and all users of CSBS i.
In order to evaluate each RB’s channel condition, we use the reciprocal of TIi

n

as the channel quality of CSBS i for channel n, which is denoted as

Qi
n =

1
TIi

n

. (15)

Let Ni be the number of unoccupied channel out of N within the rsb, and we
can obtain the probability mass function of Ni according to the network model
by using the stochastic geometry theory. Furthermore, we randomly generate the
number of unoccupied channels of CSBS i within the rsb based on this function.
Then, we calculate the channel quality of each free channel of CSBS i, and
sort them in descending order. Table 1 is an example of the Channel Quality
Estimation Table (CQET).

In the proposed resource allocation scheme, each CSBS also need to create
a state information table (SIT), as shown in Table 2. PLi

A and PLi
B are two

selection priorities of the CSBS, which is used to guarantee the fairness among
CSBSs.

Table 1. CQET

SN Channel ID Channel quality

1 N Qi
1

2 N − 1 Qi
2

3 N − 2 Qi
3

. . . . . . . . .

Ki N −Ki + 1 Qi
Ki

Table 2. SIT

Parameters Description

N i
D No. of total required channels

N i
Init No. of initial service channels

N i
N No. of still needed channels

N i
A No. of available channels

N i
S No. of current serving channels

Ki No. of current serving users

PLi
A N i

D/N i
S

PLi
B N i

D/Ki
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Algorithm 1 Fairness-based Distributed Resource Allocation Algorithm
1: Let G = {1, 2, . . . , G} denotes the set of CSBSs involved in the algorithm.
2: for all CSBSs within G do
3: if CSBS i N i

S = 0, N i
A = 1, Ki �= 0 then

4: Select the first rank channel in the CQET of CSBS i
5: Update CQET and SIT for the CSBS in G
6: else
7: Select the CSBS i = argmax[PLi

A]
8: if There are multiple CSBSs with the same PLi

A then
9: Select the CSBS i = argmax[PLi

B ]
10: if There are multiple CSBSs with the same PLi

B then
11: Select the CSBS i = argmax[Qi

1]
12: Select the first rank channel in the CQET of CSBS i
13: Update CQET and SIT for the CSBS in G
14: else
15: Select the first rank channel in the CQET of CSBS i
16: Update CQET and SIT for the CSBS in G
17: end if
18: else
19: Select the first rank channel in the CQET of CSBS i
20: Update CQET and SIT for the CSBS in G
21: end if
22: end if
23: end for
24: output: Channel allocation results

{
τ∗
i,k,n

}
.

In addition, each CSBS needs to establish its own neighboring CSBS list
which can be obtained according to the reference signal received power (RSRP)
from other CSBSs.

4.3 Fairness-Based Distributed Resource Allocation Algorithm

The proposed fairness-based distributed resource allocation (FDRA) algorithm
is performed in distribute manner and each CSBS can only select one channel
at each round. Once a CSBS requests to re-initialize, the resource allocation
process will be triggered. All the CSBSs within the coverage of the triggered
CSBS will participate in the resource allocation. Each CSBS creates its own
CQET and SIT, and forward them to its neighboring CSBSs. In the resource
allocation process, the CSBS with N i

S = 0, N i
A = 1,Ki �= 0 will be selected

firstly. Secondly, the CSBS according to the PLA and PLB will be selected,
which could guarantee the fairness among CSBSs. Until the requirements of
all the CSBSs in the group have been satisfied or there are no free channels,
the FDRA algorithm will stop. We outline the main procedure of the FDRA
algorithm in Algorithm1. Furthermore, the CQET and SIT update procedure is
shown in Algorithm2.
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Algorithm 2 Update Procedure of CQET and SIT
1: if Channel n is selected by CSBS i then
2: Delete channel n from the CQET of CSBS i
3: Update the SIT of CSBS i: N i

N = N i
N − 1, N i

A = N i
A − 1, N i

S = N i
S + 1, PLi

A =
N i

D/N i
S

4: for CSBS j(j ∈ G, j �= i), j is the neighboring CSBS of CSBS i do
5: if Channel n is one of the available channel of CSBS j then
6: Delete channel n from CQET of CSBS j
7: Update the SIT of CSBS j: N j

A = N j
A − 1

8: end if
9: end for

10: end if

5 Simulation Results

We consider MBSs, CSBSs and CSUEs are randomly distributed in a range
of 500 m × 500 m. Pa = 20 dBm, Pb = 46 dBm, Bw = 40 kHz, η = 4,
B = 2MBS/km2 and β = 2. In the simulation, we compare two existing
algorithms with the proposed FDRA algorithm, named RRA algorithm and
CSRA algorithm, respectively. In the RRA algorithm, each CSBS randomly takes
the required amount of channels from its CQET without considering neighbor
CSBSs. The CSRA algorithm only allocates channels based on their channel
state, in which a channel is allocated to the CSBS with the highest channel
quality among the neighboring CSBSs.

Figure 1 shows the effect of the CSBS intensity and the spectrum reuse thresh-
old on the average outage probability of the system when N = 25, U = 3(A+B).
From the figure, we can see that the greater the density of the CSBS, the greater
the optimal spectrum reuse threshold. Moreover, at the begin, the average out-
age probability is relatively large. That is because the lower rate of channel reuse
results in a higher outage probability. With the increase of γ, the channel reuse
rate increases and the outage probability decreases, but at the same time the
interference increases, so, the outage caused by the strong interference dominates
the average outage probability at the end.

Figure 2 shows the fairness of the proposed FDRA algorithm and the CSRA
algorithm. The horizontal axis is the CSBSs ID in the resource allocation group.
The black part of the histogram represents the percentage of the number of
initial service channels to the number of total required channels before resource
allocation. The gray part represents the percentage of the number of channels
allocated by the algorithm to the number of total required channels and the
white part represents the percentage of the number of still needed channels to
the number of total required channels after resource allocation. It can be seen
that, the proposed FDRA algorithm can guarantee the fairness among CSBSs
than the CSRA algorithm.

Figure 3 shows the effect of the number of channels on the satisfaction degree
variance among CSBSs. The satisfaction degree of a CSBS is defined by the ratio
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of the number of current serving channels to the number of total needed channels.
From the figure, we can see that the satisfaction degree variance decrease with
the number of channels increases. This is because the more channels can be
allocated to each CSBS. Specially, the RRA algorithm is based on requirement,
the variance is always zero when the number of channels reaches a certain value.
In addition, Fig. 3 illustrates that the proposed FDRA algorithm performs better
in term of the satisfaction degree than the CSRA algorithm.

Figure 4 shows the effect of the channel reuse radius on the total throughput
of the system for different CSBS density. Form the figure, we can see higher
CSBS density results in larger the network throughput. At the beginning, the
channel reuse radius is vary small, lead to a higher channel reuse ratio and
larger interference. The gain of the channel reuse to the total throughput is
less than the effect of interference, and the total throughput decreases with
the decrease of channel reuse radius at the beginning. With the increase of
channel reuse radius, the interference becomes smaller, meanwhile, the spectrum
efficiency becomes lower. Consequently, the total throughput decreases with the
channel reuse radius after a certain channel reuse radius value.
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6 Conclusion

In this paper, we studied the resource allocation problem in cognitive small
cell networks. The original optimization problem is intractable, which could be
decomposed into three sub-problems. The proposed fairness-based distributed
resource allocation algorithm not only achieves a better fairness among cogni-
tive small cell base stations but also guarantees the throughput of the system.
By introducing the channel reuse radius parameter, we obtain the maximum
throughput of the cognitive small cell network under the average outage prob-
ability constraint. Numerical results demonstrated the effectiveness of the pro-
posed algorithm.
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Abstract. Self-healing is considered as an indispensable function to
achieve intelligent network management in future wireless communi-
cation systems. However, in ultra-dense networks (UDNs), it’s a great
challenge to realize efficient self-healing due to the massive and diverse
network nodes, as well as complex transmission environment. The failed
network access point (AP) may result in sudden traffic outage and severe
user service degrading. In this paper, we propose an effective self-healing
mechanism for UDNs with complete procedure of intelligent failure detec-
tion, diagnosis and recovery. Cognitive technology has been introduced
to realize the effective detection of the AP working status. Then the pro-
cessed information are analyzed based on multi-armed bandit model for
possible AP failure judgement. After it is confirmed that an AP is failed,
the impacted users, which are served originally by the failed AP, would
be accessed to the proper neighbor APs. Furthermore, the corresponding
resource allocation based on Non-Orthogonal Multiple Access (NOMA)
is proposed. Simulation results show that the proposed mechanism could
detect the AP failure effectively and realize quick self-healing for the
network.

Keywords: Ultra-dense network · Self-healing · Failure detection ·
Resource allocation

1 Introduction

Recently, with the rapid development of wireless communications, ultra-dense
networks (UDNs) have been considered as an inspiring approach to meet the
huge traffic requirements, nearly 1 ms latency and massive devices access in
typical scenarios [1]. With densely deployed network access points (APs), tradi-
tional manual or semi-automatic network management methods are inefficient
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and costly [2]. Therefore, self-organizing networking (SON) is introduced into
UDN to realize the intelligent network parameters self-optimization, possible fail-
ure self-healing, and entities self-deployment [3,4]. Relative fields have attracted
huge research interests and still need further investigation.

As one of the key technologies of SON, self-healing could detect the AP failure
in time, and then efficiently provide service for the impacted users (served origi-
nally by the failed AP) automatically, thereby, prevent the network performance
degradation. Generally, it contains three parts: failure detection, diagnosis, and
recovery [4]. Currently, there are some existing works in relative fields. In [5], a
self-healing framework based on cognitive learning is proposed for failure detec-
tion and compensation. In [6], the authors propose a self-healing algorithm with
the water ripple algorithm and variable transmission power to provide seamless
and reliable service despite AP failures.

However, self-healing in UDN is quite different from the traditional conditions
and still an open problem. On one hand, the performance of self-healing usually
has sensitive time constraint for failure detection. Existing centralized failure
detection algorithms are too complicated to be implemented for UDN with a lot
of APs. On the other hand, due to the short distance between neighbor APs,
the simple increasing transmission power to cover the impacted users may cause
severe interference in UDN. Therefore, the traditional failure recovery resource
allocation algorithms are not suitable to be adopted in UDN directly.

Recently, there are some self-healing mechanism in small cell networks. In
[7], a optimization algorithm considering APs selection and resource allocation
is proposed to guarantee the reliable and seamless service for the impacted users.
Reference [8] explores a hidden Markov model to automatically capture current
states of the BSs and probabilistically estimate a cell outage. In [9], the authors
propose a cell outage detection architecture based on the handover statistics
in a two-tier heterogeneous network. Reference [10] presents a novel cell outage
management framework for heterogeneous networks with split control and data
planes. However, these detection methods require the network nodes to send
report data to APs frequently, and there are huge costs. Moreover, the possible
serious interference among APs are not considered.

Therefore, the self-healing in UDN is an important problem and needs fur-
ther discussion. In this paper, we propose a self-healing mechanism consisting of
intelligent failure detection, diagnosis and recovery. APs are divided into clusters
and a leading AP (L-AP) is responsible for detecting their working information
by cognitive technology in each cluster. Then these information are analyzed
based on multi-armed Bandit Model to judge possible AP failure. Once an AP
is confirmed to be failed, the impacted users would be connected to the opti-
mal APs in the cluster. In addition, the corresponding resource allocation based
on AP selection and Non-Orthogonal multiple Access (NOMA) is developed to
reduce interference.

The remainder of our work is organized as follows. Section 2 gives the system
model. In Sect. 3, we introduce the proposed self-healing mechanism. Simulation
results and discussions are given in Sect. 4. Finally, we conclude this paper and
present some future work in Sect. 5.
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2 System Model

2.1 Topology Scene

We consider a typical scenario in UDN, where a series of APs are deployed by
network operator with fixed positions. Considering the large number of APs, cen-
tralized algorithms require intolerable computation for failure detection, which
couldn’t meet the sensitive time constraint. Thus, we propose a distributed self-
healing mechanism and it’s suitable for the clusters that take spatial location as
main similarity feature.

Fig. 1. System model of self-healing mechanism in UDN

In each cluster, the total system bandwidth is equally divided by APs, each
AP occupies a sub-band, and the AP would serve different users based on NOMA.
Each cluster has a L-AP to monitor the work of other APs by cognitive radio
technology (CR).The L-AP has a list that records the users connection tables of
all APs, and it would be updated synchronously when users access or disconnect
from an AP, therefore, it works well when users move. Then it could schedule the
APs and users in the cluster. In addition, we assume that the wireless channel
would not vary during the transmission of a packet and the perfect channel
quality information (CQI) is available by APs. The detailed system model is
shown in Fig. 1.

In a cluster, M is the set of total APs, MN and MF are the sets of normal
and failed APs respectively. Therefore, M � MN ∪MF . Similarly, U is the set of
total users, while UN and UF are the sets of normal users and impacted users
respectively; here U � UN ∪ UF . Ni represents the users set of i-th AP. Bi

represents the bandwidth allocated to the i-th AP. pij is the power allocated to
the j-th user in the i-th AP. hij denotes the j-th user’s channel gain in the i-th
AP. n0 is the power spectral density of Additive White Gaussian Noise (AWGN),
pi,max denotes the maximum transmission power of the i-th AP, pi,min denotes
the minimum power of each sub-channel. rj,min indicates the rate requirement
of the j-th user, and Cmax is the constraint of maximum connections of APs.
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2.2 Downlink NOMA Channel Model

In this NOMA systems, each AP’s spectrum band is orthogonal and no longer
divided, then multiple users are served by power-domain NOMA. In addition,
successive interference cancelation (SIC) is adopted to decode the different users’
information in the same sub-channel. There are Ni users (Ni ≤ Cmax) in the AP
(∀i ∈ M). For each user in the same AP, user k is able to correctly decode then
remove the interfering signals of other users g ∈ Ni\{k} with hig < hik and treat
the interfering signals of other users g ∈ Ni\{k} with hig > hik as interference.
Therefore, the interference after SIC for user k could be expressed as [11]:

∑

g ∈ Ni\{k}
hig > hik

pig|hik|2, ∀k ∈ U
(1)

Then the signal to interference noise ratio (SINR) of user k in the AP is described
as following

SINRk =
pik|hik|2∑

g ∈ Ni\{k}
hig > hik

pig|hik|2 + n0Bi
, ∀k ∈ U

(2)

Thus, the achievable rate of user k in i-th AP is

Rk = Bi log2(1 + SINRk) (3)

3 Algorithm Design

Our proposed self-healing mechanism includes the complete procedure of failure
detection, diagnosis and recovery. Firstly, a distributed failure detection algo-
rithm is developed based on CR to reduce the detection time. Then the intelli-
gent judgement of whether an AP is normal would be decided by our proposed
algorithm based on multi-armed bandit model. Finally, we optimize the system
energy consumption and consider possible inter-interference during recovery and
resource allocation.

3.1 Failure Detection Based on CR

In the aspect of failure detection, the traditional methods require AP to report
their work status periodically. Due to large number of APs in UDN, this might
lead to “signal storm”, resulting in degradation of network performance. There-
fore, we set up a L-AP in each cluster, and adopt CR to sense other APs’ working
status in the cluster, as shown in Fig. 1(a). Every L-AP have a detection cycle T ,
which is determined by the number of APs (i.e. ‖M‖) and its computation ability.
Meanwhile, L-AP builds a vector V = {v1, v2 . . . vm}, where vi ∈ {0, 1},∀i ∈ M

represents whether i-th AP’s spectrum is occupied. An AP is considered as work-
ing when vi = 1, otherwise it’s idle or failed. If AP’s spectrum isn’t occupied,
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we will use the multi-armed Bandit Model to judge the AP’s status according to
collected information, then return the judgment result. If the result is idle, no
further action needs to be taken. Otherwise, the L-AP needs to send a inquiry
signaling to this AP. If the reply comes back in time, this AP is judged as normal,
otherwise it is considered as failed.

3.2 Diagnostic Model Based on Multi-armed Bandit

In order to analyze the actual status of the APs, we introduced multi-armed
bandit model to set up the proposed diagnose model. The multi-armed Bandit
Model comes from a realistic problem of maximizing revenue [12]. There are K
rocker arms in a gambling machine, µ1, µ2...µK represent the return function of
each arm. The gambler presses one of the rocker arms after puts a coin, then
this rocker gives the corresponding revenue, and the gambler’s goal is to get the
best benefit.

In this paper, we set the number of arms as 2, representing the idle or failed
statuses respectively. Considering that the probability of an AP failure is usu-
ally low, we use the Upper Confidence Bound Algorithm (UCB) to achieve this
model. This algorithm not only focuses on the reward of each arm, but also
considers the number that each arm is chosen. Then we need to record the infor-
mation of each arm, with the following format:

S = (m, c, v) (4)

Here, m is the identification of each arm, c is the number that each arm is
selected and v is the average reward value of this arm.

The understanding degree of an arm is denoted as:

bonus =

√
2 × ln(tc)
Si.c

(5)

tc is the sum that all arms are selected, and Si.c is the number that i-th arm is
selected. bonus is a indicator showing the degree that an arm is understood. If
we have little knowledge about the arm, its v has a low confidence at this time,
and we need to choose the arm to get more information. So its bonus is big, then
we are more probably to select this arm.

In the algorithm, if there is an arm with its c as 0, that is, the arm has
never been selected, then choose it first (ie, each arm will be selected once at the
beginning). If all arms have been selected, this algorithm will calculate the sum
of bonus and v for each arm, and selects the arm with maximum sum. Then, the
reward of the selected arm is updated. For example, i-th arm is selected, and its
v is updated as follows:

Si.v =
Si.v × Si.c + res

Si.c + 1
(6)

res is the reward after choosing the i-th arm.
The details are shown in Algorithm 1, and it will be triggered when an AP’s

spectrum isn’t occupied.



368 Z. Gao et al.

3.3 Recovery Model Based on Optimizing Energy Consumption

When an AP is detected to be failed, the L-AP acquires the failed AP’s user
connection table, and manages these users to access nearby normal APs. The
L-AP informs other normal APs about this failure, and every AP sends a beacon
frame to detect the impacted users near it. Then the L-AP asks each AP to
report the CQI between itself and these impacted users, and it verifies whether
all the users are found. If not, it notifies the nearby APs to increase the detection
range until all impacted users are found. After that, every user is accessed to
the AP that its CQI is optimal under the scheduling of L-AP, and if this AP has
reached the maximum connections, impacted users are scheduled to access the
suboptimal AP, and so on. As shown in Fig. 1(b), when AP1 failed, the impacted
users UE1 and UE2 are connected to AP2 and AP3 respectively.

Algorithm 1 Multi-armed Bandit Model Based on UCB Algorithm
1: Initialization:
2: (a) Create a record structure for each AP, containing the following data:

• S defined in Eq. (4): the two S are marked with 0 and 1 respectively, their
v and c are set to 0.

• tc is set to 0.
• Set the reward function for each state.

(b) Id = 0, maxB = 0
3: for i = 1, 2 do
4: if Si.c == 0 then
5: Set Id = i then jump to line 11
6: else
7: Calculate this state’s bonus according to Eq. (5)
8: if Si.v + bonus ≥ maxB then
9: maxB = Si.v + bonus; Id = i

10: Update SId.v based on this state’s return function
11: SId.c = SId.c + 1
12: tc = tc + 1
13: if SId.m == 0 then
14: L-AP send inquiry signaling to this AP
15: if Receive response from this AP then
16: The judgement result is incorrect, and punish this state (i.e. Cut down

its v).
17: else
18: This AP has failed, and call Algorithm 2.

When all impacted users are connected to the assigned AP, we begin to
allocate power. Firstly, the AP sorts user connection table in the descending
order of CQI, then calculates the power that should be assigned for each channel
to meet the user’s rate requirements. For example, the demanding power of user
k in the i-th AP is denoted as:
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pik =
(2

Bi
rk,min − 1)(

∑
g∈Ni\{k};hig>hik

pig|hik|2 + n0Bi)

|hik|2
(7)

We need to guarantee that the allocated sum power is less than the maximum
power of this AP. If this AP couldn’t meet the power requirements of some users,
other AP would be assigned for these users.

Hence the system energy consumption is formulated as

min
pij

∑

i∈MN

∑

j∈Ni

pij + (M − MF ) · PC

s.t. C1 :
∑

j∈Ni

pij ≤ pi,max ∀i ∈ MN , j ∈ Ni

C2 : pij ≥ pi,min ∀i ∈ MN , j ∈ Ni

C3 : 0 ≤ j ≤ Cmax ∀i ∈ MN , j ∈ Ni

(8)

Here, PC is the circuit power consumption at each AP.
The detailed steps are shown in Algorithm 2.

Algorithm 2 Self-healing Power Allocation Algorithm
1: Initialization:
2: Create a record structure for each AP, containing the following data:
3: • A list records the users’ CQI connecting to this AP. list = {hi1, hi2...hi,Cmax}

• A Plist records the power allocated to these users, and the initial values are
set to 0. Plist = {pi1, pi2...pi,Cmax}

• Set Pi,max for i-th AP.
4: L-AP asks normal APs to detect UF

5: while UN ∪ UF < U do
6: All APs increase the detection range

7: L-AP acquires the CQI between APs and impacted users, then determine the
optimal AP (i.e. i-th AP) for each user by comparing CQI

8: if length(APi.list)≤ Cmax then
9: L-AP schedules this user to access the AP

10: else
11: L-AP selects a sub-optimal AP for this user, then jump to line 8

12: list is sorted in the descending order of channel quality
13: Calculate the subchannel power pik assigned for each user according to Eqs. (1),

(7)
14: if pi,max − ∑

Plist ≤ pik then
15: The user will access a new AP that can provide service

In this algorithm, the self-healing mechanism is achieved without affecting
the operation of other normal APs in the cluster as far as possible, and it is com-
patible with manual maintenance. If the AP fails, then its spectrum is allocated,
other normal APs need to divide the spectrum again. And the failed AP will
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not have available spectrum when it is repaired. Therefore, the corresponding
spectrum of failed AP is no longer allocated.

4 Simulation Results and Discussions

In this section, simulation results are presented to illustrate the performance of
the proposed mechanism. We consider a circular area with a radius of 26 m in
the square. The L-AP is deployed in the center of this area, and there are 4 ∼
10 APs as well as 16 users. The wireless channel is modeled as rayleigh fading
channel including pathloss, where the channel coefficient is hij

2 = h0j
2L−κ

ij , in
which Lij is the distance between AP i and user j. h0j is the complex Gaussian
channel coefficient [7].

Figure 2 illustrates the average time to find AP failure as AP number changes
in a cluster. In order to ensure that the result is more accurate, we take the
average of multiple outcomes, and find that detection time for each AP failure
is small. As the number of APs increases in the cluster, the detection time
becomes longer, this is because the L-AP needs to detect more APs each cycle
and performs more operations (Table 1).

Figures 3, 4, 5 and 6 are from the same simulation. Figure 3 shows the APs’
throughput changes in this simulation. When an AP failed, it can’t continue
to provide services and its throughput (i.e. AP3) drop to 0. After a period of
time, L-AP finds this failure, and schedules neighboring APs service for these
impacted users. In order to save the transmission power, these impacted users
are accessed to the AP with the best channel gain. In this simulation, AP3 serves
two users originally, and the users are connected to AP1 and AP4 respectively
after AP3 fails, therefore the throughput of AP1 and AP4 increases. And the
added throughput of AP1 and AP4 is exactly equal to the original throughput
of AP3.

Table 1. The simulation parameters

Simulation parameters Value

Carrier center frequency 2.5 GHz

The system bandwidth W = 30 MHz

AP radius 10 m

Path loss exponent κ 4

Power spectral density of noise −100 dBm/Hz

The maximum transmission power of AP 5 W

The detection threshold at SIC receiver 10 dBm

Users’ minimum rate 5 ∼ 15 Mbps

Monitoring time interval of L-AP (Iteration time interval) 10 ms
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Figure 4 illustrates the impacted users’ throughput change in the process
of self-healing. Initially, the UE normally receives data from AP3. When an
abrupt failure occurs in AP3, they can’t be served by AP3, and their throughput
drop to 0. After L-AP detects the failure, these impacted users access nearby
normal APs, and each user can be served as before. It shows that our proposed
mechanism can eliminate the impact of a sudden failure effectively.

Figures 5 and 6 illustrate entire system’s energy efficiency (EE) and spec-
trum efficiency (SE) changes in self-healing process. Because of the sub-channels
allocated by NOMA, the power consumed by each added sub-channel increases
significantly. Thus, the more sub-channels an AP has, the lower its EE is gener-
ally, but its SE may be higher. When AP3 fails, due to its sub-channels less, its
EE is relatively high, thus entire system EE reduces a little. And its throughput
is lower than other APs, its SE is also relatively low, thus system SE increases
after AP3 fails. When these impacted users are connected to nearby APs, they
require greater transmission power to achieve the original rate, thus the system
EE further decreases. However, the system SE increases because an AP failure
results in a reduction in system bandwidth yet the system throughput remains
unchanged.

We simulate the channels’ changes in reality, and CQI can’t be obtained
immediately, thus simulation results fluctuate.

5 Conclusion

In order to facilitate management and reduce calculation in UDN, we propose
a distributed self-healing mechanism including complete procedure of intelligent
failure detection, diagnosis and recovery. A L-AP is set to monitor other APs’
status in each cluster, and their working information are collected by cognitive
technology. When some spectrum is perceived to be unoccupied, the processed
information of corresponding APs are analyzed based on multi-armed Bandit
Model for possible failure AP judgement. If an AP is confirmed to be failed,
the impacted users would be accessed to the optimal neighbor APs under the
scheduling of L-AP. Furthermore, the corresponding resource allocation based on
AP selection and NOMA is proposed, which considers inter-interference. Sim-
ulation results prove this mechanism can find AP failure quickly and realize
effective self-healing for the network. However, there are some shortages in the
mechanism. On the one hand, the current failure detection algorithm considers
less about the AP status parameters, so that couldn’t reflect the AP status accu-
rately, thus more AP information should be considered. On the other hand, the
proposed self-healing mechanism doesn’t consider the case of L-AP failure, and
this will reduce the detection sensitivity, therefore L-AP failure detection should
be considered in the future.
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Abstract. Today’s switches and routers require high-speed and large-capacity
packet buffers to guarantee a line rate up to 100 Gbps as well as more fine-
grained quality of service. For this, this paper proposes an efficient parallel
hybrid SRAM/DRAM architecture for high-bandwidth switches and routers.
Tail SRAM and head SRAM are used for guaranteeing the middle DRAMs are
accessed in a larger granularity to improve the bandwidth utilization. Then, a
simple yet efficient memory management algorithm is designed. The memory
space is dynamically allocated when a flow arrives, and a hard timeout is
assigned for each queue. Hence, the SRAM space is utilized more efficiently.
A queueing system is used to model the proposed method, and theoretical
analysis is performed to optimize the timeout value. Simulation shows that the
proposed architecture can reduce packet loss rate significantly compared with
previous solutions with the same SRAM capacity.

Keywords: Switching system � Packet buffer � SRAM � DRAM
Queueing system

1 Introduction

The rapid development of the Internet as well as appearance of the 40/100GE standard
have placed higher demands on network switches and routers. With the emergence of
new generation data centers and various killer applications such as cloud service, high-
definition video streaming and social media, it requires the switching devices to
develop towards larger capacity, higher bandwidth and more sophisticated Quality of
Service (QoS) guarantees to meet a variety of demands of new applications.

Most current packets switches deploy Store-and-Forward architecture. The
incoming packets are first stored in the packet buffers and then forwarded to the
destination ports. The packet buffers are critical for network congestion control. The
access time and capacity of the switch memory have significant influences on the
performance of a switch [1, 2]. On one hand, the ever-increasing bandwidth requires
the memory to operate extremely fast to keep up with the line rate of the input port. On
the other hand, the novel network techniques, such as software-defined networking
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[3] and OpenFlow [4], need fine-grained flow classifications for sophisticated QoS. As
a result, the switch memory often maintains several thousands of queues. Therefore, a
large amount of memory space is commonly required. Current memory technologies,
such as Static Random Access Memory (SRAM) or Dynamic Random Access Memory
(DRAM), cannot simultaneously satisfy both the speed and capacity requirements.

To simultaneously meet these requirements, hybrid SRAM/DRAM (HSD) archi-
tecture has been proposed [5]. Fast but small-size SRAM meets the random access time
and large but slow DRAM can satisfy the capacity requirement. The main idea of HSD
is to use two SRAM caches. The tail SRAM is used to store packets at the tail of each
FIFO queue, while the head SRAM holds packets at the head. The bulk DRAM
maintains the large middle part of the queues. Both SRAM and DRAM maintain
Q separate flow queues, and each queue store the input packet from a certain flow. The
incoming packets are first stored in the tail SRAM. A memory management algorithm
(MMA) is responsible for the transmission between Tail/Head SRAM and DRAM. The
basic HSD architecture is shown in Fig. 1.

The key function of MMA is to aggregate the input packets into B-sized chunks,
and transfer a chunk from tail SRAM to DRAM each time. Similarly, the MMA always
read a chunk of B bytes from DRAM and then send it to the head SRAM. When a
SRAM queue accumulates B bytes of data, it is transferred to DRAM through a single
write. The chunk size B is usually a constant and generally can be determined by
B ¼ 2RA, where R is the input line rate and A is the random access time of DRAM.
Reference [6] proved that the required tail and head SRAM size is QðB� 1Þ bytes.
However, this buffer size is too large for current SRAM chip, due to the fact that
today’s data center switch may maintain from hundreds to tens of thousands of flow
queues [7] and the input line rate is upgrading towards 100/400G. Besides, today’s
DRAM device cannot provide such a bit width of B bytes for a single data transfer.

To reduce the SRAM capacity requirement and the chunk size, researchers intro-
duced interleaved DRAM [8, 9] and parallel DRAMs architectures [10, 12]. However,
the interleaved DRAMs need additional effort for DRAM bank management and the
modification of DRAM controller. This task may be too complex for real time pro-
cessing. In addition, in the parallel DRAM architecture, the bandwidth utilization of
each DRAM is not optimized because it often use single FIFO queue in the tail SRAM
[11]. To reduce the chunk size to 64 bytes, we need k ¼ 20 parallel DRAMs for
R ¼ 100 Gbps line rate processing [13], which cannot be implemented now and in near
future.
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In this paper, we introduce a high-speed large-capacity packet buffer scheme for
high-bandwidth switches and routers. Parallel DRAMs are used to build the bulk
memory, and SRAMs are used as caches for tail and head packets. Per-flow data
aggregation is employed to achieve sequential access to DRAMs, so that the effective
bandwidth can be improved and in-sequence packet service is guaranteed. Besides, we
design a simple yet efficient MMA. The main idea is that the memory space of tail
SRAM is only allocated for the most recent active flows, increasing the memory
utilization. Theoretical analysis is performed and the optimal timeout value can be
obtained. Numerical results show that the proposed architecture can reduce the overall
packet loss rate at lower hardware costs compared with existing methods.

The rest of the paper is organized as follows. In Sect. 2, we introduce the proposed
HSD architecture. In Sect. 3, theoretical analysis is performed, then the closed-form
formulas is derived for analysis and optimization. Performance simulation are pre-
sented in Sect. 4. Finally, the conclusions are given in Sect. 5.

2 System Architecture

The proposed HSD architecture is shown in detail in Fig. 2. Basically, it consists of
k parallel subsystems, each being a combined SRAM/DRAM structure. Each subsys-
tem consists of one DRAM, tail SRAM, head SRAM, tail/head buffer management
module. Besides, this architecture also has dynamic memory allocation module, dis-
patcher, re-assembler and output scheduler.

Dynamic memory allocation: When a packet comes into the switch, the dynamic
memory allocation module request free memory space form the tail SRAM, then
pointers to the free memory are returned if the request is successful. The memory space
in tail SRAM and head SRAM is managed by fixed length buffer, for purpose of fully
utilize the limited SRAM size. So the incoming variable length packet are segmented
into fixed length segments, typically 64 bytes.
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Dispatcher and tail buffer management: The dispatcher module distributes the
fixed length segments to their destination queue according to the flow classification
results. The tail buffer management module maintains k queue groups, one group for
one DRAM. The i-th queue group maintains Li logic queues, i ¼ 1; � � � ; k. The total
number of logic queues is L ¼ Pk

i¼1 Li. These logic queues are actually linked lists of
pointers. The packet data is physically stored in the SRAM. The tail SRAM is used for
the aggregation of packet data per-flow, and the transmission to DRAM in granularity
of chunks.

Parallel DRAMs: There are k parallel DRAMs, and each DRAM provides 1=k of
the required bandwidth. The i-th DRAM contains Qi physical queue for per-flow
buffering, where i ¼ 1; � � � ; k. Let Q denote to the number of flows the switch can
classify, then Q ¼ Pk

i¼1 Qi. This Q queues should be uniformly distributed in this
k DRAMs. Due to the fact that the DRAMs have large enough memory space, the
Q physical queues is pre-allocated for each flow. The input packets are transmitted to
DRAM in granularity of B-sized chunks to improve the effective bandwidth.

Head buffer management and output scheduler: The output scheduler polls each
flow queue according to some schedule algorithm, and fetch the packet data from it to
the head SRAM. The read granularity of the DRAM is B-sized chunks too. Similar to
the tail buffer management, the head buffer management also uses linked list to manage
the logic queue, and the packet is physically stored in the head SRAM. The difference
is that the head buffer management only manage k logic queue, one queue per DRAM,
because there is no need for per-flow data aggregation in the output side. The outgoing
fixed length segments are re-assembled into variable length packet before output.

Memory Management Algorithm: The MMA works as follows. When a flow
f arrives, the MMA requests a chunk of B bytes from tail SRAM for data buffering of
this flow. If there is no enough memory space, this flow is blocked and dropped. If
successfully allocated, a pointer to the allocated memory space is returned and the
subsequent packets of this flow are stored in the memory as a queue for data aggre-
gation. Meanwhile, a countdown timer with a default timeout T is assigned to the
queue. The timer starts count down once it is enabled. When it reaches 0, a timeout
signal is generated. The subsequent packets of flow f are stored in the allocated queue.
When data in the queue reaches to B bytes, the aggregated data is transferred into
DRAM with sequential address access. If a timeout signal of a queue is received, the
data in this queue is transferred to DRAM, even if the queue length is smaller than the
chunk size B. Then the memory space of the queue is freed and the timer is disabled.
The MMA is simple enough to be implemented in high-speed switches and routers,
because it only needs several timers to identity the timeout.

3 Performance Analysis

In the memory management algorithm, the timeout value T should be set a proper
value. If T is too long, more memory space is cost for stale flows, and the blocking
probability of newly arrive flow will increase. If T is too short, we cannot aggregate
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enough data for sequential DRAM access, leading to low DRAM transfer speed. In this
section, we perform theoretical analysis and wish to obtain the optimal value of T.

Since the k subsystems operate completely parallel and the input traffic is uniformly
distributed in the k subsystem, the k subsystem can be regarded as equally. We only
analyze a behavior of a certain subsystem. The system analysis model is shown in
Fig. 3.

The traffic applied to the subsystem is composed of different network flows, and the
stochastic process of each flow is independent and identically distributed. The behavior
of tail SRAM can be regarded as a queueing system where the arriving flows are
customers and the memory space allocated for each flow is service station [14]. When
the memory space is dynamically allocated for an arriving flow, a customer gets service
in the queueing system. When the memory space is freed, this customer leaves the
system. The arriving process of flows can be modeled as Poisson process with
parameter k, and the flow durations are exponentially distributed with parameter l [15].
Let random variable W denote the flow size (number of packets) of each flow, and
R denote the total packet arrival rate.

Within each flow, the packet arrival also can be modeled as Poisson process with
parameter n, and the service time of each packet is exponentially distributed with
parameter 1=g. Denote variable X to express the flow duration. Let T denote the timeout
value, and the total service time of a flow is denoted as Y. When a new flow come but
there is no enough free memory space to be allocated, this flow is blocked and dropped.
The flow blocking probability is denoted as PC and C is the total size of the tail SRAM
(the number of queues the SRAM can accommodate). The overall packet loss rate is
Poverall.

First, at the view of flow arrival, we analyze the flow blocking probability. If a
flow’s duration is less than T, it will get a service time of T. If the duration is larger than
T, a new buffer will be allocated for this flow and the flow will get another service time
of T. The flow duration is exponentially distributed, so that the cumulative distribution
function (CDF) is:
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FðxÞ ¼ 1� e�lx ð1Þ

And the expectation of X is E½X� ¼ 1=l. Then we have the probability distribution
of Y as follows

PðY ¼ iTÞ ¼ Pfði� 1ÞT\X � iTg ¼ e�ði�1ÞlT � e�ilT ; i ¼ 1; 2; � � � ð2Þ

And the expectation of Y is

E½Y � ¼
X1
i¼1

iT � PfY ¼ iTg ¼ Tð1þ e�lT þ e�2lT þ � � �Þ

¼ T � lim
n!1

1� e�nlT

1� e�lT
¼ T

1� e�lT

ð3Þ

The above queueing system is an M/G/C/C system, where the flow arrival rate is k
and the service rate is 1=E½Y �. So that the blocking probability can be obtained by the
Erlang-B formula

PC ¼ qC

C!

XC
i¼0

qi

i!

" #�1

ð4Þ

where q ¼ kE½Y �.
Next, at the view of packet arrival per flow, we study the packet loss rate within a

flow queue in tail SRAM. Once a flow arrives and memory space is allocated for it, the
flow queue can be modeled as an M/M/1/B queue, where B is the allocated memory
space for each queue.

According to the characteristic of compound Poisson process, we have the fol-
lowing relation

R ¼ kE½W � ð5Þ

The average packet arrive rate per flow can be obtained by the flow size divided by
the flow duration, which is

n ¼ E½W �
E½X� ¼

lR
k

ð6Þ

And the service rate of this M/M/1/B queue depends on the transmission speed of
DRAM and average number of queues. Let random variable N denote the number of
queues in the system, then the expectation of N can be obtained as follows
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E½N� ¼
XC
n¼0

npn ¼
XC
n¼0

n� qn

n!

XC
i¼0

qi

i!

" #�1
0
@

1
A

¼
q

PC�1

n¼0

qn

n!

� �
PC
i¼0

qi

i!

¼ qð1� PCÞ
ð7Þ

It can be considered that the total bandwidth of DRAM is equally shared by these
N queues. As mentioned above, the more data aggregated in the SRAM queue, the
higher speed of DRAM. In this study, we assume that the speed of DRAM has a linear
relationship with the aggregated queue length. According to Little’s theorem, the
average queue length equals to packet arrival rate multiplied by the timeout value, so
we have the service rate of each M/M/1/B queue by the following equation

g ¼
Smin þ anT

E½N� ; 0\T � Smax�Smin
an

Smax
E½N� ; T [ Smax�Smin

an

(
ð8Þ

where Smax and Smin is the maximum and minimum speed of DRAM, and a is a
constant. When T [ ðSmax � SminÞ=ðanÞ, there is no improvement in DRAM speed
since the DRAM can operate at its peak bandwidth, so we only consider the situation
where 0\T �ðSmax � SminÞ=ðanÞ.

Therefore, in the M/M/1/B queue, the packet loss rate can be obtained by

PB ¼ ðn=gÞBð1� n=gÞ
1� ðn=gÞBþ 1 ð9Þ

Together with (4), (5), (6), (7), (8) and (9), we have the overall packet loss rate as
follows

Poverall ¼ PC þð1� PCÞPB

¼ qC

C!

XC
i¼0

qi

i!

" #�1

þ 1� qC

C!

XC
i¼0

qi

i!

" #�1
0
@

1
A ðn=gÞBð1� n=gÞ

1� ðn=gÞBþ 1

ð10Þ

The optimal value of T can be obtained by solving the optimization problem

T� ¼ arg min0\T\ðSmax�SminÞ=ðanÞ Poverall ð11Þ
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4 Simulation

In this section, we evaluate the proposed architecture through software simulation. The
following parameters are assumed throughout the simulations. We assume that the
input packets have a fixed length and time is split into discrete time slots. The SRAM
size is 1600 packets, and the chunk size allocated for each arriving flow is 16 packets.
The total packet arrive rate R is fixed to 100, i.e. 100 packets arrive in the system each
time slot on average. Each simulation is performed using 105 time slots.

In the first simulation, we consider two traffic scenario: “light flow arrival with
large flow size” and “heavy flow arrival with small flow size”. We use triple ðR; k; 1=lÞ
to describe traffic condition, then the first traffic scenario is express by (100, 8, 5), while
the second one is (100, 18, 5). The results are shown in Table 1 and the following
results can be found. First, in the light flow arrival traffic pattern, a relatively long
timeout (T = 6) should be set to perform better data aggregation, so that the DRAM’s
access speed can be improved. Second, the heavy flow arrival traffic will cause a higher
packet loss rate. This is because heavy flow arrive rate will cause higher blocking
probability, and data aggregation is more difficult. But we can choose a relatively small
timeout (T = 2) to let the SRAM to accommodate more flows. In addition, we use
Distributed Packet Buffers (DPB) [11] and Semi-Parallel Hybrid SRAM/DRAM
(SPHSD) [13] as the benchmarking methods. It is found that overall packet loss rates of
DPB and SPHSD are independent of T. Under the same traffic scenario, if a proper T is
set, the proposed method has a better performance in packet loss rate compared with
DPB and SPHSD.

In the second simulation, different HSD methods is compared under different flow
arrive rate. The results as shown in Fig. 4. For all given k, the proposed method
achieves better performance in packet loss rate compared with DPB and SPHSD. When

Table 1. Results of simulation-1, comparison of different traffic scenario.

Traffic Scenario Overall packet loss rate
Proposed DPB [11] SPHSD [13]

(100, 8, 5)
light flow arrival with large flow size

T = 1 0.11058 0.111438 0.361268
T = 2 0.0310028 0.109163 0.363204
T = 4 0.0304534 0.107947 0.358306
T = 6 0.0297913 0.108581 0.361994
T = 8 0.0398018 0.111425 0.360386
T = 10 0.0919443 0.109131 0.358593

(100, 18, 5)
heavy flow arrival with small flow size

T = 1 0.377449 0.32771 0.358723
T = 2 0.263501 0.327208 0.358788
T = 4 0.30571 0.325895 0.357888
T = 6 0.412023 0.328218 0.362129
T = 8 0.496174 0.328878 0.359489
T = 10 0.559625 0.326562 0.362606
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k ¼ 16, the packet loss rate performance is improved by about 50% compared with
DPB and about 60% compared with SPHSD.

5 Conclusion

Today’s most switches and routers employ Store-and-Forward architecture, and
packets need to be stored in memory before sent to the destination ports. To simul-
taneously meet the high-speed and large-capacity requirements for packet buffers, this
paper proposes an efficient parallel hybrid SRAM/DRAM architecture for high-
bandwidth switches and routers. Tail SRAMs and head SRAMs are used for guaran-
teeing the middle DRAMs are accessed in a larger granularity. To improve the SRAM
utilization, a simple yet efficient memory management algorithm is designed. When a
flow arrives, memory space is dynamically allocated for it, and a hard timeout is
assigned for the allocated queue. After the specific period, the memory space is freed,
in order to accommodate the most recent active flows. A queueing system is used to
model the proposed method, and theoretical analysis is performed to optimize the
timeout value. Simulation results indicate that with a proper timeout value, packet loss
rate can be significantly reduced compared with existing methods with the same SRAM
capacity.

In the future work, we will develop a prototype of the proposed architecture and
MMA based on Field Programmable Gate Array (FPGA) platform. Then further
evaluate its performance using real traffic loads, making the proposal more practical.
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Abstract. Massive Multiple Input Multiple Output (MIMO) has been
widely considered as one of the most promising technologies for the fifth-
generation (5G) wireless communication. In massive MIMO system, the
research on channel characteristics is important. In this paper, the char-
acteristics for massive MIMO channels at both 2GHz and 6GHz are
investigated. Based on the real-world measurements, the channel param-
eters in the delay and frequency domains are extracted to show the
non-stationary phenomenon over the large-scale antenna array. Further-
more, the characteristics of the angular parameters extracted by space-
alternating generalized expectation-maximization (SAGE) algorithm are
investigated and the fluctuations are modeled. The results for different
frequencies are useful for deep understanding of massive MIMO channels
in the future.

Keywords: Massive MIMO · Channel characteristics · Angular
parameter

1 Introduction

Nowadays, the fifth-generation (5G) wireless communication is a very hot topic
in both academic and industry fields [1]. The key capabilities of 5G systems
will dramatically outperform the previous generation systems. In general, 5G is
expected to have more than 5 times improvement on spectrum efficiency and
more than 100 times improvement on energy and cost efficiency [2]. To fulfill the
requirements of 5G, massive Multiple Input Multiple Output (MIMO) technol-
ogy has been introduced and regarded as one of the most important technologies
in 5G system.
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Some key issues for massive MIMO have already been figured out in recent
years. As the foundation of wireless communication, the deep understanding of
propagation channel is of importance. However, the researches on channel char-
acteristics and modeling approaches are still open issues for massive MIMO. In
a massive MIMO system, a large number of antennas will be equipped at the
base stations [3]. Therefore, the massive MIMO channel characteristics should be
obviously different from the traditional MIMO channels. Channel measurements
for massive MIMO have been performed in various of scenarios, such as outdoor
campus [4,5], indoor scenario [6], and indoor venue [7]. Different antenna array
shapes have been adopted for massive MIMO measurements, which include 128-
element linear and cylindrical array [8,9], 112-element scalable virtual antenna
array [10], and 64-element switch array with different shapes [6], respectively.
Based on the measurement results, channel characteristics such as channel gain,
delay spread, Ricean K-factor, and angular power spectrum are analyzed, and
the non-stationary phenomenon over the large-scale antenna array has been dis-
covered [8]. However, the differences between channel characteristics at different
frequencies in massive MIMO channels are not considered in the existing mea-
surements. Moreover, the channel behaviors in some typical 5G scenario are not
fully addressed.

Hence, channel measurements at both 2 GHz and 6 GHz in an indoor hall
scenario have been briefly introduced in this paper. The non-stationary phe-
nomenon over the large-scale antenna array has been presented by the obtained
statistical parameters in the delay and frequency domains, and these behaviors
at different frequencies are further explained. Finally, the characteristics of the
channel angular parameters are investigated, and the non-stationarity of these
parameters is modeled.

The rest of this paper is organized as follows. The massive MIMO channel
characteristics at different central frequencies are presented in Sect. 2. Section 3
describes the characteristics and modeling of angular parameters. Finally, Sect. 4
concludes the paper.

2 Massive MIMO Channel Characteristics

2.1 Measurement Description

The measurement environment was selected in an indoor hall scenario, which was
expected to have ultra-high connections during the events. The transmitter (Tx)
antenna was a 64-element virtual linear antenna array generated by using a high-
accuracy automatic turntable, thus the Tx array could be regarded as a large-
scale antenna array. At the receiver (Rx) side, a 4-element linear antenna array
was constituted by moving one single antenna manually. The central frequency of
the measurements was selected as 2 GHz or 6 GHz with a bandwidth of 200 MHz,
so as to compare the channel characteristics at different propagation frequencies.
Note that both 2 GHz and 6 GHz are considered as the alternative frequencies
for the massive MIMO system in 5G. During the measurements, both the line-of-
sight (LOS) and the non-LOS (NLOS) cases were considered, and the NLOS case
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was realized by placing the Rx antenna array below the seats. Moreover, a multi-
carrier signal in the frequency domain was utilized to measure the channels by
the self-designed channel sounder system. Thus, the wideband channel transfer
function (CTF) between the m-th Tx antenna and the n-th Rx antenna can be
obtained from the recorded IQ data, which can be expressed as H(m,n, τ), and
τ is the multipath delay. Finally, all the details of the measurement scenario and
system can be found in [11].

2.2 Power Delay Profile

The channel impulse response (CIR) h(m,n, τ) can be obtained from the inverse
Fourier transform of the CTF H(m,n, τ). The power delay profile (PDP) and the
corresponding average PDP (APDP) along the Tx antenna array APDP (m, τ)
can then be calculated according to the method in [11]. It is noted that the effec-
tive multipath components (MPCs) are extracted by using the power threshold
selected as the noise floor of measurement system plus 6 dB [12].

The root mean square (RMS) delay spreads (DSs) can therefore be computed
based on APDPs

στ=

√∫ ∞
0

τ2APDP(m, τ)dτ∫ ∞
0

APDP(m, τ)dτ
−τ2, (1)

where τ is the mean delay, and can be expressed as

τ =

∫ ∞
0

τAPDP(m, τ)dτ∫ ∞
0

APDP(m, τ)dτ
. (2)

The RMSDSs for different conditions are illustrated in Fig. 1. It is noticed that
the RMSDSs in the LOS condition are roughly smaller than the values in the
NLOS condition across the large-scale array at both 2 GHz and 6 GHz. However,
the RMSDSs in the NLOS case are just slightly larger than the values in the LOS
case at 2 GHz, which can be explained by a combination of smaller free space path
loss and penetration loss at the lower frequency, i.e., the NLOS condition in such
an indoor hall scenario is more like an obstructed LOS condition at 2 GHz. One
can observe that the received power difference between LOS and NLOS cases is
larger in the 6 GHz case than in the 2 GHz case. Diffraction over the seats will also
be somewhat stronger at the lower frequency. Worth noting is the unexpected
and fairly large variation of the LOS component in the 2 GHz LOS case. At
present we do not have a good explanation for this phenomenon. One hypothesis
is a stronger two-ray condition from the floor reflection at 2 GHz, yielding lower
received power around the center of the array. Finally, the statistics of RMSDS
are summarized in Table 1.
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2.3 Frequency Correlation Function

The frequency correlation function (FCF) of the m-th Tx position, which can
be obtained from the Fourier transform of the APDP of the m-th Tx position,
is defined as [13]

RH(m,Δf) =

+∞∫
−∞

APDP(m, τ) · e−j2πΔfτdτ, (3)
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Fig. 1. RMSDSs under different conditions at 2 GHz and 6 GHz.

Table 1. Statistics of RMSDSs in nanoseconds under different conditions at 2 GHz
and 6GHz

Condition Minimum value Maximum value Mean value Standard deviation (Std)

2GHz (LOS) 16.99 38.42 27.71 5.17

2GHz (NLOS) 20.05 50.51 30.15 5.59

6GHz (LOS) 15.64 31.56 22.48 3.32

6GHz (NLOS) 22.82 142.2 68.13 26.31

where the Δf is the frequency difference. The measured FCFs at 2 GHz and
6 GHz across the Tx array are therefore obtained. The coherence bandwidth Bcoh

can then be defined as a bandwidth at which the correlation drops to a value of
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1/e. Here also we might draw the same conclusion that non-stationarity exists
for both 2 GHz and 6 GHz with different extents. Figure 2 gives the coherence
bandwidth across the Tx array. As expected, the NLOS values of coherence
bandwidth are generally smaller than those for the LOS case at 6 GHz, but
there is no clear dependency at 2 GHz. Also, it can be observed that the values
vary significantly over the large-scale antenna array at both center frequencies.
Finally, the statistics of coherence bandwidths are summarized in Table 2.
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Fig. 2. Coherence bandwidths under different conditions at 2GHz and 6 GHz.

Table 2. Statistics of coherence bandwidths in MHz under different conditions at
2 GHz and 6 GHz

Condition Minimum value Maximum value Mean value Standard deviation (Std)

2GHz (LOS) 8.58 72.90 25.96 17.80

2GHz (NLOS) 7.80 62.77 26.27 14.51

6GHz (LOS) 19.49 84.21 64.42 12.00

6GHz (NLOS) 7.02 56.53 22.64 13.16

3 Non-stationary Characteristics of Angular Parameters

In this section, the non-stationarity on the angular characteristics over the large-
scale antenna array at different frequencies is further investigated, and the fluctu-
ations of different statistical parameters in the angular domain are also modeled.
Note that the characteristics in the delay domain can be found in [14].
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Fig. 3. Definition of the propagation path at the Tx side.

To obtain the angular parameters of MPCs, the space-alternating general-
ized expectation-maximization (SAGE) algorithm is adopted. The number of
MPCs in SAGE is chosen as 80, and the delay resolution is 5 ns, which is the
same with the measurement system. As the linear antenna array at the TX side
is used in our measurements, the azimuth angle of departure (AOD) over the
large-scale antenna array can be estimated in SAGE, which ranges from 0◦ to
180◦ as defined in Fig. 3. Therefore, the MPCs with the same propagation delay
can be further distinguished as different MPCs based on the estimated AODs,
and the CIR of each MPC can be expressed as h (n,m, τ, ϕ), compared to the
CIR of MPC h (n,m, τ) without the angular information. The ϕ is the azimuth
AOD estimated for each MPC in the SAGE algorithm. The power azimuth spec-
trum (PAS) of each sub-channel between the m-th Tx antenna and the n-th Rx
antenna can therefore be computed as

P (ϕ) =
L∑

l=1

δ(ϕ − ϕl)|h (n,m, τ, ϕ)|2, (4)

where L is the number of MPCs, which equals to 80. By using the P (ϕ), the
statistical parameters in the angular domain can be obtained.

The root mean square azimuth spread (RMSAS) at each Tx position is
defined by

σϕ =

√√√√√√√√
180◦∑
ϕ=0◦

|ϕ − μϕ|2P (ϕ)

180◦∑
ϕ=0◦

P (ϕ)
, (5)

where μϕ is the mean angular value of the PAS at each TX position, and can be
calculated as

μϕ =

180◦∑
ϕ=0◦

ϕP (ϕ)

180◦∑
ϕ=0◦

P (ϕ)
. (6)
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Similar to RMSDS, the spatial dispersion in the angular domain can be
described by RMSAS. Finally, the maximum value of the PAS is defined by

ϕmax = arg max
ϕ∈[0◦,180◦]

(P (ϕ)), (7)

which gives the AOD of the dominant MPC under any conditions.
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Fig. 4. CDFs of the RMSAS under different conditions at 2GHz and 6 GHz.

The fluctuations of RMSASs across the large-scale antenna array at differ-
ent frequencies are aimed to be modeled, so as to characterize the differences
of non-stationarity between different frequencies. However, no clear trends can
be discovered for the angular parameters over the large-scale antenna array.
Thus, it can be concluded that the statistical angular parameters change irreg-
ularly for different antenna positions, and the cumulative distribution functions
(CDFs) of the RMSASs under different conditions at both 2 GHz and 6 GHz
are plotted in Fig. 4. It can be observed that the range of RMSASs at 2 GHz in
the LOS condition is larger than the ranges in other three cases, which agrees
with the result in Sect. 2.3 where this case was found to have the largest degree
of non-stationarity. We can also see that RMSASs in the LOS conditions are
larger than the values in the NLOS conditions at both 2 GHz and 6 GHz. This
can be explained that the NLOS condition in our measurement is more like the
obstructed LOS condition due to the limited measurement spaces, and most of
the MPCs with large AODs are blocked by the seats. According to the results
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in [11], the dominant MPCs in the NLOS conditions are the ground reflection
path and the diffracted path over the seats, and the AODs of these paths regard-
ing to the AOD of LOS path are very small. With larger path loss and penetration
loss, this phenomenon is more distinct at 6 GHz.

As also shown in Fig. 4, the CDFs of RMSASs under different conditions at
both 2 GHz and 6 GHz can all be well modeled by the Gaussian distributions. By
adopting the Kolmogorov–Smirnov (KS) testing, the goodness of all these fittings
have been tested. The measured values and Gaussian fit values of RMSASs are
further summarized in Table 3. From the results of modeled standard deviation,
one can also draw a conclusion that the fluctuations of RMSASs are positively
correlated to the non-stationarity characterized by collinearity [11] in different
conditions.

Table 3. Statistics of RMSASs under different conditions at 2 GHz and 6 GHz

Condition Measured values Gaussian fit values

Median 90th percentile Mean Std

2GHz (LOS) 32.26◦ 38.58◦ 31.89◦ 9.09◦

2GHz (NLOS) 23.52◦ 28.45◦ 23.41◦ 7.94◦

6GHz (LOS) 27.89◦ 33.97◦ 28.19◦ 5.34◦

6GHz (NLOS) 22.99◦ 29.48◦ 23.80◦ 6.21◦

As the strongest path in each condition, the maximum value ϕmax of the
PAS over the large-scale antenna array is investigated. Obviously, the maximum
value ϕmax in the LOS condition can be expressed as

ϕmax = ϕLOS , (8)

and ϕLOS is the AOD for the LOS path, which can be simply calculated by the
geometry. However, ϕmax in the NLOS condition is more difficult to determine.
Figure 5 gives the maximum value ϕmax of the PAS over the large-scale antenna
array in the NLOS conditions. As discussed above, a potentially strong diffracted
path (and possibly a floor reflected path) still exists in some sub-channels, and
these paths have similar AOD to that of the LOS path in this position. Thus,
based on the results in Fig. 5, the maximum value ϕmax in the NLOS condition
is modeled as

ϕmax = ϕLOS + σϕ, (9)

where σϕ is the standard deviation of the ϕmax at each center frequency. The
values of σϕ are calculated and listed in Table 4.
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Table 4. Standard deviation of the value σϕ in the NLOS condition

2 GHz 6 GHz

σϕ 5.84◦ 4.01◦
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Fig. 5. Maximum value of the PAS over the large-scale antenna array in the NLOS
condition.

4 Conclusion

The massive MIMO channel characteristics at both 2 GHz and 6 GHz have been
presented in this paper. The non-stationary phenomenon across the large-scale
antenna array were investigated by the obtained statistical parameters in the
delay and frequency domains. It was found that the RMSDSs and the coher-
ence bandwidths over the large-scale antenna array were clearly different in dif-
ferent conditions, and the statistical values were also provided in this paper.
Furthermore, the RMSAS and the maximum value of the PAS over the large-
scale antenna array were investigated, and the median values of RMSAS ranged
from 22.99◦ to 32.26◦ under different cases. Finally, the non-stationarity models
of these angular parameters were further established. These results should be
useful for deep understanding of massive MIMO channels in the future.
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Abstract. With the development of wireless video technology and embedded
technology, a dedicated digital signal processor (DSP) can achieve the video
transmission stably and flexibly. Some existing wireless video transmission
algorithms do not perform well in response to complex channel environments.
A pseudo-analog video algorithm that can be run in a dedicated instruction set
was proposed. At the transmitter, the image data which are removed spatially
redundant are divided into L-shaped blocks for power allocation, and the digital
signal are sent to CRC and Turbo coding. Finally, the modulated digital signal
and the pseudo-analog data after power allocation are sent to framing. The
receiver includes channel estimation and de-framing, recovers digital signal and
pseudo-analog signal through error detection and decoding. We have optimized
the algorithm at the assembly level, so that the entire system is more flexible.
The entire transfer system will run on the FPGA and hardware DSP boards for
debugging.

Keywords: DSP � DMA � Dedicated instruction set � Power allocation
Turbo encoding � Framing

1 Introduction

With the rapid development of wireless communication technologies, various smart
devices have rapidly become popular. Emerging application platforms such as drones
and smart wearable devices have emerged, which have increased the demand for various
applications of wireless video transmission. The current video transmission scheme can
not match the video quality with the channel quality [1], thus it is not optimal from the
perspective of network information theory [2]. Someone designed a set of pseudo-
analog video transmission system, which is based on SoftCast [3, 4]. SoftCast transmits
video in a way of linear transformation, so that guarantees the linear relationship
between video signal and image pixels. This relationship will not be changed by the
noise or interference [2]. SoftCast is a video multicast method based on real-number
transmission, which greatly reduces the redundancy of video frames. Pseudo-analog
system has a low delay and eliminates the cliff effect in a certain extent [5], and provides
different video quality for different users in different channel environments.
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1.1 Structure of Transmitter and a Receiver

The entire implementation of Softcast includes a transmitter and a receiver. As shown
in Fig. 1, the transmitter’s data are sent to the encoder through the HDMI interface.
Encoder executes discrete cosine transform (DCT) on the data firstly. The DCT
transformation can remove the intra correlations of pixel values [6]. Then, the power
allocation module calculates the power allocation factor. Power allocation also sends
the average power of each transform domain as a digital signal to encoding and
modulation. In the digital signal part, CRC and Turbo coding are involved to improve
the system’s error correction capability. In framing module, in order to combat
frequency-selective fading in digital part code blocks, the modulated digital signal and
the pseudo-analog signal after power allocation will be interleaved. The synchroniza-
tion data and pilot data are inserted into the OFDM symbols in the radio frame.

1.2 Advantages of DSP Implementation

If each module is implemented in hardware, the entire system would have a much
lower flexibility. Although the DSP algorithm is more complex and less efficient, it is
more flexible to implement the scheme by DSP programming. An assembly-based
power allocation, CRC and Turbo algorithm are designed. Due to the uniqueness of the
frame format, a framing algorithm which is multiple look-up tables with linear time
complexity is designed. DSP will process the channel estimation section, the de-
framing section, and the linear least-squares estimation (LLSE) in the receiver. Digital
signals and pseudo-analog signals can be separated by de-framing algorithms. The
digital signal can be demodulated based on the result of the channel estimation.

1.3 Dedicated DSP Features

This pseudo-analog video algorithm was ported to a dedicated digital signal processor.
A digital signal processor (DSP) is a specialized microprocessor, which is Harvard
structure [7]. A specific instruction set is designed for this DSP processor. To improve

Framing De-frame

Encoder Decoder

HDMI HDMI

Transmitter Receiver

Fig. 1. The pseudo analog video transmission system
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its performance, single instruction multiple data (SIMD) [8] and very long instruction
word (VLIW) [9, 10] are widely used in DSP design. DSP has huge capacity in data
processing, as well as powerful memory access(DMA) channels. By configuring the
corresponding source address register, target address register, and transmission counter
to access data. CPU core and the DMA may operate in parallel. Therefore, the effi-
ciency of the entire computing system is greatly improved.

The rest of this paper is organized as follows: Sect. 2, introduce the structure of the
pseudo-analog transmission system. Section 3, discuss the DSP implementation of
pseudo-analog algorithm. Section 4, analyze the DSP performance. Section 5, draw the
conclusion.

2 Architecture Design

As shown in Fig. 2, the encoder includes DCT, power allocation, CRC, Turbo
encoding and modulation. They are implemented by DSP except DCT.

2.1 Power Allocation Algorithm

Firstly, the image data will be converted by 2D-DCT. The DCT transform can elim-
inate the spatial redundancy of the image data, and can transform the image from the
spatial domain to the frequency domain without damaging the image information.
The DCT result is a number of matrices (32*32). According to the characteristics of the
DCT operation, the matrix stores the DC component and the low frequency coefficient
which record most of the information of the image in the top left corner. So the first
data stored in each row of each matrix is sent to the Turbo encoding. Turbo encoding
has strong anti-interference and anti-fading capabilities. CRC is added before Turbo
encoding to ensure error checking at the receiver.

As shown in Fig. 3, during the process of power allocation, the data matrix is
divided into L-shaped blocks. There are 15 L-shaped blocks of each matrix. Each L-
shaped block corresponding to the corresponding average power kk (k = 1, 2… 15), kk
is the weighted sum of the squares of the corresponding block data. 30 matrices are
divided into groups and obtain the average power �kk. This can ensure that the average
power obtained for different coefficients has universality and stability.

2D-DCT Calculate
gk

CRC
Turbo

Power
Allocation

Modulation

X0

XK

K

gk

Fig. 2. Encoder
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The formula for kk is as follows:

kk ¼
P

x2Lk x
2

N
ð1Þ

Lk is the data set of the L-shaped blocks, N is the number of the data set Lk. After
calculating the corresponding average power for each matrix, the average power �ki of
the corresponding blocks of the 30 matrices should be calculated, According to the
average power �ki, the power allocation factor gk can be calculated by the following
formula:

gk ¼ �k�1=4
k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pP15

k¼1

ffiffiffiffiffi
�kk

ps
ð2Þ

P is the total power [3]. Then we can get the pseudo-analog data YK to be transmitted,
YK ¼ Xk � gk.

2.2 Turbo Encoding and Framing

As already mentioned above, the first data of each matrix is sent to the CRC and Turbo
encoding as a digital signal, actually average power is added to it too. Then, the coded
digital part code block is subjected to 16QAM constellation point modulation
according to the normalized energy. The modulated digital data and the pseudo-analog
data are framing together. This algorithm proposes a set of schemes that can be
compatible with the traditional physical layer. The real-number signal generated by the
encoder on the transmitter does not perform traditional error correction, but directly
maps the data to OFDM symbols. A radio frame contains 32 OFDM symbols with
2048 subcarriers per OFDM symbol, each subcarrier can carry 4 bytes of data.

Fig. 3. L-shaped block
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Some OFDM symbols contain pilot data and synchronization data. We use synchro-
nization data to perform frame synchronization on the received frame data. The pilot
data are used for channel estimation at the receiver to help restore the digital signal
data.

As shown in Fig. 4, the decoder includes channel estimation, de-framing, LLSE,
demodulation, Turbo decoding, IDCT. Considering the complexity of related modules,
DSP only processes channel estimation, de-framing, LLSE.

2.3 Channel Estimation

The receiver sends the received frame data to the channel estimation module, and the
channel estimation is divided into two parts: one is the least square (LS) channel
estimation which estimates the pilot positions only. The advantage of the LS is that the
calculation is small and the structure is simple. However, when the channel noise is
large, its accuracy will be reduced. Another is minimum mean square error (MMSE)
which estimates the position of other subcarriers outside the pilot.

2.4 LLSE Algorithm

The digital signal is used for soft demodulation and Turbo decoding, both are achieved
by hardware. Linear least squares estimation (LLSE) is executed on the pseudo-analog
data. The average power is got based on the result of the decoding of the digital
part. According to the power allocation algorithm, the data received can be described
like this:Y ¼ gk � Xþ sigma. The LLSE calculation formula as follows:

Xllse ¼
�kk � gk

�kk � gk � �kk þ sigma2
� Y ð3Þ

Y is the data received by the receiver; gk is the corresponding the power allocation
factor; �kk is the average power; sigma is the Gaussian white noise signal matrix.
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3 DSP Implementation and Optimization

3.1 Swift DSP

A digital signal processor named Swift [11] is designed for the wireless communica-
tions. It has a high-performance 32-bit fixed-point arithmetic unit, a high-performance
160-bit SIMD unit, and supports four 40-bit, eight 20-bit, or 16 10-bit vector opera-
tions. The instruction set includes 11 control instructions, 19 data transfer instructions,
54 load/store instructions, 49 scalar operation instructions, and 60 vector operation
instructions. At the same time, there is a powerful DMA module to transfer data from
external storage to RAM.

3.2 Power Allocation and LLSE Implementation

Firstly, the DMA transfers the result of the DCT operation to the RAM and hands it to
the DSP for power allocation. The problem that power allocation ported on the DSP
platform needs to solve is its unique L-shaped data block. Since the result of the DCT
output is a 32*32 matrix data block stored in a row, the DSP needs to read the data
which are not sequential storage when calculating the average power. We have
designed an algorithm that uses scalar instructions to configure the scalar load’s
addressing address in advance. This algorithm needs to configure the memory address
for each instruction, resulting in a huge amount of code, and a lot of instruction cycles.
The number of cycles is roughly 4 times that of the algorithm implemented by the later
optimized algorithm. So an algorithm that can use the vector instruction sequential
addressing dislocation addition to obtain the power sum is proposed. As shown in
Fig. 3, general registers are allocated for each L data block to hold the current power
sum. The vector instructions are used to read data by row. The vector instructions need
to be completed in multiple cycles. The data processing of the upper and lower rows are
made into the instruction pipeline and are relatively parallel.

LLSE is similar to the power allocation. The power allocation factor gk should be
calculated firstly. Because of the result of decoder, the average power �ki can be
obtained directly. According to the formula (2), then the power allocation factor gk can
be calculated easily.

3.3 Turbo Encoding and Channel Estimation

Turbo encoding in high-level language can be achieved through the finite state
machine. But it is very complicated to carry on the conditional judgment in DSP. So as
shown in Table 1, a Turbo encoding algorithm that sets general register as flag register
to realize convolution is designed. The running time of the algorithm has been tested
far less than the running time of hardware acceleration.

The LS channel estimation is mainly the multiplication of the second-order com-
plex matrix. Each second-order complex matrix was respectively sent to the specified
memory area through DSP. As shown in Fig. 5, After the hardware module calculation
is completed, the result is stored into the sequential address space. The basic operation
of MMSE channel estimation is similar to LS.
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3.4 Framing and De-Framing

A single physical frame contains 32 OFDM symbols. One OFDM symbol contains
2048 subcarriers, 1296 effective subcarriers. Every 4 OFDM symbols have 2 OFDM
symbols storing pilots. The second and third OFDM symbols store synchronization
data. Because the location of the pilot data and synchronization data are fixed, these
data are stored into RAM before the project is run. Framing and De-framing need to
store or read valid data into the specified RAM space. Firstly, all symbols are divided
into two kinds of symbols according to the synchronization pilot data OFDM and
normal OFDM symbols. The former is considered to be a scalar symbol and the latter is
a vector symbol. The difference between the two symbols is that the framing target
address of the scalar symbol is not in order. After data are stored into the target address,
scalar symbol needs look up the table to calculate the next target address. The target
address of the vector symbol is in order. After the target data stored, the target address
can add a fixed number to get the next storage target address.

Since the framing and de-framing algorithms are similar, the framing algorithm will
be introduced. In the beginning, a large number of judgment statements are added to
distinguish different symbols and memory addresses. The result of this is that the

Table 1. Turbo

Algorithm Turbo Convolutional coding  32-bit reg-
ister 

1:Load 32-bit data to GR1 
2:State{GR2,GR3,GR4}; 
3:For i in range(31) 

5:   GR6 = GR5^GR2, GR7 = GR5^GR3  
6:   GR6 = GR6^GR3, GR7 = GR7^GR4 
7:   Store GR6 as the result of  the convolution 
8:   GR4 = GR3, GR3 = GR2, GR2 = GR7 
9:end For 

4:   GR5 = GR1 && 0x01 , then  GR1 >>1  

Hardware 
calculation

DSP

RAM
1

Pilot data

RAM
2

Pilot dataHls

Hls

Fig. 5. Channel estimation
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execution cycle is too long. Therefore, an algorithm using multiple lookup tables to
obtain the target address of the framing is designed. The precondition of the algorithm
is that the source data address is in order. After each fetch, the address can be obtained
by adding a fixed number. As shown in Fig. 6, the target address was divided into 32
memory regions corresponding to 32 OFDM symbols. The rules of address changes of
these 32 memory regions are set into 32 tables that are stored sequentially. The flag in
Fig. 6A is set to let the program distinguish between two symbols. The framing
algorithm execution parameters for different symbols are different.

The Table A can configure the framing algorithm for the number of cycles and the
target address offset. As shown in Fig. 6B, Table B is the address index of Table A. As
flow chart is shown in Fig. 7, obtain the address of the current framing symbol
parameter table through Table B. After obtaining the address of Table A, reading the
contents of Table A to configure the framing parameters. Transfer data and complete
the data loading of the symbol. After 32 cycles, the framing of one radio frame is
completed.

4 Performance Analysis

The implementation of the pseudo-analog video transmission algorithm is based on the
DSP and the corresponding hardware accelerators. There is a hardware system that
contains a DSP. The DSP performance parameters are shown in Table 2. The real video
data are used to test the entire system. The resolution of the video is 960*640, Y : U : V
is 4:2:0. The video data are sent to the FPGA(Xilinx’-s Virtex − 7V x 475T) board
through the HDMI interface. The DSP is connected to the FPGA board through the
FMC interface. Furthermore, there is a hardware monitoring module which is used for
calculating the operating cycles. Besides this, there is a fully hardware designed
Softcast system based on the same FPGA for comparison.

Scalar/Vector 
Flag Destination address offset 1 2 3

Destination
address
offset 1

Table of 
Scalar symbol

Table of 
Vector symbol

Table address 
of Symbol 1 

Scalar
symbol

Table A Structure

Table B Structure

Vector
symbol

Table address 
of Symbol 2 

Table address 
of Symbol 3 

Table address 
of Symbol 4 

Table address 
of Symbol 6 

Table address 
of Symbol 7

Cycles

Scalar/Vector 
Flag Cycles 1

Destination
address offset 

2
Cycles 2

Fig. 6. Table structure
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As shown in Table 3, the number of receiver LLSE cycles is less than the number of
transmitter PA cycles, because the average power at the receiver can be obtained
according to the digital data. Framing and de-framing take more cycles because DSP
involves a lot of data transferring. In fact, DMA is not completely parallel to DSP,
DMA also consumes cycles.

i<31

Read TableB

No

Get Flag

Get the  address 
of Table A

No

Read TableA

Start

i = 0

Flag == 
0

Scalar frame Vector frame

i ++

end

Yes

Fig. 7. Framing algorithm

Table 2. DSP performance parameters

Frequency 250 MHz
Power Consumption 150 mW
Instruction memory 256 KB
Data Memory 1 MB

Table 3. The average number of cycles for each module

Transmitter Receiver

Modules Cycles Modules Cycles
PA 1,584,000 LLSE 1,068,000
Turbo 716,000 Channel estimation 721,000
Framing 2,542,000 De-framing 2,244,000
Modulation 520,000 – –

DMA 64,1000 DMA 64,2000
Total 6,003,000 Total 4,675,000
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According to the above table data, when the DSP clock frequency is 200 MHz, the
video can reach 30FPS, while the fully hardware designed system performs 30 FPS at
150 MHz. However, the DSP based design has more flexibility, that the algorithm of
encoder and decoder can be easily modified as applications demand, and the frame
structure can be easily changed as well. It is maintainable and can be optimized.
The DSP can also run at higher frequencies with better silicon process, to further
improves the processing video resolution.

5 Conclusion

This paper focuses on the design and the DSP implementation of pseudo-analog video
transmission algorithm. The video transmission efficiency can be improved through
optimizing the assembly algorithm later. Increasing the frequency of the DSP can run
the higher resolution video. In the future research, we will continue to improve the
system efficiency and optimize DSP instruction set, making the system more stable and
efficient.
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Abstract. Smart surfaces are reconfigurable meta-materials whose elec-
tromagnetic characteristics can be altered for applications such as remote
identification, stealth, etc. This paper introduces the spectrum modula-
tion of smart-surfaces for long range radars. Applying controlling signals
onto the tunable lumped elements loaded on smart-surfaces, modula-
tions can be achieved on reflecting signals illuminating on smart sur-
faces. Changing the spectral characteristics of the modulated signals,
radar receivers can only detect the limited information of the target.
This paper introduces the operation mechanism of smart surfaces and
analyzes two specific modulating signals, the square wave signal and the
pseudo-random Gaussian white noise signal. The spectrum of reflecting
signals will change accordingly, making it difficult for the radar receiver
to detect. Simulations and results show that the proposed method can
change the reflecting echo of the radar and reduce the probability of the
target being detected.

Keywords: Radar Cross-Section (RCS) · Spectrum modulation ·
Metamaterial · Remote identifications

1 Introduction

The rapid development of radar technology poses a great need in remote identifi-
cations of various civil and military objectives. The main objectives of the remote
identifications are to reduce technique of the radar cross section (RCS) and to
eliminate the possibility of detection, identification and tracking. The radar cross
section is related to the shape, size, structure and material of the target, as well
as the frequency, polarization and angle of incidence of the incident electromag-
netic wave [1]. The traditional method of reducing RCS mainly includes two
categories. One is to design a special shape to make the target-reflected radar
wave deviate from the radar emission direction [2], but this method will affect the
objects aerodynamic performance; another is Radar Absorbing Materials (RAM)
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[3,4], which uses coating or structural materials to absorb incident electromag-
netic waves. Consequently, the electric field strength of the target scattering can
be decreased and the RCS will be reduced. Obviously, this method has good
performance in absorbing the incident wave. Unfortunately, it is sensitive to the
frequency of incident waves and cannot cope with the complicated electromag-
netic environment.

Ultra-High Frequency (UHF, 300 MHz−3000 MHz) radar is mainly used to
detect the speed and angle of long-distance moving targets due to its rela-
tively long wavelength. Radars in this frequency band have flexible working
modes, large bandwidth (>20%), and are likely to adopt multi-frequency or
Linear Frequency Modulation (LFM) waveforms, which poses a considerable
challenge for designing RCS reduction materials. In recent years, artificial mate-
rials have been used to manufacture ultra-thin and wide-band radar absorbers
[5,6]. Electromagnetic metamaterials are a new type of artificially composite
electromagnetic materials which can controlled dielectric constants and mag-
netic permeability [7]. The frequency response of metamaterials is affected by
cell size, arrangement, dielectric substrate, incident angle and other factors [8].
A variety of radar absorber structures based on Metamaterials have been pro-
posed in the literatures, such as single-layer resistive reflection absorbers [9],
multilayer metal metamaterial absorbers [10], non-magnetic broadband radar
absorbers [11]. These structures have their own advantages and disadvantages,
each with different absorbing properties and are suitable for a specific operat-
ing frequency and working bandwidth. The electromagnetic characteristics will
be fixed once the radar absorbing surface based on metamaterials is designed
and manufactured. However, smart-surfaces [12] can dynamically adjust their
electromagnetic characteristics, and the surface does not only absorb the wave
but also changes the electromagnetic characteristics of the electromagnetic wave
irradiated on the surface, such as the amplitude, the phase, the direction of the
reflected wave. It will affect the judgment of the radar receiver and reduce the
possibility that the target is detected, therefore the function of RCS reduction
can be realized.

In our previous contribution [13], we introduce active meta-surfaces to mit-
igate the windmill clutters. This paper studies the operation of smart surfaces
for UHF radars. The active-surfaces consist of reflecting elements loaded with
voltage-controlled elements. Controlling the voltage applied on the elements, the
impedance of surfaces could be ideally switched between zero and extreme high
impedance. If selecting appropriate modulating signals, we can design the sig-
nals arrived at the radar receivers. The content focus on the spectrum of the
reflection signal modulated by the square wave signal and the pseudo-random
Gaussian white noise signal. Actively modulating to the incident signal, the spec-
tral characteristics of the reflected signal are changed. Not only the power of the
reflection signal within the radar operation frequency band will be reduced, but
also the power outside the frequency will be altered. This are possible to pro-
vide a new dimension in radar coating technology such as smart friend and foe
identification, full-band RCS reduction, remote sensing, etc.
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The paper is organized as follows. Section 2 introduces the principle of spec-
trum modulation based on the smart surfaces, including numerical model and
transmission line analysis of Smart Meta-surfaces. Section 3 analyzes the perfor-
mance of reflecting signals using periodic square wave and Gaussian white noise.
Finally, Sect. 4 is the conclusion.

2 Spectrum Modulation of Smart Surfaces

2.1 Numerical Model of Smart Surfaces

Generally, spectrum modulation of smart surfaces is the way that modulating
the incident radar signal to make the reflecting signal is different from the orig-
inal incident signal in spectral characteristics, consequently, reducing the power
of radar reception and processing. The modulated signal tends to change in
characteristics such as spectral bandwidth, amplitude, and frequency.

Fig. 1. Principle of traditional meta-surfaces and smart surfaces

Shown in Fig. 1, conventional meta-surfaces reduce the power of reflection
signals using a radio wave absorbing structure, which approximately equals to
multiply a static coefficient before the reflecting signals. The proposed smart
surfaces can change its reflection coefficient dynamically that spectrum modula-
tion can be applied on the reflecting signals. When the incident wave signal s(t)
irradiates onto the smart surface, the incident signal will interact with the smart
surface and be modulated by the modulating signal p(t) to form a reflecting
signal with expected spectral characteristics. The relationship between the three
kinds of signals at the time domain can be expressed as:

r(t) = s(t) × p(t) (1)

According to the Fourier transform, their relationship at the frequency domain
can be depicted as:

R(f) = S(f) ⊗ P (f) (2)
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where s(t), p(t), and r(t) represent the frequency response of the incident sig-
nal, the modulating signal and the reflecting signal, respectively. ⊗ indicates a
convolution operation.

For radar receivers, it is assumed that the widely used matched filter is
adopted which can be expressed as ω(t) = s∗(−t). Then, the incident signal can
reach the radar receiver without loss in an ideal situation, therefore r(t) = s(t),
and the output signal power of the radar receiver is expressed as:

P =
1
T

|σ0||
∫ T

0

[s(t) ⊗ s∗(−t)]2dt| (3)

where σ0 denotes a time-invariant coefficient which represents the combined
effect of the gains obtained in various stages of signal transmission, propagation,
reflection and reception. After passing through the modulation board, the output
signal of radar receiver is first multiplied by the modulating signal. Then the
Eq. (3) becomes:

P =
1
T

|σ0||
∫ T

0

[s(t) × p(t) ⊗ s∗(−t)]2dt| (4)

Therefore, it can be seen from the above equation that the received power
within the bandwidth of the radar receiver will be greatly decreased as long as
there is an appropriated modulating signal to change the spectral characteristics
of the incident signal.

In order to reduce the output power of the receiver filter, it is necessary
to design the modulating signal p(t) or P (f). There are two designed ideas as
follows:

(1) Using the concept of frequency modulation to shift the spectrum of reflect-
ing waves to other frequencies.

From the traditional analog modulation technique, it is known that the mod-
ulating signal will have a shifting effect on the spectrum when one signal is used
to modulate another signal. Based on the similar principle, we can design an
appropriated p(t) so that the incident signal s(t) can be shifted in the spectrum.

Assume that p(t) is a single frequency signal:

p(t) = exp(2πf1t) (5)

Its spectrum P (f) is equivalent to an impulse response at the correspond-
ing frequency f1. Then, after the incident signal is modulated, the echo signal
spectrum is shifting f1 on the basis of the incident signal frequency. The fre-
quency of the reflecting signal can be shifted outside the bandwidth of the radar
receiver when f1 is designed reasonable so that the output power of the receiver
is minimized.

(2) Using the idea of a filter to design a set of modulating signals, making
the power spectrum of the reflected wave approximates Gaussian white noise.
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The design of the modulating signal to convert R(f) into a white noise-like
spectrum and make R(f) does not contain the original incident signal, as shown
in the following equation:

R(f) = ξ1 + jξ2 (6)

p(t) =
r(t)
s(t)

=
ifft[R(f)]

s(t)
(7)

where ξ1 and ξ2 are both mutually independent, zero-mean normal distribution
variables.

Thus, the information of s(t) has disappeared in r(t), therefore the radar
receiver cannot recover the information of the incident signal and consequently
reduce the probability of the target being found.

2.2 Transmission Line Analysis of Smart Meta-Surfaces

Fig. 2. Transmission line model of smart meta-surfaces

Similar to the conventional modulated surface, the proposed smart meta-surface
consists of periodic structures. However, active components are introduced in
modulated signals to manage the impedance of the array. The arrays consist one
layer of active wideband frequency selective surfaces (FSS) and a perfect electric
conductor (PEC) ground plane. Shown in Fig. 2, assume the active FSS and
the ground plane are distanced by d, the transmission line model of the active
layer can be described using the time varying impendence of FSS ZFSS(t), the
medium impendence Zs, and the propagation constant β, across whose input
terminals is placed a time-varying admittance Zin(t), where Zin(t) defined as
Zin

Zin(t) =
jZFSS(t)Zstan(βd)

ZFSS(t) + jZstan(βd)
(8)

The results in reflection coefficient, which is related to Zin(t) by

ρ(t) =
Zin − Z

Zin(t) + Z
(9)
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where Z = Z0 cos θ or Z = Z0/ cos θ for parallel or perpendicular polarization,
respectively, and Z0 represents the impedance of free space. Since ZFSS(t) is
arbitrary and dependent on the status of active controlling components, then
ρ(t) is generally complex number whose absolute value is from 0 to 1. Assume
one radar signal s(t) arrive at the smart-surfaces, the reflected radar signal can
be described by

r(t) = s(t) × ρ(t) (10)

If ρ(t) can be controlled by the periodic square wave or designed in the form
of Gaussian white noise, the reflecting signal will difficult to be detected by the
radar receiver.

3 Simulation and Result Analysis

3.1 Binary Phase Modulation

First considering the active layer switches impendence by a periodic square wave
with an equal duty cycle, it is possible to achieve binary phase modulation of
the incident signal. The single frequency signal and LFM signal are considered
as incident radar signals and the switching frequency of square wave is 20 MHz.
The frequency of the single frequency signal is 1.2 GHz, the simulation results
are shown in Fig. 3. It can be seen from the figure that the spectrum of the
reflected signal passing through the smart surfaces is evenly distributed to other
frequencies with an interval of 40 MHz. There is no spectrum information at the
original frequency, its power loss is to be 52 dB after calculation, and other RCS
reduction techniques are generally less than 20 dB.
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Fig. 3. Single frequency signal
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Fig. 4. LFM signal(switching fre-
quency is 20 MHz)

Figure 4 shows the spectral variation of the reflected signal when the incident
signal is the LFM signal. The center frequency is 1.2 GHz and the bandwidth is
30 MHz of the incident signal, the switching frequency of the square wave is still
20 MHz. It can be seen from the simulation results that reflected signal produces
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a lot of the same reflected signal spectrum distributed near the original signal,
and there is still have spectrum of the reflected signal within the bandwidth of the
original signal, the power loss is only 5 dB. In this case, false echo information
appears around the original spectrum, which also affects the judgment of the
radar receiver.

When the switching frequency is increased to 30 MHz, and the simulation
result is shown in Fig. 5. It is obvious that the reflecting signal with smart sur-
faces not only has the decreased magnitude but also the spectrum transferred to
other frequencies, and the spectrum has no component at frequency of incident
signal. In this case, the power loss of the reflected signal is increased to 24 dB.
Consequently, proposed method can get better performance when the switching
frequency is greater than the bandwidth of LFM signal owing to the reflecting
signal can be moved outside the bandwidth of the radar receiver.
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Fig. 5. LFM signal(switching frequency is 30 MHz)

3.2 Pseudo-Random Gaussian Modulation

If ρ(t) can be designed in the form of Gaussian white noise, another way to mod-
ulate the incident signal can be obtained. The simulation results are as follows.
Figure 6 shows the case that the incident signal is single frequency. After passing
through the smart-surfaces, the reflected signal becomes the noise signal and the
signal energy is evenly distributed within the frequency band. When such the
form of reflected signal arrives at the radar receiver, it will be ignored as the noise
signal. And the probability of the target is detected is greatly reduced. Similarly,
when the LFM signal as the incident signal irradiates on the smart surfaces, the
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reflecting signal also becomes a form of a noise signal. The simulation result is
shown in Fig. 7. The radar receiver does not detect echo information about the
target.
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Fig. 6. Single frequency signal
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Fig. 7. LFM signal

In summary, the former is that shifting the spectrum to other frequencies
but does not change the shape of the signal; and the latter directly converts the
radar signal into a noise signal, it has more advantages in the application but it
is harder to implement.

4 Conclusion

This paper presents the spectrum modulation of radar signal using smart meta-
surfaces. The smart meta-surfaces are active metamaterial whose impedance can
controlled by the voltage applied on the lumped elements loaded on the surfaces,
so we can control its reflection coefficient at will. The simulated results show that
using the square wave signal or Gaussian white noise as the control signal can
escape from detection radar but the latter has the better performance. The more
comprehensive analysis and prototype will be presented in the future work.
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Abstract. In this paper, we propose a two stage multiuser detection scheme: a
linear pre-filtering and iteration removal based message passing algorithm (RM-
MPA). As the first stage of the proposed detection, a linear pre-filtering based on
Richardson method is proposed to avoid the complicated matrix inversion in an
iterative way. Meanwhile, we also present a sub-optimum relaxation parameter
to Richardson for lower-complexity. Then the RM-MPA is used for multiuser
decoding, which compared the decoding advantages of users and sorted users
according to decoding advantages. After the each iteration, the users with higher
decoding advantages directly are decoded and removed. The removed users do
not participate in the subsequent iterations, therefore, the complexity of subse-
quent iterations decrease gradually. Simulation results show that the proposed
two stages multiuser detection can significantly reduce the computational
complexity with better symbol error rate performance.

Keywords: Massive MIMO � Non-orthogonal multiple access
Message passing algorithm

1 Introduction

Future fifth generation (5G) wireless networks are expected to support massive number
of connected devices, non-orthogonal multiple access (NOMA) has attracted much
attention as an enabling technology [1]. SCMA, as one of the competitive NOMA
schemes, has been proposed to address the above requirement. To further improve the
spectral efficiency, SCMA can be combined with Massive MIMO technology [2].
However, low complexity and efficient multiuser (MU) detection is one of the vital
issues for combining SCMA with Massive MIMO in 5G, which need to be further
addressed.

Due to the sparse structure of SCMA spreading signature, several iterative mul-
tiuser detection schemes for uplink SCMA systems [3, 4], which are based on message
passing algorithm (MPA), were proposed to efficiently approximate to the maximum a
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posteriori (MAP). Message passing schedule strategy plays an important role in MPA-
based detection schemes, which influences the convergence rate. References [5–7]
proposed various strategies to further reduce the complexity of the MPA detector.
Reference [8] proposed a resource-selection based MPA detector, in which resources
with well-conditioned channels are selected to perform the jointly Gaussian algorithm
in order to achieve satisfactory performance with low complexity. However, the
complexity of the improved methods based on MPA is still high for SCMA with
massive MIMO.

To address this issue, we propose an iteration removal based message passing
algorithm with linear pre-filtering, which included the sequentially operating two
stages. The first is a linear pre-filtering based on Richardson method to avoid the
complicated matrix inversion in each iteration. We also propose a suboptimum
relaxation parameter to Richardson for lower-complexity. After linear pre-filtering,
RM-MPA was used for multiuser decoding based on the filtered signals. We propose a
simple and novel method to compare the decoding advantages of users and sort the
users according to decoding advantages. Then, n users with higher decoding advan-
tages were directly decoded and removed after each iteration. Moreover, the removed
users did not participate in the subsequent iteration, so the complexity of subsequent
iterations decreased gradually.

2 System Model

For an uplink multiuser massive MIMO-NOMA system, in which a single base station
with a uniform linear array of Nr antennas serves J users with single-antenna, J users
share K physical resource elements, the j-th user transmits binary bits are mapped into a

K dimensional complex codeword xj, Xj ¼ x1;j; x2;j; . . .; xK;j
� �T

, for an SCMA encoder,
it selected from the corresponding SCMA codebook vj. We assume that the power of a

codeword is normalized to be 1 for all users, i.e., xj
�� ��2¼1. The system model is

depicted in Fig. 1.
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Fig. 1. System model
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Since the SCMA codewords have sparse nature, the structure of SCMA encoder

can be interpreted by an indicator matrix F ¼ f1; f2; . . .; fJ½ �, in which fj ¼
f1;j; f2;j; . . .; fK;j
� �T

is the encoder indicator vector of user j, if fk;j ¼ 1, indicates k - th
resource occupied by user j. Let df denotes the number of nonzero entries in each row
of matrix F, i.e. the number of users sharing same resource, dj denotes the number of
nonzero entries in each column of matrix F, which corresponds to the number of
resources allocated to the j-th user. In addition, let 1j ¼ kjfk;j ¼ 1

� �
be the set of

resource, which indicates the resources allocated to the j - th user, and fk ¼ jjfk;j ¼ 1
� �

be the set of users, which indicates the users sharing the k-th resource, respectively. The
K-dimensional codewords are transmitted to the receiver through K resources. The
received signal at the k - th resource yk 2 CNr�1 can be expressed as follows:

yk ¼ Hkxk; df½ � þ nk; k ¼ 1; 2; . . .;K ð1Þ

Where,

yk ¼ y1k ; y
2
k ; . . .; y

Nr
k

� �T ð2Þ

Hk ¼
h1k;j1 h1k;j2 � � � h1k;jdf
h2k;j1 h2k;j2 � � � h2k;jdf� � �
hNr
k;j1 hNr

k;j2 � � � hNr
k;jdf

2
664

3
775 ð3Þ

xk; df½ � ¼ xk;j1 ; xk;j2 ; . . .; xk;jdf
� �T ð4Þ

nk ¼ n1k ; n
2
k ; . . .; n

Nr
k

� �T ð5Þ

In (2), the element ypk denotes the received signal by the p - th antenna from the
k - th resource. In (3), the element hpk;j is the channel gain between user j and the p - th
antenna at the k - th resource, In (4), xk; df½ � indicates superimposing users codeword at

the k - th resource, and nk �CN 0; r2Ið Þ denotes the Gaussian noise.

3 The Proposed Two Stage Detector

3.1 Low-Complexity Linear Pre-Filtering

Theoretical results for massive MIMO systems have shown that linear pre-filtering,
such as matched filter (MF), and minimum mean square error (MMSE) filter, are able
to achieve near-optimal performance in the large-antenna limit. However, these linear
pre-filters involve troublesome matrix inversion. For this reason, we propose an
approach based on Richardson method for a linear pre-filtering, and present a simple
approach to determine the suboptimum relaxation parameter.
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Let Wk be a linear filtering weighting matrix of size Nr � df ,1� k�K, where the
entries depend on the perfectly known channel gains at the receiver. The weighting
matrix of MMSE defined as follow:

Wk ¼ HH
k Hk þ df

SNR
Idf

� ��1

HH
k ð6Þ

In (6), Idf is an identity matrix of size df � df . MMSE based linear filtering matrix
was applied to (1), filtered signal model can be derived as

sk ¼ HH
k Hk þ df

SNR
Idf

� ��1

HH
k yk ¼ P�1ŷk ð7Þ

where, Sk is the filtered signal from k - th resource, P ¼ HH
k Hk þ df

SNR Idf
	 


is Her-

mitian positive definite matrix. Owing to the direct computation of the inverse P�1

requires high complexity, so we propose the Richardson method [9] to efficiently solve
(7) to reduce the complexity. The method using the Richardson method to solve (7) is
given by

s iþ 1ð Þ
k ¼ s ið Þ

k þ c byk � Ps ið Þ
k

	 

ð8Þ

Where, s ið Þ
k denotes the solutions at the i - th iteration, c is the relaxation parameter,

which plays an important role in the convergence and convergence rate.

3.2 Selection of the Suboptimal Relaxation Parameter

In this section, we will deduce the suboptimum relaxation parameter based on
approximation error. By formula (7) and (8), we can have the following equation:

s iþ 1ð Þ
k � sk ¼ s ið Þ

k þ c byk � Ps ið Þ
k

	 

� sk

¼ Ik � cPð Þ s ið Þ
k � sk

	 

¼ � � �
¼ Biþ 1 s 0ð Þ

k � sk
	 


ð9Þ

Where, B ¼ IK � cP is the iteration matrix of Richardson algorithm, from (9) we
can derive the approximation error induced by the Richardson algorithm, which can be
evaluated as the following:

s iþ 1ð Þ
k � sk

��� ���
2
¼ Biþ 1

�� ��
F s 0ð Þ

k � sk
��� ���

2
ð10Þ
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From (10), the approximation error induced by Richardson algorithm is mainly

affected by iteration matrix B and initial solution S 0ð Þ
k . The relaxation parameter c only

affected by matrix B, if Biþ 1
�� ��

F was minimized, the value of c is optimum. However,

the direct computation of Biþ 1
�� ��

F is complicated, since the iteration matrix B is a
random matrix and it is hard to obtain the joint distribution of all the elements. For-
tunately, it has been proved in [9] that when i goes infinity, we have the following
equation

lim
i!1

Biþ 1
�� ��1=ðiþ 1Þ

F ¼ qðBÞ ð11Þ

Where, qðBÞ is the spectral radius of iteration matrix B. From (11), we can regard
qðBÞ as the asymptotic convergence rate of Richardson algorithm, and a smaller qðBÞ
will lead to a faster convergence rate. Let kmax and kmin denote the largest and the
smallest eigenvalues of matrix P. According to the definition B ¼ IK � cP, the spectral
radius qðBÞ will depend on c as

q Bð Þ ¼ max 1� ckmaxj j ; 1� ckminj jð Þ ð12Þ

From (12), when 1� ckminj j ¼ 1� ckmaxj j, the smallest spectral radius can be
achieved. Since c should also satisfy 0\c\2=kmax, to guarantee the convergence of
Richardson algorithm. So, we can conclude that when ckmax � 1 ¼ 1� ckmin, the
smallest spectral radius qðBÞ can be achieved and the fastest convergence rate, which
means the optimal relaxation parameter copt is

copt ¼
2

kmax þ kmin
ð13Þ

From (13), we can see that to obtain the optimal relaxation parameter copt, we need
to know a priori kmax and kmin, which in practice is difficult. Therefore, directly using
(13) to determine the optimum relaxation parameter copt is very sophisticated in
practical massive MIMO systems. To address this issue, we propose a suboptimal
relaxation parameter c0opt with a negligible performance loss.

In massive MIMO systems, the elements of channel matrix Hk 2 CNr�df are
independent and identically distributed complex Gaussian random variables, the
sample covariance matrix U is [10]

U ¼ 1
df

Xdf
v¼1

hvh
H
v ¼ 1

df
HkH

H
k ð14Þ

Where, hv denotes the v column vector of matrix Hk , when Nr
df
! b 2 0; 1ð Þ,

according to the law of Bai-Yin, the largest and the smallest eigenvalues of matrix U
meet as
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lim
Nr!1

k0max Uð Þ ¼ r2 1þ
ffiffiffi
b

p	 
2
ð15Þ

lim
Nr!1

k0min Uð Þ ¼ r2 1�
ffiffiffi
b

p	 
2
ð16Þ

Where, r2z is the noise power. In massive MIMO systems, the number of antennas
Nr is very large, the smallest and the largest eigenvalues of matrix P will converge to
the deterministic values as

kmax � df 1þ
ffiffiffi
b

p	 
2
þ df

SNR
ð17Þ

kmin � df 1�
ffiffiffi
b

p	 
2
þ df

SNR
ð18Þ

By replacing (17) and (18) in (13), the suboptimum relaxation parameter c0opt is
given by

c0opt ¼
2

df 1þ ffiffiffi
b

p� 2 þ 1� ffiffiffi
b

p� 2h i
þ 2 df

SNR

ð19Þ

From (19), we can observe that c0opt depends on the number of receive antennas Nr

and df , which are deterministic and known after the massive MIMO configuration has
been fixed. Thus, we do not need to re-compute c0opt as H varies. Furthermore, c0opt does
not need to know a priori kmax and kmin in comparison to copt given by (13).

4 Low Complexity SCMA Decoder Based on Iteration
Removal

4.1 Decoding Advantage Analysis

The procedure of RM-MPA can be explained by the factor graph, which is a bipartite
graph including resource nodes rk and user nodes uj. In general, MPA consists of the
exchange of messages between the nodes of a factor graph. There are two approaches
for scheduling messages in MPA, i.e., parallel schedule strategy and serial schedule
strategy. In this paper, we tackle the problem of how to schedule message for the serial
schedule strategy that results in effectively reduced complexity and the best conver-
gence rate.

Let Irk!uj xj
� 

and Iuj!rk xj
� 

be the message propagated along branch from rk to uj,
and from uj to rk , respectively. In the each iteration, messages are first sent from user
nodes to resource nodes. Each resource nodes then computes extrinsic messages and
sends back to the user nodes based on the previously received information. These user
nodes-to-resource nodes messages will then be used to calculate the new resource
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nodes-to-user nodes messages in the next iteration. Thus, the two messages generating
functions are defined as follows:

Itrk!uj xj
�  ¼ P

� xj

1ffiffiffiffi
2p

p
r
exp � 1

2r2 yk �
P
m2fk

hk;mxk;m

�����
�����
2

0
@

1
A

8<
:

� Q
l 2 fk=j
l\j

Itul!rk xlð Þ Q
l 2 fk=j
l[ j

It�1
ul!rk xlð Þ

9>>>>=
>>>>;

ð20Þ

Ituj!rk xj
�  ¼ normalize

Y
m21j=k

Itrm!uj xj
� 0

B@
1
CA ð21Þ

Where, l\j and l[ j represent the user l before and after the user j, respectively.
The fk=j denotes to remove the user j from the set fk , t is the iteration index, at the
maximum iterations tmax, the decoding soft output can be expressed as

Q xj
�  ¼ Y

k21j
I tmax
rk!uj xj

�  ð22Þ

As mentioned above, the computational complexities of the original MPA based on
serial schedule strategy, relate to tmax � KMdf . Furthermore, for original MPA, we can
see that codewords of all users are decoded together until the maximum iterations tmax

is reached. Thus, the schedule strategy for message update has a disadvantage that all
users participate in the process of the each iteration, and the parameter df is same in the
each iteration, this leads to high computational complexity in the each iteration. To
tackle this issue, we present a low complexity MPA detector based on iteration
removed.

Owing to the proper property of message passing serial schedule strategy, RM-
MPA based on serial schedule strategy can decode and remove the users with higher
decoding advantages after the first iteration. Furthermore, when the resources are
handled later, the users have the higher reliability of the message carried by them.
Thus, later users occupy resources, which have the higher reliability of the decoding
soft output in the each iteration. So, there is an inherent decoding advantage between
users in RM-MPA based multiuser detection schemes. Let etk;j xj

� 
denotes the number

of external message used by the user j, which occupied the k-th resource update
message at the t iterations. That can be defined as follow

etk;j xj
�  ¼ n ¼

X
fl;j0 jfk;j0 ¼ 1&fl;j0 ¼ 1 ; j

0 6¼ j; l\k
n o

ð23Þ
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From (23), the user j utilizes the total number of external messages produced in this
iteration at the t iterations.

etj xj
�  ¼ X

k21j
etk;j xj

�  ð24Þ

From (24), the bigger etj xj
� 

, the more number of external messages utilized by user
j in this iteration. Then, user j has higher decoding reliability of after this iteration, and
has higher decoding advantage to other users. According to the sequence of resources
being processed in the RM-MPA, we will define an advantage level for each resource.
The higher level, the more decoding advantage, decoding reliability is greater. For
instance, resource k, the corresponding advantage level is lk, then, the decoding
advantage level of user j defined as

aj ¼
X
k21j

fk;j � lk ð25Þ

According to (25), users sorted by decoding advantage in descending order, then
the order of decoding reliability of users can be obtained after the each iteration, and
decode and remove the decoding reliable users, then do next iteration.

4.2 Iteration Removed Strategy

(1) Iteration Removed Strategies Based on Decoding Advantages of Users

As mentioned above, greater decoding advantage of users, the higher decoding relia-
bility in RM-MPA-based detection schemes. Therefore, users can be sorted according
to decoding advantage from high to low. After each iteration, the n users with higher
decoding advantages were directly decoded and removed, and these users no longer to
participate in the next iteration. Thus, after the each iteration the number of users is cut
down n, 1� n�K=N. After tmax iterations, no matter how much remaining user, all
decoded together. Thus, it can be seen that more users removed, the lower complexity
of decoding algorithm after the each iteration.

(2) Iteration Removed Strategies Based on Orthogonal User Grouped

In the system with SCMA, if each user occupies a data stream layer, then there are
maximum users CN

K , meanwhile, there are maximum CN
K indicator vectors fj in the

indicator matrix F. If indicator vectors are grouped according to mutually orthogonal,
all indicator vectors can be divided into CN

K

�
K=Nð Þ ¼ CN�1

K�1 groups. In this paper, we
assume that K can be divisible by N. There are K=N indicator vectors in each group,
and the indicator vector fj of users is mutually orthogonal in a group. If there are same
number of users in each group, and users occupy all resources, this grouping is called
an orthogonal complete user group, otherwise, called an orthogonal non-complete.

On former orthogonal users grouped, iteration decoding and removal based on
Orthogonal users grouped describe as follow: optionally selecting a group of
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orthogonal user after the each iteration, the users in a group are directly decoded and
removed, and these users no longer to participate in the next iteration. To an orthogonal
complete user group, selected randomly an orthogonal users group, then the users are
decoded and removed.

5 Numerical Results

This section presents the performances of the proposed linear pre-filtering and mul-
tiuser decoding schemes based on decoding advantages of users (RM-MPA-URS) and
Orthogonal user grouped (RM-MPA-OUGR) for uplink massive MIMO MU-SCMA
systems.

Figure 2 shows the Symbol Error Rate (SER) performance of the MMSE linear pre-
filtering based on Richardson algorithm and Neumann series, and exact matrix
inversion method over Rayleigh fading channels. The SCMA system is with 16-QAM,
b ¼ 8, Nr ¼ 64, df ¼ 8.

We can see from the Fig. 2 that the SER performance of the MMSE linear pre-
filtering based on Richardson algorithm outperforms Neumann series with 5 iterations,
2 iterations and 3 iterations, and the more advantage with increase of SNR. On the
other hand, the SER performance of the MMSE linear pre-filtering based on
Richardson algorithm and exact matrix inversion method have become much closer
with the increase of iterations, however, the computational cost of the exact matrix
inversion method is higher than that in Richardson algorithm.

Figure 3 shows the SER performance of the two stages detections: MMSE based on
exact matrix inversion method with PMPA, and MMSE based on Richardson with
PMPA, and MMSE based on Richardson with RM-MPA. The SCMA system with 16-
QAM, Nr ¼ 64, J ¼ 48, over Rayleigh fading channels.

We can see from the Fig. 3 that the SER performance of the exact matrix inversion-
MMSE-PMPA is the best with 10 iterations. However, the exact matrix inversion-
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MMSE-PMPA requires higher computational costs. The SER performance of
Richardson-MMSE-PMPA is lower than that obtained by the exact matrix inversion-
MMSE-PMPA. Meanwhile, for the SER performance comparison of Richardson-
MMSE-RM-MPA with two removed strategies with 10 iterations, Fig. 3 shows the
SER performance of the Richardson-MMSE-RM-MPA-URS is the best. However,
Richardson-MMSE-RM-MPA-OUGR requires the lowest computational cost.

6 Conclusions

In this paper, we proposed a novel Richardson-MMSE-RM-MPA detector for uplink
SCMA systems with massive MIMO. In order to detect the transmitted signals of users
with lower computational cost, the proposed detection sequentially employs a linear
pre-filtering and iteration removal based on Message Passing Algorithm. Simulation
results show that the Richardson-MMSE-RM-MPA-OUGR detector can observably
reduce the computational complexity with the performance degraded unnoticeably.
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Abstract. Spectrum sensing plays an important role in cognitive radio.
In this paper, a robust spectrum sensing method via empirical charac-
teristic function based on goodness-of-fit testing is proposed, named as
ECF detector. The test statistic is derived from the empirical charac-
teristic function of the observed samples, thus the secondary users do
not require any prior knowledge of the primary signal and the noise dis-
tribution. Extensive simulations are performed and compared with the
existing spectrum sensing methods, such as energy detector, eigenvalue-
based detector, AD detector and KS detector. The results show that, the
proposed ECF detector can offer superior detection performance under
both the Gaussian noise and the impulsive noise environments.

Keywords: Cognitive radio · Empirical characteristic function
Goodness-of-fit testing · Impulsive noise · Spectrum sensing

1 Introduction

Cognitive radio is a spectrum shared technology to alleviate the spectrum short-
age problem and to improve the spectrum utilization. In cognitive radio net-
works, the secondary users are able to access the licensed spectrum without
causing interference to the primary users. Spectrum sensing plays an important
role to detect the presence of the primary user.

Based on the local observations, a variety of spectrum sensing methods have
been proposed in [1–6]. The energy detector [1,2] is one of the most commonly
employed spectrum sensing schemes, since it does not require any prior informa-
tion of the primary signal. The problem of energy detector is that it requires the
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knowledge of the noise variance which is estimated by some estimation proce-
dure. The energy detector is fairly sensitive to the estimated error, named noise
uncertainty. To circumvent this difficulty, assuming no prior knowledge of the
primary signal and noise variance at the secondary users, some eigenvalue-based
spectrum sensing methods based on the generalized likelihood ratio test (GLRT)
paradigm [3–6] have been proposed which utilize the eigenvalues of the sample
covariance matrix of the received signal vector. However, the aforementioned
spectrum sensing methods are developed under the Gaussian noise assumption.
Their performance degrades substantially in the presence of non-Gaussian noise.

Although it is common to justify the Gaussian assumption on noise with the
central-limit theorem, it also frequently deals with noise environments where
the non-Gaussian (impulsive or heavy-tailed) nature of noise prevails in the
system. For instance, car ignition noise, moving vehicles, electromagnetic inter-
ference, man-made noise, and arc generating circuit components are impulsive
noise sources, which are encountered in metropolitan areas [7]. In indoor wire-
less communication, devices with electromechanical switches such as electrical
motors in elevators refrigerators units and printers are also considered as impul-
sive noise. Furthermore, microwave ovens, cash register receipt printers, gas-
powered engines produce impulsive noise on frequency bands which coincide
with the operating frequencies of current cellular and wireless local area net-
works [8,9]. Under such impulsive noise circumstances, the spectrum sensing
algorithms developed under Gaussian noise may be highly susceptible to a severe
degradation of the performance.

To cope with the impulsive noise, using the goodness of fit testing, robust
spectrum sensing methods have been proposed in [10–14]. They consider the
spectrum sensing as a nonparametric hypothesis testing problem. When there
is no primary signal, the local observations are a sequence of samples drawn
independently from the noise distribution. To detect the presence of the pri-
mary user, it is equivalently to test whether the observations are drawn from the
noise distribution. Depending on how to measure the distance between the sam-
ple distribution and noise distribution, Anderson-Darling(AD) detector [10,11]
and Kolmogorov-Smirnov(KS) detector [12–14] are developed for spectrum sens-
ing. Although they can work under both the Gaussian and the impulsive noise
environments, the performance of the AD detector degrades significantly when
uses the empirical cumulative distribution function (CDF) to instead of the real
CDF. In addition, the performance of the KS detector depends on the number
of noise-only samples and observations.

The motivation of this work is to provide a robust spectrum sensing method
for cognitive radio under both Gaussian noise and impulsive noise environments.
The secondary users do not require any prior knowledge of the primary signal
and the noise distribution. A common model that is symmetric α−stable (SαS)
distribution is used for the impulsive noise with Gaussian noise as special case. In
this paper, another goodness-of-fit testing method based on empirical character-
istic function (c.f.) is applied, then an ECF detector is proposed, which is avail-
able under both Gaussian noise and impulsive noise environments. Moreover,
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an ECF-based moment estimator is employed to estimate the noise parameters.
Thus, the ECF detector does not require the prior information of primary sig-
nal and noise parameters. The performance of the method is evaluated through
Monte Carlo simulations. It is shown that the proposed spectrum sensing method
outperforms the exist detectors.

The remainder of this paper is organized as follows. In Sect. 2, the spec-
trum sensing problem and the SαS distribution for impulsive noise model are
introduced. In Sect. 3, an ECF detector is proposed for spectrum sensing, and a
moment estimator based on ECF is developed to estimate the impulsive noise
parameters. In Sect. 4, simulation results are illustrated to compare the proposed
ECF detector with some existing spectrum sensing methods. Finally, the paper
is concluded in Sect. 5.

2 System Model and Preliminary Knowledge

2.1 Spectrum Sensing Problem

In cognitive radio, the secondary users require to detect whether the primary
user exists or not based on the local observed samples. The spectrum sensing
problem can be formulated as the following binary hypothesis test:

H0 : y(n) = ν(n)
H1 : y(n) = hs(n) + ν(n), n = 0, 1, ..., N − 1 (1)

where y(n) is the observed samples at the secondary user. N is the number of
the observations. s(n) denotes the primary signal, ν(n) is a class of impulsive
noise including Gaussian noise as a special case. Without loss of generality, the
signal and the noise are assumed to be complex-valued. h denotes the channel
coefficient between the primary user and the secondary user, which is assumed
to be constant during the sensing interval.

2.2 SαS Distribution

For the impulsive noise, the SαS distribution, which is a generalization of
Cauchy, Lévy and Gaussian distribution, has been proved to be the most accu-
rate model [15]. A real-valued SαS random variable with zero mean, denoted by
Sα(γ, 0), has a characteristic function given by [16]:

φα,γ(ω) = e−γ|ω|α , (2)

where α is the characteristic exponent, and γ is a quantity analogous to variance
called dispersion. The characteristic exponent α in (2) controls the heaviness of
the pdf tails (0 < α ≤ 2), a small positive value of α indicates severe impulsive-
ness, while a value of α close to 2 indicates a more Gaussian type of behavior.
Although the characteristic function of SαS has a simple form, there are only
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two distributions-Gaussian (α = 2) and Cauchy (α = 1)-for which the proba-
bility density function (pdf) can be expressed in terms of elementary functions.
For all other α

′
s, the pdf does not have a closed form.

For complex-valued SαS random variables, the original definition can be
found in [16,17]. For simplicity, the equivalent and explicitly expression is
given by

ν = νR + jνI (3)

where νR and νI are independent and identically distributed (i.i.d.) random
variables with Sα(γ

2 , 0) distribution. Then, ν follows complex SαS distribution
denoted by ν ∼ CSα(γ, 0). The noise parameters θθθ = (α, γ) are not known prior
for the secondary users, thus are required to estimate for spectrum sensing.

2.3 Goodness-of-Fit Testing

From a mathematical statistics point of view, the classical detection algorithms
such as energy detector, matched filter detector and cyclostationarity feature
detector fall into the category of parametric hypothesis testing. If the assumption
about the parameters related to the known patterns is invalid or not accurate,
their performance will deteriorate. Thus, to improve the detection performance,
goodness-of-fit testing, a nonparametric hypothesis testing method, is employed
for spectrum sensing [10–14].

EDF-Based Goodness-of-Fit Testing Empirical distribution function
(EDF) test is a widely used goodness-of-fit testing in statistics. EDF test mea-
sures the distance between two distributions FY (y) and F0(y), which are CDF
of the observations and the noise respectively. Some EDF-based goodness-of-fit
tests have been proposed in the literature of mathematical statistics, including
the AD test and KS test.

The AD test is a generalization of the Cramer-von Mises test and defined by

DAD
Y = N

∫ +∞

−∞
(FY (y) − F0(y))2Φ(F0(y))dF0(y) (4)

where Φ(F0(y)) is a nonnegative weight function given by Φ(F0(y)) = (F0(y)(1−
F0(y)))−1. In [10,11], an AD detector is proposed based on the AD test, the test
statistic is

A2
c = −

N∑
n=1

(2n − 1)(ln Zn + ln(1 − ZN+1−n))

N
− N (5)

where Zn = F0(yn), yn is the observed sample at the secondary user. From (5),
it is seen that the secondary user requires the closed form of noise CDF F0(y)
for AD detector. However, for impulsive noise, the SαS distribution does not
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have a closed form of the CDF except for Gaussian and Cauchy distribution. To
make the AD detector be available, it has to use the empirical CDF instead of
the real CDF, i.e., Zi = F̂0(yi).

The KS test first forms the empirical CDF from (z1, z2, ..., zN ) and the noise-
only samples (ν1, ν2, ..., νN0) as follows,

F̂1(z) � 1
N

N∑
n=1

I(zn ≤ z)

F̂0(ν) � 1
N0

N0∑
n=1

I(νn ≤ ν) (6)

where zn is the function of the observed samples yn.
The KS test statistics is the largest absolute difference between the two CDFs

given by
DKS

Y = max |F̂1(zn) − F̂0(zn)| (7)

In [12], two types of KS detector are proposed for spectrum sensing. One
is the KS-mag detector, in which zn is the magnitude of the observations, i.e.,
zn = |yn|. The other is KS-qua detector, in which zn is formed by the real part
and the imaginary part of yn, i.e., zi = �[yn], zN+n = �[yn].

ECF-Based Goodness-of-Fit Testing Similar to EDF tests, empirical c.f.
(ECF) tests measure the distance between the empirical c.f. of the observations
and the noise c.f.. The advantages of ECF-based goodness-of-fit testing includes
the mathematical tractability of the SαS distribution and favorable properties
such as strong consistency and asymptotic normality [18]. Thus, an ECF detector
will be proposed according to the ECF-based goodness-of-fit testing in this paper.

3 Proposed ECF Detector for Spectrum Sensing

3.1 ECF Detector

According to the ECF-based goodness-of-fit testing, the spectrum sensing prob-
lem in (1) can be reformulated as:

H0 : φy(ω;θθθ) = φν(ω;θθθ)
H1 : φy(ω;θθθ) �= φν(ω;θθθ) (8)

where φy(ω;θθθ) and φν(ω;θθθ) represent the characteristic functions of the obser-
vations and the noise respectively. For a complex-valued y and ω = ωR + jωI ,
the characteristic function of the observations is defined by [19]

φy(ω;θθθ) = E{ej�[ω̄y]} = E{ej(ωR�[y]+ωI�[y])} � C(ω;θθθ) + jS(ω;θθθ) (9)

where ω̄ is the conjugate of ω. Similarly, the characteristic function of the noise
is

φν(ω;θθθ) = E{ej(ωRνR+ωIνI)} � Cν(ω;θθθ) + jSν(ω;θθθ) (10)
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where �(·) and �(·) represent the real and imaginary part of y. C(ω;θθθ) and
S(ω;θθθ) denote the real and imaginary part of the c.f.

For N i.i.d. observations y1, ..., yN , the empirical c.f. is

φ̂y(ω) =
1
N

N∑
n=1

ej�[ω̄yn] =
1
N

N∑
n=1

ej(ωR�[yn]+ωI�[yn]) � CN (ω) + jSN (ω) (11)

where

CN (ω) = �[φ̂y(ω)] =
1
N

N∑
n=1

cos(ωR�[yn] + ωI�[yn]),

SN (ω) = �[φ̂y(ω)] =
1
N

N∑
n=1

sin(ωR�[yn] + ωI�[yn]).

Since φ̂y(ω) is the consistent estimate of φy(ω;θθθ), it holds that E[CN (ω)] =
C(ω;θθθ), E[SN (ω)] = S(ω;θθθ).

For m points ω̄̄ω̄ω = [ω1, ..., ωm], according to (10) and (11), we define

ξξξ0(θθθ)T = [Cν(ω1;θθθ), ..., Cν(ωm;θθθ), Sν(ω1;θθθ), ..., Sν(ωm;θθθ)]

ξξξT
N = [CN (ω1), ..., CN (ωm), SN (ω1), ..., SN (ωm)] (12)

Then

ξξξN − ξξξ0(θθθ) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

CN (ω1) − Cν(ω1;θθθ)
...

CN (ωm) − Cν(ωm;θθθ)
SN (ω1) − Sν(ω1;θθθ)

...
SN (ωm) − Sν(ωm;θθθ)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(13)

Let ΩΩΩ(ω̄̄ω̄ω) be the covariance matrix of
√

2N(ξξξN − ξξξ0(θθθ)), it is derived that
ΩΩΩ(ω̄̄ω̄ω) contains the following elements,

Ωjk(ω,θθθ) =

⎧
⎪⎪⎨

⎪⎪⎩

C(ωj + ωk;θθθ) + C(ωj − ωk;θθθ) − 2C(ωj ;θθθ)C(ωk;θθθ) (1 ≤ j, k ≤ m)

C(ωj − ωk;θθθ) − C(ωj + ωk;θθθ) − 2S(ωj ;θθθ)S(ωk;θθθ) (m + 1 ≤ j, k ≤ 2m)

S(ωj + wk;θθθ) − S(ωj − wk;θθθ) − 2C(ωj ;θθθ)S(ωk;θθθ) (1 ≤ j ≤ m, m + 1 ≤ k ≤ 2m)

(14)
where ωj = ωj−m for m + 1 ≤ j ≤ 2m. Since CN (ω) and SN (ω) are consistent
estimate of C(ω;θθθ) and S(ω;θθθ), Ωjk(ω,θθθ) can be replaced by Ω̂jk(ω) which is
defined in terms of CN (ω) and SN (ω), that is

Ω̂jk(ω) =

⎧
⎪⎪⎨

⎪⎪⎩

CN (ωj + ωk) + CN (ωj − ωk) − 2CN (ωj)CN (ωk) (1 ≤ j, k ≤ m)

CN (ωj − ωk) − CN (ωj + ωk) − 2SN (ωj)SN (ωk) (m + 1 ≤ j, k ≤ 2m)

SN (ωj + wk) − SN (ωj − wk) − 2CN (ωj)SN (ωk) (1 ≤ j ≤ m, m + 1 ≤ k ≤ 2m)

(15)
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According to [20], an ECF detector is proposed, the test statistic is given by
the following quadratic form:

TN = 2N(ξξξN − ξξξ0(θθθ))TΩΩΩ−1(ω̄̄ω̄ω)(ξξξN − ξξξ0(θθθ))
H1

≷
H0

τ (16)

where τ is the threshold selected according to the given false alarm probability η.

Pr[TN > τ |H0] = η (17)

However, it is observed that ξξξ0(θθθ) is dependent on the unknown noise param-
eters. Thus, it is required to develop an estimation procedure to obtain the
information of the noise parameters before spectrum sensing.

3.2 Noise Parameters Estimation Based on the Empirical c.f.

To estimate the noise parameters, it requires a sequence of noise-only samples.
Essentially, this is the same requirement as the energy detector and the KS
detector. For the energy detector, it needs to estimate the nose variance. Since
the pdf of SαS is not expressible in closed form, the conventional methods such
as the maximum likelihood estimation (MLE) cannot be applied. Based on the
empirical c.f., some methods was proposed in mathematical literatures [21–23],
of which Press’s method, named as moment estimator, can offer an explicit esti-
mator while only need minimal computation. In this paper, the Press’s method
is extended to the complex SαS random variables.

Assume that N0 independent noise-only samples {νi}N0
i=1, the empirical c.f.

is given by

φ̂ν(ω) =
1

N0

N0∑
i=1

ej�[ω̄νi] =
1
N

N0∑
i=1

ej(ωR�[νi]+ωI�[νi]) (18)

Note that for any ω, |φ̂ν(ω)| is bounded above by unity. Hence, all moments
of |φ̂ν(ω)| are finite. Moreover, for any fixed ω, φ̂ν(ω) is the sample average of
i.i.d. random variables. Thus, by the law of large numbers, φ̂ν(ω) is a consistent
estimator of φν(ω,θθθ). Based on the empirical c.f., consistent estimator can be
developed to estimate the noise parameters θθθ.

For all α, γ, log |φν(ω,θθθ)| = −γ|ω|α. Choose two different nonzero values
ωa, ωb,

− γ|ωa|α = log |φν(ωa, θθθ)|
− γ|ωb|α = log |φν(ωb, θθθ)| (19)

Since φ̂ν(ω) is consistent estimate of φν(ω;θθθ), it can use φ̂ν(ωa), φ̂ν(ωb) to
replace φν(ωa, θθθ) and φν(ωb, θθθ) respectively. Solving these two equations simul-
taneously for α and γ, it gives
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α̂ =
log

∣∣∣ log |φ̂ν(ωa)|
log |φ̂ν(ωb)|

∣∣∣
log

∣∣∣ |ωa|
|ωb|

∣∣∣ (20)

γ̂ = elog(− log |φ̂ν(ωa)|)−α̂ log |ωa| or γ̂ = elog(− log |φ̂ν(ωb)|)−α̂ log |ωb| (21)

In order to improve the accuracy of the estimation, one can choose multiple
couples of (ωa, ωb), by averaging, a more accurate estimation value θ̂̂θ̂θ = (α̂, γ̂)
can be obtained. Then, ξξξ0(θθθ) in (16) can be calculated by ξξξ0(θ̂̂θ̂θ).

Therefore, the ECF detector involves the following two phases.

Estimation phase: the secondary user employs N0 independent noise-only sam-
ples (ν1, ..., νN0) to estimate the noise parameters (α, γ) using (20) and (21).

Spectrum sensing: the secondary user collects N observed samples (y1, ..., yN ),
computes ξξξN − ξξξ0(θ̂θθ) in (13) and ΩΩΩ−1(ω̄̄ω̄ω) in (15), then forms the corresponding
test statistics according to (16). The threshold τ is determined by (17). If TN > τ ,
it declares the primary users’ presence; otherwise no primary user is present.

4 Simulation Results and Discussion

In this section, the performance of the proposed ECF detector is presented and
compared with the energy detector, eigenvalue-based detector, AD detector and
KS detector under both the Gaussian noise and the impulsive noise environ-
ments.

Simulation parameters setup: In the sequel, the parameters of the complex impul-
sive α−stable noise are set to γ = 1, α = 1.5, the complex Gaussian noise is zero
mean unit variance, which is equivalent to γ =

√
2
2 , α = 2. The noise parameters

are not known prior and required to estimate. The desired false alarm probabil-
ity is fixed to η = 0.05. The primary users employ 16-QAM modulated signal.
For the impulsive noise, the average SNR is defined as the ratio of the transmit
power of the signal to the dispersion of the impulsive noise, i.e. SNR = Ps

γ

[24]. The independent flat Rayleigh fading channels are simulated between the
transmitter-receiver pairs.

The choice of ω̄̄ω̄ω: In [23,25,26], it is shown that the estimate accuracy and detec-
tion performance are dependent on the choices of ω. In [26], the authors have
demonstrated that the optimal choice of ω is (0.8, 0.9, 0.85, 0.95) by simulations.
Thus, we also choose the complex value of ω̄̄ω̄ω = (0.8 + j0.8, 0.9 + j0.9, 0.85 +
j0.85, 0.95 + j0.95).

Performance analysis of the ECF detector under impulsive noise: In Figs. 1
and 2, the detection performance of the proposed ECF detector are demonstrated
under nonfading and Rayleigh fading scenarios. The numbers of the noise-only
samples for estimation and the observations for detection are N0 = 500, N = 500.
The average SNR is −9dB. Figure 1 shows the ROC curves (Pd versus Pf ). It is
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seen from the simulation results, the sensing performance over Rayleigh fading
channel is worse than that over nonfading environment as expected.

The detection performance of the ECF detector versus exponential parameter
α are shown in Fig. 2. It is observed that the detection probability becomes larger
as α increasing. Since α characterizes the impulsiveness, α close to 2 indicates
a more Gaussian of behavior. This implies that the ECF detector can achieve
better detection performance under Gaussian noise, while worse performance for
severe impulsive noise.

Performance comparison with other methods under impulsive noise: In Fig. 3, the
detection performance of the proposed ECF detector is compared with the energy
detector, eigenvalue-based detector and AD detector under both the Gaussian
noise and the impulsive SαS noise environments. In order to make a fair com-
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Fig. 1. ROC curves of the proposed ECF detector over nonfading and Rayleigh fading
channel, with N0 = 500 noise-only samples and N = 500 observations, the average
SNR is = −9dB, impulsive noise parameters γ = 1, α = 1.5
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Fig. 2. Detection probability of the ECF detector versus noise parameter α over non-
fading and Rayleigh fading channel, with γ = 1, N0 = 500 noise-only samples and
N = 500 observations, Pf = 0.05, SNR= −9dB, 16-QAM modulated signal.
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parison, the ED is performed based on the estimated noise parameters. For the
eigenvalue-based detector, the noise-only samples are also employed for detec-
tion. The observations y1, ..., yN are divided into L groups with M samples.
Assume that N0/M = δ is an integer, all of the noise-only samples and the
observations can form a (L + δ) × M -Dimension signal matrix. Then making
eigen-decomposition on the sample covariance matrix and computing the ratio
of the maximum eigenvalue to the minimum eigenvalue, the test statistic of the
detector, denoted by EV-MME detector, is obtained. As shown, although the
EV-MME detector outperforms the ECF detector under the Gaussian noise,
while the ED and the EV-MME detector exhibit a severe degradation of per-
formance, even become too weak to detect the primary signal when the noise is
impulsive. Moreover, for the AD detector, it is also inferior to the ECF detector
in performance under both Gaussian noise and impulsive noise. Thus, the ECF
detector is more robust than the above methods under the impulsive environ-
ment.
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Fig. 3. Detection performance comparison among the proposed ECF detector, energy
detector, EV-MME detector and AD detector under Gaussian noise and impulsive
noise, with parameters γ = 1, α = 1.5, with N0 = 500 noise-only samples and N = 500
observations, 16-QAM modulated signal

The detection performance comparison between the ECF detector and the
KS detector is shown in Figs. 4 and 5. For two sample KS detector, it needs noise-
only samples to compute the empirical CDF F̂0, while for ECF detector, these
noise-only samples are employed to estimate the noise parameters. Since 16-QAM
signal is complex-valued, in [12], two kinds of KS detector: KS-mag detector and
KS-qua detector are proposed for spectrum sensing. For the Gaussian noise, it is
seen from Fig. 4 that the detection performance of the ECF detector is between
the KS-mag detector and the KS-qua detector when the observed samples is N =
500. As the increasing of the samples, the detection performance is improved.
When N = 1500, the ECF detector outperforms the two KS detectors, which
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implies that the detection performance of the ECF detector is improved more
quickly than the KS detectors as the increasing of the observed samples. For the
impulsive noise, as shown in Fig. 5, the detection probability of the ECF detector
is also higher than those of the KS detectors when N = 1500. Therefore, the ECF
detector is better than the KS detector with large number of samples. Moreover,
the threshold of the ECF detector can be easily calculated from Pf , thus more
extensive Monte Carlo simulations are avoided.
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Fig. 4. Detection performance comparison between the proposed ECF detector and
KS detector with N0 = 500 independent noise-only samples under Gaussian noise
environment. Observation samples: (a)N = 500, (b)N = 1500
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Fig. 5. Detection performance comparison between the proposed ECF detector and
KS detector under impulsive noise environment, with N0 = 500 independent noise-only
samples, (a)N = 500, (b)N = 1500 observation samples, impulsive noise parameters
are γ = 1, α = 1.5.
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5 Conclusion

In this paper, a robust ECF detector is proposed in the presence of impulsive
noise. Extensive simulations are performed and compared with other methods.
Among the comparisons between the ECF detector and other detectors, it is
shown that the eigenvalue-based detector and the energy detector which are
proposed under Gaussian noise cannot be available under the impulsive noise
environment. Using goodness-of-fit testing, the AD detector, KS detector and
ECF detector can provide relatively robust detection performance under both
the Gaussian and impulsive noise environments. However, the ECF detector has
strong advantages including higher performance and mathematical tractability
of the impulsive noise modeled by SαS distribution. Therefore, the ECF detector
are more powerful than the EDF based detector involved the AD and the KS
detector.

References

1. Urkowitz, H.: Energy detection of unknown deterministic signals. Proc. IEEE
55(4), 523–531 (1967)

2. Digham, F., Alouini, M.-S., Simon, M.K.: On the energy detectionof unknown
signals over fading channels. IEEE Trans. Commun. 55(1), 21–24 (2007)

3. Zeng, Y., Liang, Y.-C.: Eigenvalue-based spectrum sensing algorithms for cognitive
radio. IEEE Trans. Commun. 57(6), 1784–1793 (2009)

4. Wang, Pu, Fang, Jun, Li, Hongbin: Multiantenna-assisted spectrum sensing for
cognitive radio. IEEE Trans. Veh. Technol. 59(4), 1791–1800 (2010)

5. Abbas, T., Masoumeh, N.-K.: Multiple antenna spectrum sensing in cognitive
radios. IEEE Trans. Wirel. Commun. 9(2), 814–823 (2010)

6. Althaf, C.I.M., Prema, S.: Covariance and eigenvalue based spectrum sensing using
USRP in real environment. In: 10th International Conference on Communications
Systems and Networks, pp. 414–417. Bangalore, India (2018)

7. Skomal, E.N.: The range and frequency dependence of VHF-UHF man-made radio
noise in and above metropolitan areas. IEEE Trans. Veh. Technol. 19(2), 213–221
(1970)

8. Blackard, K.L., Rappaport, T.S., Bostian, C.W.: Measurements and models of
radio frequency impulsive noise for indoor wireless communication. IEEE J. Sel.
Areas Commun. 11(7), 991–1001 (1993)

9. Kuran, M.S., Tugcu, T.: A survey on emerging broadband wireless access tech-
nologies. Comput. Netw. 51(1), 3013–3046 (2007)

10. Wang, H., Yang, E., Zhao, Z., Zhang, W.: Spectrum sensing in cognitive radio using
goodness of fit testing. IEEE Trans. Wirel. Commun. 8(11), 5427–5430 (2009)

11. Sheers, B., Teguig, D., Le Nir, V.: Modified Anderson-Darling detector for spec-
trum sensing. Electron. Lett. 15(25), 2156–2158 (2015)

12. Zhang, G., Wang, X., Liang, Y.-C., Liu, J.: Fast and robust spectrum sensing via
Kolmogorov-Smirnov test. IEEE Trans. Commun. 58(12), 3410–3416 (2010)

13. Arshad, K., Moessner, K.: Robust spectrum sensing based on statistical tests. IET
Commun. 7(9), 808–817 (2013)

14. Lekomtcev, D., Marsalek, R.: Spectrum sensing under transmitter front-end con-
straints. In: 23rd International Conference on Systems, Signals and Image Process-
ing, pp. 1–4. Bratislava, Slovakia (2016)



Robust Spectrum Sensing for Cognitive Radio with Impulsive Noise 437

15. Shao, M., Nikias, C.: Signal processing with fractional lower order moments: stable
processes and their applications. Proc. IEEE 81(7), 986–1010 (1993)

16. Nikias, C., Shao, M.: Sibgnal Processing with Alpha-stable Distributions and
Applications. Wiley, New York (1995)

17. Rajan, A., Tepedelenlioglu, C.: Diversity combining over Rayleigh fading channels
with symmetric alpha-stable noise. IEEE Trans. Wirel. Commun. 9(9), 2968–2976
(2010)

18. Brcich, R.F., Iskander, D.R., Zoubir, A.M.: The stability test for symmetric alpha-
stable distributions. IEEE Trans. Signal Process. 53(3), 977–986 (2005)

19. Andersen, H.H, Hoejbjerre, M., Soerensen, D., et al.: Linear and Graphical Models:
For the Multivariate Complex Normal Distribution. Springer, New York (1995)

20. Fan, Y.: Goodness-of-fit tests for a multivariate distribution by the empirical char-
acteristic function. J. Multivar. Anal. 62, 36–63 (1997)

21. Press, S.J.: Estimation in univariate and multivariate stable distributions. J. Am.
Stat. Assoc. 67(340), 842–846 (1972)

22. Koutrouvelis, I.A.: Regression-type estimation of the parameters of stable laws. J.
Am. Stat. Assoc. 75(372), 918–928 (1980)

23. Feuerverger, A., Mcdunnough, P.: On the efficiency of empirical characteristic func-
tion procedures. J. R. Stat. Soc. 43(1), 20–27 (1981)

24. Tsihrintzis, G., Nikias, C.: Performance of optimum and suboptimum receivers in
the presence of impulsive noise modeled as an alpha-stable process. IEEE Trans.
Commun. 43(4), 904–914 (1995)

25. Koutrouvelis, I.A.: A goodness-of-fit test of simple hypotheses based on the empir-
ical characteristic function. Biometrika 67(1), 238–240 (1980)

26. Ilow, J., Hatzinakos, D.: Applications of the empirical characteristic function to
estimation and detection problems. Elsevier Signal Process. 65(2), 199–219 (1998)



Resource Allocation for Mobile Data
Offloading Through Third-Party

Cognitive Small Cells

Qun Li, Zheng Yin, and Ding Xu(B)

Nanjing University of Posts and Telecommunications, Nanjing, China
xuding@ieee.org

Abstract. Mobile data offloading is considered as an effective way to
solve the network overloading issue. In this paper, we study the mobile
data offloading problem through a third-party cognitive small cell pro-
viding data offloading service to a macrocell. Particularly, four scenarios,
namely, successive interference cancellation (SIC) available at neither the
macrocell base station (MBS) nor the small cell BS (SBS), SIC available
at both the MBS and the SBS, SIC available at only the MBS, and SIC
available at only the SBS are considered. For all the four scenarios, iter-
ative optimization based data offloading schemes are proposed. We show
that the proposed data offloading schemes outperform the corresponding
schemes without data offloading. We also show that equipping SIC at the
SBS is more beneficial compared to equipping SIC at the MBS.

Keywords: Cognitive radio · Mobile data offloading
Successive interference cancellation

1 Introduction

Mobile phones and wireless mobile communications are developing very rapidly
in recent years. The unprecedented increase in mobile data traffic has created
many challenges for cellular networks, such as the network overloading issue.
Mobile users in overloaded cellular networks will undergo degraded mobile ser-
vices, such as high call blocking probability and low data rate. In this respect,
mobile data offloading is an effective method to solve the network overloading
issue by offloading part of the data traffic load off the main cellular networks [5].
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So far, small cells and WiFi are the preferred candidates for data offloading
and have attracted a lot of attention [1]. For data offloading through small cells,
the work in [7] proposed a two-level offloading scheme that takes the network
load and interference conditions into account in small cell networks, the work in
[8] proposed a learning mechanism based fair auction scheme for data offloading
in small cell networks, and the work in [9] proposed an optimal energy efficient
offloading scheme based on the auction theory. For data offloading through WiFI,
the work in [3] proposed a network-assisted user-centric WiFi offloading scheme
in a heterogeneous network, the work in [6] analyzed the efficiency of the oppor-
tunistic and the delayed WiFi offloading schemes, and the work in [4] jointly
considered the problem of base station (BS) switching, resource allocation and
data offloading.

Meanwhile, the concept of cognitive radio (CR) has been proposed to address
the conflict between spectrum scarcity and low spectrum utilization [2]. The CR
allows the secondary users with no licensed spectrum band to access the spec-
trum band licensed to the primary users under the condition that the QoS of
the primary users is guaranteed. By adopting the concept of CR, we propose to
use third-party cognitive small cells with no licensed spectrum band to offload
data traffic from macrocells with licensed spectrum band and at the same time
gain transmission opportunities for cognitive small cells. The advantages of data
offloading through third-party cognitive small cells are three fold: (1) There is
no extra cost for building small cell infrastructures to support data offloading
as these small cells are third-party; (2) The throughput of the macrocells can
be improved as long as the QoS of data offloading is guaranteed by the cogni-
tive small cells; (3) The third-party cognitive small cells can use the remaining
resources from the macrocells to let their own users transmit information.

Therefore, this paper considers the data offloading scenario where a third-
party cognitive small cell provides data offloading service to a macrocell. The
transmission time is assumed to consist of two slots, where the first time slot is
for macrocell user transmission and the second time slot is for small cell user
transmission. The resource allocation problem for data offloading through such
a third-party cognitive small cell is investigated. Particularly, we consider four
scenarios, namely, successive interference cancellation (SIC) available at neither
the macrocell BS (MBS) nor the small cell BS (SBS), SIC available at both the
MBS and the SBS, SIC available at only the MBS, and SIC available at only
the SBS. For all the four scenarios, we propose iterative optimization based data
offloading schemes to maximize the sum rate of the small cell UEs (SUEs) subject
to the required minimum sum rate of the macrocell UEs (MUEs). Simulation
results are given to verify our proposed data offloading schemes.

2 System Model

This paper considers an uplink macrocell network with M MUEs served by a
MBS, which is licensed with a narrow spectrum band for data communication.
We assume that there is an uplink small cell network with K SUEs served by
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a SBS, which is in the coverage area of the MBS and is not licensed with any
spectrum band for data communication. Since some MUEs may be near the SBS
and far from the MBS, it is better to direct these MUEs to be served by the SBS.
To reward the small cell network for data offloading, it can use the spectrum
licensed to the macrocell network for its own purpose under the condition that
the performance of the macrocell network is guaranteed.

We assume that all the channels are block-fading, i.e., the channel power
gains are constant in each transmission block and change independently. The
channel power gains from the MUE m to the MBS, from the SUE k to the SBS,
and from the MUE m to the SBS are denoted by hp

m, hs
k and hps

m , respectively.
The transmission time for each transmission block is denoted by T. We assume
that the total transmission time is divided into two slots. The first time slot is
for MUE data communication with time τ1, while the second time slot is for
SUE data communication with time τ2. Thus, we have τ1 + τ2 ≤ T. Let pp

m and
ps

k denote the transmit powers of the MUE m and the SUE k, respectively. The
transmit powers of the MUEs and the SUEs are restricted as pp

m ≤ P p
max and

ps
k ≤ P s

max, respectively for m = 1, . . . , M, k = 1, . . . , K. Let αm ∈ {0, 1} and
βm ∈ {0, 1} denote whether the MUE m is connected to the MBS and the SBS,
respectively. Specifically, αm = 1 denotes that the MUE m is connected to the
MBS and vice versa, while βm = 1 denotes that the MUE m is connected to the
SBS and vice versa. Since each MUE is assumed to be able to connect either the
MBS or the SBS, we have αm + βm ≤ 1, for m = 1, . . . ,M.

In this paper, we assume that the performance of the macrocell network
is guaranteed by satisfying the required minimum sum rate of the MUEs,
given by Rp(τ1,α,pp) + Rps(τ1,β,pp) ≥ Rmin, where Rp(τ1,α,pp) is the sum
rate of the MUEs connected to the MBS, Rps(τ1,β,pp) is the sum rate of
the MUEs offloaded to the SBS, α = [α1, . . . , αM ]T , β = [β1, . . . , βM ]T , and
pp = [pp

1, . . . , p
p
M ]T . Our aim is to maximize the sum rate at the SBS denoted

by Rs(τ2,ps), where ps = [ps
1, . . . , p

s
K ]T . The exact expression of the sum rate

depends on whether SIC decoder is available at the MBS or the SBS. If SIC
decoder is not available at the MBS, the sum rate of the MUEs connected to the
MBS can be written as

RNSIC
p (τ1,α,pp) =

τ1
T

M∑

m=1

ln
(

1 +
αmpp

mhp
m

σ2 +
∑M

m′=1,m′ �=m αm′ pp

m′ h
p

m′

)
, (1)

where σ2 is the background noise power. If SIC decoder is not available at the
SBS, the sum rate of the MUEs connected to the SBS and the sum rate of the
SUEs can be written as

RNSIC
ps (τ1,β,pp) =

τ1
T

M∑

m=1

ln
(

1 +
βmpp

mhps
m

σ2 +
∑M

m′=1,m′ �=m βm′ pp

m′ h
ps

m′

)
, (2)

and

RNSIC
s (τ2,ps) =

τ2
T

K∑

k=1

ln

(
1 +

ps
khs

k

σ2 +
∑K

k′=1,k′ �=k ps
k′ hs

k′

)
, (3)
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respectively. If SIC decoder is available at the MBS and the SBS, the sum rate
of the MUEs connected to the MBS, the sum rate of the MUEs connected to
the SBS and the sum rate of the SUEs can be written respectively as

RSIC
p (τ1,α,pp) =

τ1
T

ln

(
1 +

∑M
m=1 αmpp

mhp
m

σ2

)
, (4)

RSIC
ps (τ1,β,pp) =

τ1
T

ln

(
1 +

∑M
m=1 βmpp

mhps
m

σ2

)
, (5)

RSIC
s (τ2,ps) =

τ2
T

ln

(
1 +

∑K
k=1 ps

khs
k

σ2

)
. (6)

Depending on whether SIC decoder is available at the MBS or the SBS, we
can study the resource allocation for data offloading in four cases.

3 Resource Allocation Schemes

3.1 Without SIC Decoders at the MBS and the SBS

In this subsection, we investigate the case when SIC decoders are not available
at the MBS and the SBS. The optimization problem is formulated as

max
τ1,τ2,α ,β ,pp,ps

RNSIC
s (τ2,ps) (7)

s.t. τ1 + τ2 ≤ T, τ1 ≥ 0, τ2 ≥ 0, (8)
αm ∈ {0, 1}, βm ∈ {0, 1},m = 1, . . . ,M, (9)
αm + βm ≤ 1,m = 1, . . . ,M, (10)
0 ≤ pp

m ≤ P p
max,m = 1, . . . , M, (11)

0 ≤ ps
k ≤ P s

max, k = 1, . . . , K, (12)

RNSIC
p (τ1,α,pp) + RNSIC

ps (τ1,β,pp) ≥ Rmin. (13)

The problem in (7) is highly nonlinear and nonconvex. We solve the problem
in (7) by optimizing τ1, τ2 with given α,β,pp,ps, optimizing α,β with given
τ1, τ2,p

p,ps, and optimizing pp,ps with given τ1, τ2,α,β.
With given α,β,pp,ps, we optimize τ1, τ2 by maximizing RNSIC

s (τ2,ps) sub-
ject to the constraints (8) and (13). It is easy to observe that a larger value of τ2
can lead to a larger objective function value. Thus, according to the constraints
(8) and (13), the optimal τ2 is given by τ∗

2 = T − τ∗
1 , where the value of τ∗

1 is
achieved when the constraint (13) is satisfied at equality and is given by

τ∗
1 = RminT

(
M∑

m=1

ln

(
1 +

αmpp
mhp

m

σ2 +
∑M

m′=1,m′ �=m αm′ pp

m′ h
p

m′

)

+ ln

(
1 +

βmpp
mhps

m

σ2 +
∑M

m′=1,m′ �=m βm′ pp

m′ h
ps

m′

))−1

. (14)
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With given τ1, τ2,p
p,ps, we optimize α,β by maximizing RNSIC

s (τ2,ps) sub-
ject to the constraints (9), (10) and (13). It is observed that RNSIC

s (τ2,ps)
does not depend on α,β. Considering the fact that a smaller τ1 leads to
a higher RNSIC

s (τ2,ps), we optimize α,β by maximizing RNSIC
p (τ1,α,pp) +

RNSIC
ps (τ1,β,pp) subject to the constraints (9) and (10). If the obtained

RNSIC
p (τ1,α,pp) + RNSIC

ps (τ1,β,pp) is smaller than Rmin, then the original
problem is infeasible. Since such problem is hard to be solved, we propose a
heuristic scheme to solve it. The values of α,β are initialized as αm = 0, βm = 0
for all m = 1, . . . ,M. Then, we sequentially set αm = 1 or βm = 1 by selecting
the one that provides higher value of RNSIC

s (τ2,ps).
With given τ1, τ2,α,β, we optimizing pp,ps by maximizing RNSIC

s (τ2,ps)
subject to the constraints (11), (12) and (13). Such problem can be solved by
solving the following two subproblems as given by

max
ps

RNSIC
s (τ2,ps) (15)

s.t. constraint (12),

and

max
pp

RNSIC
p (τ1,α,pp) + RNSIC

ps (τ1,β,pp) (16)

s.t. constraint (11).

If the obtained RNSIC
p (τ1,α,pp) + RNSIC

ps (τ1,β,pp) from solving the prob-
lem in (16) is smaller than Rmin, then the original problem is infeasible. We
solve the problems in (15) and (16) by iteratively optimizing one variable with
other variables being fixed. First, we solve the problem in (15). With given
ps
1, . . . , p

s
k−1, p

s
k+1, . . . , p

s
K , the variable ps

k is optimized by solving the problem

max
0≤ps

k≤P s
max

fk(ps
k), (17)

where

fk(ps
k) = ln

(
1 +

ps
khs

k

σ2 +
∑K

l=1,l �=k ps
l h

s
l

)

+
K∑

k′=1,k′ �=k

ln

(
1 +

ps
k′ hs

k′

σ2 +
∑K

l=1,l �=k′ ps
l h

s
l

)
. (18)

The first derivative of fk(ps
k) can be obtained as

dfk(ps
k)

dps
k

=
hs

k

σ2 +
∑K

l=1 ps
l h

s
l

(
1 −

K∑

k′=1,k′ �=k

ps
k′ hs

k′

σ2 +
∑K

l=1,l �=k′ ps
l h

s
l

)
. (19)

It is seen that the first part of the above expression is positive and the second part
is a strictly increasing function of ps

k. Thus, the solution to dfk(p
s
k)

dps
k

= 0 is unique
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and is denoted by ps
k = xk. If xk ≤ 0, then fk(ps

k) is a monotonically increasing
function of ps

k and the solution to the problem in (17) is thus ps
k = P s

max. If
xk ≥ P s

max, then fk(ps
k) is a monotonically decreasing function of ps

k and the
solution to the problem in (17) is thus ps

k = 0. If 0 < xk < P s
max, then fk(ps

k)
first decreases as ps

k increases and turns to increase when ps
k is beyond xk, and

the solution to the problem in (17) is thus ps
k = 0 if fk(0) > fk(P s

max) and is
ps

k = P s
max otherwise. The problem in (16) can be solved similarly as the problem

in (15) and we omit here for brevity.

3.2 With SIC Decoders at the MBS and the SBS

In this subsection, we investigate the case when SIC decoders are available at
both the MBS and the SBS. The optimization problem is formulated as

max
τ1,τ2,α ,β ,pp,ps

RSIC
s (τ2,ps) (20)

s.t. RSIC
p (τ1,α,pp) + RSIC

ps (τ1,β,pp) ≥ Rmin. (21)

and constraints (8)−(12)

Similar to the problem in (7), we solve the problem in (20) by optimizing τ1, τ2
with given α,β,pp,ps, optimizing α,β with given τ1, τ2,p

p,ps, and optimizing
pp,ps with given τ1, τ2,α,β.

With given α,β,pp,ps, the variables τ1, τ2 are optimized by maximizing
RSIC

s (τ2,ps) subject to the constraints (8) and (21). The optimal τ2 is easily
obtained as τ∗

2 = T − τ∗
1 , where the value of τ∗

1 can be obtained as

τ∗
1 =

RminT

ln
(
1 +

∑M
m=1 αmpp

mhp
m

σ2

)
+ ln

(
1 +

∑M
m=1 βmpp

mhps
m

σ2

) . (22)

With given τ1, τ2,p
p,ps, the variables α,β are optimized by maximizing

RSIC
s (τ2,ps) subject to the constraints (9), (10) and (21). We solve the problem

by maximizing RSIC
p (τ1,α,pp) + RSIC

ps (τ1,β,pp) subject to the constraints (9)
and (10). If the obtained RSIC

p (τ1,α,pp)+RSIC
ps (τ1,β,pp) is smaller than Rmin,

then the problem is infeasible. Similar to Sect. 3.1, a heuristic scheme can be
proposed to optimize α,β and we omit it here for brevity.

With given τ1, τ2,α,β, the variables pp,ps are optimized by maximizing
RSIC

s (τ2,ps) subject to the constraints (11), (12) and (21). It is observed that
the problem can be solved by solving the following two subproblems as given by

max
ps

RSIC
s (τ2,ps) (23)

s.t. constraint (12),

and

max
pp

RSIC
p (τ1,α,pp) + RSIC

ps (τ1,β,pp) (24)

s.t. constraint (11).
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It is noted that the original problem is infeasible if the obtained RSIC
p (τ1,α,pp)+

RSIC
ps (τ1,β,pp) from solving the problem in (24) is smaller than Rmin. It can

be verified that the objective functions in (23) and (24) are increasing functions
of ps and pp, respectively. Thus, the optimal solutions to the problems in (23)
and (24) are ps

k = P s
max and pp

m = P p
max, for m = 1, . . . ,M, k = 1, . . . ,K.

3.3 With SIC Decoder at the MBS

In this subsection, we investigate the case when SIC decoder is available only at
the MBS. The optimization problem is formulated as

max
τ1,τ2,α ,β ,pp,ps

RNSIC
s (τ2,ps) (25)

s.t. RSIC
p (τ1,α,pp) + RNSIC

ps (τ1,β,pp) ≥ Rmin. (26)

and constraints (8)−(12)

Similar to the problem in (7), we solve the problem in (25) by optimizing τ1, τ2
with given α,β,pp,ps, optimizing α,β with given τ1, τ2,p

p,ps, and optimizing
pp,ps with given τ1, τ2,α,β.

With given α,β,pp,ps, the optimal τ2 can be obtained as τ∗
2 = T −τ∗

1 , where
the value of τ∗

1 is obtained by

τ∗
1 =

RminT

ln
(
1 +

∑M
m=1 αmpp

mhp
m

σ2

)
+

∑M
m=1 ln

(
1 + βmpp

mhps
m

σ2+
∑M

m
′=1,m′ �=m

β
m

′ pp

m
′ hps

m
′

) .

(27)
With given τ1, τ2,p

p,ps, the variables α,β are optimized by maximizing
RNSIC

s (τ2,ps) subject to the constraints (9), (10) and (26). We solve the problem
by maximizing RSIC

p (τ1,α,pp)+RNSIC
ps (τ1,β,pp) subject to the constraints (9)

and (10), and if the obtained RSIC
p (τ1,α,pp)+RNSIC

ps (τ1,β,pp) is smaller than
Rmin, then the problem is infeasible. Similar to Sect. 3.1, a heuristic scheme can
be proposed to solve the problem and we omit it here for brevity.

With given τ1, τ2,α,β, the variables pp,ps are optimized by maximizing
RNSIC

s (τ2,ps) subject to the constraints (11), (12) and (26). The problem can
be solved by solving the following two subproblems as given by

max
ps

RNSIC
s (τ2,ps) (28)

s.t. constraint (12),

and

max
pp

RSIC
p (τ1,α,pp) + RNSIC

ps (τ1,β,pp) (29)

s.t. constraint (11).

It is noted that the original problem is infeasible if the obtained RSIC
p (τ1,α,pp)+

RNSIC
ps (τ1,β,pp) from solving the problem in (29) is smaller than Rmin. Since
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RSIC
p (τ1,α,pp) is an increasing functions of pp. Thus, the optimal pp

m is given
as pp

m = P p
max for m ∈ {m|αm = 1,m = 1, . . . , M}. For the optimal {ps

k} of the
problem in (28) and the optimal {pp

m,m ∈ {m|βm = 1,m = 1, . . . , M}} of the
problem in (29), we iteratively optimize one variable with other variables being
fixed similar to that in Sect. 3.1, which we omit here for brevity.

3.4 With SIC Decoder at the SBS

In this subsection, we investigate the case when SIC decoder is available only at
the SBS. The optimization problem is formulated as

max
τ1,τ2,α ,β ,pp,ps

RSIC
s (τ2,ps) (30)

s.t. RNSIC
p (τ1,α,pp) + RSIC

ps (τ1,β,pp) ≥ Rmin. (31)

and constraints (8)−(12)

Similar to the problem in (7), we solve the problem in (30) by optimizing τ1, τ2
with given α,β,pp,ps, optimizing α,β with given τ1, τ2,p

p,ps, and optimizing
pp,ps with given τ1, τ2,α,β.

With given α,β,pp,ps, the optimal τ2 can be obtained as τ∗
2 = T −τ∗

1 , where
the value of τ∗

1 is obtained by

τ∗
1 =

RminT

∑M
m=1 ln

(
1 + αmpp

mhp
m

σ2+
∑M

m
′=1,m′ �=m

α
m

′ pp

m
′ hp

m
′

)
+ ln

(
1 +

∑M
m=1 βmpp

mhps
m

σ2

) .

(32)
With given τ1, τ2,p

p,ps, the variables α,β are optimized by maximizing
RSIC

s (τ2,ps) subject to the constraints (9), (10) and (31). The problem is solved
by maximizing RNSIC

p (τ1,α,pp)+RSIC
ps (τ1,β,pp) subject to the constraints (9)

and (10), and if the obtained RNSIC
p (τ1,α,pp)+RSIC

ps (τ1,β,pp) is smaller than
Rmin, then the problem is infeasible. Similar to Sect. 3.1, a heuristic scheme can
be proposed to solve the problem and we omit it here for brevity.

With given τ1, τ2,α,β, the variables pp,ps are optimized by maximizing
RSIC

s (τ2,ps) subject to the constraints (11), (12) and (31). The problem can be
solved by solving the following two subproblems as given by

max
ps

RSIC
s (τ2,ps) (33)

s.t. constraint (12),

and

max
pp

RNSIC
p (τ1,α,pp) + RSIC

ps (τ1,β,pp) (34)

s.t. constraint (11).

Noted that the original problem is infeasible if the obtained RNSIC
p (τ1,α,pp) +

RSIC
ps (τ1,β,pp) from solving the problem in (34) is smaller than Rmin. Since
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Fig. 1. Sum rate of the MUEs against
Rmin.

Fig. 2. Sum rate of the SUEs against
Rmin.

RSIC
s (τ2,ps) and RSIC

ps (τ1,β,pp) are increasing functions of ps and pp, respec-
tively. Thus, the optimal ps

k is given as ps
k = ps

max and the optimal pp
m is

given as pp
m = P p

max for m ∈ {m|βm = 1,m = 1, . . . ,M}. For the optimal
{pp

m,m ∈ {m|αm = 1,m = 1, . . . ,M}} of the problem in (34), we iteratively
optimize one variable with other variables being fixed similar to that in Sect. 3.1,
which we omit here for brevity.

4 Simulation Results

In this section, we verify the performance of the proposed data offloading
schemes. The channels involved are assumed to follow Rayleigh fading with unit
mean. In the following results, we set σ2 = 1, T = 1, M = 10, K = 10,
P p

max = 10 W and P s
max = 10 W.

In Fig. 1, we illustrate the sum rate of the MUEs against the required min-
imum sum rate of the MUEs Rmin for different data offloading schemes with
or without SIC decoders at the MBS and/or the SBS. For the purpose of com-
parison, the results obtained from the schemes without data offloading are also
given. It is observed that the proposed data offloading schemes can achieve the
sum rate of the MUEs equal to Rmin when Rmin is not too high. When Rmin

is high, the achieved sum rates of the MUEs by the proposed schemes gradually
saturate as Rmin increases further. This is because that when Rmin is high, the
required minimum sum rate of the MUEs Rmin will not be supported even if all
the available time T is allocated for the MUE data communication with data
offloading to the SBS. It is also observed that by choosing a proper large value of
Rmin, the proposed data offloading schemes can achieve much higher sum rate
of the MUEs compared to the schemes without data offloading. In addition, it is
observed that the sum rate of the MUEs achieved by the data offloading scheme
with SIC at the SBS is higher than that achieved by the data offloading scheme
with SIC at the MBS when Rmin is high. This indicates that equipping a SIC
decoder at the SBS is more beneficial for the MUEs compared to equipping a SIC
decoder at the MBS. It is also observed that the sum rates of the MUEs achieved
by the data offloading schemes with SIC at the MBS (or SBS) are always higher
than that achieved by the data offloading schemes without SIC at the MBS (or
SBS).
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In Fig. 2, we illustrate the sum rate of the SUEs against the required minimum
sum rate of the MUEs Rmin for different data offloading schemes with or without
SIC decoders at the MBS and/or the SBS. It is observed that the data offloading
scheme without SIC achieves the lowest sum rate of the SUEs among the four
data offloading schemes, while the data offloading scheme with SIC at the MBS
and the SBS achieves the highest sum rate of the SUEs among the four data
offloading schemes. It is also observed that the data offloading scheme with SIC
at the SBS achieves higher sum rate of the SBS than that achieved by the data
offloading scheme with SIC at the MBS. This indicates that equipping a SIC
decoder at the SBS is more beneficial for the SUEs compared to equipping a
SIC decoder at the MBS.

5 Conclusions

This paper investigates the mobile data offloading problem through a third-party
cognitive small cell for a macrocell. By considering whether SIC is available
at the MBS and/or the SBS, four scenarios are considered. For each scenario,
iterative optimization based data offloading scheme is proposed. It is shown that
the proposed data offloading schemes outperform the corresponding schemes
without data offloading. It is also shown that equipping SIC at the SBS is more
beneficial compared to equipping SIC at the MBS.
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Abstract. Recently, energy detection (ED) has been investigated in
massive single-input multiple-output (SIMO) systems, where transmit
symbols can be decoded by averaging the received power across all receive
antennas. In this paper, we concentrate on the performance of non-
coherent massive SIMO in the presence of antenna correlation. Specifi-
cally, closed-form expressions of symbol error rate (SER) and achievable
rate are derived. Furthermore, asymptotic behaviors of SER and achiev-
able rate in regimes of a large number of receive antennas, high antenna
correlation and large signal-to-noise ratio (SNR) are investigated. Inter-
estingly, the results show that antenna correlation poses a great impact
to SER, but has little effect on the achievable rate. Numerical results are
presented to verify our analytical results.

Keywords: Energy detection · Performance analysis
Spatially correlated channel
Massive single-input multiple-output (SIMO)

1 Introduction

Massive multiple-input multiple-out (MIMO) systems, which deploy a large num-
ber of antennas at base station (BS) to serve a relatively small number of users,
has become a promising technology due to its increased degrees of freedom [1,2].
Besides, massive MIMO is energy efficient since the transmit power scales down
with the number of antennas at BSs. However, non-orthogonal pilots among
adjacent cells would deteriorate the system performance as channel estimates
obtained in a given cell will be corrupted by pilots transmitted by users in the
other cells.

Non-coherent communications systems based on energy detection (ED),
which require no knowledge of instantaneous channel state information (CSI)
at either the transmitter or receiver, have attracted a great attention [3,4]. In
spite of a sub-optimal performance, non-coherent receivers enjoy the benefits
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of low complexity, low power consumption and simple structures compared to
coherent communications systems [5]. Specifically, for an ED-based non-coherent
massive single-input multiple-output (SIMO) system, the average symbol-error-
rate (SER) is derived with channel statistics, based on which a minimum dis-
tance constellation is presented in [6]. An asymptotically optimal constellation
is proposed with varying levels of uncertainty in channel statistics [7]. Also, it is
proved that non-coherent massive SIMO system satisfies the same scaling law as
its coherent counterpart [8]. More importantly, given that the number of receive
antennas is asymptotically infinite, the ED-based non-coherent massive SIMO
system can provide the same error performance as that of the coherent system.

In real applications, deploying a large number of antennas leads to inadequate
antenna separation. Thus, a new challenge emerges as the correlation between
antennas could adversely affects the communications systems performance and
capacity. The impact of antenna correlation on conventional MIMO has been
investigated thoroughly. In [9] and [10], the effects of spatial correlation and
mutual antenna coupling are studied when an increasing number of antennas is
fitted in a fixed physical space. Furthermore, it is shown that energy efficiency
does not increase unboundedly in massive MIMO system when antennas are to
be accommodated within a fixed physical space [11]. The analysis of antenna cor-
relation is not restricted to the popular separable correlation model, but rather
it embraces a more general representation [12] and closed-form expressions for
the capacity of correlative channel based on the eigenvalues of input covariance
and channel matrix are proposed in [13].

The aforementioned studies validate that antenna correlation has an adverse
impact in coherent MIMO systems. However, for non-coherent massive SIMO
systems, whether the antenna correlation influences the capacity or error perfor-
mance is still not clear. Inspired by this, this paper presents a thorough perfor-
mance analysis of non-coherent massive SIMO systems with ED-based receivers.
In this work, we derive analytical expressions of ergodic rate and the SER for
non-coherent massive SIMO systems with receive antenna correlation. For the
SER, when antenna correlation is large enough, increasing the number of anten-
nas cannot further reduce the error probability. Conversely, antenna correlation
has little impact on the achievable rate.

2 System Model

We consider a massive SIMO configuration with one transmit antenna and a
large number of receive antennas. The flat-fading channels of different transmit-
receive pairs are assumed to be mutually independent. The received signal vector
is represented by

y = hx + n (1)

where y ∈ C
M×1 is the received signal at the multi-antenna receiver, n ∈ C

M×1

indicates a complex Gaussian noise vector with elements ni ∼ CN (0, σ2
n),

h ∈ C
M×1 refers to the channel realization with hi ∼ CN (0, σ2

h), x denotes the
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transmit symbol drawn from a certain non-negative constellation P =
{√

p1,
√

p2, . . . ,
√

pK}, K indicates the constellation size and M the number of
receive antennas. The channel statistics is supposed to be known to the receiver
instead of the instantaneous CSI.

In the case of one transmit antenna, the spatially correlated channel can be
characterized by the well-known Kronecker model [14]

h = Φ1/2
r g (2)

where g ∈ C
M×1 is an uncorrelated complex channel vector whose entries are

independent identically distributed (i.i.d.) with gi ∼ CN (0, 1). Φ1/2
r indicates

the deterministic receive correlation matrix, which depends on the angle spread,
antenna beamwidth and antenna spacing.

For the structure of Φr, the exponential correlation model are often utilized
to quantify the level of spatial correlation [14]. Specifically, according to the
exponential model, the receive correlation matrix can be constructed utilizing a
single coefficient ρ ∈ C, namely

Φij =
{

ρ|j−i|, i � j(
ρ|j−i|)∗

, j < i
(3)

where | · | denotes the absolute value operation and Φij the (i, j)th entry of Φr,
ρ = aejθ is the correlation coefficient with 0 ≤ a < 1. Note that the eigenvalues
of Φr only depend on a, while θ decides the eigenvectors of Φr. Because only
the eigenvalues of Φr will be used in the following analysis, we assume ρ = a
throughout this paper. Also, Φr is supposed to be known as a prior, since it is
supposed to be less frequently varying than the channel matrix.

3 ED-Based Receiver Using a Finite Number of Antennas

Based on the ED principle, after the received signal having been filtered, squared
and integrated, the decision metric for symbol decoding can be written as

z =
‖y‖22
M

. (4)

We assume that the knowledge of channel and noise statistics is available at
the receiver, this is achieved by sending a sequence of training symbols before
data transmission [9]. First, the decision metric with a finite number of antennas
can be expanded as

z =
1
M

[hHΦrh]x2 +
1
M

nHn +
2
M

�
(
nHΦ1/2

r h
)

x. (5)

From [15], the first component of (5) can be expressed as

1
M

[hHΦrh]x2 =
1
M

[hHUΛUHh]x2

=
1
M

[vHΛv]x2
(6)
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where the eigendecomposition is employed to translate Φr into Φr = UΛUH ,
Λ is a eigenvalue diagonal matrix and U is a unitary matrix consisting of corre-
sponding eigenvectors. v = UHh follows the identical distribution with UH and
the entries of v are mutually independent [15].

The third component in (5) can be expanded in the same way. Therefore, the
decision metric is transformed into

z =
1
M

[vHΛv]x2 +
1
M

nHn +
2
M

�
(
qHΛ1/2v

)
x

=
x2

M

M∑
i=1

λi|vi|2 +
1
M

M∑
i=1

|ni|2 +
2x

M

M∑
i=1

λ
1
2
i � (qivi)

(7)

where q = UHn, 2|vi|2 and 2
σ2

n
|ni|2 are chi-square variables with 2 degrees of

freedom, qivi is a product of two Gaussian variables. Although 2
M � (

qHΛ1/2v
)
,

1
M nHn and 1

M [vHΛv] are not mutually independent, the asymptotic indepen-
dence can be validated among them [16]. Thus, it is assumed the elements in (7)
are mutually independent in the following analysis.

Lemma 1. If the number of antennas M grows large, the following approxima-
tions are attainable thanks to Lyapunov Central Limit Theorem (CLT).

M∑
i=1

λi|vi|2 ∼ N
(

M∑
i=1

λi,
M∑
i=1

λ2
i

)
,

M∑
i=1

|ni|2 ∼ N (
Mσ2

n,Mσ4
n

)
,

M∑
i=1

λ
1
2
i �(qivi) ∼ N

(
0,

σ2
n

2

M∑
i=1

λi

) (8)

where
M∑
i=1

λi = M,

M∑
i=1

λ2
i = M + 2

M−1∑
i=1

(M − i)ρ2i = M + f(ρ) (9)

with

f(ρ) = 2
ρ2M+2 + M(ρ2 − ρ4) − ρ2

(1 − ρ2)2
, 0 ≤ ρ < 1. (10)

Since 0 ≤ ρ < 1, the above equation is further simplified as

f(ρ) =
2M(ρ2 − ρ4) − 2ρ2

(1 − ρ2)2
, 0 ≤ ρ < 1. (11)

where 0 � f (ρ) < M2 − M ,
∑M

i=1 λi is equal to the trace of Φr and
∑M

i=1 λ2
i is

the trace of Φ2
r. Obviously, f(ρ) is an increasing function of ρ.

Applying Lemma 1 and with some straightforward mathematical manipula-
tions, it is shown that the decision metric z follows a real Gaussian distribution,
namely z ∼ N (μz, σ

2
z). The corresponding mean and variance are given below

μz = x2 + σ2
n → μ(pk) = pk + σ2

n

σ2
z =

1
M

(
x2 + σ2

n

)2
+

f(ρ)
M2

→ σ2(pk) =
1
M

(
pk + σ2

n

)2
+

f(ρ)
M2

(12)
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where μ(pk) and σ2(pk) are mean and variance of z when
√

pk is the transmit
symbol.

4 Performance Analysis

In this section, a closed-form expression of the SER is presented. The asymptotic
behaviors of infinite number of antennas and high SNRs are taken into consid-
eration. Afterwards, a closed-form expression of the achievable rate is given.

4.1 SER Analysis

Given multiple decoding regions {dk}K−1
k=1 , z can be decoded by

x̂ =
√

pk : dk−1 � z < dk. (13)

Proposition 1. With a finite number of receive antennas, the SER of the ED-
based massive SIMO system with antenna correlation is given by

Pe = 1 − 1
K

K∑
k=1

P (pk)

= 1 − 1
2K

K∑
k=1

(
erf

(
Δk,L√
2σ(pk)

)
+ erf

(
Δk,R√
2σ(pk)

)) (14)

where Δk,L = μ(pk) − dk−1 and Δk,R = dk − μ(pk).

Proof. Since z is a Gaussian variable that has been proved, the correct proba-
bility of each pk can be obtained as follows

P (pk) = Pr(dk−1 � z < dk)

=
1
2

(
erf

(
μ(pk) − dk−1√

2σ(pk)

)
+ erf

(
dk − μ(pk)√

2σ(pk)

))
.

(15)

The error probability is Pe(pk) = 1 − P (pk), thus the average error probability,
Pe, is equal to 1

K

∑K
k=1 Pe(pk), Proposition 1 is proved.

It is worth noting that the expression in (14) is a generalized result suitable
for a variety of non-negative constellations. Given variance σ(pk) and decod-
ing regions, one can obtain the error probability. Moreover, the result in (14)
reveals how antenna correlation affects the error performance. When M , SNR
and constellation size are fixed, σ2(pk) grows with a larger ρ. Since SER is an
increasing function of σ2(pk), the error probability will increase if channels of
different transmit-receive pairs are more correlated. In the limit of ρ → 1 and
SNR → ∞, the following results is obtained

lim
ρ→1

Δ2
k,R

σ2(pk)
=

(dk − μ(pk))2

2
. (16)

lim
σ2

n→0
σ2(pk) =

1
M

p2k +
f(ρ)
M2

. (17)
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It is readily observed from (16) that no matter how large the number of receive
antennas is, it will not be helpful to reduce SER. On the other hand, as long
as ρ is not that large, increasing M can reduce error rate. From (17), it can be
found that σ2(pk) will not converge to zero even if SNR → ∞, which means that
an error floor appears in high SNR regions.

4.2 Achievable Rate Analysis

Proposition 2. The SNR of received signal at BS can be represented as

γ ∼ X1

X2
(18)

where X1 and X2 are independent real Gaussian random variables, namely

X1 ∼ N (
μX1 , σ

2
X1

)
,X2 ∼ N (

μX2 , σ
2
X2

)
(19)

where

μX1 = p2
k

(
1 +

M + f(ρ)

M2

)
, μX2 = σ4

n

(
1 +

1

M

)
+

2pkσ2
n

M
,

σ2
X1 = p4

k

(
2 + M + f(ρ)

M2
+

4Mf(ρ) + 2f2(ρ)

M4

)
, σ2

X2 = 2σ8
n

(
1 + 2M

M2

)
+

8p2
kσ4

n

M2
.

Proof. From (7), the SNR of received signal at BS is defined as

γ =

(
1
M

M∑
i=1

λi|vi|2
)2

x4

(
1
M

M∑
i=1

|ni|2
)2

+

(
2
M

M∑
i=1

λ
1
2
i �(qivi)

)2

x2

. (20)

At first, 1
M

∑M
i=1 λi|vi|2 follows a non-zero mean Gaussian distribution when

M is large according to Lemma 1. Therefore, the numerator of (20) is a non-
central Chi-square random variable. When the variance of a non-central Chi-
square distribution is small enough, it can also be approximated as a Gaussian
distribution [9]. In the same way, the denominator of (20) is able to be considered
as a Gaussian variable too.

From Proposition 2, the achievable rate with respect to the kth constellation
point is able to be computed by averaging over X1 and X2

Rk = EX1,X2

{
log2

(
1 +

X1

X2

)}
. (21)
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Proposition 3. In the presence of antenna correlation, the achievable rate when√
pk is transmitted is given by

Rk =
log2e√

π

n∑
i=0

Wi ln(1 + vi)K(vi)

− log2e
m

√
π

m−1∑
i=1

ln
(

1 +
i

m

)
K

(
i

m

)
− 1

2m
√

π
K(1)

+
log2e√

π

n∑
i=0

Ai

2
√

si
ln

(
μzμX2 +

√
2μX2σz

√
si

μzμX2 +
√

2μzσX2

√
si

)

+
log2μz

2
erfc

(
− μz√

2σz

)
− log2μX2

2
erfc

(
− μX2√

2σX2

)

(22)

where

μz = μX1 + μX2 , σ2
z = σ2

X1
+ σ2

X2
(23)

K(x) =
μz√
2σZ

e
−

(
μZ√
2σz

x
)2

− μX2√
2σX2

e
−

(
μX2√
2σX2

x

)2

(24)

and the value of Wi and vi are derived from Gauss–Legendre quadrature formula,
the value of Ai and si is derived from Gauss–Laguerre quadrature formula. 1/m
is the step in compound trapezoid formula.

Proof. The proof is omitted because of the length constraint.

The average achievable rate can be simply calculated by R = 1
K

∑K
k=1 Rk.

5 Numberical Results

Monte Carlo simulations are performed to illustrate the effect of antenna correla-
tion and verify our analysis. We assume that the non-negative PAM is employed
and the channel is Rayleigh fading with a correlation matrix Φr.

Figure 1 shows SER versus SNR for different numbers of receive antennas,
where K = 4 and ρ = 0.5. As expected, when M increases, the SER decreases as
a consequence. However, there exists a distinct discrepancy between simulation
and analytical results. This is attributed to the CLT approximation, where the
tail of Gaussian distribution shows a slight difference with actual distribution.
Although it is small in absolute value, the logarithmic representation in Fig. 1
will amplify this difference. However, the tendency of simulation and analytical
curves is quite similar. Beside, Pe will converge to a non-zero error floor with
SNR growing. Generally, there are two approaches to reduce the error floor,
one is to employ more the number of antennas, and the other is constellation
optimization.

The impact of antenna correlation on the error rate can be further verified
in Fig. 2, where K = 4 and SNR = 6dB. This figure clearly demonstrates the
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adverse effect of antenna correlation on error performance. Meanwhile, the per-
formance gain provided by massive antenna array would be counteracted by
spatially correlated channels.

Figure 3 plots the relationship between the achievable rate and SNR in the
presence of antenna correlation, where K = 4 and ρ = 0.5. The numerical results
are obtained by performing simulation using (20), while analytical results are
computed with (22). Unlike the situation of SER comparison, the numerical
and analytical results of achievable rate fit each other very well. Furthermore,
since there is no interference in the considered system model, the achievable rate
increases unboundedly with growing SNRs.
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Figure 4 shows how the achievable rate varies with antenna correlation, where
K = 4 and SNR = 10dB. The remarkable gap between analytical and numerical
results at M = 100 arises because the number of antennas is insufficient and
resulting Gaussian approximation by using CLT is not accurate enough. Most
importantly, for a large range of antenna correlation, the sum rate almost remains
unchanged, especially when M > 200.

6 Conclusion

Non-coherent receivers are attractive in massive SIMO systems, due primarily
to their low complexity and cost. This paper presents a through performance
analysis of non-coherent massive SIMO systems over spatially correlated chan-
nels.

We have derived the approximated analytical closed-form expression of the
average SER based on CLT. Simultaneously, the achievable rate is given accord-
ing to Gaussian distribution approximation. Both analytical and numerical
results indicate an error floor of Pe will appear at high SNRs, which can be
reduced by constellation optimization or increasing the number of receive anten-
nas. Interestingly, the simulation results report that the antenna correlation has
far less impact on the achievable rate than the error probability.
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Abstract. It is generally considered that Ultra-Dense Network (UDN)
is a promising solution for 5G and the network is going to turn into
user centric. Caching popular contents at the edge of network is an effi-
cient way to reduce the energy consumption and data traffic of backhaul
link. But most of current researches on caching in UDN fail to take into
account of user centric and energy efficiency performance during caching
files delivery process. In this paper, we consider an User-centric Ultra-
Dense Network (UUDN) with cache-enabled Small Base Stations (SBSs)
and investigate the energy efficiency of cooperative caching in UUDN.
In order to achieve energy efficiency during delivery, we design a novel
SBS grouping rule and a cooperative caching scheme based fragmen-
tation with the consideration of user mobility. We formulate an energy
optimization problem on caching and introduce coalition formation game
to simplify and solve our optimization objective. Then we analyze the
impacts of system parameters on the overall performance and compare
our scheme to some other schemes. Numerical results demonstrate our
scheme is energy efficient and outperforms the others.

Keywords: Energy efficiency · Cooperative cache · UUDN · Content
fragmentation · Coalition game

1 Introduction

Cache popular contents at the wireless edge of network is an extensively accepted
technology in 5G [6]. Cache can offload backhaul burden and improve energy
efficient of the network by reducing duplicate downloads effectively [5]. UUDN
aims at making every user feel like a network is always following it via very high
data rate and intelligent service [3]. Thus it is imperative to deploy cache in
UUDN to provide high-quality intelligent service.
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Recently, more and more researches focus on caching at SBSs, e.g. femto-
cell or picocell. Reference [6] demonstrates that energy efficient can benefit from
caching and investigates the key parameters and locations that influence energy
efficiency of caching significantly. However, considering the characters of SBSs,
there are some obstacles on deploying cache in UDN [13]. First, the storage
capacity of a single SBS is too limited to cache enough popular contents espe-
cially the large volume of multimedia contents. And the number of users under
each SBS is too small to reflect the content aggregation effect [12]. Jointing SBSs
to cache cooperatively is an effective solution to these problems and can improve
network performance in multiple aspects in comparison with the non-cooperative
one. In [7], the potential of energy efficiency in cache-enabled cooperative dense
small cell networks is explored based on affinity propagation-based clustering.
Reference [4] designs a combined cooperative caching and transmission policy
in cluster-centric small cell network. Reference [2] investigate the problem of
caching placement on SBS leveraging user mobility, aiming to maximize the cache
hit ratio. In [3], UUDN has been defined and the authors analyze challenges and
requirements of UUDN. Reference [8] investigate the problem of dynamic access
point grouping in UUDN. However, most of the researches on caching fail to
consider the characteristics of UUDN or ignore the delivery energy efficiency of
caching files in UUDN.

In this paper, we investigate the issue of cooperative caching in UUDN in
order to optimize the delivery energy efficient of caching files. We consider SBSs
can form an SBS group (SBSG) to serve an User Equipment (UE) cooperatively
in our UUDN. SBSG cache files according to the UE’s preference. We divide the
files into several fragments to cache in different SBSs. The reason of fragmen-
tation is the burden of SBSs can be decentralized and multiple SBSs share a
transmission task is more stable. In addition, we formulate an energy optimiza-
tion problem on the basis of our caching scheme. Then we introduce coalition
formation game to settle the optimization objective. Coalition games prove to be
a very powerful tool for designing fair, practical and efficient cooperation strate-
gies in communication networks [11]. And in this work, coalition formation game
simplify and solve our problem effectively. Numerical results demonstrate that
our scheme and proposed algorithm can improve the delivery energy efficiency to
a great degree. The major contributions of this paper are summarized as follows:

– We study energy efficiency of cooperative caching and UUDN architecture.
Then we formulate an cache-enabled UUDN model basing the previous study.

– We propose a novel SBS grouping rule and a fragmentation caching scheme
with the goal of improving energy efficiency. We formulate an optimization
objective on reducing energy consumption in order to improve energy effi-
ciency.

– We introduce coalition formation game and evolve it to adapt to and solve our
objective problem. Numerical results demonstrate that our work is of vital
benefit and outperforms the others.

The remainder of this paper is organized as follows. Section 2 gives the system
model and problem formulation. In Sect. 3, coalition formation game is intro-
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duced and evolve to solve our problem. Numerical results are given in Sect. 4.
Finally, we conclude this paper in Sect. 5.

2 System Model and Problem Formulation

In this section, we introduce the system model and formulate the optimization
problem.

2.1 System Model

(a) Network model: As illustrated in Fig. 1, we consider an user-centric ultra-
dense wireless small cell network consisting of cache-enabled SBSs. When an
UE joins the network, the SBSs around the UE would form an SBSG to serve
it cooperatively. In the SBSG, SBS can communicate with the UE directly or
through multi-hops. For notation ease, we denote M = {1, 2, · · · ,M} as the
SBSG set and m as index for the m-th SBS in a SBSG where m ∈ M. In each
SBSG, an enhanced SBS (ESBS) is selected dynamically to control and manage
the others.

Fig. 1. Network structure

(b) Request model: We consider that all the requested files are ranked into
a requesting library F = {f1, f2, . . . , fNL

} with all the files having same size
q, where fi is the i-th most popular file of the library and NL is the total
number of files in the library. We assume that the request probability distribution
P = {p1, p2, . . . , pNL

} follows Zipf’s distribution [1], thus the request probability
of fi is calculated as:

pi =
i−γ

∑NL

j=1 j−γ
(1)

where γ is the skewness parameter of which typical value is between 0.5 and 1.0
reflecting different levels of skewness of the distribution.
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(c) Caching model: In our UUDN, each SBS is equipped with a cache which
capacity is C. Files are cached according to the order of requesting library and
we regard an SBSG as a cache entirety. For simplification, we assume an SBS
only belong to one single SBSG. Thus the first NC files in the requesting library
are cached in the SBSG. Each caching file is divided into same-sized fragments to
cache in different SBSs respectively. Denote L = {l1, l2, . . . , lNC

} as the fragmen-
tation matrix in which li represents how many fragments fi is divided into.We
denote f

(j)
i as the j-th fragment of file fi, where j ∈ Z

+ is between 1 and li. And
μi,j

m is the cache coefficient denoting whether the m-th SBS in the SBSG caches
f
(j)
i . ESBS has the information of L and each μi,j

m .
(d) Energy model: For wireless links, we adopt Rayleigh fading model. Hence

the achievable data transmission rate among SBSs is formulated as:

rm1,m2 = Wlog2(1 +
pd−α

m1,m2

βpIm2 + σ2
) (2)

where m1,m2 ∈ M and m1 �= m2, W and dm1m2 is the transmission bandwidth
and the distance between m1 and m2 respectively, α is the path-loss exponent of
small-scale Rayleigh fading channel, Im2 is the power of ICI (inter-cell interfer-
ence) at the SBS m2 normalized by the transmit power p, σ2 is the variance of
the white Gaussian noise. Besides, β ∈ [0, 1] reflects the percentage of how much
of ICI can be eliminated by interference management techniques [6], i.e. β = 0
reflects the optimistic condition in which all ICIs are assumed to be removed
and β = 1 represents the pessimistic case.

Similarly, the achievable throughput from SBS m to UE can be calculated
by:

rm = Wlog2(1 +
pd−α

m

βpI + σ2
) (3)

where m ∈ M and dm is the distance between the SBS m and the UE, I is the
power of ICI at the UE normalized by the transmit power p.

We denote wm1,m2 as the energy consumption coefficient between SBS m1

and m2. They can be calculated by:

wm1,m2 =
p

rm1,m2
(4)

Similarly, for the SBS communicating with the UE directly, the energy con-
sumption coefficient is:

wm =
p

rm
(5)

For the SBS communicating with the UE through multi-hops, the transmis-
sion path and energy consumption coefficient with the UE can be calculated by
Dijkstra algorithm and denoted as wm as well. We set w0 as a threshold that all
the SBS with the wm less than w0 can join the SBSG of the UE.
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2.2 Problem Formulation

We formulate the main optimization objective investigated throughout the paper
in this section. In our research, we aim at maximize the average energy efficiency
during the content delivery process. As q is constant, our optimization problem
is to minimize the average content transmission energy consumption as below:

min
li,μ

i,j
m

NC∑

i=1

pi
∑NC

i=1 pi

(
li∑

j=1

M∑

m=1

μi,j
m wm

q

li
)

s.t. C1 : 1 ≤ li ≤ M

C2 : NC ≤ MC

q

C3 : μi,j
m = {0, 1}

C4 :
M∑

m=1

μi,j
m = 1

C5 :
li∑

j=1

M∑

m=1

μi,j
m = li

(6)

Fig. 2. Allocation rule

Here C1 is the fragmentation constraint, C2 is the caching capacity constraint,
C4 means each fragment is only cached at a single SBS and C5 means the SBSG
cache the whole fi.

3 Proposed Solution

From the above description, we can know that several SBSs cache different parts
of a file cooperatively in an SBSG. Thus we use coalition formation game to
divide the SBSG into several small coalitions. SBSs in the same coalition cache



Coalition Based EE Cooperative Caching in UUDN 463

different fragments of same files cooperatively. Coalition formation game usually
aim to seek cooperative group where network structure and cost for cooperation
play a major role. The following of this section will introduce the algorithm
based coalition formation game in detail.

In order to solve the objective properly, we make some adaptive settings
on the optimal objective. As previously mentioned, several SBSs composing a
coalition cache different part of same files. In the coalition, each SBS is numbered
according to their w∗ in the order of small to large. The number of fragments
the caching files divided into is the same with the size of their caching coalition
and the sequence numbers of the SBSs and fragments are corresponding. As
is described in Fig. 2(a), the blocks in four colors represent the caching space
of the four SBSs and they are signed by the fragments cached inside them. In
addition, the files are cached in the order of coalition. As illustrated in Fig. 2(b),
Coalition 1 caches File 1- File 8, Coalition 2 caches File 9- File 12 and so forth.
The ranking rule of coalitions will be described in the following part.

We denote S = {S1, S2, · · · , SJ} as the coalition set, in which Sj is the j-th
coalition in the SBSG,

⋃j=J
j=1 Sj = M and Si

⋂
Sj = 0 for any i �= j. A coalition

set is usually regarded as a partition. We define the utility function to evaluate
the energy efficiency capacity of coalition S as following:

v(S) =
∑

j

Pjwj (7)

where Pj and wj are the total file request probability and the average of energy
consumption coefficient in the coalition Sj respectively. They can be calculated
by:

Pj =

∑j
i=1 αi∑

∑j−1
i=1 αi+1

Pi (8)

wj =
∑

k wk

αj
(9)

in which SBS k belong to the coalition Sj . αj represents the total cache capacity
of Sj i.e. how many files can be cached in Sj in all calculated by:

αj = � |Sj |C
q

� (10)

where |Sj | is the number of SBSs in coalition Sj .



464 Y. Li et al.

Algorithm 1 Coalition formation game based algorithm
1: Initialization:

Set each SBS form a coalition itself in the SBSG and this partition is the initial S.
2: Calculate the initial S according to (8).
3: repeat
4: Arbitrary merging and splitting in S to form a temporary S

′.
5: Calculate the utility value v(S′) according to (8).
6: if v(S′) < v(S) then
7: S = S

′

8: end if
9: until S converge to a Dhp-stable partition

In our coalition formation game based algorithm, there are several key oper-
ations described as follows:

1. Ranking: Calculate all the wjs in S and rerank the coalitions in the order of
small to large.

2. File allocation: Assign files to each coalition. The coalitions with smaller
numbers cache the top files in the requesting library, as described in Fig. 2b.
Thus the files with high requesting probability can be transmitted in a low
energy consumption.

3. Merging: Merge any set of coalitions {S1, · · · , Sk} to form a new coalition Sj

thereby composing a new partition S
′.

4. Splitting: Split any coalition Sj into several coalitions {S1, · · · , Sk} to com-
pose a new partition S

′ where
⋃i=k

i=1 Si = Sj .

The ultimate propose of our algorithm is to converge to a final stable partition
by any arbitrary sequence of merging and splitting. According to [10], every
partition resulting from our proposed merging and splitting way is Dhp-stable. In
a Dhp-stable partition S, no players in S are interested in leaving their coalitions
through merging and splitting to form other partitions. The specific process of
our proposed algorithm is summarized in Algorithm 1.

Fig. 3. Impact of SBS density λ
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4 Numerical Results

In this section, simulation results of the proposed coalition formation game based
algorithm are presented to discuss the energy efficiency performance and the
impacts of different parameters in our UUDN. In this work, we consider the SBSs
in the network are uniform distribution and the density of SBSs is λ. But we
must emphasize that our caching scheme and proposed algorithm can be further
generalized to any network topology. The simulation parameters are described
as follows. The transmission power of SBS is 0.1 W. The background noise is
−95 dBm. The path-loss exponent α of small-scale Rayleigh fading channel is
3. The transmission bandwidth of SBSs is 200 kHz. There are 1000 files in the
requesting library and the size q of each file is 50 Mb. The impacts of SBS density
λ, threshold of SBSG w0, SBS’s storage capacity C, interference elimination
coefficient β and skewness parameter of Zipf’s distribution γ are investigated in
the next part of this section.

(a) Impact of SBS density : In Fig. 3, we first investigate the impact of SBS
density λ with C = 500 Mb and w0 = 10−5 Joule/bit. After extensive simulation,
we find that the energy efficiency is related to the UEs’ location with different
SBS density. So we pick two represented UEs to investigate the impact of SBS
density. Figure 3(a) and (b) is about UE1 and Fig. 3(c) and (b) is about UE2. In
order to decentralize the observation point, we set the x axis as −logλ and λ’s
unit is m−2. All of the four figures has similar tendency that is rising a little. As
−logλ is a monotone decreasing function, the λ is smaller, the −logλ is larger.
Thus the curves on the rise mean that the energy efficiency is descending lightly
with the density increasing. And when the distribution of SBSs is relatively
dense, the energy efficiency is fluctuant a little with λ change. The fluctuation
is result from the member of SBSG change frequently when the λ is larger.
In addition, the interference elimination coefficient β and skewness parameter γ
have obvious influence on the energy efficiency. Lower β or higher γ can generate
higher energy efficiency. And β can influence the overall trend to varying degrees
while γ can not. This is because β changes the SINR which influences the
SBSG while γ change the requesting probability distribution which influence
the caching files assignment.
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capacity with different β
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Fig. 4. Impact of SBS storage capacity C



466 Y. Li et al.

(b) Impact of storage capacity : In Fig. 4, we plot the energy efficiency with
respect to the SBS storage capacity C with λ = 0.04m−2. β and γ are serving as
the other parameters in (a) and (b) respectively as well. In Fig. 4(a), all of the
four tracks are increasing rapidly first and then turn the rapidly increasing into
gently increasing. Smaller β has bigger slope and more increase. However, when
the β is large, there is a slow rising before the rapidly increasing. In Fig. 4(b),
the tracks of γ = 0.5, γ = 0.6, γ = 0.8 and γ = 0.9 have similar tendency
that is the energy efficiency rises gently with the storage capacity getting larger.
However, there is a sharp rise on the track of γ = 0.7 reaping from the low
energy efficiency group to the high energy efficiency group. Thus γ = 0.7 can be
seen as a watershed.
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(a) Energy efficiency versus SBSG’s
threshold with different β
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(b) Energy efficiency versus SBSG’s
threshold with different γ

Fig. 5. Impact of SBSG’s threshold w0

(c) Impact of SBSG’s threshold : Fig. 5 depicts the energy efficiency with
different SBSG’s threshold w0 under different β and γ respectively in (a) and
(b). Their overall trends are similar that are the energy efficiency keeps a stable
status first, then declines dramatically and enters a slight fluctuant status. All the
decline slopes are the same. And the sharp decline result from SBSs with higher
w∗ join in the SBSG then the average of energy costs coefficient is improved.
The interference elimination coefficient β can affect the first status’s value and
length. Smaller β has higher energy efficiency first but declines earlier. However,
when they are all in the slight fluctuant status, the line with smallest β still
exceeds the others. The skewness parameter γ has nothing to do with the first
status’s value and length, but higher γ is still better.

In Fig. 6, we show the energy efficiency generated by different caching
schemes. They are proposed coalition formation game algorithm, sequence
caching scheme and random caching scheme. As there is no work solving our
proposed problem, we only use two simple caching scheme to deploy in our
UUDN to compare with our proposed algorithm. Sequence caching scheme is
sorting the SBSs from small to large in the SBSG. And the sorted SBSs cache
files after the previous one filled up with files. Random caching scheme is the
files in the requesting library are cached in random SBS in order. We notice



Coalition Based EE Cooperative Caching in UUDN 467

1 2 3 4 5 6 7 8 9 10
The storage capacity of SBS(*100Mb)

0

2

4

6

8

10

12

En
er

gy
 e

ffi
ci

en
cy

(B
its

/J
ou

le
)

105

Coalition formantion game algorithm
Sequence caching
Random caching

Fig. 6. Energy efficient performance comparison

that the energy efficiency of our proposed algorithm is higher than the other two
schemes obviously. So our fragmentation scheme and coalition formation game
are benefit.

5 Conclusion

In this paper, we concentrate on the issue of energy efficient cooperative caching
in UUDN. We define a novel but simple SBS grouping rule basing the energy
consumption coefficient to form SBSG. Considering the situation that multi-
ple SBSs serve one UE cooperatively in UUDN, we divide each file into several
fragments to cache in different SBSs. For solving the optimizing problem effec-
tively, coalition formation game is introduced and promoted. Simulation results
demonstrate that our proposed scheme and algorithm is energy efficient and out-
performs the others. For future work, we could investigate the tradeoff between
service quality and energy costs or deployment costs. Or we could turn our focus
into investigating the dynamic contents by online caching.
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Abstract. In order to solve the problem that Fraction Frequency Offset
(FFO) estimation algorithm has the problem of low estimation precision,
small range and high occupancy rate of spectrum resource, this paper
proposed a FFO estimation method based on the combination of Cyclic
Prefix (CP) and Cell-specific reference signals (CRS). First, judging the
range of the true frequency offset value according to the results of the fre-
quency offset estimation algorithm based on CP. Then the possible true
frequency offset value obtained by adding value calculated by frequency
offset estimation algorithm based on CRS and the possible rotation value
of 2000 nHz. Finally, comparison the results of the frequency offset esti-
mation algorithm based on CP and the possible true frequency offset,
the minimum deviation is its true. The accuracy is the same as that
frequency offset estimation algorithm that based on CRS. The range is
the same as frequency offset estimation algorithm based on CP, which
is [−7500 Hz, 7500Hz]. The principle of the algorithm is simple and does
not occupy additional bandwidth resources.

Keywords: CP · CRS · Combination · FFO

1 Introduction

As a key technology in wireless communication, OFDM has the advantages of
high spectrum resource utilization and strong anti-fading ability, but its disad-
vantage is strict requirements on the orthogonality among sub- carriers. Carrier
frequency offset can destroy the orthogonality between subcarriers, leading to
Inter-Channel Interference (ICI), which severely degrades receiver performance.
Therefore, the frequency offset must be estimated and compensated at the receive
side.
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Frequency offset estimation methods include Integer Frequency Offset (IFO)
methods and Fractional Frequency Offset (FFO) methods. IFO causes a cyclic
shift in the received data, making the demodulated data completely wrong;
the FFO destroys the orthogonality among the subcarriers and seriously affects
the performance of the receiver. The research on integer frequency multiplica-
tion bias estimation algorithm is already mature [1–3], but the fractional fre-
quency multiplication frequency estimation algorithm still has the problems of
low estimation accuracy, small estimation range and high utilization of spec-
trum resources [4]. Especially In high-speed scenarios, it is difficult to achieve
a balance in the frequency offset estimation range, the frequency offset estima-
tion accuracy, and the spectrum resource utilization. Fractional frequency offset
estimation methods mainly include frequency offset estimation based on Cyclic
Prefix (CP) [5,6], frequency offset estimation based on Reference Signal (RS)
[7], and training based on Sequence frequency offset estimation algorithm [8,9],
or combination of the above algorithms for frequency offset estimation [10,11].

In this paper, Combination the advantages of estimation range based on
CP is large, and the estimation accuracy based on cell-specific reference signals
(CRS) is high, and the two algorithms are simple and do not occupy additional
frequency offset resources. A fractional frequency offset estimation method based
on the combination of CP and CRS is proposed, and the frequency offset esti-
mation range is extended from [−1000Hz, 1000Hz] to [−7500Hz, 7500Hz]; the
frequency offset estimation accuracy and CRS-based frequency offset estimation
are extended. The accuracy of the algorithm is the same; it does not occupy
additional frequency band resources; it has little impact on noise and multipath
interference. It has very practical in communication engineering.

2 Traditional Frequency Offset Estimation Method

2.1 Frequency Offset Estimation Algorithm Based on CP

The cyclic prefix structure shown in Fig. 1, which can be used to eliminate Inter
Symbol Interference (ISI), and it can be used to estimate frequency offset. The
CP-based frequency offset estimation algorithm uses a strong correlation between
the cyclic prefix part of the OFDM symbol and the end of the signal to calcu-
late the frequency offset. In the CP-based frequency offset estimation algorithm,
the performance of the bias estimation algorithm based on one CP is poor [5].
Jointly multiple CPs of OFDM symbols to perform frequency offset estimation
can obtain significant performance improvements. Therefore, in order to improve
the accuracy of CP-based frequency offset estimation algorithm, this paper com-
bines the information of multiple OFDM symbols to estimate the frequency offset
[6]. The CP-based frequency offset estimation algorithm described in paper [6].
Its frequency deviation is:

ε̂CP = − 1
2π

arg

⎧
⎨

⎩

NR∑

m=1

Nf∑

l=1

n2∑

n=n1

y
(m)
l,n y

(m)∗
l,n+N

⎫
⎬

⎭
(1)
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where y
(m)
l,n is the received signal includes the CP in time domain. m ∈ [1, NR]

is the received antenna index. N represents the number of FFT points. NR is
calculating the number of relevant receiving antennas. l is used to calculate the
position of the related OFDM symbol in the subframe. l ∈ [1, Nf ] is the OFDM
symbol index, and Nf represents the number of OFDM symbols in a subframe
used for calculating the correlation; n ∈ [n1, n2] denotes the time index within
one OFDM symbol, n1 denotes the starting position for calculating the relevant
cyclic prefix, and n2 denotes the ending position for calculating the relevant
cyclic prefix.

In order to obtain the performance of the CP-based frequency offset estima-
tion algorithm, the CP-based frequency offset estimation algorithm is simulated
in the AWGN channel, multipath fading channel, and Rice channel (for simula-
tion parameter settings, see the fourth Section).

Figure 1 shows the performance simulation of the frequency offset estimation
algorithm based on CP. In the simulation diagram, the MSE of the frequency
offset estimation algorithm is less than 10−3. When the SNR is less than 10 dB,
the performance of the frequency offset estimation algorithm in the multipath
fading channel and Rice channel is slightly better than that in the AWGN chan-
nel. In multipath fading channels and Rician channels, the performance of the
frequency offset estimation algorithm is less affected by SNR when the SNR
more than 10 dB.
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Figure 2 shows the relationship between the actual frequency offset and
the estimated frequency offset under the SNR = 15 dB and AWGN channel.
From the simulation results, when the value is less than 7500 Hz, the CP-based
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frequency offset estimation algorithm can obtain better estimation performance,
but when the value is greater than 7500 Hz, the frequency offset estimation
panning performance drops sharply. Therefore, the estimation range of this fre-
quency offset estimation algorithm is [−7500 Hz, 7500 Hz].

2.2 Frequency Offset Estimation Algorithm Based on CRS

In paper [7], the frequency offset estimation algorithm based on CRS uses the
correlation of the reference symbols of the same subcarrier position of two OFDM
symbols in one subframe to calculate the frequency offset.

First, cross-correlate the transmitted CRS reference signal with the CRS
reference signal of the receiving end to obtain a channel value for removing noise
and multipath interference. Assume that the frequency domain transmit signal
is X

(m,p)
l,k and the frequency domain receive signal is Y

(m,p)
l,k . p is the transmit

antenna port index value. then:

H
(m,p)
l,k = Y

(m,p)
l,k X

(m,p)∗
l,k (2)

Then, to do a cross-correlation operation to calculate the frequency offset
with two channel values of reference signal of the OFDM symbol in the same
sub-carrier position.

ε̂CRS = − 1
2π

N

Ns(N + NCP )
∗ arg

⎧
⎨

⎩

NR∑

m=1

∑

l′=1,2

κ∑

k=1

H
(m,p)
l′,k H

(m,p)∗
l′+1,k

⎫
⎬

⎭
(3)

l′ = 1, 2, 3, 4 corresponding to the location of the reference signal in one sub-
frame. Ns is the number of OFDM symbols that are reference signal intervals
for the same subcarrier position in one subframe. κ is the number of reference
symbols in one OFDM symbol. Because the algorithm uses the correlation of the
reference symbols of the same subcarrier position in a subframe to calculate the
frequency offset, according to the cell-specific reference signal structure, port3
and port4 are the subcarriers of reference symbols in two different OFDM in one
subframe. The location is not the same, so port3 and port4 do not participate
in the calculation.

Figure 3 shows the accuracy simulation of the frequency offset estimation
algorithm based on CRS in different channels. In the simulation results, the fre-
quency offset estimation algorithm based on CRS can obtain good performance
in AWGN channel, multipath fading channel and Rice channel, the maximum
MSE is less than 10-4. Among them, the performance is best under the AWGN
channel. In Rician channel and multi-path fading channel, the signal-to-noise
ratio has little effect on the performance of this frequency offset estimation algo-
rithm.

Figure 4 shows the relationship between the actual frequency offset and the
estimated frequency offset under a fixed SNR = 15 dB, AWGN channel condition.
From the simulation results, we can see that when the value is less than 1000 Hz,
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the frequency offset estimation algorithm based on CRS can obtain good esti-
mation performance. When the value is greater than 1000 Hz, the accuracy of
the estimation method sharply decreases.

2.3 Traditional Joint Frequency Offset Estimation Method

The existing joint frequency offset estimation algorithm is mainly to increase the
frequency offset estimation range by increasing symbol estimation. For example,
in paper [10,11], the symbol (positive and negative) of frequency offset is judged
by using the polarity parameters λ in CP.
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λ = sign(ε̂CP ) =

⎧
⎨

⎩

1 0 <ε̂CP < 7500
0 ε̂CP = 0
−1 −7500 < ε̂CP < 0

(4)

Sign is used to determine the polarity of ε̂CP .

εCRS =

⎧
⎨

⎩

ε̂CRS + 2000 λ> 0&ε̂CRS < 0
ε̂CRS others
ε̂CRS − 2000 λ < 0&ε̂CRS > 0

(5)

The frequency offset estimation method extends the frequency offset estima-
tion range of ε̂CRS to [−2000Hz, 2000Hz] in theoretically.



474 X. Hu et al.

However, this method of calculating frequency deviation has the following
problems:
(1) The frequency offset symbol judgment is crucial to the final frequency offset
estimation value. If the symbol is judged incorrectly, the frequency offset esti-
mation result will differ by 2π. The frequency offset estimation algorithm based
on CP is easily affected by noise, fading, etc. And when the frequency offset
value is close to the edge of the frequency offset estimation range, the sign of the
frequency offset value is easily reversed, resulting in incorrect polarity parameter
λ determination.
(2) The above frequency offset estimation algorithm only doubles the frequency
offset estimation range based on the original frequency offset estimation range.

3 A Joint Frequency Offset Estimation Method Based on
CP and CRS

The frequency offset estimation algorithm based on CP is easily affect by noise,
multipath, etc. When the estimation value is close to the edge of the frequency
offset estimation range, polarity inversion tends to occur. Therefore, it is nec-
essary to correct the frequency offset value estimated by the frequency offset
estimation algorithm based on the CP, and use the corrected value to deter-
mine the range of the true frequency offset value. Although the frequency offset
estimation algorithm based on CP is inferior to the frequency offset estima-
tion algorithm based on CRS in accuracy, the estimated range of the modi-
fied frequency offset estimation algorithm based on CP is still accurate. When
the true frequency offset value is greater than 1000 Hz or less than −1000 Hz,
the deviation between the value estimated by the frequency offset estimation
algorithm based on the CRS and the true frequency offset value is 2000 nHz
(n = . . . − 3,−2,−1, 1, 2, 3 . . .), so the modified CP-based frequency offset is
needed. The estimation value estimated by the estimation algorithm corrects
the value calculated by the frequency offset estimation algorithm based on CRS.
The overall algorithm flow is as follows (Fig. 5):

Fig. 5. Algorithm flow
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3.1 Polarity Correction of Frequency Offset Estimation Algorithm
Based on CP

The polarity correction method of the frequency offset estimation algorithm
based on CP is: using the mirror symmetry property of PSS to give the polarity
of the frequency offset value, and then using the CP-based frequency offset esti-
mation algorithm to calculate the absolute value of the frequency offset value
[6]. Finally, the absolute value of the value calculated by the frequency offset
estimation algorithm based on the CP is polarity-maintained with λ.

λ = sign(ε̂PSS) =

⎧
⎨

⎩

1 0 <ε̂PSS < 7500
0 ε̂PSS = 0
−1 −7500 < ε̂PSS< 0

(6)

ε̂cp = λ |ε̂cp| (7)

3.2 Frequency Offset Correction of Frequency Offset Estimation
Algorithm Based on CRS

The frequency offset estimation algorithm based on CP and the frequency offset
estimation algorithm based on CRS are all based on the sequence phase difference
introduced by the frequency offset, and the frequency offset value is obtained by
tangent cutting the phase difference. However, the scope of this method is only
that [−π, π], it constrains the frequency offset estimation range, resulting in the
frequency offset estimation range of the frequency offset estimation algorithm
based on CRS being [−1000Hz, 1000Hz], and phase angle rotation will occur if
this frequency offset estimation range is exceeded. For every rotation 2π of the
phase angle, the value is differs 2000 Hz. the rotation of the phase angle 2π, the
corresponding deviation value of the frequency deviation is 2000 Hz; the rotation
of the phase angle 4π, corresponds to a deviation of the frequency deviation of
4000 Hz; In this way, if you know how many weeks the phase angle rotates, you
can expand the frequency offset estimation range.

First, calculate frequency offset value of based on CRS. Compare the esti-
mation value and the real value, the rotation of phase angle 2nπ (n = . . . −
3,−2,−1, 1, 2, 3 . . .), the corresponding value is different by 2000 nHz. Using the
frequency offset estimate ε̂CRS plus its possible rotation frequency offset gives
its possible true frequency offset value εCRS (εCRS = ε̂CRS+2000n). Finally,
compare the CP-based frequency offset estimation value ε̂CP and the CRS value
εCRS , and the smallest difference is the true frequency offset value. In the fre-
quency offset estimation method, because the estimated range of the CP-based
frequency offset estimation algorithm is [−7500Hz, 7500Hz], if the frequency off-
set value exceeds 7500 Hz, the CP-based frequency offset estimation algorithm
will not be able to compare the true frequency offset value. The range is effec-
tively judged so that the frequency offset estimation range based on CRS is
limited to [−7500Hz, 7500Hz]. The specific steps of correction based on the
CRS frequency offset estimation algorithm are as follows.
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(1) First set up an A sequence, which is the frequency offset it may rotate:

A = [a1, a2, a3, a4, a5, a6, a7, a8, a9]
= [−8000,−6000,−4000,−2000, 0, 2000, 4000, 6000, 8000] (8)

(2) ε̂CRS add each value in the A sequence separately to get its possible true
frequency offset value.

B = [a1, a2, a3, a4, a5, a6, a7, a8, a9]
= [b1, b2, b3, b4, b5, b6, b7, b8, b9] (9)

(3) Find the smallestabs (bi − ε̂CP ) of i, then the real frequency offset value:
offset final = bi.

4 Analysis of Simulation Results

In order to verify the performance of the joint frequency offset estimation algo-
rithm, this method, the frequency offset estimation algorithm based on CP, and
the frequency offset estimation algorithm based on CRS are simulated under the
AWGN channel, multipath fading channel and Rice channel, and the simulation
parameter settings are as follows (Table 1).

Table 1. Simulation parameters setting

Parameter name Value

System channel bandwidth 20 MHz

Subcarrier interval 15 kHz

FFT points 2048

CP length 144

The number of antenna ports 1 × 4

Subcarrier number 1200

Channel type AWGN

Doppler shift AWGN channel

modulation mode 64QAM

Number of users 1

transmission mode Open loop spatial multiplexing

Figure 6 shows the relationship between the actual frequency offset and the
estimated frequency offset under a fixed SNR = 30 dB condition. As can be seen
from the figure, the estimation effect is no error.

Figure 7 simulates the frequency offset estimation range of the three algo-
rithms under SNR = 15 dB. We can see from the figure that the deviation
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estimation method rapidly increases when the estimation value is greater than
7500 Hz. Therefore, the estimation range of this frequency offset estimation algo-
rithm is [−7500Hz, 7500Hz], which is the same as the estimation range of the
frequency offset estimation algorithm based on CP. Therefore, this algorithm
extends the frequency offset estimation range based on the frequency offset esti-
mation algorithm based on CRS.
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Figure 8 shows the relationship between system SNR and root-mean-squared
error for a fixed frequency offset of 500 Hz, AWGN channel, multi-path fading
channel, and Rice channel. It can be seen from the figure that the frequency offset
estimation accuracy curve of the present algorithm coincides with the frequency
offset estimation accuracy curve of the frequency offset estimation algorithm
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based on CRS, and the root mean square error thereof under the condition of
low signal to noise ratio or high signal to noise ratio. Both are much smaller
than the root mean square error of the CP-based frequency offset estimation
algorithm. Therefore, the accuracy of the frequency offset estimation method is
as high as that of the CRS-based frequency offset estimation algorithm.

5 Conclusion

This paper presents a method based on the combination of CP and CRS for frac-
tional frequency multiplication estimation. The theoretical and simulation anal-
ysis shows that the frequency offset estimation method takes into account the
advantages of CP-based frequency offset estimation algorithm and CRS-based
frequency offset estimation algorithm. The frequency offset estimation algorithm
of this frequency offset estimation range is [−7500Hz, 7500Hz]. When the esti-
mation value is within the frequency offset estimation range, this algorithm can
well limit the frequency offset estimation deviation to 0.00034 subcarriers. The
algorithm is especially suitable for high-speed scenarios where the frequency
offset estimation accuracy is high and the frequency offset estimation range is
large.
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Abstract. Caching at the network edge has emerged as a promising
technique to cope with the dramatic increase of mobile data traffic. It is
noted that different types of video applications on mobile devices have
different requirements for cached contents, thus corresponding caching
policies should be developed accordingly. In hyper-dense heterogeneous
networks, due to the user mobility and limited connection duration, the
user often could not download the complete cached contents from an
associated SBS before it moves away, which makes the design of caching
strategy more challenging. In this paper, we propose two different caching
strategies to adapt to multimedia applications of different video con-
tents. For ordinary network video files, coded caching is used to increase
the efficiency of content access. The caching problem is formulated as
an optimization problem to minimize the average transmission cost of
cached contents. We first present an optimal caching strategy based on
the critical value of validity period of user requests. Then, for the valid-
ity period greater than its critical value, an iterative optimization on the
basis of the above optimal solution is performed. For typical streaming
video, uncoded video fragments is considered to be stored in the caches to
meet the needs of online viewing. The principle of the proposed caching
scheme is to cache data chunks in advance according to the sequences of
SBSs passed by the user based on the mobility prediction results. Simula-
tion results indicate that the proposed mobility-based caching performs
better than the existing popularity-based caching scheme.

Keywords: Mobility-aware caching · Video services · Transmission
cost · Heterogeneous networks (HetNets)

1 Introduction

With the popularization of smart terminals and the diversification of multime-
dia applications, mobile data traffic has exhibited unprecedented growth world-
wide. This traffic growth in mobile networks will result in higher transmission
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delay and energy consumption. To cope with the stern challenge, researchers
have proposed to deploy SBSs together with macro-cell base stations (MBSs) in
existing networks to boost the network capacity. However, the overloaded and
costly backhaul links connecting the SBSs with the core network becomes the
bottleneck in improving network performance.

Caching popular contents at the SBSs equipped with storage facility has
been proposed to relieve congestion in the backhaul links [1]. By storing the
frequently requested contents in SBSs cache in advance, this technique not only
avoids redundant file retrieval over the backhaul links, but reduces the user
experienced delay. Motivated by this, content caching have been widely studied
in small cell networks. However, many works do not consider user mobility [2,3].
In realistic environments, the users are not stationary and their association with
the SBSs may change during data transfer, which makes the design of caching
strategy more intractable.

In hyper-dense HetNets, the association between the user and the SBSs will
change more frequently. Reference [4] has shown that analyzing and exploiting
the mobility patterns of users, the mobility-aware caching can markedly improve
the efficiency of caching. In [5], the authors formulate the content caching in
small-cell networks as an optimization problem, with the goal of maximize the
caching utility. In [6], the authors first model the user sojourn time as a random
variable that obeys the exponential distribution, and then propose a file alloca-
tion strategy based on coded caching. In [7], the authors research the impact of
user mobility on content caching aimed at minimizing the load of the macrocells.
In [8], the authors develop a novel algorithm for content placement at the cache
based on estimated popularity.

Although these works have taken user mobility into account, most of them
assume that all data of requested file stored in the cache of connected SBS
can be downloaded, once the user established a connection with it. In practice,
the user may only get parts of the cached contents from the associated SBS
during each connection due to the limit of connection duration. Moreover, in
recent years, various multimedia applications are emerging endlessly to meet
the different user needs. We notice that different types of video applications
on user terminals have different requirements for cached contents. Therefore,
corresponding caching policies should also be developed.

In this paper, we propose two different caching strategies specific to different
video services. For ordinary network video files, coded caching is introduced to
increase the efficiency of content access. The caching problem is formulated as
an optimization problem to minimize the average transmission cost of cached
contents. We first present an optimal caching strategy at the critical value of
validity period of user requests. Then, for the validity period greater than its
critical value, an iterative optimization based on the aforementioned optimal
result is implemented to maximize the average amount of coded data delivered
by local caches. For typical streaming video, storing uncoded video segments at
SBSs is considered to meet the needs of online viewing. The idea of the proposed
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caching scheme is to cache data chunks in advance according to the sequences of
SBSs traversed by the user. Simulation results show that our proposed mobility-
based caching performs better than maximum popularity caching.

2 System Model

2.1 Network Model

Consider a heterogeneous network for video delivery like the one depicted in
Fig. 1, which consists of one MBS and a set N of N SBSs deployed in a macro-
cell. Each SBSn, n ∈ N is equipped with a cache of storage size Cn (bytes).
The coverage areas of the SBSs may overlap each other, and a user may be
concurrently covered by multiple SBSs. Since the SBS coverage area is relatively
small, the user may repeatedly move in and out of the small cells and thus
connect to different SBSs at different times.

Fig. 1. Graphical illustration of heterogeneous network and user trajectory.

User preference to content files can be learned by analyzing previous statistics
of user requests, and it is assumed to be known and fixed within a time period. We
consider that each user independently requests a item from the content library
F consisting of F video files, and file popularity follows Zipf distribution [9].

2.2 Video Service Model

Given the different requirements of multimedia applications, the cache space
of each SBS is divided into two areas to store different contents, thus provid-
ing mobile users with different video services. For ordinary network video files,
storing the encoded data of video files is considered to increase the efficiency
of content access. By appropriate coding, the requested file can be successfully
recovered when the total amount of downloaded coded data in any order is at
least the size of the original file [10]. For typical streaming video, in-order packet
delivery should be guaranteed. Since the storage buffers at the SBSs specific to
such applications is limited, only some video fragments are expected to be placed
in the cache to improve cache hit probability. We consider splitting each item into
some data chunks with the same size, each of which is identified by a sequence
number. The user collects data chunks sequentially from the encountered SBSs
to meet the needs of viewing streaming video online.
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2.3 Mobility Model

The user mobility is modeled from two dimensions of time and space. We first
divide time into identical time intervals, and each time interval corresponds to
the shortest duration that the SBS is accessed. Then, several important locations
that are frequently visited are identified in the macro-cell, e.g., crowded cross-
road, shopping center, stadium, etc. These important locations can be extracted
by using clustering algorithms from previous trajectories of the user, and each
location may be covered by multiple SBSs. Besides, there is also a non-important
location covered by all remaining SBSs.

In the coded caching, we consider delayed offloading scheme [11]. To meet
QoS requirements, we associate each user request with a period of validity. That
is, each request must be completely served within T time intervals by the encoun-
tered SBSs once it is initiated. We refer to the sequence of visited locations during
the validity period as movement pattern of the user, i.e. rw = {v1, v2, · · · , vT },
where vi represents the location visited at i-th interval. We denote the set of
all possible movement patterns with W. The probability that a user takes rw,
w ∈ W can be derived as follows:

qw = p(v1)
T−1∏

i=1

p(vi+1|vi) (1)

where p(v1) denotes the probability that the user appears in location v1 when ini-
tiating a video request, and p(vi+1|vi) denotes the transition probability between
vi and vi+1. These probabilities can be estimated by leveraging previous time
statistics.

In the chunk-based uncoded caching, our work focuses on utilizing either
the specified or the predicted mobility information to facilitate effective content
placement at SBSs. We refer to the sequence of SBSs accessed within the coverage
of the identified locations as movement trajectory of the user. We assume that
the prediction of user trajectory is performed by the mobility prediction entity
deployed at the MBS. In the following, two different kinds of caching strategies
are presented.

3 Proposed Coded Caching Strategy

3.1 Problem Formulation

We use X = {xn,i|n ∈ N , i ∈ F} to denote the caching strategy, where xn,i

indicates the amount of coded data of video file fi stored in the cache of SBSn.
Considering that there are differences between SBSs in the deployed bandwidth
and the average workload, Bn is used to represent the average amount of data
that SBSn can deliver to a user within a time interval. In a movement pattern
rw, a user may be connected to the same SBS multiple times. Let Nw represent
the subset of SBSs that are encountered in rw, and aw,n is introduced to denote
the number of time intervals that SBSn ∈ Nw is accessed in rw. During the j-th
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connection with SBSn, the non-redundant amount of coded data of file fi which
can be downloaded within this interval is given by

d
(j)
n,i = max{min{xn,i − (j − 1)Bn, Bn}, 0} (2)

For a user requesting file fi and taking movement pattern rw, the total
amount of coded data downloaded from the local encountered SBSs can be
expressed as follows:

ui,w = min{
∑

n∈Nw

aw,n∑

j=1

d
(j)
n,i, si} = min{

∑

n∈N
min{xn,i, Bnaw,n}, si} (3)

where si is the size of file fi. If ui,w is less than si, the remaining video segments
need to be downloaded from the remote server. Then, the amount of coded
data downloaded from the core network over backhaul link for file fi is equal to
si − ui,w.

Obviously, serving a user request from the SBSs cache and the remote server
will incur different levels of transmission costs to the operator, such as the energy
consumed at the SBSs or the traffic generated in the backhaul network. Suppose
that the cost of transmitting the unit of coded data volume from the cache of the
encountered SBSs is ω0, and the cost from the core network over backhaul link
is ω1 (ω1 > ω0). Then, in the case that the user takes the movement pattern rw,
the download cost of requested video file fi is given by (ui,wω0 + (si − ui,w)ω1).

Our goal is to find the optimal caching strategy to minimize the average
transmission cost of the requested items. The optimization problem can be for-
mulated as follows:

min
X

Ω(X ) =
∑

w∈W
qw

∑

i∈F
pi · (siω1 − ui,w(ω1 − ω0))

= ω1

∑

i∈F
pisi − (ω1 − ω0)

∑

w∈W

∑

i∈F
qwpiui,w

(4)

s.t. xn,i ∈ [0, si], ∀n ∈ N , ∀i ∈ F ;
∑

i∈F
xn,i ≤ C

′
n, ∀n ∈ N . (5)

where C
′
n denotes the capacity used to store MDS-encoded data of ordinary

video files in the cache of SBSn, satisfying C
′
n < Cn. Let Φ(X ) denote the average

amount of coded data delivered by the encountered SBSs, which is derived as
follows:

Φ(X ) =
∑

w∈W
qw

∑

i∈F
piui,w (6)

Since ω1 > ω0, minimizing the transmission cost of file download is equivalent
to maximizing Φ(X ).

3.2 Distributed Approximate Solution

Before solving the above optimization problem, we first discuss the period of
validity T of user requests. The critical value Tc of validity period is defined as
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smin/Bmax. In the case of T < Tc, it means that no matter which movement
pattern is taken, and no matter which video file is requested, successful recovery
of requested videos cannot occur. That is, there are hardly user requests that can
be completely served by the local SBSs, which is clearly not what the operator
would like to see. Thus, in this paper, we consider that the validity period of
user requests satisfies T ≥ Tc.

Next, we first present the optimal caching strategy when T = Tc, and then the
iterative optimization on the basis of this result is implemented to maximize the
average amount of coded data downloaded from local SBSs, thereby minimizing
the transmission cost. In the case of T = Tc, Eq. (3) can be simplified as follows:

ui,w =
∑

n∈N
min{xn,i, Bnaw,n} (7)

The Eq. (6) can be rewritten as follows:

Φ(X ) =
∑

n∈N

∑

w∈W
qw

∑

i∈F
pi · min{xn,i, Bnaw,n} (8)

Algorithm 1 Mobility-based Optimal Caching Algorithm (T = Tc)

1: Input: Bn, C
′
n, λk

n,i, si. Output: The optimal solution X ∗
n .

2: valkn,i ← λk
n,i, wgtkn,i ← si, i ∈ F , k ∈ {1, · · · , T}; xn,i ← 0, i ∈ F ;

3: D ← {1, · · · , F} × {1, · · · , T};
4: for i = 1, 2, · · · , F · T do
5: while C

′
n > 0 do

6: (i∗, k∗) = arg max
(i,k)∈D

valkn,i

wgtkn,i

; xn,i∗ ← xn,i∗ + min{Bn, C
′
n};

7: D ← D \ (i∗, k∗); C
′
n ← C

′
n − Bn;

8: end while
9: end for

From the structure of Φ(X ) and the aforementioned constraints (5), we can
observe that the caching strategy at one SBS does not affect the other SBSs.
Therefore, we can decompose this problem into N independent sub-problems
and solve them in a distributed way. For SBSn, the sub-problem Pn can be
expressed as follows:

max
Xn

∑

w∈W
qw

∑

i∈F
pi · min{xn,i, Bnaw,n}

=
∑

i∈F

T∑

k=1

∑

w∈Wn,k+

piqw · d
(k)
n,i =

∑

i∈F

T∑

k=1

λk
n,i · d

(k)
n,i

(9)

s.t. xn,i ∈ [0, si], ∀i ∈ F ;
∑

i∈F
xn,i ≤ C

′
n. (10)
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where Wn,k and Wn,k+ denotes the subset of movement patterns where the
number of time intervals that SBSn is accessed is equal to k and not less than
k, respectively. Thereinto, λk

n,i =
∑

w∈Wn,k+
piqw. It can be observed that the

objective function in Pn is a superposition of F monotonically increasing piece-
wise linear functions.

With respect to the optimization variables xn,i(i ∈ F), the objective function
and the constraints of this problem are linear, and thus it can be solved by using
linear optimization techniques. Specifically, we classify problem Pn as a class of
knapsack problems. The optimal solution of this knapsack type problem can be
obtained by the following scheme, that is, iteratively placing the item with the
highest ratio of value to weight into the knapsack until there is no space left.
The specific procedure is summarized in Algorithm 1.

When T > Tc, the amount of coded data ui,w downloaded from the SBSs
cache can’t be reduced to the form of Eq. (7), so we cannot obtain the optimal
caching strategy. Thus, an iterative optimization on the basis of the optimal
caching strategy X ∗

n is implemented to minimize the transmission cost of cached
contents. The criterion of cache optimization is mainly based on the popularity
of files. That is, if there are several video files that are stored with the same
amount of coded data, then we can consider decreasing the amount of coded
data corresponding to the less popular files, while increasing the amount of coded
data corresponding to the more popular files. Let Vin(i) and Vde(i) represent the
changes in the average transmission cost Ω(X ) when the amount of cached data
of the file fi is increased or decreased by Bn. When |Vin(i+)| > Vde(i−), the
cache optimization can be performed. The specific procedure is described in
Algorithm 2.

Algorithm 2 Mobility-based Approximate Caching Algorithm (T > Tc)
1: Input: Bn, X ∗

n . Output: The approximate solution Xn.
2: while true do
3: Initialize Fin ← ∅, Fde ← ∅, Vin(i) ← 0, Vde(i) ← 0, i ∈ F ;
4: x0 = max{xn,i, i ∈ F};
5: while x0 ≥ 0 do
6: i− = max{i|xn,i ≥ x0, i ∈ F};
7: if xn,i− > 0 then
8: Fde ← Fde ∪ {i−}; calculate the variation in average cost Vde(i

−);
9: end if

10: i+ = min{i|xn,i ≥ x0, i ∈ F}; Fin ← Fin ∪ {i+};
11: calculate the variation in average cost Vin(i+); x0 ← x0 − Bn;
12: end while
13: if | min{Vin(i+)}| > min{Vde(i

−)} then
14: i+m = arg mini+∈Fin

Vin(i+); x
n,i+m

← min{x
n,i+m

+ Bn, s
i+m

};

15: i−m = arg mini−∈Fde
Vde(i

−); x
n,i−m

← max{x
n,i−m

− Bn, 0};
16: else
17: break;
18: end if
19: end while
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4 Chunk-Based Uncoded Caching Strategy

Once a user initiates a video request, the associated SBS immediately informs
the MPE to forecast possible movement trajectories within the coverage of the
current location. Based on the predicted trajectories and corresponding sojourn
time (intervals), the MBS determines the set of SBSs where the cached con-
tents should be updated and the video fragments that they respectively need to
store. Upon the user leaves current location and enters the coverage of adjacent
location, the above steps are implemented again until the requested file is com-
pletely downloaded. The principle of the proposed caching strategy is to store in
advance the data chunks in the likely sequences of SBSs that are accessed by the
user at a higher probability, and these chunks are most probably downloaded at
each small-cell traversed.

The detailed caching scheme is presented as follows. Firstly, the first data
chunks of each video file are placed in the SBSs cache at the beginning. The size of
cached video fragments of file fi in the cache of SBSn is given by min{piC

′′
n , si},

where C
′′
n denotes the capacity used to store uncoded video fragments in the

SBSn cache, satisfying C
′′
n < Cn. Secondly, when a video file is requested by the

user, the MBS sorts the possible movement trajectories predicted by MPE in
descending order of occurrence probability, and then selects the most probable
trajectories so that the sum of their probabilities is not less than the threshold τ .
Finally, according to the predicted SBSs sequences and the sojourn time in the
corresponding small-cell, the data chunks of requested file that should be stored
in the cache of each SBS are determined. At the time of performing caching at
each SBS, the previous chunk and the latter chunk (if exist) of the decision result
should also be placed in the cache, so that the data can also be downloaded from
the local cache rather than remote server in the case that the movement speed
of the user changes slightly.

Considering that the predicted results cannot be completely accurate no mat-
ter what kind of mobility prediction model is adopted, so the several trajectories
is chosen instead of the most likely one. Because SBSs have limited storage space,
a cache replacement strategy is necessary to determine which data chunks should
be removed, in the case that the cache is full and new chunks should be cached.
Obviously, the video fragments that have already been delivered are the ones to
be evicted.

5 Simulation Results

In this section, we evaluate the performance of the proposed caching strate-
gies. The performance criterion we use is the average transmission cost of the
requested files denoted with Ω. In the case of T ≥ Tc, we compare the perfor-
mance of the approximate caching strategy in which iterative optimization is
implemented with the maximum popularity caching strategy and the optimal
caching strategy (T = Tc).
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In our simulation, we consider that there are F = 100 files with a size of
60 MB in the video library, and their popularity follows a Zipf distribution
with exponent γ = 1.0. There are N = 7 SBSs with the same cache capacity
C

′
n = 20% of the video library size used to store coded data in a macro cell to

achieve seamless coverage, and we consider that these SBSs respectively repre-
sent different locations. During the movement, the user moves to the adjacent
locations with equal transition probabilities. The validity period of user requests
and the amount of data delivered by SBSn are set to T = 5 time intervals and
Bn = 20 MB, respectively. In addition, we assume that the costs of serving a file
request from SBSs cache and remote server are 0 and 100.

Impact of Cache Capacity. We first investigate the impact of cache capac-
ity on the average transmission cost incurred by the presented algorithms, as
depicted in Fig. 2. In this experiment, the cache capacity of SBSs span a wide
range, from 10% to 50% of the entire video files library size. As expected, increas-
ing the cache capacity reduces the average transmission cost. Furthermore, we
can observe that the approximate caching algorithm always outperforms the
optimal caching algorithm, and they perform significantly better than the max-
imum popularity caching. This can be explained from the fact that maximum
popularity caching policy takes caching decisions considering only user demand,
ignoring the movement patterns of users.

Impact of Zipf Exponent. Figure 3 examines the relation between the aver-
age transmission cost and the exponent of Zipf distribution γ. We notice that
the approximate caching algorithm that performs iterative optimization consis-
tently outperforms the other algorithms, and the gap between their performances
diminishes with increasing the parameter of Zipf. As we know, the exponent γ
characterizes the correlation level of user requests. The larger the value of it,
the more the user preferences are concentrated on a few most popular video
files. That is, increasing the value of γ accordingly enhances the probability of
requesting files in the SBSs cache, thereby reducing the average transmission
cost of the requested contents.
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Fig. 2. Average transmission cost Ω
versus cache capacity C.
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Fig. 5. Average transmission cost Ω
versus amount of data delivered within
a time interval B.

Impact of Validity Period. We explore how the period of validity of user
requests impacts the results in Fig. 4. In this experiment, the validity period
T varies from 3 time intervals (corresponding to the critical value Tc) to 7
time intervals. It can be observed that the average transmission cost gradually
decreases for the proposed caching algorithms, since the user has more oppor-
tunities to contact with different SBSs. The amount of coded data downloaded
from the remote server over backhaul link is reduced. It is worth mentioning
that the performance of the maximum popularity caching remains unchanged,
because the most popular files have been completely replicated in the cache. The
change in T has no impact on the amount of data delivered by SBSs.

Impact of Transmission Rate. In Fig. 5, we analyze the impact of the amount
of data delivered by SBSs within a time interval on the performance of caching
algorithms. Specifically, the transmission rate B varies in {12, 15, 20, 30, 60}
MB per interval. As the transmission rate increases, it is expected that the
SBSs can transmit more data during connection with the user, thus reducing
the transmission cost. However, with the data rate continuous increasing, the
average cost no longer decreases, but instead starts to increase. In the case of
higher transmission rate, we need to store more coded data for each of the most
popular files that should be cached. Due to the limited cache capacity, this may
cut down the number of requests directly served by the caches.

6 Conclusion

In this paper, due to the different requirements of multimedia applications on
user terminals for cached contents, we present two different kinds of caching
policies. For ordinary network video files, the caching problem is formulated as
an optimization problem to minimize the average transmission cost of cached
contents. For typical streaming video, we consider storing uncoded video frag-
ments in the caches. The proposed caching scheme is to cache data chunks in
advance at SBSs passed by the user based on the mobility prediction results. The
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results of simulation reveal that the proposed mobility-based caching performs
significantly better than max-popularity caching.
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Abstract. As PON systems move towards terabit/s aggregated data rates with
longer transmission distance, optical coherent receivers become preferred due to
their high tolerance to power fading from fiber transmission. To solve the high
complexity and high cost problems of optical coherent receivers, a scheme for
complex QAM signal transmission with simple direct detection is recommended
in this paper. The scheme based on optical SSB modulation with frequency-
shifted QAM signals and low-cost single-ended PD provides an efficient low-
cost solution for long reach coherent PON. Due to its minimum phase property
of the optical SSB modulated signal, Kramers-Kronig scheme can be used to
reconstruct the complex QAM signal from the received intensity signal. The
efficiency of the proposed scheme is validated by both numerical simulations
and experiments for both QPSK and 16-QAM modulated signals. By using
standard commercially available components, the experiments demonstrated that
the combination of SSB modulation of frequency-shifted QAM signal and its
single-ended PD receiver with KK scheme can support SSMF transmission over
75 km for both QPSK and 16-QAM signals with receiver optical power penalty
less than 1.5 dB.

Keywords: Fiber optics communication � Modulation �
Optical communications

1 Introduction

Recently, the live-streaming of high definition video multimedia and cloud computing
using remote storage of data are evolving steadily. As a result, the demand for high
volumes of data keeps increasing the transmission speed requirements in both short-
and long-reach optical access network [1]. As the expanding coverage of modern
metropolitan areas leads to longer transmission distance, the Long-reach passive optical
network (LR-PON) is proposed. LR-PON is a promising solution of optical access
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networks and is able to combine the capacity of metro and access networks by
extending the coverage span of the transmission [2]. Direct detection (DD) has been the
main technology for LR-PON because of its low cost and simple structure. However, as
PON moves towards terabit/s aggregated data rates, several shortcomings have come
out including power fading due to chromatic dispersion (CD) at high symbol rates and
long transmission distance plus limited modulation formats.

To solve the problems of PON transmission with DD, coherent PON has been
proposed which achieve information modulation on both amplitude and phase [3–5].
A much higher tolerance on power fading from fiber dispersion is also possible with
coherent PON and digital optical coherent receiver with electrical dispersion com-
pensation. Traditional optical coherent receivers require one local oscillator (LO) laser,
one 90°optical hybrid, and two balanced detectors with four photodiodes (PDs) in total.
Even for some simplified coherent receivers where the LO laser is replaced by optical
carrier sent from the source [6], coherent receivers are still high cost due to their high
implementation complexity for PON applications [7].

Single-side band (SSB) signal with pulse amplitude modulation (PAM) is another
known way to overcome power fading problem from DD and it can also double the
optical spectrum efficiency [8–10]. However, as the fiber CD accumulates for LR-PON,
the influence of signal-to-signal beating interference (SSBI) from square-law detection
of PD cannot be neglected. Different digital signal processor (DSP) techniques for
SSBI mitigation have been proposed in [11, 12]. Kramers-Kronig (KK) scheme with
DD is able to alleviate the SSBI very well by fully reconstructing the optical field signal
from the detected photocurrent signal [13–15].

Unlike SSB-PAM which is limited to amplitude modulation, quadrature amplitude
modulation (QAM) can provide much more choices on modulation schemes. In this
paper, we recommend a scheme for complex 16-array QAM signal transmission with
simple DD for LR-PON. Optical SSB modulation of frequency-shifted QAM signal
and single-ended PD with KK scheme for QAM signal reconstruction are combined to
achieve the low-cost and efficient scheme for coherent LR-PON. The paper is orga-
nized as follows. Section 2 explains the fundamental principles of the proposed
schemes. Numerical simulations are then used to validate the proposed scheme in
Sect. 3 followed by experimental results in Sect. 4. Section 5 concludes the paper.

2 Principles of the Scheme

2.1 Principle of SSB Modulation of the Frequency-Shifted QAM Signal

Suppose that the complex signal m(t) is a conventional bandwidth-limited QAM signal,
its spectrum is shown Fig. 1(a) where B is the signal’s bandwidth. To modulate the
signal onto optical carrier, an IQ modulator based on two intensity modulating Mach-
Zehnder modulators (MZMs) is commonly used. A relative carrier phase difference
exists between the upper and lower arm of the IQ modulator, and the real part and
imaginary part of the signal m(t) are used to drive each one of the two MZMs.

Different from conventional IQ modulation for QAM signal, we propose in this
paper to use a single dual-drive MZM (DDMZM) to modulate the frequency-shifted
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QAM signal as a SSB signal. To do this, we first achieve frequency shifting of the
QAM signal as shown in Eq. (1) where B is the signal’s bandwidth. The spectrum of
the frequency-shifted QAM signal s(t) is shown in Fig. 1(b). If the signal s(t) is written
in the form of its real part and imaginary part, it can be shown that si(t) is actually the
Hilbert transform of sr(t), which is the same as required for SSB modulation [13].

s tð Þ ¼ m tð Þ exp ð j2pBtÞ
¼ sr tð Þþ jsi tð Þ ð1Þ

Figure 1(b) also shows how to achieve the SSB modulation of the frequency-shifted
QAM signal by using a DDMZM. The DDMZM consists of two parallel phase
modulators with separate radio frequency (RF) input ports and direct current (DC) bias
ports. The DDMZM output optical field can be written as [10]

EoutðtÞ ¼ Ein expðjpVr1 tð ÞþVb1

Vp
Þþ expðjpVr2 tð ÞþVb2

Vp
Þ

� �
ð2Þ

Where Ein stands for the input optical field, Vr1(t) and Vr2(t) are the radio frequency
signals applied to each one of the two branches, and Vb1 and Vb2 are the DC voltage
bias which will induce a constant phase shift between the two branches. Vp is the half-
wave voltage parameter of the MZM. To obtain an optical SSB signal, the real part and
imaginary part of the signal s(t) are used as the two radio frequency signals, that is
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Fig. 1. Signal spectrum and its modulation scheme comparison for the conventional QAM
signal (a) and the frequency-shifted QAM signal (b).
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Vr1(t) = sr(t), Vr2(t) = si(t). Moreover, it is important to set the two DC bias voltages as
Vb1 = −Vp/2, Vb2 = 0. Under the assumption that the sr(t) and si(t) are small signals, the
output of DDMZM can be found as

EoutðtÞ ¼ Ein 1� jþ p
Vp

srðtÞþ jsiðtÞð Þ
� �

ð3Þ

In the above equation, Ein(1-j) is the optical carrier signal. Since si(t) is actually the
Hilbert transform of sr(t), an optical SSB signal is obtained.

2.2 Principles of Direct Detection of SSB Signal with Kramers-Kronig
Scheme

Figure 2 compares the conventional optical coherent receiver and direct detection of
SSB signal. For conventional QAM modulation, an optical coherent receiver with two
balanced detectors is required as shown in Fig. 2(a). One of the balanced detector is
used to recover the real part of the received complex QAM signal and the other one is
used to recover its imaginary part. Since each balanced detector consists of two PDs,
four PDs are required for the optical coherent receiver totally. Moreover, a LO working
at the same wavelength as the transmitter must be available for the optical coherent
receiver which might be expensive for optical network unit (ONU) of PON systems.

Instead using an optical coherent receiver to recover the complex QAM signal, a
simple single-ended PD for the SSB modulated frequency-shifted QAM signal is used
in the proposed system as shown in Fig. 2(b). The output of the single-ended PD can be
written as

I tð Þ ¼ gjEoutðtÞj2 þ n tð Þ ð4Þ

Where I(t) is the photocurrent produced by the PD, η denotes the responsivity of the
PD, and n(t) is the noise of the PD. It is clear from the equation that the phase
information of the transmitted signal will be lost due to the square-law detection nature
of a PD. To recover the complex signal of s(t) from the received real signal of I(t), KK
scheme is used in the following. Compared with the optical coherent receiver with two
balanced detector, the proposed single-ended PD receiver is much cheaper as no local
laser diode is required at the receiver side.

The key of KK scheme relies on whether the received signal is of minimum phase
[13]. For SSB modulated optical signal with an optical carrier of sufficient power, the
signal can be written as

b tð Þ ¼ Aþm tð Þ exp j2pBtð Þ ð5Þ

Where A is constant. It can be shown that b(t) is a minimum phase signal when|A| is
large enough. As described in [13], under this condition, the KK scheme can be used to
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reconstruct the signal Em(t) from the intensity signal of the minimum phase signal as
follow

/ tð Þ ¼ 1
2p

p:v:
Zþ1

�1
dt0

log I t0ð Þ½ �
t � t0

ð6Þ

Em tð Þ ¼
ffiffiffiffiffiffiffi
I tð Þ

p
exp j/ tð Þ½ � � E0

n o
exp �j2pBtð Þ ð7Þ

Where /(t) is the phase part of the minimum phase signal, I(t) is the photocurrent
produced by the PD which is proportional to the field intensity as in Eq. (4), p.
v. denotes the Cauchy principal value of the integral [16]. Em(t) is the reconstructed
complex field signal transmitted through fiber.

After using the KK scheme to reconstruct the field signal, we can obtain the QAM
signal by doing an inverse frequency shifting of Eq. (1). Then, the QAM signal can be
further processed with conventional digital signal processing functions as used in
digital optical coherent receiver.

3 Simulation Results

In order to validate the proposed scheme, numerical simulations based on VPI
Transmission Maker and MATLAB are implemented. The schematic of the simulated
system is a simplified version of the experiment setup shown in Fig. 4 to be included in
the next section. In the simulations, standard single-mode fiber (SSMF) with a length of
75 km is assumed as for LR-PON. The attenuation coefficient of the SSMF is set at
0.2 dB/km. Other parameters of SSMF include dispersion coefficient D of
16 ps/nm/km, and nonlinear index of 2.6 � 10−20 m2/W. At the transmitter side, a
pseudo random bit sequence (PRBS) with 217 bits is used for QAM modulation. Root
raised cosine (RRC) filter with a roll-off factor of 0.1 is applied for pulse shaping. After
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Fig. 2. Comparison of conventional optical coherent receiver (a) and direct detection of SSB
signal with single-ended PD (b).
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the QAM signal is shifted in frequency, the real part and the imaginary part of the
frequency shifted signal are fed into the two arms of DDMZM. The launch optical
power is fixed at 0 dBm. A tunable optical attenuator before the PD is used for bit error
rate test under different receiver optical power. The received signal is firstly proceed by
the KK scheme to reconstruct the optical field. After the inverse frequency shifting for
getting the base band signal, phase correcting and least mean squares (LMS) based feed
forward equalizer (FFE) are applied before symbol decision making. Finally, the
number of bit error is counted for BER computation.

In the simulations, 25 GBaud is assumed for transmission with both quadrature
phase shift keying (QPSK) and 16-QAM. The net bit rate for the QPSK and 16-QAM
signals are thus 50 Gbps and 100 Gbps respectively. As the KK scheme can help to
recover the complex signal s(t) from a single-ended PD, digital dispersion compen-
sation can thus be applied instead of using dispersion compensation fiber (DCF). The
linewidth of laser is set to 1 MHz.

Figure 3 shows the simulation results with the KK-based receiver for both QPSK
(4-QAM) and 16-QAM. SSB modulated PAM-4 modulation scheme is also included in
the simulation comparison. As expected, QPSK has the best performance among these
modulations because there are only two levels on the real part and imaginary part of
QPSK modulation. From the simulation results, it can be seen that the pre-forward error
correction (FEC) BER lower than 2.4 � 10−2 can be achieved at a receiver optical
power of −17 dBm for QPSK modulation.

Fig. 3. BER performance comparison among different modulation schemes as the ROP varies.
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For SSB-modulated PAM-4 signal, about 3 dB receiver optical power
(ROP) penalty is observed as compared with the QPSK modulation. This ROP penalty
is used to obtain a doubled spectrum efficiency as SSB-modulated PAM-4 can achieve
the same transmission bit rate with only half of the signal bandwidth as compared with
the QPSK signal.

Among the different modulation schemes, the SSB modulated frequency-shifted
16-QAM signal has the highest transmission rate, but about 6 dB ROP penalty is found
as compared with the QPSK modulation at the same baud rate. However, if we reduce
the baud rate of the 16-QAM signal to 12.5 GBaud, then a similar performance is found
between the lower-rate 16-QAM signal and the SSB-PAM-4 signal at the same bit rate.

4 Experimental Setup and Results

The experimental setup for the optical SSB modulation of the frequency-shifted QAM
signal system is shown in Fig. 4. A PRBS with 218 bits is used for QPSK and 16-QAM
modulation and up-sampled to 4 samples-per-symbol at the transmitter side. An RRC
filter with a roll-off factor of 0.1 is applied to generate the QAM modulated signal
sequence. Then the signal is frequency shifted using Eq. (1). Arbitrary wavelength
generator (AWG) of AWG700002A is used to generate the real part and the imaginary
part of the signal, sr(t) and si(t), at the highest sampling rate of 25GS/s for
AWG700002A. Thus, the bit rates are 12.5 Gbps and 25 Gbps for QPSK and 16-QAM
modulated signals respectively. A DDMZM biased at its quadrature point is used to
generate the optical SSB signal. As the carrier to signal power ratio (CSPR) is an
important parameter to optimize the system’s performance, a pair of attenuators are
used on the AWG’s output signal to optimize the CSPR. The optical source used in the
experiment has an output optical power about 12 dBm at 1550 nm wavelength. The
optical signal power to be launched into the transmission fiber is fixed at 0 dBm and
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Fig. 4. Schematic of experimental setup. DPO: digital-processing oscilloscope.
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75 km SSMF with an attention coefficient of 0.2 dB/km is used for transmission. At the
receiver side, an Erbium-doped optical fiber amplifier (EDFA) and a variable optical
attenuator (VOA) are used to compensate the transmission loss plus varying the ROP
during the experiments.

To check whether the KK scheme can successfully reconstruct the complex QAM
signal from single-ended PD with optical SSB modulation of frequency-shifted QAM
signal, Fig. 5(a) shows the constellation diagram of the 16-QAM signal after the KK
scheme. With a relatively high ROP, a clear 16-point constellation diagram is observed
from Fig. 5 which proves the validation of the KK scheme with the proposed system.
After phase compensation, the conventional rectangular 16-QAM constellation dia-
gram is obtained as shown in Fig. 5(b).

Figure 6(a) gives the experimental results on the BER performance of the SSB
modulation of frequency-shifted QPSK and 16-QAM for both back-to-back (B2B) case
and 75 km fiber transmission case. As the optical power launched into the fiber is low,
there exists little fiber nonlinear effect in the system. Only a linear FFE is used for
channel equalization like fiber dispersion compensation before the BER calculation.
From Fig. 6(a), about 5−6 dB ROP penalty is observed between the QPSK and 16-
QAM signal in the experiments when we consider the BER of 1.0 � 10−2 which is
consistent with simulation results from Fig. 3. Moreover, the ROP penalty is less than
1 dB for QPSK signals after 75 km fiber transmission. However, this ROP penalty
increases up to 1.5 dB for 16-QAM signals in the experiments if a pre-FEC BER of
2.4 � 10−2 is considered.

To utilize the highest sampling rate of our AWG in the experiment, the samples-
per-symbol of its output electrical signal is reduced from 4 to 2.76. Consequently,
higher baud rate can be supported in the experiment and the bit rates of the transmitted
QPSK and 16-QAM signals are increased up to 18.125 Gbps and 36.25 Gbps,
respectively. Figure 6(b) compares the BER performance of the low-rate modulated
signals as in Fig. 6(a) and the high-rate modulated signals from down sampling after

Fig. 5. The constellation diagram of the reconstructed 16-QAM signal after the KK scheme
before phase compensation (a) and after phase compensation (b).
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75 km fiber transmission in the experiments. At the pre-FEC BER threshold, both the
QPSK and 16-QAM signals shows an ROP penalty about 1.5 dB.

5 Conclusions

Optical SSB modulation with frequency-shifted QAM signals with low-cost single-
ended PD is recommend in this paper as an efficient low-cost solution for long reach
coherent PON system. After simple frequency shifting on the QAM signal at the
transmitter side, a single DDMZM can be used to generate the SSB modulated signal.
At the receiver side, a single-ended PD without local laser diode can replace the
expensive two balanced detectors from conventional optical coherent receiver. Since
the optical SSB modulated signal is of minimum phase, KK scheme is available to
reconstruct the complex QAM signal from the received intensity signal. The efficiency
of the proposed scheme is validated by both numerical simulations and experiments for
both QPSK and 16-QAM modulated signals for LR-PON communications. By using
standard commercially available components, the experiments demonstrated that the
combination of SSB modulation of frequency-shifted QAM signal and its single-ended
PD receiver with KK scheme can support SSMF transmission over 75 km for both
QPSK and 16-QAM signals with ROP penalty less than 1.5 dB.

Acknowledgements. This work is supported by the National Natural Science Foundation of
China (#61471088).

Fig. 6. BER performance comparisons from experimental results on the SSB modulation of
frequency-shifted QPSK and 16-QAM between B2B and fiber transmission cases (a) and
between high-rate and low-rate cases (b).
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Abstract. As the representative and most widely used content form of
Virtual Reality (VR) application, omnidirectional videos provide immer-
sive experience for users with 360-degree scenes rendered. Since only part
of the omnidirectional video can be viewed at a time due to human’s eye
characteristics, field of view (FoV) based transmission has been proposed
by ensuring high quality in the FoV while reducing the quality out of that
to lower the amount of transmission data. In this case, transient content
quality reduction will occur when the user’s FoV changes, which can be
improved by predicting the FoV beforehand. In this paper, we propose
a two-layer model for FoV prediction. The first layer detects the heat
maps of content in offline process, while the second layer predicts the
FoV of a specific user online during his/her viewing period. We utilize
a LSTM model to calculate the viewing probability of each region given
the results from the first layer, the user’s previous orientations and the
navigation speed. In addition, we set up a correction model to check and
correct the unreasonable results. The performance evaluation shows that
our model obtains higher accuracy and less undulation compared with
widely used approaches.

Keywords: Omnidirectional video · Field of view prediction
FoV-based transmission

1 Introduction

VR immerses the user into the virtual world by realizing free interaction, which
reshapes the consumption experience for users. Intensive attention is being
attracted from the industry and the academia [1]. Omnidirectional video is one
of the most typical application format in VR. Obviously, to get the same visual
perception quality as traditional videos, the whole omnidirectional videos cov-
ering 360-degree scenes will contain much more amount of data. However, due
to the restriction of human visual system (HVS), users can only see the content
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within their FoV at a time, and the size of FoV equipped by the head mounted
display (HMD) of HTC Vive system is about 110-degree in horizontal range.

To save the bandwidth while not sacrificing the quality of experience (QoE),
FoV-based transmission [9] of omnidirectional videos is widely recognized as a
effective scheme. The principle of this scheme is to transmit the content that
covers user’s FoV with high quality, while the other regions with lower quality
to avoid the blank screen [3]. Studies about FoV adaptation model finds that
the refinement duration affects the QoE of the user significantly [15]. After the
user switching the viewport by turning head, the quality within the new FoV
will decrease before the high quality content is received covering the new FoV.
While, this can be improved by FoV prefetching which has to be motivated by
accurate FoV prediction beforehand.

Recently, some researchers have investigated the very short-term FoV pre-
diction. Feng Qian proposed to utilize weighted linear regression algorithm in
the prediction based on previous viewing orientation information [2,12], and this
approach has been widely adopted in transmission improvement thanks to its
simplicity. Meanwhile, as a state-of-art technology, Convolutional Neural Net-
work (CNN) is also applied to improve the prediction [16]. Furthermore, content
features are being considered in prediction [5,13], while still limited to short-
term.

The navigation trajectory of a user keeps close relevance to the personal-
ized FoV prediction. We introduce the orientation and navigation speed which
reflects the user’s viewing status in our prediction model. In addition, content
attractiveness detection helps to build reliable prediction as users are often stim-
ulated to switch the viewport for certain objects. We propose a two-layer model
to work on the FoV prediction. The first layer is designed as an offline process
to detect the heat value of each region in the omnidirectional videos. Motion
features of the content is paid more emphasis, which proves to better comply
with this problem. In the second layer, FoV of the user is predicted in real time.
The previous orientation and navigation speed as part of the inputs illustrates
the short-term viewing trend and status. What’s more, we input the results from
the first layer related to short-term and long-term step into the second layer to
provide distinguish guidance to the prediction. In this layer, a LSTM module
is trained to learn the intricate connections in this problem, and a correction
module is designed to check and correct the unreasonable results at last.

This paper is organized as follows. In Sect. 2, we describe the overall frame-
work and concrete details of each step in our model. Experiment setup and
results are presented in Sect. 3. Finally, in Sect. 4 we provide conclusions about
our research and look into the future work related.

2 Prediction Model

To predict the FoV of a specific user, we investigate the viewing behavior of users.
According to the research of Sitzmann, the viewing status can be divided into
focusing and browsing status [13]. Under the focusing status, users are attracted
by the specific content in the video. They switch the viewport to follow the
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targeted content or pay attention to the extended part of it. In this status, the
navigation speed appears to be lower than the average, and the heat region of
the content close to current FoV has a strong correlation with the viewport
switching. When the user is under browsing status, their movement shows great
irregularity, for they do not pay real attention to the content in omnidirectional
video, and the head rotation speed appears to be higher than the average. In this
status, the prediction should mainly focus on heat region of the video, which may
get the userś attention later and change one’s viewing state into gazing status,
with wider range than the previous circumstances. Therefore, we propose a two-
layer FoV prediction model as shown in Fig. 1 considering above key factors to
adapt to different viewing status.

In order to save the computing resources and to predict faster during the
viewing process, the detection of the heat region of the video is completed offline
before viewed, which refers to the first layer in our model. By detecting the
saliency feature of each static frame and the moving object between frames, two
main kinds of feature maps are obtained. As people tend to focus on and follow
the moving objects when immerses in an omnidirectional video, we place extra
emphasis on the motion features when combine two features into heat maps.

Besides the heat value already detected, user’s orientation and navigation
speed on previous frames are tracked and feeded back into the data-driven LSTM
architecture during the user’ consumption. Furthermore, to make up the over-
sight of the FoV characteristics, a correction module is added as the final part
in second layer.

We adopt the tile-based transmission scheme in this paper [8], where a full
omnidirectional video is partitioned into many coding independent rectangular
tiles, so that each tile can be transmitted independently [6]. Our prediction
model is established on this transmission scheme as well.

Fig. 1. Overview of the proposed two-layer FoV prediction model. The example of a
tile-based streaming scheme is shown.
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2.1 Layer1- User Attention Prediction

This layer is an offline process to detect the attractive regions in the content
with higher probability to be viewed. The heat value HTn, n ∈ N of N tiles are
obtained in this layer.

Saliency Detection. Image saliency map is obtained by detecting the objects
that show distinct differences in features of colors, textures, etc. from the sur-
roundings. The Fused Saliency Map (FSM) [4] is used for detection for it adapt
current detection models to omnidirectional image characteristics.

Motion Detection. People tend to be attracted by moving objects such as
moving animals or athletes in a sports game. This can be detected by analyzing
the features between consecutive frames. We utilize the Lucas-Kanade optical
flow approach to detect pixel-level motion features [14].

Content Feature Combination. We convolute the motion maps with a 2D
Gaussian filter so that the motion features can present overall impact on the
attractive region detection results. Pixel-wise heat maps are calculated as:

HPk =
{

MPk, MPk ≥ SPk
MPk+SPk

2 , MPk < SPk
(1)

HPk is the heat value of kth pixel,SPk and MPk are saliency value and fil-
tered motion value. Then tile-wise heat value HT is obtained by calculating and
normalizing the summation of the pixel-wise heat values HP within each tile.

2.2 Layer2- FoV Prediction

The second layer is an online process to predict the tiles to be viewed next.

LSTM Prediction Module. This module is to predict the probability of each
tile to be viewed by a specific user, which is based on the recurrent neural
network (RNN) architecture. This scheme presents high efficiency in temporal
sequential problems as realizing weight sharing in time domain. We choose Long
short-term memory(LSTM) [7,10] model replacing the ordinary node in network
by the memory cell to avoid gradient vanishing and explosion by adding a forget
gate towards the cell to rectify the long-term and short-term memory of the
node.

As the impact of inputs towards the prediction gradually changes (the relia-
bility of the head orientation in the sliding window gradually decreases), the out-
put of the prediction should also reflect this trend. When omnidirectional videos
are partitioned into N tiles, our model provides short-term prediction results
Predshort = {p}N1 and additional long-term prediction results Predlong = {p}N1
to adapt to the variation of user’s FoV in the prediction window.
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The input to our LSTM model consists of the tile-wise heat maps of next
2 ∗ M frames including {H}t+M

t+1 related to short-term content and {H}t+2∗M
t+M+1

related to long-term content, along with user’s orientation and navigation speed
of previous M frames {O}tt−M , {S}tt−M . The head orientation information
O(x, y, z) is expressed in the form of the position on the x, y, z coordinates;
and the navigation speed on sphere surface S(yaw, pitch, raw) is calculated as
the orientation change compared with the previous frame in rotation coordinates
yaw, pitch, raw.

We adopt two layer LSTM model with 256 neurons each layer, which presents
better performance compared with the other parameters we have tried. The
prediction results are obtained at the last time step, while inner results obtained
in each time step is retained in the form of state information and becomes the
input into the same neuron at the next time step to establish the association in
the time domain as shown in Fig. 2.

When training the LSTM module, learning rate is set to be 0.01, and a
dropout layers with 50% drop rate is added to prevent the overfitting. We adopt
the Adam Optimizer to minimize the cross-entropy loss. The sliding window is
set to be 1 second, as well as the size of short-term and long-term prediction
window. A down-sampling process is performed on frame rate of the input by 2
times to shorten the input length which accelerates the prediction as the content
and viewing features of adjacent frames has minor changes. We divide the dataset
into 80% and 20% for training and validation respectively. Different videos are
trained and validated separately, so that a unique prediction network is trained
for each video.

Fig. 2. LSTM prediction module in our approach.

Correction Module. By setting an appropriate threshold, tiles are decided
whether to be covered by FoV. However, the separately judged tile-wise pre-
diction results cannot always compose a reasonable FoV region. We propose a
correction module with two steps to make sure the predicted FoV as an inte-
grated region with reasonable size.
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The first step is to make up the omitting error that a few tiles are misjudged
to be negative, while their surroundings are all judged to be covered by FoV.
This violate the integrity of FoV. When there is a wide range of misjudged
tiles, we believe that this situation does not belong to omitting error, but the
drawback of the prediction model which has been avoided in our model. We
scan the prediction results for each row of all tiles. When the predicted FoV
is partitioned to be at two side of the projected plane, we correct the negative
predicted tiles among the range of the frame edge and the farmost positive
predicted tiles away from the frame edge. Otherwise we find the edge tiles that
predicted to be viewed and make sure each misjudged tile among them is reset
as the positive tiles.

The second step is to determine the minimum range that the positive judged
tiles should cover. Equirectangular projection is widely used to project the omni-
directional video from spherical 3-Dimention (3D) to 2D plane, sampling uni-
formly on latitude. However, this approach causes the distortion of the content
near two poles. Equally partitioned tiles on projected 2D frames correspond to
spherical tiles with larger size near the equator and smaller size when approach-
ing poles. Therefore, during the playback of an omnidirectional video that has
been rendered as a spherical three-dimension video, the range of tiles falling
into the user’s FoV is not always the same.So that the FoV shows a changing
shape and size on the projected 2D plane video. We locate the center of the
predicted FoV by averaging the position of all tiles. The shape and range of
the FoV on the 2D projected video related to the above calculated center can
be obtained according to the projection relationship. Then we complement the
negative judged tiles around the center to fill in the range of FoV.

3 Performance Evaluation

The LSTM network of the prediction model has to be trained by the omni-
directional video dataset [11]. The dataset has ten omnidirectional videos all
lasting one minutes. All videos are of 4K resolution with 30fps. The videos are
projected with equirectangular projection. Each video is viewed by 30 viewers
wearing HMD and the orientation of each frame has been collected by Open
Track and presented in both Cartesian coordinates and Euler angles. The omni-
directional video is partitioned into 10?20 tiles, which are labeled whether is
viewed by the user.

We evaluate the performance of our two-layer model of FoV prediction given
the pre-detected heat map and continuously collected user’s head movement
information related to the previous frames in sliding window.

We compare the performance of our model with the typical and widely used
prediction approach of weighted linear regression [12].

Table 1 provides the specific measurement of accuracy and F-score of the
prediction on each video. Accuracy presents the primary performance of the
prediction model by calculating the ratio of tiles correctly classified to all tiles.
F-score is the weighted mean of the precision and recall (precision is the ratio of
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Table 1. Performance of the model on each video.

Videos Training set Validation set

Accuracy F-score Accuracy F-score

Mega coaster 89.53% 0.7312 88.90% 0.7011

Roller coaster 90.08% 0.7270 88.28% 0.6693

Driving with the 360 79.08% 0.3719 77.34% 0.2821

Shark shipwreck 83.46% 0.5097 83.26% 0.5259

Perils panel 90.16% 0.7408 89.12% 0.7246

Kangaroo Island 84.53% 0.5735 82.62% 0.5308

SFR spore 92.37% 0.8014 89.29% 0.7282

Hog rider 80.29% 0.3544 77.09% 0.2742

Pac-Man 88.74% 0.7151 87.45% 0.6826

Chariot race 88.26% 0.6818 87.79% 0.6040

Average(ours) 86.65% 0.6207 85.11% 0.5722

Average(w-reg) 73.00% 0.5352 72.54 % 0.5155

tiles classified to be positive correctly to all positive classified tiles, and recall is
the ratio of tiles classified to be positive correctly to all viewed tiles).

The accuracy presents the primary performance of the prediction model. Our
model outperforms over the weighted linear regression approach with a consid-
erably increase of accuracy. Our prediction approach obtains balance between
precision and recall over most video sequences. The performance improvement
caused by our model is probably because (a) the newly introduced navigation
speed leads the model to be more sensible to different viewing status, (b) correc-
tion module in the second layer improves the prediction to be more reasonable,
and (c) our model predict both short-term FoV and long-term FoV to match the
user’s viewport switching in longer time (d) we synthetically utilize the content
features and viewing movement information with our two-layer model.

Moreover, we evaluate the fluctuation of the prediction approach on each
video sequence. As shown in the Fig. 3, our model obtains great stability com-
pared with the weighted linear regression approach. Maintaining the prediction
at a higher accuracy all the time during the user’s viewing period still proves
to be a great challenge. In the process of viewing most video sequences, the
prediction accuracy of our model is stable near the average value in spite of the
changeable viewing status of users. However, when our prediction model achieves
higher accuracy, the stability prediction reduces. In contrast, the weighted lin-
ear regression approach not only obtains low average accuracy, but also shows
strong instability. In other words, our approach capture the regularity of the
FoV switching better, and is able to be adaptive to various users and videos.
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Fig. 3. The prediction performance comparison of our approach against weighted linear
regression ap-proach on ten videos during the whole consumption period.

4 Conclusion

In this paper, we propose a two-layer model to predict user’s FoV on omnidirec-
tional video during one’s viewing. The user’s navigation speed is considered for
the first time with user’s viewing orientation and content features. LSTM model
is trained and used to predict the probability of each region to be viewed, which
is further optimized by a correction module. The experimental results show that
our prediction approach is superior to other conventional approaches, obtaining
great accuracy and stability improvement under different viewing status. In the
future, we will utilize our prediction model in our realistic multi-network system
to further evaluate the performance in real application.
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Abstract. Caching content at the user device and sharing files via mul-
tihop Device-to-Device link can offload the traffic from the Base Station,
which is inevitable to consume the user’s energy. But most works usu-
ally assume that the battery capacity is implicitly infinite and rarely
consider the impact of the user’s remaining battery energy on the file
transmission. In fact, the user device has limited battery capacity and
the transmission may be not completed due to the insufficient battery
energy. So it is important to utilize the limited battery energy to ensure
more successful transmission and traffic offloading. In this paper, we
firstly optimize the caching policy and obtain the minimum energy cost
of cache-enabled multihop D2D communications. For this purpose, we
classify users into different clusters and use a weighted undirected graph
to represent the topological relationship of users in one cluster. Then,
we propose a novel algorithm to find the optimal path to transmit files
via multihop D2D link. Finally, we obtain the minimum energy cost
and optimal caching policy. Simulation results show that the proposed
caching policy performs better than other general caching strategies in
terms of energy conservation.

Keywords: Caching policy · Energy cost · Multihop D2D
Undirected graph

1 Introduction

With the development and popularization of mobile devices, such as smartphones
and tablets, the demand for mobile data is increasing rapidly [7]. At the same
time, research shows that the majority of users’ requests for content are often
asynchronous and duplicated [2], which increases the load on base stations heav-
ily. Therefore, caching content at the edge of the network and sharing content via
D2D link become a trend of content distribution, which not only can offload traf-
fic from the base station, but also can provide lower latency and higher quality
user experience [1].
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Recent researches about D2D cache network are almost focus on the perfor-
mance of caching policy. In [9], the probabilistic caching policy was proved to
outperform the universal caching strategy due to its promising performance and
feasibility in practical use. However, the authors of [8] showed that the optimal
caching scheme for D2D content distribution was similar to the demand distri-
bution, which can be modeled as a Zipf distribution. In fact, sharing content
has to consume transmitter’s energy, nevertheless, the user device has limited
battery capacity and may be not willing to consume its power to transmit files to
other users. The authors of [12] proposed an energy-aware incentive mechanism
to motivate mobile users to participate in D2D content sharing. In addition,
taking the user’s battery capacity into account contributes to a reduction in the
possibility of offloading traffic. In [4], the author investigated the relationship
between offloading gain and energy cost of each helper user and introduced a
user centric protocol to control the energy cost for a helper user to transmit the
file. In [10], a new definition, energy-consumption-ratio was proposed, which was
used to measure the energy efficiency that caching scheme can achieve. In these
previous research [4,8,10,12], users obtained the required file from other users
only via one-hop transmission, not consider multihop transmission. Therefore,
in [6], the author extended the one-hop D2D network and considered multihop
transmission, and in [5] a sequence of adjacent nodes were modeled as a linear
topology to investigate the performances of both local and distributed cooper-
ative caching policies. In practice, however, the users are randomly distributed
and not always be represented by linear topology.

In the previous researches for caching in D2D network [8–10], for simplicity,
the user device is assumed to have enough battery energy to transmit files.
However, in fact, the user device has the limited battery energy. There are few
papers consider the impact of the user’s remaining battery energy on content
delivery via multihop D2D link. Once the transmission fails, the energy consumed
is wasted. In this paper, we take the user’s battery capacity into account to
make sure successful transmission. In addition, in order to better reflect the
users location in practice, we consider a weighted undirected graph to represent
the topology among users in a cluster. We aim to optimize caching policy to
minimize the energy consumption by helper users via multihop D2D link. To
acquire the minimum energy cost, we first derive the expression of successful
transmission probability, defined as the probability that user’s battery power and
transmission rate are no less than the predicted threshold. Then, we proposed
a novel algorithm to calculate the optimal transmission path between any two
users via multihop D2D link and obtain the optimal caching scheme. Finally, The
proposed caching policy is proved to outperform other general caching strategies
in terms of energy conservation by simulation results.

The remainder of the paper is organized as follows. The Sect. 2 elaborates
the system model and problem formulation. In Sect. 3, we introduce the energy
efficient caching and sharing policy. Simulation results and discussions are given
in Sect. 4. Finally, we conclude this paper in Sect. 5.
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2 System Model and Problem Formulation

We consider a single cell cellular network with numberable user devices, which are
modeled as homogeneous Poisson point process (PPP) with density λu denoted
as Φu. According to their physical location, users are clustered with M users in
one cluster. The topological relationship among users in each cluster is repre-
sented by a random geometric graph G = (V,E), where V is the users set and E
represents the relationship among users. When the distance between two users
is no more than the D2D communication distance Rc, there is one edge between
this two users, facilitating a one-hop D2D link. Each user is equipped with a
cache memory. For the sake of simplicity, assume that each user can only cache
one file. Users can download the file to their devices during the off-peak time,
such as midnight. When a user requests the file, users cached the file within com-
munication distance Rc denoted as D2D transmitter can transmit the file to the
D2D receiver via one-hop D2D link, otherwise, via multi-hop D2D link. When a
user is not connected to any user in the cluster, it can request the file from the
BS. Assume that Each cache-enabled user is equipped with one transmit antenna
with the same transmission power and each requester has one receive antenna.
The BS is aware of the files cached in user devices and D2D communication.

2.1 Content Popularity and Caching Placement

We consider a finite file library F = [f1, f2, .....fN ] in one cluster, where N is
the library size and fk is sorted in descending order of the files’ popularity. Each
content has the same size of S bits, assuming that the large files can be divided
into several the same size files. Then, the probability that the kth most popular
file is requested follows the Zipf distribution:

pk =
1
/
kβ

N∑

t=1
1
/
tβ

(1)

where β is the Zipf parameter reflecting how skewed the popularity distribution
is. Large β means that a few files are responsible for the majority of requests [3].

We consider the probability caching strategy which each user randomly
caches file fk according to probability ck, where ck is the probability that user
caches the file fk. Then, the users caching the file fk follow a PPP Φc with
density λc = λuck. Since each user only caches one file, so ck must meet the
following conditions:

0 ≤ ck ≤ 1, k = 1, 2, ....N (2)

N∑

k=1

ck = 1 (3)
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2.2 Channel Model and Energy Analysis

In this paper, we consider that D2D users work in Underlay Mode and reuse
uplink resource of cellular network, because battery supplies energy for trans-
mitter, which is of great significance for improving energy efficiency. Assume
that each cellular user can only be reused by one D2D user. In this way, there
is no interference between D2D users, as shown in Fig. 1.

Fig. 1. System model of cellular and D2D network

The general channel model considers large-scale fading channels and small-
scale fading channels. Large-scale fading channels are generally modeled by the
standard path loss propagation model r−α, where r is the communication dis-
tance and α is the path loss exponent. Small-scale fading channels are usually
modeled by Rayleigh fading channels whose channel gain h follows the exponen-
tial distribution with unit mean. In this paper, we consider D2D users reuse the
cellular users which frequency is orthogonal and a cellular user is assumed to
only be reused by one D2D user. Thus, when user i transmits a file to user j
through one-hop D2D, the signal to interference plus noise ratio (SINR) is

SINRij =
Pdhr−α

ij

Puhur−α
u + σ2

(4)

where Pd and Pu is respectively the transmit power at each D2D user and each
cellular user. h and hu is respectively the Rayleigh fading channel gain of D2D
user and cellular user. rij is the distance between user i and user j. σ2 is the
variance of Gaussian white noise.

Therefore,the transmission rate between user i and user j is Rij = Blog2(1+
SINRij). The energy consumed by D2D transmitter which transmits file fk to
D2D receiver through one-hop D2D link directly is:

Wij = Pt =
PdS

Rij
=

PdS

Blog2(1 + SINRij)
(5)

Here, we don’t consider the circuit power.
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2.3 Problem Formulation

We assume that each device have the same battery capacity of C, and only
a fraction η of what can be used to transmit a file requested by other user
devices. We make this assumption according to the following reasons: on one
hand, when a user device transmits the file, it may do other communication
businesses, which also consume energy; on the other hand, we must make sure
that the user device has so much battery power to transmit a file on the basis
of normal communication. Denote the operating voltage of the user device as
V . To complete the one-hop D2D transmission, the battery capacity of D2D
transmitter must meet Wij ≤ ηCV . Meanwhile, in order to ensure that the D2D
transmission is completed within the tolerable delay, the transmit rate must meet
Rij ≥ R0, where R0 is the given transmission rate threshold. So the probability
of one-hop D2D successful transmission is expressed as:

pts = P (Wij ≤ ηCV,Rij ≥ R0)
= P (SINRij ≥ τ)

= e
−τσ2rα

ij
Pd × 1

bPur−α
u + 1

(6)

where τ = emax(
PdS ln 2
ηCV B ,

R0 ln 2
B ) − 1 and b = τrα

ij

Pd
. According to the expression in

(6), when η ≤ PdS
R0CV , pts is related to the remaining battery ratio η. That is,

when the remaining power is too low, the user device’s battery capacity limits
pts. while η ≥ PdS

R0CV , that is, user has enough power, pts is limited by the data
rate threshold R0.

According to the above analysis, the total energy cost that the request user j
get the desired file fk from the cache user i in cluster (one-hop D2D or multihop
D2D) is:

E =
M∑

i=1

M∑

j=1

PtsEij (7)

where Eij denotes the total energy consumed by user i to transmit file fk to user
j via multihop D2D link, and it is the sum of Wij in (5). Pts is the probability
that user i transmit file fk to user j successfully and is product of several pts.

Due to the user’s limited battery capacity, we must minimize the energy cost
for transmitting file via multihop D2D link in (7). At the same time, reducing the
energy cost for the network should not compromise the hit probability denoted
as the requested file is cached by at least one user in the cluster. Therefore, we
optimize the caching policy to maximize the hit probability firstly. Then, we
minimize the energy cost for a given optimal caching policy. Because the users
caching the file fk follow a PPP Φc with density λc = λuck, So the probability
that the requested file fk is cached in the cluster with radius Rclu is:

Pck = 1 − e−λcπR2
clu (8)
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then, the hit probability can be expressed as:

Phit =
N∑

k=1

PkPck (9)

According to the above analysis, we firstly maximize the hit probability for
the optimal caching policy. Then, based on the acquired caching policy, we can
minimize the total energy cost E for transmitting the file via multihop D2D link
in (7) by solve the following problem:

min E =
M∑

i=1

M∑

j=1

PtsEij (10)

3 The Optimization Algorithm for Minimum Energy
Cost

To solve the optimization problem (10), we must evaluate the Eij and Pts in
expression (7) at first. Since Eij denotes the energy consumed by user i to
transmit file fk to user j via multihop D2D link, it is of great significance to find
the optimal path between user i and user j in graph G = (V,E). Once we obtain
the optimal path, the Eij and Pts can be calculated. To find the optimal path
for transmitting files, we propose a novel algorithm to evaluate the minimum Eij

based on the Dijkstra algorithm in undirected graph. The algorithm includes the
following two steps:

(1) Initialization:
(a) Determine the number of users M in one cluster, define the mark-matrix

finalM×M to judge E(i, j) need be updated or not.
(b) Calculate the distance dij between user i and user i, initialize the energy

cost matrix EM×M and PtsM×M . When dij < Rc, we consider that user
i and user j can transmit files via one-hop D2D link directly and the
default E(i, j) is minimum. We don’t consider the situation that the
energy cost of multihop D2D link is less than that of one-hop D2D link.
So we can calculate the E(i, j) and Pts(i, j) according to (5) and (6)
directly, also set final(i, j) = 1. when dij > Rc, we suppose the user i
and user j are unreachable and set E(i, j) = infinite, Pts(i, j) = 0 and
final(i, j) = 0.

(2) Find the shortest path:
(a) when dij > Rc, for user i, we find the user mid who consume the least

energy among the users connected to user i. Similarly, for user mid,
we find the the user who consume the least energy among the users
connected to user mid, and so forth until to user j.

(b) If there is no path between user i and user j, we set E(i, j) = infinite,
Pts(i, j) = 0 and final(i, j) = 1. For each user, we perform the above
process to find the shortest path to other users. If a user is not connected
to any other users, it can get the required files from the Base Station.
The detailed process is shown in Algorithm 1.
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4 Simulation Results and Discussions

In this section, some simulation results are presented to illustrate the perfor-
mance of the proposed algorithm and caching scheme. We consider a single cel-
lular cell with only one base station and radius of 500 m. The location of users
follows the PPP with λu = 0.01. There are 15 users randomly distributed in
one cluster, that is square region with side length of 100 m, as shown in Fig. 3.
The other simulation parameter setting are showed in Table 1. The variance of

Algorithm 1. Shortest Path for Minimum Energy Based on Dijkstra Algorithm
1: Initialization:

(a)The number of users M in one cluster and mark-matrix finalM×M to judge
E(i, j) be updated or not.
(b)Calculate dij , if i = j, then dij = 0.

2: for i = 1, · · · , M do
3: for j = 1, · · · , M do
4: if i = j then
5: E(i, j) = 0, Pts(i, j) = 1 and final(i, j) = 1
6: else
7: if dij ≤ Rc then
8: Calculate E(i, j) according to (5) and Pts(i, j) according to (6), set

final(i, j) = 1
9: else

10: E(i, j) = inf and Pts(i, j) = 0
11: end if
12: end if
13: end for
14: end for
15: for k = 1, · · · , M do
16: for i = 1, · · · , M do
17: for j = 1, · · · , M do
18: Find the minimum value min of the ith row of matrix E and record the

Pts(k, j) and j
19: min = E(k, j)
20: pmin = Pts(k, j)
21: minnum = j
22: end for
23: final(k, minnum) = 1
24: for w = 1, · · · , M do
25: if final(k, w) = 0 && (min + E(minnum, w)) < E(k, w) then
26: Update E(k, w) = min + E(minnum, w)
27: Update Pts(k, w) = pmin ∗ Pts(minnum, w)
28: end if
29: end for
30: end for
31: end for
32: Output the matrix E and matrix Pts
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Gaussian white noise is adopted from [11]. We compare the performance of the
following caching policy with the proposed caching policy in this simulation:

– Uniform caching policy: Each user caches any file of the file library according
to uniform probability

– Popularity based caching policy: Each user caches the file of the file library
according to content popularity.

Table 1. The simulation parameters

Simulation parameters Value

The size of the file library in one cluster N 500

The size of each file S 50 MBytes

The exponent of file popularity distribution β 0.7

The communication distance of D2D link Rc 30 m

The transmit power of D2D user Pd and Pu 200 mw

The variance of Gaussian white noise σ2 −174 dBm

The path loss exponent α 4

The bandwidth of D2D B 20 MHz

The battery capacity C 3000 mAh

The operating voltage of the user device V 4 V

In Fig. 2, we show the probability of transmission successful for different
transmission rate threshold R0 and remaining battery power ratio η. In Fig. 2(a),
it can be observed that at the beginning, as the remaining power increases, the
probability of successful transmission gradually increases. When the remaining
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Fig. 2. Impact of remaining battery power ratio and transmission rate threshold on
successful transmission probability
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power is greater than a certain value, the probability of successful transmission
almost keeps constant. At the same time, there are different constant values for
different R0. This is because when the user’s battery power is poor, the prob-
ability of successful transmission is mainly influenced by the the user’s battery
power. whereas the battery power is so much to transmit a file completely, the
transmission rate threshold is limiting factor. Also, in Fig. 2(b), when the trans-
mission rate threshold is small, it is easy to transmit a file successfully. So the
probability of successful transmission is limited by the battery power. However,
when the transmission rate threshold is too large, it is difficult to transmit com-
pletely. These simulation results are consistent with the analysis of (6) in the
above.
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Figure 4 illustrates the comparison of different caching policy. The proposed
caching scheme is a compromise between popularity based caching policy and
uniform caching policy, and when the file’s popularity is too low, the caching
probability of file is almost zero. In Fig. 5, it is showed that the proposed caching
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policy has higher hit probability than other two caching scheme. Figure 6 reflects
the energy cost under different caching policy and it is obvious that the proposed
caching policy can reduce energy cost, compared with uniform caching policy and
popularity based caching policy.

5 Conclusion

In this paper, we consider the impact of users’ battery energy on the content
transmission in the caching network with D2D communication. We focus on
obtaining minimize the energy cost of delivering a file via multihop D2D link. In
addition, reducing the energy cost should not compromise the caching hit prob-
ability. To solve this problem, we classify users into different clusters and model
users’ topology relation as an undirected weighted graph in one cluster. Then,
we determine the caching policy for making sure the hit probability. Based on
the caching policy, to obtain the minimum energy cost, a novel algorithm is pro-
posed to find the optimal path between any two users to transmit files. Moreover,
we also take the battery capacity into account to make sure successful transmis-
sion. Simulation results show that the proposed caching policy outperforms other
general caching strategies for less energy cost.
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Abstract. In industrial Wireless Sensor Networks (WSNs), the trans-
mission of packets usually have strict deadline limitation and the problem
of task scheduling has always been an important issue. The problem of
task scheduling in WSNs has been proved to be an NP-hard problem,
which is usually scheduled using a heuristic algorithm. In this paper,
we propose a task scheduling algorithm based on Q-Learning for WSNs
called Q-Learning Scheduling on Time Division Multiple Access (QS-
TDMA). The algorithm considers the packet priority in combination with
the total number of hops and the initial deadline. Moreover, according
to the change of the transmission state of packets, QS-TDMA designs
the packet transmission constraint and considers the real-time change
of packets in WSNs to improve the performance of the scheduling algo-
rithm. Simulation results demonstrate that QS-TDMA is an approximate
optimal task scheduling algorithm and can improve the reliability and
real-time performance of WSNs.

Keywords: Wireless sensor networks · Q-Learning · Task scheduling

1 Introduction

In recent years, the flexibility and cost efficiency of wireless networks have
become the main motivations for adopting wireless communications in indus-
trial environments. Various network specifications such as WIA-PA [16], Wire-
lessHART and ISA 100.11a [13] have been used to meet strict industrial require-
ments like real-time and reliability.

One of the major approaches to improve network performance is to use
TDMA-based scheduling algorithm. The classic scheduling algorithms of WSNs
based on TDMA are mainly the Earliest Deadline First (EDF) [15] and the
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improvement of EDF algorithm [9]. But the problem of packet transmission
scheduling in WSNs has been proved to be an NP-hard problem [4,10]. It is dif-
ficult to achieve an optimal or approximate optimal scheduling scheme by using
the traditional methods.

In this context, many researchers have turned their attention to the field of
machine learning [1]. Many novel methods based on machine learning have been
applied to many aspects of scheduling tasks. The role-free clustering with Q-
Learning for Wireless Sensor Networks (CLIQUE) is introduced in [6]. CLIQUE
allows each node to investigate its capabilities as a cluster head node by combin-
ing the Q-Learning algorithm with some dynamic network parameters. A task
scheduling algorithm for wireless sensor networks based on Q-Learning and shar-
ing value function(QS) to solve the problem of frequent exchange of cooperative
information in WSNs is introduced in [14]. QS can ensure that the nodes com-
plete the application functional requirements while performing good cooperative
learning. Considering that the real-time scheduling problem in multi-hop wire-
less network, a markov decision process of the packet transmission is proposed
in [8]. All the above papers proved superiority of solving problems related to
WSNs based on machine learning. However, few of them research on scheduling
algorithms that improve the real-time and reliability of the network.

In this paper, We propose QS-TDMA algorithm for real-time scheduling of
WSNs with strict deadline limitation in the form of flow. The algorithm uses Q-
Learning [5] to achieve an approximate optimal scheduling scheme and improves
the real-time and reliability of WSNs under the packet transmission constraint.

2 System Model

2.1 Data Flow Model

The transmission process of the generated packet sent from the source node to
the destination node defined as a data flow. We consider that a set of M flows
F = {f1, f2, · · · , fM} are arranged in a single frequency band, The flow fi is
defined as follows:

fi = (Ti,Di, φi,Hi) (1)

Where 1≤ i ≤ M , Ti represents the packet generation period of flow fi;
positive discrete variable Di represents the deadline for each packet generated
from the source, and Di ⊂ {h∗

i , h
∗
i + 1, · · · ,D∗

i }, h∗
i denotes the total number

of hops required for the flow fi to be transmitted from the source node to the
destination node, and the value of D∗

i is large enough; φi represents the route of
the flow fi; Hi represents the length of fi.

The packet transmission state on the flow fn is defined as (tn, hn), tn denotes
the remaining deadline of packet transmission to the destination node, and hn

denotes the remaining hops of packet transmission from the current node to the
destination node. If tn > hn, it means that the packet can be transmitted to the
destination theoretically. If fn is assigned to a time slot, the current transmission
state of fn is changed to (tn −1, hn −1), and the transmission state on the other
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flows changes to (tn − 1, hn). If tn = 0, a new packet will be generated and
entered into the flow to wait for transmission scheduling, and the packet state
will be changed to the initial state (Dn, hn).

2.2 Q-Learning Model

Reinforcement learning is a branch of machine learning. By identifying opti-
mal strategies, each state is mapped to actions that the system should take in
these states in order to maximize the numerical target reward over time [2].
Figure 1 illustrates the reinforcement learning model for task scheduling. It per-
forms actions in WSNs and uses the reward feedback of a specific environment
as a new learning process for the next experience.

Fig. 1. Reinforcement learning model

As a popular method of reinforcement learning, Q-Learning can learn the
usefulness of each task in the system and the benefit value of task execution in
a certain environment over time to achieve the best adaptation to the current
environment. Before the packet transmission, the system will give an immediate
reward for the current action and make an evaluation. Before the end of the
current transmission, the cumulative reward in the finite-state space is calculated
by the value function and the Q-value evaluation is given. In the process of
system learning, considering the flow transmission and constraints in the actual
application scenario, we make the following assumptions:

– Only one flow per slot performs packet transmission;
– The packet generated on the flow has a strict deadline, assuming that the

packet generation period is equal to the deadline;
– The probability of successful transmission from node i to node j through

wireless communication will be affected by many physical factors such as
transmission power, coding method, and modulation scheme. In this paper,
we only consider the effect of the scheduling of node time slots, the probability
that the node successfully transmitted to the next node p = 1.

Q-Learning algorithm can be seen as a random expression of the value iter-
ative algorithm. The value iteration can be expressed by the action value func-
tion [12], and V π(S) represents that under the strategy π, the system performs
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the action f with the probability P (S′|S, f) from the state S to the next state
S′. The action value function of the state S is defined as follows:

V π(S) = max
f∈F

[R(S′|S, f) + γ
∑

S′∈S

P (S′|S, f)V π(S′)] (2)

Where P (S′|S, f) represents transition probability of the system when the
agent select the flow f to perform from state S to state S′; R(S′|S, f) represents
the average reward for state transitions and γ is the discount factor, γ ∈ (0, 1).
The optimal strategy is to obtain the execution action that maximizes the value
function. The optimal strategy π∗(S) in the state S defined as follows:

π∗(S) = arg V ∗(π)(S) = arg max
f∈F

[R(S′|S, f) + γ
∑

S′∈S

P (S′|S, f)V π(S′)] (3)

In our Q-Learning model, the Q-value function of time slot t is defined as
follows:

Qt(St, f) = R(S′|S, f) + γ
∑

S′∈S

P (S′|S, f)max
f∈F

Qt(St, f) (4)

Where Qt(St, f) represents the Q-value corresponding to the flow f selected
by the state S in the two-dimensional table of state actions; maxQt(St, f) rep-
resents that at the t time slot, the system moves from state S to the next state
S′ of all flows that may perform packet transmission tasks and selects one of the
actions that maximizes its Q-value. The Q-value update of the system is defined
as follows:

Qt(St, f) ← (1 − α)Qt(St, f) + α[R(S′|S, f) + γ
∑

S′∈S

P (S′|S, f)max
f∈F

Qt(S′|S, f)] (5)

Where α ∈ (0, 1) represents the learning rate factor. The larger α is, the
more the system learning process relies on reward function and value function,
the smaller α is, the more the system relies on accumulated learning experience
and the slower the learning rate is.

3 QS-TDMA Scheduling Algorithm

3.1 System Space

In order to implement the task scheduling problem for M flows, the system
needs to select a flow to perform the task in a hyper-period scheduling table.
Hyper-period is usually defined in the industrial environment as the least com-
mon multiple of the packet generation periods of the field devices [15]. In this
paper,we define the hyper-period as the least common multiple of the time slots
to the deadlines of all flows. Therefore, the action space of the system is to
determine which flow is assigned at each time slot, that is, the action space is
A = {f1, f2, · · · , fM}. Each time slot of the hyper-period is mapped to the state
space of the system, the state space is S = {1, 2, · · · , T}.
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3.2 Reward Function

The reward function reflects the value of rewards and punishments for the exe-
cution of the task, including two ways proposed in [11,14], respectively. Liter-
ature [11] adopts the mutative reward mechanism to achieve the applicability
prediction to control the task executions during the learning process, while Lit-
erature [14] defines different fixed reward value for each task according to the
priority of task execution in the application. In this paper, we consider the imme-
diate reward of real-time flows allocated to the time slots, represented by r, and
the influence of other flows not assigned to the time slots, represented by RL.
The combination of two factors reward function is defined as follows:

R(S, f) = r + RL (6)

The immediate reward r is composed of the total number of hops of the flow
and the initial deadline. The smaller the total number of hops, the longer the
initial deadline, and the smaller the value, the lower the priority of the current
flow. The immediate reward r defined as follows:

r = k1
h

t
+ k2

1
t − h + 1

(7)

Where h
t reflects the urgency of the packet; t−h reflects the effect of the actual

remaining time, which is not reflected in h
t ; t ≥ h, k1, k2 satisfy 0 < k1, k2 < 1

and k1 + k2 = 1.
RL denotes the feedback of the action, which reflects the negative reward.

When the system in the state Si and select f i to perform in slot i, assume that
there are Li0 flows in all flows satisfies ti−hi = −1, Li1 flows satisfies ti−hi = 0,
and Li2 flows satisfies ti − hi = 1 before entering the next state Si+1. Then we
can define RL as follows:

RL = −(ρ1Li0 + ρ2Li1 + ρ2Li2) (8)

Where ρ1, ρ2, ρ3 is the relevant discount parameters, 0 < ρ1, ρ2, ρ3 < 1,ρ1 >
ρ2 > ρ3, and ρ1+ρ2+ρ3 = 1. Combining Eqs. (6)–(8) to get final reward function
as follows:

R(s, f) = k1
h

t
+ k2

1
t − h + 1

− (ρ1Li0 + ρ2Li1 + ρ2Li2) (9)

Local separation and combination of reward parameters and reward factors
allow the reward function to be adjusted for external weights. And hence the
behavior of the overall system is up to the initial states and the reward feedback
of all flows.

3.3 Exploration-Exploitation Policy

In the trial and error process of the system, the relationship between explo-
ration and exploitation needs to be balanced. The general ε − greedy strategy



526 B. Zhang et al.

is prone to converge rapidly. Developing in a situation where exploration is not
adequate can result in a short learning process and serious learning biases. In this
paper, we introduce the Metropolis Criterion (MC) in the Simulated Annealing
[3,7] method into the flow selection in our exploration and exploitation, which
can better solve the problem of excessive convergence and the balance between
exploration and exploitation. The exploration probability εt is defined as follows:

{
εp = exp[− |(Q(S, ar) − Q(S, ao))| /KTk]

εt = max{εmin, εp}
(10)

Where Q(S, ar) represents the Q-value that randomly selects an action in
the state S; Q(S, ao) represents the Q-value that selects an optimal action in
the state S; Tk is a fixed value, K is a coefficient, and K = λe, decline factor
λ ∈ (0, 1), e is the number of learning, as e increases, the value of εp will become
smaller and smaller, and the entire exploration process will become stable; εt

is the exploration probability based on MC, which is maximum value of εp and
εmin; εmin is the minimum exploration probability given, which is the lower
bound of exploration.

3.4 Q-Value Function Update

The definition of Q-value function update can be known from formula (5). In
the formula, P (S′|S, f) denotes the probability that the system selects flow f
from the state S to the next state S′. P (S′|S, f) is usually unknown, but the
Q-Learning algorithm is obtained by replacing R(S,f)+

∑

S′∈S

P (S′|S,f)max
f∈F

Qt(S
′|S,f)

by its simplest unbiased estimator built from the current transition Rt+1 +
max
f∈F

Qt(S′|S, f), In this way, the final Q-Learning algorithm Q-value function

update formula is obtained:

Qt(St, f) ← (1 − α)Qt(St, f) + α[R(S′|S, f) + γ max
f∈F

Qt(S′|S, f)] (11)

3.5 Algorithm Description

The process description of our Q-Learning task scheduling algorithm can be
obtained from the above two parts, the system model and the QS-TDMA
scheduling algorithm. But in industrial environment, we have to consider the
packet transmission scheduling process of WSNs is subject to a strict deadline
limitation. For packets whose remaining time is less than the remaining trans-
mission hops, it is impossible to be sent to the destination node theoretically
and the packet will be lost. If we continue to allocate time slots for these flows,
it is undoubtedly a waste of resources, and it will lengthen the entire process
of learning and exploring. Therefore, we add selection constraints in the pro-
cess of trial and error, and we do not allocate time slots for the flows that
lose the meaning of theoretical transmission. By this way, the efficiency of the
exploration-exploitation policy and the accuracy of system convergence can be
improved.
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In the process of learning, the system always has MDP feature in the face
of external environment, and gradually rewards the flow with a small number of
packet losses to perform packet transmission task, and finally obtains an approx-
imate optimal scheduling algorithm. Specific algorithm description is shown in
Table 1.

Table 1. QS-TDMA algorithm description

Algorithm 1 QS-TDMA algorithm description

1. Initialize Qmatrix, T , α etc;

2. Episode start;

Initialize state Si = 1, i = 1;

3. If the number of episode reaches the requirement, repeat 7, otherwise

select the task f t to be performed according to

the exploration-exploitation strategy in time slot i;

3.1: Produce a random number a(a ∈ (0, 1));

3.2: Select the optimal task fp;

3.3: Produce a random task fr, calculate εt;

3.4: If a < εt, f t = fr, otherwise f t = fp;

3.5: If the state of the packet f t is tft < hft , repeat 3.1;

4. Execute task f t, obtain reward Rt;

5. According to (9) and (12), update the Q-value;

6. If St < T , the system goes to the next state St+1, i = i + 1, repeat 3,

otherwise repeat 2;

7. End.

4 Simulation Analysis

In this paper, we simulate the performance of the algorithm and give the exper-
imental results. The basic parameters are set as follows: the learning rate and
discount factor α = γ = 0.9; the weight of the two influencing factors of the
immediate reward function k1 = k2 = 0.5; the influence parameters of flows that
are not assigned to time slots ρ1 = 0.5, ρ2 = 0.4, ρ3 = 0.1; The constant term in
the exploration-exploitation policy Tk = 1000, λ = 0.9 and εmin = 0.01.

We use the number of lost packets in a hyper-period as the criterion to mea-
sure the performance of the scheduling algorithms. We assume that the ‘Optimal’
algorithm (OP) in literature [8] is achievable and we compare QS-TDMA with
other three strategies, respectively, as OP, EADF and RB. Analyze the network
performance of QS-TDMA and other three algorithms in the number of different
flows and different deadlines.

In Table 2, we consider two flows like [8], the total number of hops for the
two flows with H1 = H2 = 2, the deadlines with D1 = 2,D2 = 6 and the
hyper-period with T = 1000. The hyper-period takes a long enough value to
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offset the effect of randomness. In the following experiment, the hyper-period
take the same value. Although the result of the QS-TDMA is good enough, but
the result of learning has minimal fluctuations. The simulation data here take
the average of 10 results, later comparisons will also be compared in the same
way. As shown in the Table 2, the results of the QS-TDMA are close to the OP
and the performance is much better than EADF and the RB. The scheduling of
the RB is the worst in the feasible algorithms.

Table 2. The number of lost packets in the scheduling algorithm

Algorithm QS-TDMA OP EADF RB

Number of lost packets 176 166 251 500

Number of successful packets 490 500 415 166

Loss rate (%) 26.4 24.9 37.7 75.1

In Fig. 2, we consider the change in the number of lost packets for QS-TDMA,
EADF, RB and OP as the flows increase. The number of selected flows increase
from 2 to 6 in sequence. We consider three sets of symmetric flows. The deadline
of the flow is randomly generated, and the flow deadline is one to three times the
total hop count. The total number of hops for the flow is 2, 2, 3, 3, 5, 5, and the
corresponding deadline is 2, 6, 6, 9, 10, and 15. As we can see in the figure, with
the number of flows increase, the average number of lost packets for the four
methods is increasing. Considering that only one flow can be sent for each time
slot in a single frequency band, this result is in line with the actual situation.
At the same time, it can be found that the OP is the optimal scheduling with
the least theoretical packets loss. The QS-TDMA is close to OP, EADF is the
second, and RB loses most packets. Moreover, with the increase in the number
of flows, the result of RB is worse.
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Fig. 2. The total number of lost packets with the increase of flows
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In Fig. 3, we consider three flows with a total number of hops of H1 = 1,H2 =
H3 = 3, and the deadline for the three flows is the same. We analyze the number
of lost packets for the four algorithms when the deadline increases from 3 to 8.
It can be seen from Fig. 3 that with the increase of the deadline, the OP has
always been the optimal result. When the deadline increases from 3 to 6, EADF
and RB have the same number of lost packets, and performance of the EADF
is worse than that of the RB when the deadline reaches 7. This is because the
EADF is scheduled based on the principle of minimum average deadline first.
The performance of EADF decreases with the same deadline for each flow. The
overall performance of QS-TDMA is stable with the increase of deadline, and
the performance is better than EADF and RB.
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Fig. 3. The total number of lost packets with the increase of deadlines

5 Conclusion

In this paper, we proposed a TDMA-based task scheduling algorithm for wireless
sensor networks. The algorithm combined the two factors of priority and real-
time change of the packets. Under the given packet transmission constraints,
an approximate optimal scheduling scheme is achieved by rewarding feedback
and value iteration of system scheduling. The next step of the paper, we will
consider how to improve the real-time and reliability of WSNs in the case of
allowing concurrent data.
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Abstract. With the rapid development of wireless networks, the grow-
ing number of mobile applications results in massive computation task to
be processed. Multi-access edge computing (MEC) can efficiently mini-
mize computational latency, reduce response time, and improve quality of
service (QoS) by offloading tasks in the access network. Although lots of
MEC task offloading schemes have been proposed in terrestrial networks,
the integrated satellite-terrestrial communication, as an emerging trend
for the next generation communication, has not taken MEC offloading
into consideration. In this paper, we proposed a cooperative offloading
scheme in a double-edge satellite-terrestrial (DESTN) network. Perfor-
mance of offloading efficiency and energy consumption are derived ana-
lytically. Simulations show that the proposed offloading scheme in the
double-edge satellite-terrestrial outperforms the traditional terrestrial-
only offloading scheme by approximately 18.7%. Our research provides
an insight for following studies in task offloading of double-edge satellite-
terrestrial networks.

Keywords: Satellite-terrestrial network · Offloading scheme · Edge
computing

1 Introduction

Recent years have witnessed the explosive growth of communication traffic, and
a new communication network architecture is required to provide continuous
geographic coverage for services and break the limitation of shortage in local
communication and computation resources, saving up energy that services cost,
connecting the global especially the remote area and meanwhile, reducing the
average service time cycle [1]. To meet the demand resulted from this dramatic
change, more effective resource cooperation deployments and distributed task
offloading schemes should be proposed [2].
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Satellite communication systems, with the merits of wide coverage and flexible
multiple-link capability, break the limitations of terrestrial network and deliver
resilient and high-speed connectivity across the globe [3]. Scholars have already
envisaged the idea of constructing an integrated satellite-terrestrial communica-
tion system to make full use of different resources [4–6]. Many new innovations
have already been deployed in the integrated satellite-terrestrial communication,
providing higher spectral efficiency of the overall system. Software Defined Net-
working (SDN) and Network Function Virtualization (NFV) technologies is also
used for the realization of End-to-End Traffic Engineering in a combined satellite-
terrestrial network used for mobile backhauling [7] and for supporting flexible and
customized resource scheduling [8]. Recently there are some explorations on satel-
lite task processing. Challenges and opportunities of onboard computers for small
satellites are presented in [9] and the writer focuses upon ideas of hybrid comput-
ing and reconfigurable computing. While the emerging technologies mentioned
above start to play vital roles in the new 5G system architecture, multi-access
edge computing, named by the European Telecommunications Standards Insti-
tute (ETSI) [10], has emerged to provides cloud computing capabilities and IT
service environments at the edge of the access network. New applications, e.g.,
interactive gaming, virtual reality, natural language processing and the Internet
of Vehicles (IoV), put forward more requirements on the manageability and scal-
ability of the system. Specifically, mobile edge networks provide computing and
caching capabilities at the edge of cellular networks [11].

Fig. 1. Double-edge satellite-terrestrial network architecture

Taking advantages of computing ability, multi-access edge computing is a
deployment to sink communication resources in the proximity of mobile user
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equipment (UE), at the same time, allowing users offloading computation tasks
to MEC servers and thus enhancing the services experience, especially decreasing
the service respond time. Currently there are lots of research works on offload-
ing computation tasks to MEC in communication system. In [12], MEC net-
work is designed to offload the traffic and tackle the backhaul congestion. In
[13], each user equipment (UE) offloads its computation tasks to the MEC or
cloud server for better performance. In [14], the communication, computing and
caching resources are optimized together. Considering small cell network archi-
tecture, authors in [15] proposed an offloading scheme by solving energy opti-
mization problem.Although many advancing technologies are deployed in inte-
grated satellite-terrestrial network, few researchers take MEC computing and
task offloading into consideration. As MEC server provides extra computation
resources, in this paper, we analyze the task offloading efficiency of double-edge
satellite-terrestrial networks and evaluate the energy consumption of our pro-
posed scheme in the novel network architecture.

The rest of this paper is organized as follows. The system model of double-
edge satellite-terrestrial network is described in Sect. 2. In Sect. 3, we proposed
a task offloading scheme according to the new network architecture. Offloading
efficiency and energy consumption are derived in Sect. 4. Numerical results are
obtained and analyzed in Sect. 5. Finally, we conclude the paper in Sect. 6.

2 System Model

In this section, the double-edge satellite-terrestrial network architecture and the
system model are introduced to describe the probability of the number of UEs
that a randomly chosen satellite eNodeB (S-eNodeB) has.

2.1 Double-Edge Satellite-Terrestrial Architecture

The proposed double-edge satellite-terrestrial architecture is depicted in Fig. 1.
Satellites, equipped with MEC server, form a space network edge of caching and
computation resources. Covering the terrestrial base stations from a high alti-
tude, they leverage distributed spot beams offering a continuous service to the
specified area. On the terrestrial network edge, each S-eNodeB has a bidirectional
link to communicate with satellites, connecting the space and terrestrial parts
as an integrated one. Therefore, the proposed architecture has the double-edge
network structure to meet computing and caching requirements of various ser-
vices. Multi-link gateway is utilized in order to connect satellite and terrestrial
backhaul for acquiring resources from evolved packet core (EPC) network.

Employing multiple beams over different geographical regions, satellites make
use of space division multiplexing effectively for continuous handover. When UEs
offload tasks to S-eNodeB, MEC servers distributed in double-edge satellite-
terrestrial network will provide cooperative computation capability to reduce
service latency.



534 P. Wang et al.

2.2 System Model

In this section, we consider a double-edge satellite-terrestrial network wherein
M S-eNodeBs are located in the coverage of a spotbeam of a satellite, each S-
eNodeB has K UEs, which are denoted by U = {1, . . . ,K}, we apply CDMA
access scheme so that UEs share the same spectrum. Assuming that UE i has
a task Taski =

{
si, ri, t

d
i

}
, i ∈ U , as notations listed in Table 1. Typically,

we assume that in the coverage of one satellite, both S-eNodeB and UE are
distributed as classical homogeneous Spatial Poisson Point Processes (SPPP)
distribution F. So the probability that a random chosen S-eNodeB have UEs
access at the same time is [16]

P [N = n] =
3.53.5Γ (n + 3.5)(λu/λb)

n

Γ (3.5)n!(λu/λb + 3.5)n+3.5 , (1)

where Γ (x) =
∫ ∞
0

exp(−t)tx−1dt is the gamma function, λb and λu refer to the
density of S-eNodeB and UE, respectively.

Table 1. Notation summary.

Notation Description

U UE set

si Data size of UE i ’s computation task (bits)

ri Computation resources needed for UE i ’s task (CPU cycles)

tdi Tolerable delay upper bound of the task (s)

λb Density of S-eNodeB (1/m2)

λu Density of UE (1/km2)

Tasks from UEs should be processed by the cooperation of satellite and ter-
restrial MEC servers, initially it should be transmitted to terrestrial MEC server
located in S-eNodeB, the data rate of UE i received by the S-eNodeB is derived
as

Rt
i = Wtlog2

⎛

⎜
⎜
⎜
⎝

1 +
pi,mgi,m

σ2 +
M∑

l=1

K∑

j=1,j �=i

pj,lgj,m

⎞

⎟
⎟
⎟
⎠

, (2)

where Wt is the wireless channel bandwidth, pi,m refers to transmission power
of UE i to the S-eNodeB and gi,m the channel gain, σ2 is the Gaussian noise.

Similarly, the data rate of terrestrial-satellite uplink m is

Rsu
m = Wslog2

⎛

⎜
⎜
⎜
⎝

1 +
pm,sgm,s

σ2 +
M∑

l=1,l �=m

pm,sgm,s

⎞

⎟
⎟
⎟
⎠

, (3)
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where Ws is the channel bandwidth between satellite and terrestrial S-eNodeB,
pm,s refers to transmission power of S-eNodeB m to the satellite and gm,s the
channel gain.

3 Offloading Scheme

The offloading procedure can be divided into two phases: task transmission and
task computation. In the double-edge satellite-terrestrial architecture, we pro-
pose a cooperative offloading scheme for more effective and reasonable task com-
putation. As Fig. 2. shows, UEs transmit all tasks to the terrestrial MEC server
in S-eNodeB, S-eNodeB calculate the priority index of the tasks and decide the
task size to be processed in distributed MEC servers, tasks computation operate
parallelly at terra and satellite. On the satellite, tasks queue and wait for com-
puting, after finishing the task computation, the results will be converged back
to S-eNodeB and are delivered to UEs. Taking up less computation resources,
the tasks which have smaller size and are more sensitive to time delay should be
served in the first place, at the same time, satellite with computation ability help
compute part of tasks. When S-eNodeB receives the tasks from UEs, it sorts the
tasks according to priority index βi, which is denoted as

βi = tdi / (ri · si) (4)

Fig. 2. Offloading scheme of double-edge satellite-terrestrial networks
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In the proposed offloading scheme, each task should be divided into two parts
according to parameter α. Here we define

α =
βi − βmin

βmax − βmin
(5)

Then α percentage of the task should be transmitted and computed at satel-
lite MEC server, remaining the rest of the task to be processed locally. When
UE i ’s task priority index is the minimum βmin, then α = 0, that means the task
should be processed in terrestrial MEC server directly. For UE i ’s task priority
index is the βmax, that means the task can tolerate the largest time delay, have
the biggest file size and need the most computation resources, we can derive that
α = 1, then the whole task should be transmitted to MEC server on satellite.

The total time cost for task of UE i can be denoted by

Ti = TP
i + TTR

i + Tq, (6)

where TP
i refers to time cost of UE’s task for being completely computed TTR

i

denotes transmission time which need to finish the task, and Tq is the time delay
when task waits in the queue, if Ti > tdi , then UE’s task will be abandoned.

Besides, we define task need to be computed in T c
i = ri/f0, where f0 is the

computation capability of MEC server.

4 Performance Analysis

4.1 Total Latency

In our proposed architecture, from a systematic perspective, we mainly focus on
the ability of offloading scheme efficiency, which means the ability of network to
process tasks during a period of time. Thus UE’s queuing time can be ignored,
UE i ’s total latency will be calculated by Ti = TP

i + TTR
i , as task should be

first transmitted to terrestrial MEC server, the transmission time cost is TTR
i =

si/Rt
i, tasks from UEs will be computed parallelly at satellite and terrestrial

MEC servers, the computing time cost in terrestrial MEC server T c
t and satellite

MEC server T c
s will be

T c
t = (1 − α)ri/ft T c

s = αri/fs, (7)

where ft stands for computation capability of terrestrial MEC server, and fs the
computation capability of satellite MEC server. And the time cost for transmit-
ting tasks uplink to satellite T tr up

s and downlink from satellite T tr down
s are

T tr up
s = αsi/Rsu

m T tr down
s = αsi/Rsd

m , (8)

where Rsu
m is uplink transmission rate of satellite and Rsd

m refers to downlink
transmission rate. Finally, the time cost for task is calculated as

TP
i = max

{
T c

t , T tr up
s + T tr down

s + T
c

s

}
(9)
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In the proposed scheme, tasks from UEs are divided into two parts, one is for
terrestrial MEC servers, the other is for satellite MEC server. UE’s whole task
time will be

T c
total = max

{
K∑

i=1

(1−αi)ri

E{ft} ,
K∑

i=1

(
αiri

E{fs} + αisi

Rsu
m

+ αisi

Rsd
m

)}
, (10)

the first part is the time cost of MEC server on terra and the second part refers
to time cost on satellite, therefore, the total time for the task is

Ttotal=E{
K∑

i=1

TTR
i }+T c

total = P [N = K]
K∑

i=1

TTR
i +

K∑

i=1

TP
i

=
3.53.5Γ (K + 3.5)(λu/λb)

K

Γ (3.5)K!(λu/λb + 3.5)K+3.5

K∑

i=1

TTR
i +

K∑

i=1

TP
i (11)

To evaluate the performance of offloading scheme, offloading efficiency is
defined as

η=rtotal/Ttotal =
K∑

i=1

ri/Ttotal (12)

4.2 Energy Consumption

The total energy consumption is comprised of energy cost for transmitting tasks
and the energy for task computation in MEC servers, for UE i, energy can be
derived as:

ei = pi,mTTR
i + pm,sT

tr
s + pcri, (13)

where pc is the power of MEC server when computing the tasks. The total energy
consumption in the system is the sum of each UE’s energy consumption ei

E =
K∑

i=1

ei (14)

5 Numerical Results

In this section, simulation results are proposed in comparison with conventional
terrestrial architecture which takes no satellite MEC server into consideration.
The simulation is based on Matlab R2016b. In Table 2, we list important parame-
ters. For simplicity, we consider 1 satellite MEC server, 1 terrestrial MEC server.
λb and λu are 1/km2 and 2/km2, respectively. The total wireless bandwidth
is 5 MHz, and the transmission power is ranging from 50 mW to 100 mW ran-
domly. CPU Cycles required by UE’s task is randomly distributed between 0.1 G
and 2 G, we assume that terrestrial and satellite MEC computing capability is
ft, fs ∈ (1, 10), respectively. For LEO satellite uplink, Effective isotropic radi-
ated power (EIRP) and bandwidth is 54.4 dBW and 3 MHz while the downlink
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Table 2. Simulations parameter values [15].

Parameter Min Default Max

UEs access to S-eNodeB 5 – 35

Task size 1 Mb – 30 Mb

Background noise – 100 dBm –

Pathloss factor – 4 –

Energy cost of MEC server – 4 J/Hz –

40.2 dB and 5 MHz, taking Eutelsat KA-SAT for reference, the downlink trans-
mission rate is 20 Mbits/s, the wavelength of the carrier is 137.3 mm and the
satellite operating altitude is 800 km, here we ignore the rain attenuation.

Figure 3 illustrates the offloading performance between the offloading scheme
which simply leverage terrestrial MEC server and cooperative scheme we pro-
posed in the double-edge satellite terrestrial architecture. The UE’s task sizes are
randomly distributed between 1 to 5 Mbits, 5 to 15 Mbits and 15 to 35 Mbits.The
results show that the relationship between the number of UE and the offload-
ing performance, from the results, we can make a conclusion that the offloading
scheme performance which we proposed can improve approximately 18.7% than
terrestrial MEC server only offloading scheme. It also illustrates that when num-
ber of UEs is small, transmission rate is high, so tasks with bigger data size have
a better offloading performance. As the number of UEs and the amount of task
size become larger, transmission bit rate on backhauls become lower thus trans-
mission time would be the mainly part of the whole-time cost, although it can
affect offloading efficiency, under this circumstance, the proposed scheme still
gets a better performance.
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Fig. 3. Comparison of offloading efficiency η between terrestrial-only offloading scheme
and double-edge satellite-terrestrial offloading scheme with different numbers of UE
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In Fig. 4., we also evaluate the energy consumption in our proposed scheme
versus number of UE. When the size of the task becomes larger, the energy
consumption also increases, the reason of this phenomenon main lies in the
transmission cost and computation cost.

Fig. 4. Energy consumption versus the size of the offloading data in double-edge
satellite-terrestrial networks

In summary, compared with the traditional terrestrial-only offloading scheme,
the offloading scheme we proposed in the double-edge satellite and terrestrial
architecture could improve the average offloading efficiency by nearly 18.7%, as
the number of UE and the tasks’ size increase, the energy consumption of the
proposed offload-ing scheme will also become larger.

6 Conclusion

In this paper, under the background of a new architecture of DESTN, by using
terrestrial and satellite MEC server, we analyze two key performance indicators
of offloading scheme considering satellite and terrestrial resource cooperation.
The simulation results show that the proposed scheme in satellite-terrestrial
network can improve the average offloading efficiency by nearly 18.7% than
terrestrial-only scheme and the energy consumption of the proposed offloading
scheme will also become larger. In future, more complicated cooperative task
offloading schemes between satellite constellations and terrestrial networks will
be proposed.
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Abstract. In this paper, we consider a communication scenario where
relay users assist nearby a pair of D2D users underlaying cellular net-
work. In our communication scenario, we analyze not only fading channel
model but also different traffic models. In order to jointly consider the
impact of interference level and network traffic condition, the packet loss
probability (PLP) of D2D link is carefully orchestrated from two perspec-
tives, i.e., link outage probability and packet delivery failure probability.
The closed-form expressions of them are respectively obtained based on
a Rician–Rayleigh fading model and different traffic models, and then
the performance of our relay-aided D2D communication scenario is eval-
uated by the PLP of D2D link. Finally, the PLP of D2D link with three
representative traffic models including Pareto, FBM, and Poisson traffic
models are compared, respectively. We believe that the proposed analyt-
ical approach can provide a useful insight into the application of traffic
model in relay-aided D2D communications.

Keywords: Relay-aided D2D communication · Traffic model
Packet loss probability

1 Introduction

Due to the demand for Internet access is increasing dramatically with the incre-
ment of mobile users, device-to-device (D2D) communication is proposed to
address this issue. The close-range D2D communication underlaying cellular net-
work has been considered as an effective way to improve transmission rate, reduce
transmission latency and power consumption, and enhance spectrum efficiency.
However, the direct D2D communication can only work with a very limited dis-
tance, but not apply to all communication scenarios. Therefore, a relay-aided
D2D communication is considered to be indispensable in expanding D2D cover-
age [1].

The relay-aided D2D communication utilizes relay users to forward data
packets. On the one hand, it can expand the signal communication range, which
makes D2D communication adaptable to complex and diversified environments.
On the other hand, it can also shorten the distance of per-hop D2D link, which
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eventually reduces the transmit power and energy consumption. Many efforts
have been made to analyze the performance of relay-aided D2D communication.
Wei et al. investigated a multi-hop D2D communication scenario where relay
nodes assist to exchange information with PNC, and then analyzed the average
energy efficiency and spectral efficiency under Rayleigh fading channel [2]. Hasan
et al. proposed a robust distributed solution for resource allocation with a view
to maximizing network rate when the interference from other relay nodes and
the link gains are uncertain [3]. The authors of [4] proposed a game-theoretic
model for the compensation power acquisition of D2D link transmitters under-
laying cellular system. However, when the process of loss packet occurs at the
per-hop D2D link, the receiver can not be able to correctly receive the desired
data packets. Therefore, the packet loss probability (PLP) of D2D link is a key
performance metric for relay-aided D2D communications [5].

In the most of related works, the Rayleigh fading model which ignores line-
of-sight (LoS) signal components is adopted. But in fact, a close-range commu-
nication often leads to the existence of dominant LoS signal components in the
received desired signals [6,7]. When multiple D2D users reuse a cellular uplink
channel, they can be subject to interfering signals from cellular users. The larger
interference can result in the higher outage probability of D2D link, which has an
impact on the successful reception of the desired signals. In addition, the relay
users in multi-hop D2D communication often consider limited queue capacity
and service capability [8,9]. Therefore, how to select fading channel model and
traffic model for multi-hop D2D communication scenario is of great significance.
Our contribution is summarized in the following aspects. First, a general multi-
hop D2D communication underlaying cellular network is introduced, followed by
the formulation of corresponding fading channel model and traffic model. Second,
in order to jointly consider the impact of interference level and network traffic
condition, the PLP of D2D link is carefully orchestrated from two perspectives,
i.e., the outage probability and packet delivery failure probability. Meanwhile,
the closed-form expressions of them are respectively obtained based on fading
channel model and traffic model.

The rest of this paper is organized as follows. In Sect. 2, a general relay-
aided D2D communication underlaying cellular network is introduced, followed
by the formulation of corresponding channel model and traffic model. In Sect. 3,
the packet loss probability of D2D link is analyzed. In next section, simulation
results verifying the link outage probability with fading channel model and the
PLP of D2D link under different traffic models are provided, respectively. Finally,
we conclude the paper in Sect. 5.

2 System Model

2.1 Network Model

In this paper, we consider a general relay-aided D2D communication underlaying
cellular network, as shown in Fig. 1. There are some randomly distributed cellular
user equipment (CUE) and a pair of D2D user equipment (DUE1 and DUE2) in
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this cell. This pair of D2D UE has the desire to establish D2D links to exchange
some multimedia content like pictures, live video, or interactive games. It is
assumed that the distance between DUE1 and DUE2 is too long to directly
communicate with each other using the traditional one-hop D2D link. Therefore,
the relay user equipment (RUE) is required to establish multi-hop D2D links.
In this paper, we consider that the number of RUE is denoted by M and all of
them are seen essentially as D2D UE. The scheduling and resource allocation for
all D2D UE (DUE1, DUE2 and RUE) can be done by the eNodeB. In addition,
it is considered that all D2D UE reuse the same cellular uplink channel that is
assigned to the l-th cellular UE (CUEl). Meanwhile, the eNodeB has the control
over transmission power of the CUEl and all D2D UE to reduce interference
level. Figure 1 shows that there are M + 2 user equipment including one cellular
user equipment and M +1 D2D user equipment. For simplicity, we name DUE1

as node 0, RUEk as node k (k ∈ {1, 2, · · · ,M}), DUE2 as node M + 1, and
CUEl as node M + 2. The notation (i, j) is used to represent the transmission
link from node i to node j.

Fig. 1. A general relay-aided D2D communication underlaying cellular network

2.2 Channel Model

The path loss channel model and additive white Gaussian noise are considered
in our channel model. The large-scale fading is determined by the Euclidean
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distance di,j between node i and node j and the path loss exponent α which is
relevant to the communication environment. Then, the small-scale fading of the
link (i, j) is captured by a Rayleigh or Rician random variable fi,j . Therefore,
the instantaneous SINR at node j is given by

γj =
PTi

· d−a
i,j · Fi,j

PTl
· d−a

l,j · Fl,j + σ2
=

Fi,j

b · c · Fl,j + b · σ2
, (1)

where PTi
is the transmit power of node i, d−a

i,j is the path loss of the link
(i, j) and Fi,j = |fi,j |2 is the channel gain of the link (i, j). Similarly, Fl,j is
the interfering power used by node l. The symbols d−a

l,j and Fl,j = |fl,j |2 are
the path loss and channel gain of the link (l, j), respectively. It is assumed that
all nodes suffer the same additive white Gaussian power σ2. For simplicity, we
define b = 1

PTi
·d−a

i,j

and c = PTl
· d−a

l,j .

2.3 Traffic Model

As illustrated in Fig. 1, each node has certain queue capacity and service capac-
ity. In this paper, we assume that the node j has a limited queue capacity Zj

(packets) to store dynamically arrival data packets, and each packet has an equal
length of b (bits). Moreover, the transmission in the time is slot-by-slot based
and each slot has a fixed duration ΔT (ms). In each time slot, the spectrum
resource can be allocated to one or more D2D links, depending on the resource
sharing and scheduling strategies. Finally, during each time slot, the average
service rate at node j, μj (packets/ms), is upper bounded by the channel capac-
ity of the corresponding D2D link. In the following part, we will discuss several
typical network traffic models.

The Pareto traffic model is a self-similar model that mainly describes the
traffic inter-arrival time with a heavy-tailed probability density function (pdf).
The inter-arrival time of such traffic is independent and identical distributed.
Then, the pdf of the inter-arrival time X is the Pareto distribution as follows:

f (x) =
SβS

xS+1
, x ≥ β, (2)

where S is the shape parameter and β is the minimum value of inter-arrival time.
The mean and variance are respectively Sβ

S−1 and Sβ2

(S−1)2(S−2)
, 1 < S < 2.

The fractional Brownian motion (FBM) traffic model is an important self-
similar model that mainly describes the cumulative arrival amount of traffic and
models the variation of connectionless traffic with a self-similar Gaussian process.
A standard FBM random process Y (t) with Hurst parameter H ∈ [0.5, 1) is
an essential Gaussian process with the zero mean and the variance of |t|2H .
Therefore, during each time slot, the cumulative arrival amount at the node
j, Aj (ΔT ), that satisfies the self-similar FBM input traffic model is expressed
as [10]

Aj (ΔT ) = λjΔT +
√

η · λjY (ΔT ) , (3)
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where η is a variance coefficient, and λj is the average packet arrival rate at
node j.

The Poisson traffic model, unlike the above presentation, is a very attractive
memoryless model (future behavior has no link to past behavior), which means
that it is easy to analyze but cannot effectively reflect the burstiness nature of
the traffic. During each time slot, the cumulative arrival amount Aj (ΔT ) is a
Poisson process with a parameter λjΔT , which is given by

Pr {Aj (ΔT ) = n} = e−λjΔT (λjΔT )n

n!
, (4)

where the expectation of Aj (ΔT ) is equal to λjΔT , means E (Aj (ΔT )) =
λjΔT . Meanwhile, the packet inter-arrival time has an exponential distribution
with mean 1/λj .

3 The Packet Loss Probability of D2D Link

In Fig. 1, when the node 0, node M +1 and node k forming D2D links reuse the
same cellular uplink channel, these nodes will be subject to interference from
node M + 2. However, the larger interference can result in the higher outage
probability of D2D links, which has an impact on the successful reception of the
desired signals. In addition, network traffic is an important factor in D2D links.
It is found that each node has own limitation on queue capacity and service
capability. When network traffic exceeds a certain level, the queue capacity and
service capability cannot be sufficient, which eventually causes network conges-
tion and compromise the packet delivery process in D2D links. Therefore, in
order to jointly consider the impact of interference level and network traffic con-
dition, the packet loss probability of D2D link proposed in [5] is adopted in this
paper as follows

Prl
i,j = P̂ri,j · Pro

i,j =
(
1 − P̄ri,j

) · Pro
i,j , (5)

where Prl
i,j is the packet loss probability of link (i, j). P̂ri,j is the packet delivery

probability defined to reflect traffic conditions over the link (i, j). P̄ri,j is the
packet delivery failure probability. Pro

i,j is the outage probability of link (i, j).

3.1 The Link Outage Probability

The outage probability of transmission link needs to be analyzed based on its fad-
ing channel model. In previous research, most of the papers consider the desired
signals and interfering signals of the receiving terminal from the perspective of
Rayleigh fading. However, in the close-range D2D communication, the desired
signals at the receiving terminal also contain the dominant LoS signal compo-
nents in addition to the scattered signal components. Therefore, in this paper,
the Rician fading is considered to model the channel gain of the per-hop D2D
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link, while for the interfering links with long distance, the Rayleigh fading is
adopted. Such simulation is called a Rician–Rayleigh fading channel model.

In the Rician–Rayleigh fading channel model, the link outage probability is
defined as the probability that the instantaneous SINR at node j expressed by
Eq. (1) is less than the SINR threshold γ0, that is

Pro
i,j =

(K + 1) γ0

(
1 − σ2

c·ω+σ2

)

γa + (K + 1) γ0

(
1 − σ2

c·ω+σ2

)e
− K·γa

γa+(K+1)γ0

(
1− σ2

c·ω+σ2

)+ σ2
c·ω

, (6)

where γa = Ω
b·c·ω+b·σ2 is the average SINR at node j, K is the Rican factor

and Ω is the expected receiving power. Note that the Eq. (6) can also express
the link outage probability under the Rayleigh–Rayleigh fading channel model
when K = 0. When the mean interfering power c · ω is much larger than white
Gaussian power σ2, the Eq. (6) can be shown that

Pro
i,j ≈ (K + 1) γ0

γa + (K + 1) γ0
e
− K·γa

γa+(K+1)γ0 . (7)

It is found that this closed-form approximation is quite similar to the result of
Yao and Sheikh [[11], Eq. (7)].

3.2 The Packet Delivery Failure Probability

The packet delivery failure probability is a network layer parameter that indi-
cates the network congestion caused by the link traffic. When the queue length
of relay nodes reaches queue capacity, the subsequent arriving data packets are
dropped, which can lead to packet delivery failure. Let Qj (t) be the queue length
(packets) of node j at the beginning of t-th time slot, which is also classified as
either a continuous-time or a discrete-time queue length. In this paper, it is only
considered to be a continuous-time queue length because equivalent results can
also be obtained for the discrete-time case. During the t-th time slot, the queue
length of Qj (t + 1), the cumulative arrival amount of data packets placed in the
queue capacity, expressed by

Qj (t + 1) = min {Zj ,max {0, Qj (t) − μjΔT + Aj (ΔT )}} . (8)

It is assumed that each node needs to send control signaling for requesting data
forwarding to the base station before each time slot. Then, the arriving data
packets during each time slot can only be transmitted at the next time slot.
Finally, the base station achieves the sequence of the data forwarding. This
assumption is based on the following aspects. First, the existing literature has
little research on the sequence of multi-hop D2D data forwarding, which leads
to having no uniform standard; Second, it is convenient that the base station
can control the sequence of data forwarding, which can effectively reduce the
complexity. According to the above assumption, it can be seen that the data
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packets placed in queue capacity at the beginning of (t + 1)-th time slot have
been transmitted, means Qj (t) = 0.

In this paper, when the queue length of the node j, Qj (t + 1), reaches its
queue capacity Zj , the packet delivery failure probability over the link (i, j) is
defined as follows

P̄ri,j = Pr {Qj (t + 1) = Zj} = Pr {Aj (ΔT ) ≥ Zj + μjΔT} . (9)

In the following part, the closed-form expressions P̄ri,j based on different traffic
models are obtained, respectively.

The FBM traffic model can model the variation of connectionless traffic with
a self-similar Gaussian process. According to substitute Eq. (3) to (9), the packet
failure delivery probability over the link (i, j) is presented as

P̄ri,j = 1 − Φ

(
(μj − λj) ΔT + Zj√

η · λjΔTH

)

, (10)

where Φ (·) is the cumulative distribution function of the standard Gaussian dis-
tribution. Similarly, the packet failure delivery probability based on the Poisson
traffic model, substituting Eq. (4) to (9), can be calculated by

P̄ri,j = 1 − e−λjΔT

Zj+μjΔT∑

n=0

(λjΔT )n

n!
. (11)

On the other hand, due to the Pareto traffic model mainly analyzes the packet
inter-arrival time, we consider a Pareto/M/1 queue model. The packet failure
delivery probability is given by [12]

P̄ri,j =

[
1 − S (S − 1)

ρ
M

S
2 −1eM/2

(√
MW− S+1

2 ,− S
2

(M) − W− S
2 ,− 1−S

2
(M)

)]
σZj

(12)
where ρ = λj

μj
is the service utilization, Wη,ξ (φ) is Whittakers function, M is

equal to (S−1)(1−σ)
ρ and σ = αM

α−1
2 eM/2W− (a+1)

2 ,−α
2

(M) is a geometric param-
eter.

4 Numerical Result

In this section, we evaluate the performance of our relay-aided D2D communi-
cation scenario using the packet loss probability (PLP) of D2D link. Table 1
summarizes the list of main simulation parameters and their default values.

As shown in Fig. 2, we compare the link outage probability under different
fading models when the range of SINR is appropriately chosen. For simplicity, we
randomly select two SINR thresholds γ0, −5 dB and 0 dB, respectively. According
to numerically calculate Eq. (7), it is found that the link outage probability
decreases with the increasing SINR under a fixed γ0. In addition, the γ0 = 0
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Table 1. Parameters settings

Parameter description Value

Reuse uplink bandwidth B 2 MHz

Path loss exponent α 4

Rician factor K 7 dB

The time slot duration ΔT 1 ms

The coefficient of variance η 1

Hurst parameter H 0.7

Pareto shape parameter S 1.5

Fig. 2. The link outage probability with different SINR thresholds and fading channel
models

Fig. 3. The packet delivery failure probability with different traffic models
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leads to much larger link outage probability than the γ0 = −5. Meanwhile,
the Rician–Rayleigh fading model which takes the LoS signal components into
account leads to a lower link outage probability than the Rayleigh–Rayleigh
fading model. In order to ensure a small link outage probability, we choose the
value of γ0 to be −5 dB rather than 0 dB in the subsequent analysis.

In order to characterize traffic conditions, three representative traffic models,
i.e., Pareto, FBM, and Poisson traffic models, are adopted to represent P̄ri,j in
the Eqs. (10), (11) and (12). Figure 3(a) and (b) illustrate the packet delivery
failure probability with different parameter configurations. It is seen that the
smaller queue capacity is, the more likely the packet delivery fails. Moreover,
the ρ > 1 is more likely to cause packet delivery failure than the ρ < 1. Finally,
it is found that the packet delivery failure probabilities of the Pareto and FBM
traffic models which consider the burstiness and self-similarity of network traffic
are higher than that of the Poisson traffic model.

Fig. 4. The packet loss probability of D2D link with different traffic models

Figure 4 presents the PLP of D2D link expressed by Eq. (5) with the above
traffic models. It is concluded that the PLP of Poisson traffic model is smaller
than that of the other traffic models. When the node 0 and node M + 1 send
a small number of data packets to each other at the communication scenario of
Fig. 1, the D2D links usually have less traffic burstiness. The PLP of Poisson
traffic model is more suitable than other traffic models.

5 Conclusion

In this paper, we consider a general relay-aided D2D communication underlaying
cellular network. In our communication scenario, we consider not only fading
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channel model but also different traffic models. It is verified that the Rician–
Rayleigh fading model which takes the LoS signal components into account leads
to a lower link outage probability than Rayleigh-Rayleigh fading model. Then,
the packet delivery failure probabilities of the Pareto and FBM traffic models
which consider the burstiness and self-similarity of network traffic are higher
than that of the Poisson traffic model. Finally, it is concluded that the PLP of
Poisson traffic model is smaller than that of the other traffic models. In short, the
insight is expected to shed light on the application of traffic model in relay-aided
D2D communications.
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Abstract. In the 5G system, orthogonal frequency division multiplex-
ing (OFDM) waveform survived for its superior performance. As is well
known, OFDM systems are sensitive to the phase noise introduced by
local oscillators and it may get worse for likely higher carrier frequency in
5G systems. There are two aspects of the impact of phase noise, namely
the common phase error (CPE) and the inter-carrier-interference (ICI).
In this paper, first, we propose a more accurate way to estimate CPE.
Then, we focus on ICI cancellation. To simplify the ICI model, we only
consider the interference from adjacent sub-carriers. Based on the simpli-
fied model, we propose two schemes to estimate ICI. The performance of
phase noise compensation algorithm we proposed is presented. Simula-
tion results show that the algorithm we proposed can significantly reduce
the impact of phase noise and improve the throughput of 5G systems.

Keywords: Phase noise · CPE estimation · ICI cancellation

1 Introduction

As a new generation of mobile communication technology, 5G has great innova-
tions on data transmission rate, system bandwidth, carrier frequency, etc. Dif-
ferent from long term evolution (LTE), 5G new radio (NR) may support higher
carrier frequency, such as 28 GHz and 40 GHz. Generally, the higher the carrier
frequency, the stricter the requirements on the radio frequency (RF) circuits,
and the more serious the phase noise. By default, for per decade increase in car-
rier frequency, power spectral density (PSD) increases by 20 dBc/Hz [1]. 3GPP
working group clearly stipulates that when the carrier frequency is greater than
6 GHz, 5G systems must consider the impact of phase noise, and hence introduces
a new phase tracking reference signal (PT-RS) for phase noise compensation [2].

Phase noise has always been a problem in high-frequency communication sys-
tems and there have been many studies. Reference [3] estimates phase noise and
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channel simultaneously. Although the channel and phase noise models have been
simplified, the algorithm still requires a large number of pilots, and the iterative
process is complex. Reference [4] selects orthogonal discrete cosine transform as
the basis function to model the phase noise, and obtain the data and phase noise
parameters iteratively according to the maximum likelihood criterion. There is
a certain model error and multiple iterations are needed to obtain better results.
Reference [5] uses a filter with a certain number of coefficients for extraction
of phase noise and use scattered pilots to estimate coefficients. This method
approximates the phase noise on condition that phase noise is very small, when
the phase noise is large, this approximate method is not applicable. Reference [6]
estimates the fast fourier transform (FFT) components of the current phase
noise realization and suppress the inter-carrier-interference (ICI) by performing
a deconvolution in the frequency domain. This method requires the correla-
tion between ICI are known. Reference [7] proposes two phase noise cancellation
schemes. The first one is based on linear interpolation of the common phase error
(CPE) values over adjacent orthogonal frequency division multiplexing (OFDM)
symbols. The second one improves the ICI estimation based on the methods
presented in [8] by improving the accuracy of phase noise estimation at symbol
boundaries using proper interpolation. Based on complex models and iterative
operations, existing algorithms can eliminate the effects of phase noise including
CPE and most of the ICI successfully. In practical systems, ICI introduced by
phase noise is not very serious and does not need to be completely eliminated.
Therefore, effective ICI cancellation schemes with lower complexity is needed.

In this paper, we propose an advanced CPE estimation method which takes
advantage of a better merger scheme. Next, based on a simplified model which
only consider adjacent sub-carrier interference, we propose an ICI cancellation
algorithm. In this algorithm, we propose two solutions for ICI estimation and
they are independent estimation and joint estimation respectively. Simulation
results show that eliminating only the interference from adjacent subcarriers can
greatly improve the performance of the system, especially when the phase noise
is large. Simultaneously, the algorithm proposed in this paper is based on the
pilot structure of the 5G standard and is easy to be extended and implemented
in 5G systems.

This paper is organized as follows. Section 2 introduces the system model.
Section 3 introduces a CPE estimation method and proposes an enhanced one.
Section 4 explores the ICI cancellation algorithm with two solutions. Finally,
simulation results are presented for comparison.

2 System Model

In OFDM systems, if only consider the phase noise at the receiving end, the
baseband time domain receiving signal can be given as

y[n] = (x[n] ⊗ h[n])ejφ[n] + w[n], (1)

where x[n] denotes the time domain transmitting sequence, h[n] indicates the
time domain channel, ejφ[n] refers to the phase noise, w[n] is the additive noise
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and ⊗ represents circular convolution. Denoting the FFT of transmitted signal,
channel, phase noise and additive noise on subcarrier k (0 ≤ k ≤ N − 1) as Xk,
Hk, Φk and Wk, the received signal in the frequency domain can be given as

Yk = XkHk Φ0
︸︷︷︸

CPE

+
∑N−1

i=0,i �=k
XiHiΦ(k−i)N

︸ ︷︷ ︸

ICI

+Wk, (2)

where
Φk =

1
N

∑N−1

n=0
ejφ[n]e−j 2π

N nk, (3)

N denotes the number of system FFT points and (·)N represents modulo N .
As shown in (2), the phase noise has two main impacts: 1. CPE, which causes
common phase rotation in constellations of received symbols. Because the mag-
nitude of CPE is close to 1, we define it as ejθ; and 2. ICI, which breaks the
orthogonality of OFDM waveform.

3 CPE Estimation

To estimate CPE, 5G systems introduce a new reference signal PT-RS [2]. An
example of reference signals’ structure in a resource block (RB) is illustrated in
Fig. 1.

DL-CCH

PT-RS

Data

Frequency

Time

DMRS

Fig. 1. Example of structure of reference signals.

In Fig. 1, dedicated demodulation reference signals (DM-RS) used for channel
estimation are placed at the third OFDM symbol. Meanwhile, there are one PT-
RS in each OFDM of one RB. Next, we will study CPE estimation scheme based
on the structure of reference signals illustrated in Fig. 1.

According to (2) and assuming the channel is invariant during a slot, the
received signals for sub-carrier k in the third and l-th symbol (l > 3) can be
obtained as

Yk,3 = Xk,3Hk,3ejθ3 + Wk,3 (4)
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Yk,l = Xk,lHk,3ejθl + Wk,l, (5)

where ICI is considered as a part of additive noise. Denoting the total number of
PT-RS in frequency domain M , the difference of CPE in symbol 3 and l (l > 3)
can be obtained as [9]

θτ =
1
M

∑M

k=1
angle

{

Y ∗
k,3Yk,l

}

, (6)

where Y ∗ represents the conjugation of Y . Through rotating phase angle θτ

based on Hk,3ejθ3 which obtained by channel estimation, we can get the channel
affected by phase noise of all data symbols. In case the channel is additive white
gaussian noise (AWGN), we ought to calculate CPE of every symbol alone.

In (6), each PT-RS in same symbols estimates one CPE difference and θτ is
the average value of all. This combing method do not consider the amplitude of
vector Y ∗

k,3Yk,l. In fact, the larger the amplitude of the vector, the smaller the
impact of additive noise relatively and as a result, the CPE difference is more
accuracy. Thus, we give a better scheme to obtain θτ

θτ = angle
{

∑M

k=1
Y ∗

k,3Yk,l

}

. (7)

4 ICI Cancellation

When the phase noise is large, the influence of ICI cannot be ignored. Like ICI
introduced by doppler shift, interference from adjacent sub-carriers is the maxi-
mum. Meanwhile, ICI introduced by distant sub-carriers is very small. Therefore,
we just estimate adjacent two sub-carriers’ interference and the interference from
rest sub-carriers is considered as a part of additive noise. In order to estimate
ICI using PT-RS accurately, as shown in Fig. 2, we introduce a new reference
signal structure, in which subcarriers adjacent to PT-RS are left blank.

DL-CCH

PT-RS

Data

Frequency
Time

DMRS

m
m-1
m-2

m+1
m+2

...
...

Fig. 2. Structure of reference signal for ICI reduction.
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As shown in Fig. 2, we assume the PT-RS is placed at subcarrier m and the
index of vacant subcarriers is m − 1 and m + 1 consequently. For the subcarrier
m − 1, since it has no data of its own, the signals it receives are composed of
interference from subcarriers m − 2, m and additive noise. So, according to (2),
the received signals in vacant subcarriers in one OFDM symbol can be given as

Ym−1 = Xm−2Hm−2Φ1 + XmHmΦN−1 + Wm−1, (8)

Ym+1 = XmHmΦ1 + Xm+2Hm+2ΦN−1 + Wm+1. (9)

When the channel is AWGN, Eqs. (8) and (9) becomes

Ym−1 = Xm−2Φ1 + XmΦN−1+Wm−1, (10)

Ym+1 = XmΦ1 + Xm+2ΦN−1 + Wm+1. (11)

To solve Φ1 and ΦN−1, in addition to the known PT-RS Xm, data Xm−2 and
Xm+2 are also needed. Thus, in this paper, the ICI estimation and cancellation
process are performed after the soft demodulation of receiver end. When an
OFDM symbol does not configure PT-RS, both CPE and ICI of this symbol can
be obtained by interpolation.

When the channel is not AWGN, through channel estimation and CPE com-
pensation, we can obtain Hm−2Φ0, HmΦ0 and Hm+2Φ0. Equations (8) and (9)
now can be rewritten as

Ym−1 = Xm−2Hm−2Φ0Φ1/Φ0 + XmHmΦ0ΦN−1/Φ0 + Wm−1, (12)

Ym+1 = XmHmΦ0Φ1/Φ0 + Xm+2Hm+2Φ0ΦN−1/Φ0 + Wm+1. (13)

Thus, when considering real channel, just estimate Φ1/Φ0, ΦN−1/Φ0 instead of
Φ1, ΦN−1 and the remaining steps remain unchanged.

Of course, the structure of reference signals is not only one form of Fig. 2.
Through double the number of PT-RS or just keep it like Fig. 1, ICI can also
be calculated without leaving blank. The method of leaving blank increases the
accuracy of ICI estimation at the expense of system throughput and others are
the opposite. In this paper, we focus on how to estimate ICI more accurately,
and two solutions under AWGN channel are introduced next in detail.

4.1 Calculate Φ1 and ΦN −1 Independently

When there is only one subcarrier to place PT-RS in the frequency domain,
namely M = 1, we define the received signals in (10) and (11) as Y and it can
be obtained by

[

Ym−1

Ym+1

]

= A
[

Φ1

ΦN−1

]

+
[

Wm−1

Wm+1

]

, (14)

where

A =
[

Xm−2 Xm

Xm Xm+2

]

. (15)
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Here, we define the average power of W is σ2 and assume Φ1 and ΦN−1 are
independent and their average power both are P . A standard minimum mean
square error (MMSE) estimation can be utilized

[

Φ1

ΦN−1

]

= VMMSEY, (16)

where

VMMSE =
(

AHA +
σ2

P
I
)−1

AH. (17)

Since the average power of PT-RS and data is both 1, the inverse of AHA may
not exist and this method effectively avoid this problem.

When M > 1, according to (16), we can obtain M pair of Φ1 and ΦN−1.
Because averaging complex number directly makes no sense, it is not suggested
to calculate ICI by each PT-RS separately and then average them as the final
result. In this paper, we propose to merge items obtained by all PT-RS in the
same OFDM symbol firstly and get one final result. Namely, the dimension of
A and Y is extended to be 2M × 2 and 2M × 1. Since all PT-RS are merged,
the value of σ2

P I is very small relative to AHA and the probability of AHA
irreversible is almost zero. In practical situations, Φ1 and ΦN−1 are necessarily
independent of each other. Therefore, we suggest use zero forcing (ZF) scheme
in place of MMSE scheme in this condition, namely VZF =

(

AHA
)−1

AH. The
subsequent simulations of this paper also use ZF scheme.

In this section, we propose a method to calculate ICI independently and
discuss the situations under different PT-RS numbers. This method is simple
and unaffected by the size of the phase noise.

4.2 Calculate Φ1 and ΦN −1 Jointly

The actual phase noise consists of CPE and the variable part relative to it.
Hence, the phase noise in an OFDM symbol can be represented as

φ [n] = angle (Φ0) + Δφ [n] , (18)

and further we can get

ejφ[n] = ej(angle(Φ0)+Δφ[n]) ≈ Φ0 (1 + jΔφ [n]) . (19)

This approximation method is more accurate than that in [5], which consider
eiφ[n] ≈ 1 + jΔφ [n], especially when the phase noise is large. According to the
definition of Φ, we can get

Φ1 =
1
N

∑N−1

n=0
Φ0 (1+jΔφ[n]) e−j 2π

N n

=
1
N

∑N−1

n=0
Φ0e−j 2π

N n + j
1
N

Φ0

∑N−1

n=0
Δφ[n]e−j 2π

N n

= j
1
N

Φ0

∑N−1

n=0
Δφ[n]e−j 2π

N n, (20)
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ΦN−1 =
1
N

∑N−1

n=0
Φ0 (1+jΔφ[n]) ej 2π

N n

=
1
N

∑N−1

n=0
Φ0ej 2π

N n + j
1
N

Φ0

∑N−1

n=0
Δφ[n]ej 2π

N n

= j
1
N

Φ0

∑N−1

n=0
Δφ[n]ej 2π

N n. (21)

By comparing (20) and (21), the relationship between Φ1 and ΦN−1 can be
obtained as

ΦN−1 = −Φ0
2 · conj(Φ1). (22)

Using the relationship between Φ1 and ΦN−1, Eqs. (10) and (11) can solve a
result separately. In detail, when there is only one subcarrier to place PT-RS in
the frequency domain, we define Φ0 = c + dj, Φ1 = a + bj, ΦN−1 = −Φ2

0(a − bj),
Xk = xr

k + xi
kj, Yk = yr

k + yi
kj and Wk = wr

k + wi
kj. By solving (10), we get Y′

⎡

⎢

⎢

⎣

yr
m−1

yi
m−1

yr
m+1

yi
m+1

⎤

⎥

⎥

⎦
= A′

[

a
b

]

+

⎡

⎢

⎢

⎣

wr
m−1

wi
m−1

wr
m+1

wi
m+1

⎤

⎥

⎥

⎦
, (23)

where

A′ =

⎡

⎢

⎢

⎢

⎣

xr
m−2 − (

c2 − d2
)

xr
m + 2cdxi

m −xi
m−2 − (

c2 − d2
)

xi
m − 2cdxr

m

xi
m−2 − (

c2 − d2
)

xi
m − 2cdxr

m xr
m−2 +

(

c2 − d2
)

xr
m − 2cdxi

m

xr
m − (

c2 − d2
)

xr
m+2 + 2cdxi

m+2 −xi
m − (

c2 − d2
)

xi
m+2 − 2cdxr

m+2

xi
m − (

c2 − d2
)

xi
m+2 − 2cdxr

m+2 xr
m +

(

c2 − d2
)

xr
m+2 − 2cdxi

m+2

⎤

⎥

⎥

⎥

⎦

.

(24)

Same as Sect. 4.1, we can solve a and b by the MMSE criterion. When M > 1,
also same as Sect. 4.1, merge all PT-RS firstly and the dimension of A′ and Y′

is extended to be 4M × 2 and 4M × 1 respectively.
In this section, by seeking the relationship between Φ1 and ΦN−1, we estimate

ICI jointly. Compared with estimating ICI independently, the items can be used
to merge is double. However, the relationship between Φ1 and ΦN−1 relied on
by the joint estimation is obtained by approximation. There is a certain model
error when estimating ICI jointly, especially when the phase noise is large, and
the independent estimation method has no such problem.

5 Simulations and Performance Analysis

In this section, we make simulations for comparison and analysis. Main assump-
tions are shown in Table 1.
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Table 1. Simulation assumption.

Parameters Assumptions

Carrier frequency 30 GHz

Subcarrier spacing 120 kHz

Allocated bandwidth 100e6 Hz

UE speed 0 km/h

Coding scheme Turbo

5.1 CPE Estimation

In this part, we compare the CPE estimation scheme in [9] and proposed in this
paper with scheduled bandwidth 32 RBs under CDL-B channel. The PSD of
phase noise is −70, −70, −140 and −140 dBc/Hz in frequency 0, 10e3, 1e6 and
9e9 Hz corresponding. Specific definition of phase noise PSD can refer to [10].
The modulation method is 256QAM and the code rate is 0.75. With the PT-RS
FD of every 4th RB and TD of every 1 symbol, the simulation results are given
as follow.

Fig. 3. Simulation results of CPE estimation.

In Fig. 3, no CPE compensation represents the system does not configure PT-
PS. As can be seen from Fig. 3, the method we proposed can decrease the block
error ratio (BLER) about 1 dB compared with the method in [9]. High-order
modulation is very sensitive to phase rotation, so no CPE compensation leads
to BLER remain high. The impact of ICI on high-order modulation systems
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is relatively large, and therefore, in Fig. 3, when the SNR is high, the BLER
without ICI cancellation tends to be flat.

5.2 ICI Cancellation

In order to highlight the effect of ICI cancellation, we increase the ICI of the sys-
tem by changing the PSD of phase noise. In detail, the frequencies are adjusted
to 0, 10e4, 10e6, 9e9 Hz and 0, 50e3, 1e6, 9e9 Hz in AWGN and CDL-B channel
respectively, and other configurations remain unchanged. When the channel is
CDL-B, in order to exclude the effect of channel estimation error on the result
of ICI cancellation, we perform simulations under both ideal channel estimation
and exponential power delay profile channel estimation. Simulation results under
AWGN and CDL-B channel are given as follows.

As can be seen from the Figs. 4 and 5, the two ICI estimation solutions
proposed in this paper both are effective, and the second solution is about 2 dB
better than the first in AWGN channel. The results indicate that, compared
with estimating ICI independently, though estimating ICI jointly has model
error, double the number of items using to merge make the ICI estimation more
accurate and ultimately lead to a better result.

In Figs. 4 and 5(b), when the SNR is high, due to the impact of the remaining
ICI, BLER tends to be flat. When the modulation mode changes from 256QAM
to 64QAM, as shown in Fig. 5(a), BLER can be reduced to 0 and smaller perfor-
mance gains from ICI elimination. Therefore, it can be concluded that when the
modulation order is high, only eliminating adjacent subcarriers’ interference can
significantly improve the system performance, but the remaining ICI still impair
performance. When the modulation order is low, the impact of ICI is relatively
small and the effects of distant ICI can be ignored. According to several experi-
ments, increasing the number of iterations does not make the results better, so
only one iteration is sufficient.

Fig. 4. Simulation of ICI cancellation under AWGN with code rate 0.75.
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(a) 64QAM (b) 256QAM

Fig. 5. Simulations of ICI cancellation under CDL-B channel with code rate 0.75.

6 Conclusion

In this paper, based on the method proposed in [9], we proposed a new method
to estimate CPE. Simulation Results indicate that when there are multiple sub-
carriers in the frequency domain placing PT-RS, considering the influence of
vector’s amplitude makes CPE estimation more accurate.

Based on the CPE estimation, we propose an ICI cancellation algorithm with
low complexity. In this algorithm, we use a simplified ICI model which only con-
sider the interference from adjacent subcarriers and propose two solutions to
estimation ICI. Simulations show that make use of the relationship between ICI
is better than estimate them independently and hence, it can be concluded that
the number of the items used to merge has a great influence on the ICI esti-
mation. Meanwhile, the simulations show that the performance of the algorithm
we proposed are related to the PSD of phase noise and MCS. When the MCS
is low, only eliminating the adjacent subcarriers’ interference is sufficient. When
the MCS is high, the remaining ICI will affect the performance of the system.
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Abstract. Explosive increase of terminal users and the amount of data
traffic give a great challenge for Internet service providers (ISPs). At
the same time, this big data also brings an opportunity for ISPs. How
to solve network planning problem in emergency or clogging situation,
based on big data? In this paper, we try to realize effective and flex-
ible temporary base station (BS) placement through machine learning
in a booming customers situation, with ISPs’ massive data. A machine
learning based temporary BS placement scheme is presented. A K-means
based model training algorithm is put forward, as a vital part of machine
learning based temporary BS placement scheme. K-means algorithm is
selected as a representative example of machine learning algorithm. The
performances of BS position with random starting point, BS position
iteration, average path length with different parameters, are conducted
to prove the availability of our work.

Keywords: Network planning · Machine learning · Big data
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1 Introduction

Nowadays, with the explosive increase of terminal users and the amount of data
traffic, Internet service providers (ISPs) seems not equal to this trend. In China,
until Dec 2017, the number of Internet users via cellphone is 753 million, account-
ing for 97.5% in Internet users. In 2017, the amount of data consumed by Chinese
Internet users is 21.21 billion GB [2]. As for 2017, according to ITU-T’s statistics,
the number of cellphone in the world is 7.74 billion [1]. There will be a promis-
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ing future for mobile internet usage, as global mobile data traffic is projected
to increase nearly sevenfold between 2016 and 2021. In 2016, global mobile data
traffic amounted to 84 EB [3]. With the development of Internet of things, indus-
try 4.0 and Internet of vehicles, a mass of sensors are applied in varied scenarios
[7,16]. The communications between these sensors and backup data centers may
take up a large amount of bandwidth. These make ISPs’ situation worse.

Everything has two sides. Increasing terminals and data traffic also bring
a huge opportunity for ISPs, because of the emergence of big data. Big data
encompasses unstructured, semi-structured and structured data and represents
the information assets characterized by so-called 4 V, i.e., high volume, high
variety, high velocity and low veracity [10]. Based on the numerous terminals
and varied services, ISPs could acquire generous customer and service data.
From these considerable data, some hidden knowledge or regular patterns about
users, like shopping habit, preference, trip information and etc., can be obtained
via a certain method. The common method that is used to extract knowledge
or pattern from big data is machine learning.

Machine learning is widely known as a technique of artificial intelligence [4].
Machine learning is a field of computer science that gives computer systems the
ability to learn (i.e. progressively improve performance on a specific task) with
data, without being explicitly programmed [18]. With the increase of data scale,
the complexity of machine learning algorithm becomes the important factor that
should be considered. The application of machine learning based on big data
would be more effective, compared with that based on traditional data. The
specific algorithms or methods in machine learning usually come from many
diverse existing fields, including statistics, probability theory, neural network and
etc. Machine learning can be applied in many areas such as speech recognition,
image processing and fraud detection [5].

Network planning is always a significant direction in communication area.
Simply, network planning determines where to place the base stations (BSs) and
how to connect them. Through BSs, users’ terminals including cellphone, laptop,
tablet PC and so on, can access to Internet service. BSs are normally hexago-
nal honeycomb distributed. However, in some special situations with booming
customers in a brief time, such as concert or football match, extra surge ter-
minal access and service data exceed the capability of ordinary deployed BSs.
Temporary BSs are necessary. In traditional network planning, temporary BSs
placement is on the basis of experience and estimation. With the help of machine
learning, temporary BSs placement would be more effective and flexible.

The contributions of this paper are listed as follows:

1. A machine learning based temporary BS placement scheme is presented, in
which ISPs’ operation data about users is exploited as dataset. Proposed
temporary BS placement scheme scheme is classified into two phases: training
phase and verification phase. Each component in this scheme is also explained
in detail.

2. A K-means based model training algorithm is put forward, as a vital part of
machine learning based temporary BS placement scheme. K-means algorithm
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is selected as a representative example of machine learning algorithm, because
of its low complexity.

3. Numerical simulation is conducted. Typical performances including BS posi-
tion with random starting point, BS position iteration, average path length
with different parameters, are demonstrated, to prove the availability of pro-
posed scheme.

The rest of this paper is organized as follows. Section 2 reviews related work
on machine learning. Section 3 proposes a machine learning based temporary BS
placement scheme. A K-means based model training algorithm is put forward in
Sect. 4. Section 5 represents the numerical simulation. Finally, Sect. 6 concludes
the paper.

2 Related Work

Around machine learning, a great number of works have been done.
Gregory Piatetsky-Shapiro, the co-founder of knowledge discovery and data

mining conferences, deemed that data science or data mining, big data and
machine learning were related. The relationship of them is shown in Fig.1.
Any one of data science, machine learning and clustering algorithm had overlap
regions with others. And clustering algorithm could be seen as a part of machine
learning [19].

Fig. 1. The relationship of data science, big data, machine learning and clustering
algorithm

Mohammadi et al. focused on the challenge of the big data generated by
smart cities from a machine learning perspective. In their framework, machine
learning was used to meet the cognitive services of smart city, based on the big
data that generated by smart city sensors [15].

Most machine learning algorithms are categorized into supervised, unsu-
pervised and reinforcement learning. Supervised learning deals with a labeled
dataset, to build the relationship of input, output and other parameters. Unsu-
pervised learning is provided with an un-labeled dataset, to classify data into
different groups or clusters. In reinforcement learning, the agent learns by inter-
acting with environment [5,9].

To detect mobile botnets and minimize the threat, a machine learning algo-
rithm, exactly classification algorithm based approach was presented to identify
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anomalous behaviors in statistical features extracted from system calls by da
Costa et al. [6]. The core part of their approach was a classifier. This classifier
was responsible to classify normal or mobile botnet activity.

Li et al. extensively applied supervised machine learning in spam emails
classification and evaluated different classifiers in three environments with 1000
users. Some supervised machine learning classifiers such as decision tree and
support vector machine (SVM) were acceptable in real emails classification [11].

Liu et al. adopted deep learning to investigate the latent relationship between
flow information and link usage, and then classified the used and unused links.
Through this, the scale of network optimization problems was reduced [13]. Sim-
ilarly, Rottondi et al. also introduced machine learning into the quality of trans-
mission, as a novel way to achieve pre-deployment estimation [17].

As for video service accounting for large wireless traffic, Lin et al. applied
supervised machine learning and SVM to forecast video starvation events,
like the number of users existing in cell. They demonstrated the correlation
of video starvation and recorded users’ features for streaming with diverse
characteristics [12].

Dargie et al. came up with a feasible way to locate wireless sensor network
node in a 3D environment, using supervised neural networks with four input
measurements, i.e., signal strength indicator, time of arrival, time difference of
arrival and angle [8].

3 A Machine Learning Based BS Placement Scheme

In order to place temporary BSs more effectively, avoiding the uncertainty
involved by experience and estimation, clustering algorithm is selected as a fea-
sible method. Clustering algorithm is one of the most common machine learning
applications. In clustering algorithm, the typical algorithm is K-means algo-
rithm.

The K-means algorithm is used to recognize data with no labels into different
classes. In here, no labels means that there is no output vector or non-judgmental
property, like yes or no, good or bad. Each class is called as a cluster. The data
in the same cluster have high similarity, meanwhile the data in different clus-
ters have low similarity. Due to K-means algorithm’s linear complexity, simple
implementation and the data with no labels that collected by ISPs, it is selected
by us.

We give up a machine learning based temporary BS placement scheme, as
shown in Fig. 2. There are two phases in this scheme: training phase and veri-
fication phase. In training phase, based on a portion of the data from ISPs, all
the terminals are divided into several different clusters. This division process is
called model. To verify the rationality of this model, the other portion of the
data from ISPs, is used to input the model. If the model output of verification
data accords with already obtained result, the model is rational. Otherwise, the
model is unqualified. And a feedback new model should be generated based on
new data.
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Fig. 2. A machine learning based temporary BS placement scheme

The components in our proposed scheme are interpreted as follows:

1. Raw data. The original data from ISPs’ database. Raw data is generated
by users requesting ISPs service. Under the large volume and chaotic data,
the habit and preference of users can be gained. Because of the diversity
of services and the existence of over the top (OTT) services from different
companies, there are a lot of redundant, repeated, default and blank fields in
raw data. Therefore, pre-process for raw data is necessary.

2. Pre-processed data. Through pre-process, raw data becomes pre-processed
data. The redundant field is simplified. The repeated field is deleted. The
default field is filled up with default value. The blank field is replenished
by random value. Pre-processed data is split into two parts. One part of pre-
processed data is used for model training, the others is used for the rationality
verification of trained model.

3. Feature extraction. In machine learning, the scale of data is too large to
be processed and it is suspected to be redundant (e.g., the same record in
different sheets), then the data can be transformed into a reduced set of
feature or a featured vector. Feature extraction facilitates the subsequent
model training.

4. Model training. By import extracted data record successively, a general pat-
tern is optimized in a iterated way, by the manner of confirming different
parameters’ coefficients.

5. Model. The model is the final result of model training, based on the afore-
mentioned part of pre-processed data that is used in training phase. Note
that the model is relaying on model training input data. In other words, the
model is limited. As it were, all models are wrong, but some are useful.

6. Verification data. Verification data is used to verify the rationality of trained
model. If the number of inapplicable data for trained model is inferior to a
pre-set threshold value, the trained model is the final model; Otherwise, the
trained model is unqualified. A brand new raw data for model retraining is
necessary.

Note that the data pre-process is strongly related to machine learning pur-
pose. A sample sheet in pre-processed data is shown in Fig. 3. For different
machine learning purposes, some fields in sheet can be deleted. For instance,
for a machine learning predicting users’ connection duration, the information of
terminal position is not needed.
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Algorithm 1 K-means based Model Training Algorithm
Input:

Dataset of previous terminal communications, A, in which the jth entry is denoted
as aj ;
K initial temporary BS location: (lon1,lat1),
(lon2,lat2),· · · ,(loni,lati),· · · ,(lonK ,latK);
Maximum distance of connection establishment, D;

Output:
1: for each entry in dataset A, i.e., Terminalj do
2: for each initial BS location, i.e. BSi do
3: Compute the distance between Terminalj and BSi, i.e., Dij ;
4: if Dij ≤ D then
5: Replace (loni, lati) with ((loni + lonj)/2, (lati + latj)/2);
6: else
7: Continue;
8: end if
9: end for

10: end for
11: return K final BS location, i.e., (lon1,lat1),

(lon2,lat2), · · · ,(loni,lati),· · · ,(lonK ,latK);

Fig. 3. A sample sheet in pre-processed data

4 K-means based Model Training Algorithm

In this section we select a typical clustering algorithm, i.e., K-means algorithm,
to accomplish temporary BS placement, i.e., the model training in our proposed
scheme. For a booming customers circumstance, a targeted model training algo-
rithm is raised in Algorithm 1.

Model training algorithm is started, based on the dataset of previous terminal
communications, initial temporary BSs locations and pre-set maximum distance
of connection establishment. Each entry in the dataset is applied to training
model. K initial temporary BSs locations are seen as the initial centroids for
different clusters. Compute the distance between each terminal and each BS.
Compare each time computation result with pre-set maximum distance of con-
nection establishment. If computation result is smaller, replace corresponding
BS location with the middle point location of this BS location and terminal
location. Otherwise, continue the computation of next pair of BS and terminal.
Finally, the ultimate BSs locations are training result.
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In our proposed scheme, the location is recoded by geographic coordinate
system. Therefore, for distance comparison conveniently, geographic coordinate
has to be transformed into distance, according to Eq. 1. In Eq. 1, R is the radius of
the earth, lat is short for latitude, lon is short for longitude, sin is sine function,
cos is cosine function and arcsin is arc-sin function.

Dij = 2R ∗ arcsin

(√
sin2

(
lati − latj

2

)
+cos (lati) ∗ cos (latj) ∗ sin2

(
loni − lonj

2

))

(1)

5 Numerical Results

The performances of proposed BS placement scheme are analyzed via simulation
using MATLAB. The BSs placement in [14] is selected as a baseline method.
With varied parameters, the performances of proposed BS placement scheme
are depicted in detail.

In our simulation, unless explicitly stated, otherwise, the simulation param-
eters shown in Table 1 are used. The network area of terminals and BSs is a
100 km×100 km area. The terminal number in this simulation is 120. And these
terminals are randomly distributed in network area. These are all demonstrated
in Fig. 4. Based on these conditions and parameters, a series of evaluations are
performed in different scenarios.

Fig. 4. User distribution in 100 km× 100 km area

Figure 5 is the temporary BS placement with different random starting
points, namely, (100, 0), (100, 100), (0, 100) and (0, 0). The red rectangle in
each sub-fig is the final BS placement. The maximum distance of connection
establishment is 20 km. It is obviously that the temporary BS placement has a
strongly correlation with starting point. Normally, from different starting points,
different temporary BS placements are obtained. However, every result of differ-
ent starting point is the best BS placement for the terminals within its coverage
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Fig. 5. Base position with random starting point (SP)

with distance D. Therefore, to cover all the terminals, when D is fixed, increased
starting points is a feasible solution.

In the process of BS placement, the BS position is varied after each iteration.
The BS position iteration with starting point (0, 100) is shown in Fig. 6. Each
rectangle in Fig. 6 is the result of a position re-calculation. Through N position
changes, BS position moves from (0, 100) to final position. According to Algo-
rithm 1, once there is one or more terminal emerging in BS’s coverage, position
re-calculation happens, until all the terminals in network area are considered.
These lead to the BS movement.

Fig. 6. BS position iteration

Average path length is negatively related to communication distance, D, as
shown in Fig. 7. The number of added temporary BS is 1. With the increase
of communication distance, average path length decreases, no matter proposed
algorithm or baseline method. Greater communication distance means that more
terminals can connected to a BS, becoming a cluster. Similarly, different clusters
are linked together, like the way of terminals connecting to BS. The greater
communication distance, the less cluster, and then the smaller average path
length. Besides, no matter which one the starting point is, the average path
lengths of baseline method with different starting points are almost the same.
They are greater than the average path length of proposed algorithm all the
time.
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Fig. 7. World Map Fig. 8. APL vs. communication dis-
tance

In Fig. 8, the relationship of average path length and the number of added
temporary BS is demonstrated. The distance of connection establishment is set
as 10 km, using the average distance. Average path length of proposed algorithm
is always smaller than those of baseline methods with different starting points.
When the number of added temporary BS grows, average path length firstly
decreases to a minimum value, and then increases. The connections among dif-
ferent clusters are considered in average path length computation. More added
temporary BSs means more clusters. More clusters make an extra burden for
average path length, if added temporary BSs number beyond a specific value. In
this specific simulation for Fig. 8, the appropriate value of added temporary BS
is 4.

6 Conclusion

With explosive increase of terminal users and the amount of data traffic, in
order to place temporary BS effectively and flexibly in a booming customers sit-
uation. Based on ISPs collected big data, a machine learning based temporary BS
placement scheme was presented by us. A K-means based model training algo-
rithm was also put forward. K-means algorithm was selected as a representative
example of machine learning algorithm. Through simulation, propose scheme
was superior to compared work. In our future work, service-oriented machine
learning application and the complexity analysis of different machine learning
algorithms will be key emphases.
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Abstract. In the random access process of the Long Term Evolution
Advanced (LTE-A) system, the Doppler shift influences the detection
of the Physical Random Access Channel (PRACH) signal, resulting in
the appearance of the pseudo correlation peaks at the receiving end. In
the 3GPP protocol, the frequency offset in the mid-speed and low-speed
modes is not processed, and the frequency offset processing algorithm
in the high-speed mode only applies to the case where the Doppler fre-
quency offset does not exceed the unit sub-carrier. For solve the problem,
a three-step improvement method is proposed. The first step is to per-
form the maximum likelihood (ML) offset estimation to do the frequency
offset correction; the second step is to perform the sliding average filter
processing to eliminate the influence of multipath; the third step is to
use multiple sliding window peak detection algorithm. Compared with
the traditional algorithm, the performance of the proposed method is
better. And the false alarm performance under the AWGN channel is at
least 3.8 dB better, and the false alarm performance under ETU channel
is at least 1 dB better.

Keywords: Preamble detection · Frequency offset correction · Sliding
average filter processing · Multiple sliding window

1 Introduction

The performance evaluation of random access in the Long Term Evolution
Advanced (LTE-A) system has become an important research topic in recent
years, because the quality of random access will play an important role in the
future 5G [1]. The most prominent feature of 5G technology is unmatched speed,
which requires shorter access delay and higher random access success rate. The
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first and most important step in the uplink random access process of the LTE-
A system is the successful transmission and correct resolution of the Physical
Random Access Channel (PRACH) preamble signal [2]. At the receiving end,
the preamble ID and the timing advance (TA) [3] can be correctly parsed by the
preamble detection.

The sub-carrier spacing of the random access channel of the LTE-A system
is very narrow, It is more susceptible to the influence of frequency offset. In
the 3GPP protocol, the frequency offset in the mid-speed and low-speed modes
is not processed, and the frequency offset processing algorithm in the high-
speed mode only applies to the case where the Doppler frequency offset does not
exceed the unit sub-carrier. Therefore, to ensure correct analysis of the random
access detection signal, Doppler shift estimation and compensation need to be
performed on the uplink.

With regard to the PRACH signal detection technology, experts and schol-
ars at home and abroad have done a lot of research. For example, the pream-
ble detection algorithm for large transmission delay proposed in [4], based on
the strong correlation of sequences as an enhanced version of the algorithm to
overcome the propagation delay; The ZC sequence grouping and in-group peak
sliding detection algorithm proposed in [5], which has efficient hardware imple-
mentation by Discrete Fourier Transform (DFT) and large-point Fast Fourier
Transform (FFT) algorithm. This type of algorithms do not analyze the increas-
ingly serious effects of frequency offset. Other existing documents do not discuss
the effect of preamble detection after frequency offset correction. For example,
[6] only studied the frequency offset estimation method of PRACH signal.

Compared with the traditional frequency correlation detection method, this
paper mainly completes the detection of the preamble ID signal of random access
through Doppler frequency offset correction, sliding average filter processing,
multiple sliding window peak detection. And the performance of the proposed
method is better.

The remainder of this article is organized as follows. The PRACH signal
detection process and effect of Doppler frequency offset on random access signal
detection are detailed in Sect. 2. The improved detection method is detailed in
Sect. 3. Performance evaluation results that demonstrate the efficiency of the
traditional and proposed algorithms are presented in Sect. 4. Conclusions are
drawn in Sect. 5.

2 Signal Detection and Effect of Frequency Offset

2.1 PRACH Signal Detection Process

The random access preamble sequence is generated by the cyclic shift of the
Zadoff–Chu (ZC) sequence [2]. Since the ZC sequence just satisfies the good
correlation characteristics required for the random access preamble sequence,
the definition of ZC sequence is

xu(n) = e−j
πun(n+1)

Nzc , 0 ≤ n ≤ Nzc − 1 (1)
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Fig. 1. Random access to the receiving process.

Where Nzc is the length of the ZC sequence, u is physical root sequence.
The random access preambles with zero correlation zones based on the uth

root ZC sequence with length of Ncs − 1 are defined by cyclic shift according to

xu,v(n) = xu((n + Cv) mod Nzc) (2)

Where Cv is the cyclic shift value and Ncs is the length of cyclic shift.
The random access process eNodeB receiving end [7] is shown in Fig. 1.

The preamble signal is synchronized with the local ZC root sequence after CP
synchronization, (Cyclic Prefix) CP removal, down sampling, DFT, and sub-
carrier selection to obtain correlation values in the frequency domain correlation.
And then Inverse Discrete Fourier Transform (IDFT) and modular-squares are
performed on correlation values to obtain time-domain correlation energy power
delay profile (PDP) sequences. The correlation peak value of PDP sequence is
searched by the detection threshold, to judge whether there is random access. If
there is random access, preamble ID and timing advance (TA) are calculated.

2.2 Effect of Doppler Frequency Offset

When the user equipment (UE) moves fast, a large Doppler shift occurs, affecting
the zero auto-correlation of the preamble sequence. Assuming Δf is the Doppler
shift, and the define of preamble sequence with containing frequency offset is

xu(n,Δf) = e−j
πun(n+1)

Nzc · ej2πn Δf
fs

= xu(n − du) · ej2πn
Δf·Tseq−k

fs · ejφ
(3)

Where Tseq is the last time of preamble sequence, fs is the sampling frequency,
ejφ is a phase rotation constant with modulus 1 and n independent. According
to formula 3, preamble sequence has changed with containing Doppler shift.
Assuming Δf = kfRA = k 1

Tseq
, the value of displacement is du, du satisfies

(du · u) mod Nzc = 1, the original main peak completely disappears and the
position transfers to Cv ± (k + 1)du.
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Thus, In order to achieve the uplink synchronization between the user equip-
ment and the base station, it is necessary to eliminate the frequency offset on
the signal detection at the receiving end.

3 Improved Detection Process

3.1 Frequency Offset Estimation and Correction

To analyze the influence of frequency offset, it is necessary to perform frequency
offset correction on the receiver signal. In the 3GPP protocol, the frequency offset
in the mid-speed and low-speed modes is not processed, and cyclic shift limit
set algorithm is used by default in high-speed mode. But frequency offsets in
mid-speed and low-speed modes sometimes lead to severe false alarm rates. The
cyclic shift limit set algorithm in high-speed mode is computationally complex
[8], takes a long time, requires cooperation from the upper layer, and only applies
to the case where the Doppler frequency offset does not exceed the unit sub-
carrier. Therefore, without considering the UE moving speed, it is better to use
the frequency offset estimation method to correct the frequency offset.

The CP in the preamble signal is copied from the last part of the useful
signal, and the length of CP is known. According this redundant information,
the maximum likelihood (ML) frequency offset estimation method is used to
estimate the time and frequency offsets. The signal received from the PRACH
channel is modeled from both time and frequency domain, to analyze the time
and frequency shift of the signal at the receiving end.

First, the received signal is modeled. The received signal contains the time
offset and frequency offset. The time shift is represented by the channel impulse
response h(n − d). The frequency shift is expressed by multiplying a rotation
factor. Thus, the definite of the received signal is

r(n) = x(n − d) · ej· 2πnΔf
Nzc + w(n) (4)

Assuming L is the length of CP, TGP is ignored, so the length of the received
signal is Nzc + L. Assuming that the time offset and frequency offset are deter-
mined, then the probability density function of the 2Nzc + L sampling point for
the log likelihood function is

∧ (d,Δf) = log f(r(n)|d,Δf) (5)

Through collection selection and related calculations, all constants and fac-
tors that have no effect on the results of the maximum likelihood function are
eliminated as useless factors. So the Eq. 5 is simplified to

∧ (d,Δf) = γ(d) cos(2πΔf + ∠γ(d)) − βφ(d) (6)

where

γ(d) =
n−d+L−1∑

n−d

r(n)r∗(n + N)

φ(d) = 1
2

n−d+L−1∑

n−d

( |r(n) |2 + |r(n + N) |2)
β = SNR

SNR+1

(7)
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Equations 6 and 7 indicate that the unknown parameters are d and Δf .
The likelihood function gets the maximum score in two steps. First, let d be a
constant and find the maximum value of the likelihood function corresponding
to Δf . When the case is cos(2πΔf +∠γ(d)) = 1, we obtain the maximum value.

2πΔf + ∠γ(d) = 2kπ

Δf̂ML(d) = − 1
2π ∠γ(d) + k

(8)

When the frequency offset does not exceed the unit sub-carrier, then k = 0,
and when the frequency offset exceeds the unit sub-carrier, then k value needs
to be calculated by trial. Second, the likelihood function is ∧(d,Δf̂ML) =
|γ(d) | − |βφ(d) |. When the likelihood function gets maximum value, d is esti-
mated. Finally, the d and Δf are

d̂ML = arg max
d

{|∠γ(d)| − |βφ(d)|}
Δf̂ML(d) = − 1

2π ∠γ(d) + k
(9)

Doppler frequency offset is corrected based on frequency offset value by mul-
tiplying frequency deviation factor exp( j2πnΔf̂ML

Nzc
). TA is calculated by time

deviation factor, but base station signal processing complexity is increased and
will not be discussed here.

3.2 Sliding Average Filter Processing

The sliding average filter is a Finite Impulse Response (FIR) filter with a coeffi-
cient of 1. The peak value in the window is processed by the sliding average filter
to eliminate the effect of multipath, enhance the intensity of the main peak, and
reduce the false alarm probability.

The frequency offset-corrected received signal is multiplied by the local ZC
root sequence in the frequency domain, and the result of the time domain cor-
relation is obtained by the IFFT. Then the time domain results of the multiple
antennas at the receiving end are summed to obtain the energy-combined PDP
spectrum sequence p(k).

According to the cyclic shift value and the number of multipaths in
different channel models, the value of the MA value is set, MA value =
MA order(k), where k = zeroCorrelationZoneConfig + 1, values of
zeroCorrelationZoneConfig and MA order are listed in Table 1. The value
of moving average group delay is calculated by formula �MA value/2�, and the
Nshift num values at the end of p(k) are advanced, the end of p(k) is filled with
0 and the number of 0 is the value of moving average group delay. When the for-
mat of preamble is 0 3, the value of Nshift num is 3; when the format of preamble
is 4, the value of Nshift num is 0.

FIR filtering is performed according to the value of MA value, and then
the data of the group delay of p(k) is removed. a new energy-combined PDP
spectrum sequence p′(k) is obtained, since time domain peak values are corrected
by value of cal value, the value of cal value is listed in Table 1.
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Table 1. Different format parameters configuration.

Format 0–3 parameters configuration

zeroCorrelationZoneConfig Ncs MA order cal value

0 0 7 3

1 13 7 3

2 15 7 3

3 18 7 3

4 22 7 3

... ... ... ...

Format 4 parameters configuration

zeroCorrelationZoneConfig Ncs MA order cal value

0 2 1 1

1 4 1 1

2 6 3 1

3 8 5 1

4 10 5 1

5 12 5 2

Fig. 2. Related peaks change with sliding average filtering.

When the relevant signal output performance deteriorates, the peak energy
is not obvious due to noise, and it is not easy to do peak detection. Figure 2
manifest that it is improved by sliding average filter processing to eliminate the
effect of multipath, enhance the main peak intensity, and increase the probability
of successful detection.
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3.3 Multiple Sliding Window Peak Detection

On the basis of time-domain peak correction and main peak enhancement, mul-
tiple sliding window peak detection is performed, which can further reduce the
false alarm rate and increase the success rate of random access.

The noise power is calculated according to the new energy-combined PDP
spectrum sequence p′(k), and then according to the noise power and protocol
requirements that the false alarm rate should be less than 0.1%, the absolute
threshold Thre A and the detection threshold Thre B are calculated.

The detection window is divided. According to the new energy-combined
PDP spectrum sequence p′(k), the detection window is divided by formula 10,
and finally divided into 64 detection windows.

⎧
⎨

⎩

main win = (2048 ∗ mDetect)/839
mDetect = 839 − Cv

win length = 2048 ∗ Ncs/839
(10)

Where main win is the position of main window, win length is the length of
detection window. Taking format 0 as an example, the preamble sequence length
Nzc is 839, and the cyclic shift value Ncs is 13, so a root sequence can generate
�839/13� = 64 preamble sequences, the win length is 31.

Searching for the maximum value of the main detection window through three
kinds of rectangular windows with a multiple relationship, the peak value and the
position are detected. Using the first sliding rectangular window of length Ncs to
slide within each main detection window (Ncs is the minimum non-zero value of
the limit set, 13 at low speed, and 15 at high speed), calculate the total energy of
the data within the window, search for the peak MaxV alue win1 of the window
and the corresponding starting position; using the second sliding rectangular
window of length

⌊
Ncs

2

⌋
to slide within the first sliding rectangular window where

the peak is detected, search for the peak MaxV alue win2 of the window and
the corresponding starting position; using the third sliding rectangular window
of length

⌊
Ncs

4

⌋
to slide within the second sliding rectangular window where the

peak is detected, search for the peak MaxV alue win3 of the window and the
corresponding starting position.

Finally, preamble ID and timing advance are calculated according to the
value MaxV alue win3 and the corresponding starting position.

4 Simulation Results

The performance of the preamble detection in LTE-A system is measured by
false alarm probability and successful detection probability [9]. According to
the protocol requirements of [10], the false alarm probability shall be less than
or equal to 0.1%. The probability of successful detection shall be equal to or
exceed 99%. According to the noise power and false alarm probability protocol
requirements, the random access preamble detection thresholds are obtained by
a large number of simulations. The PRACH parameters used in simulation are
listed in Table 2.
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Figure 3 shows that when the frequency offset is 600 HZ, the proposed method
performance is better than traditional method whether it is AWGN channel or
ETU channel. Due to the influence of frequency offset, the false alarm rate rises
and the detection performance decrease. In this case, the detection threshold
needs to be raised. But the proposed method does not need to increase the
detection threshold. Under the condition of the false alarm probability is equal
to 0.1%, the SNR of the proposed method is about 20 dB when the channel
condition is AWGN and the SNR of the proposed method is about 17.8 dB when
the channel condition is ETU.

Table 2. Simulation parameters.

System bandwidth (MHz) 20

PRACH bandwidth (MHz) 1.08

Sample frequency (MHz) 30.72

FFT point 2048

Nzc 839

Ncs index 4

Preamble format 0

Subcarrier spacing 1.25

Channel models AWGN/ETU
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Fig. 3. Performance of different methods for 600 Hz frequency offset.

Figure 4 shows that the false alarm probability gradually decreases as the
SNR increases. With the increase of SNR in AWGN channel, the reduction of
false alarm rate of traditional detection algorithm becomes more and more slowly.
However, with the increase of SNR, the reduction of false alarm rate of proposed
detection algorithm becomes more increase. The false alarm probability perfor-
mance is 3.8 dB better than the protocol requirement in AWGN channel and the
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Fig. 4. Performance of different methods for 900 Hz frequency offset.
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Fig. 5. Performance of different methods for 1500 Hz frequency offset.

false alarm probability performance is 1 dB better than the protocol requirement
in ETU channel.

Figure 5 shows the false alarm probability is very large when the frequency
offset exceeds 1250 Hz unit sub-carrier. Under the condition of the false alarm
probability is equal to 0.1%, the SNR of the proposed method is about 14.7 dB
and the SNR of the traditional method is about 10 dB when the channel condition
is AWGN. The false alarm probability performance is 1.2 dB better than the
traditional method in ETU channel.

In a word, the proposed method has different degrees of performance improve-
ment for different frequency offset. We can draw a conclusion that the false alarm
performance under the AWGN channel is at least 3.8 dB better, and the false
alarm performance under ETU channel is at least 1 dB better.
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5 Conclusion

In this paper, we formulated and studied a mixed-combinatorial programming
problem for EE optimization in a downlink multiuser OFDM DASs. We divided
the optimization problem into two sub-problems, which are DAU selection, and
subcarrier assignment and power allocation optimization. Firstly, an energy effi-
cient resource allocation scheme is presented. Then, we transform the optimiza-
tion problem into a subtractive form, and solved by Lagrangian dual decomposi-
tion. From simulation results, we can see the better performance of the proposed
algorithm. In the future, the inter-cell interference and cell-edge users’ perfor-
mance will be taken into consideration to how to design EE optimization scheme.
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Abstract. Due to the static configuration of IPsec cryptographic algorithms, the
invocation of these algorithms cannot be dynamically self-adaptable to the traffic
fluctuation of software-defined networking (SDN) southbound communication.
In this paper, an invocation mechanism, based on the Free-to-Add
(FTA) scheme, is proposed to optimize the invocation mode of cryptographic
algorithms in traditional IPsec. To balance the link security and communication
performance, a feedback-based scheduling approach is designed for the con-
troller of IPsec-applied SDN to replace flexibly and switch synchronously the
IPsec cryptographic algorithms in use according to the real-time network status.
The feedback information is applied to decide which appropriate algorithm(s)
should be employed for the cryptographic process in a special application
scenario. The validity and effectiveness of the proposed invocation mechanism
are verified and evaluated on a small-scale SDN/OpenFlow platform with the
deployed IPsec security gateway. The results show that the FTA-based mech-
anism invokes IPsec encryption algorithms consistently with the requirement for
communication security in the SDN southbound interface, and the impact of the
IPsec cryptographic process on the network performance will be reduced even if
the network traffic fluctuates markedly.

Keywords: Communication security � Software-defined networking (SDN)
IPsec � Algorithm invocation � Southbound interface (SBI)

1 Introduction

The software-defined networking (SDN) paradigm decouples the control plane from
the underlying data plane and introduces network programmability and other features
to promote network flexibility, adapting to the constantly changing network condition
and facilitating the network’s verification and deployment. However, due to less
consideration of security issues in the initial design period of the SDN architecture,
some new features introduced into SDN provide more convenience for the network
management, but some new types of security threats consequently emerge [1–3].

The OpenFlow protocol is a widely adopted communication standard for the
southbound interface (SBI) in SDN networks. While the control plane communicates
with the data plane using the OpenFlow-supported instructions, the feature of
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separation between these two planes makes it insecure for the control flows when
passing through exterior network links. OpenFlow thereby cooperates with the trans-
port layer security (TLS) protocol to secure the communication between the SDN
controllers and the switches (i.e. the SBI communication) [4]. Nevertheless, the TLS is
too complicated in the verification and too fragile in defense of man-in-the-middle
(MITM) attacks to guarantee the security, and it becomes optional instead of mandatory
for OpenFlow [5]. Without the security protection of TLS, the TCP-based SBI com-
munication is vulnerable to the tapping and forgery of control information, which
makes the network more insecure and unreliable.

In recent years, some schemes have been proposed to enhance the SBI security [6–
8]. These new controllers achieve better and more comprehensive security than general
SDN controllers and reduce the risk from SBI. However, some risks still cannot be
eliminated by the new controllers while exchanging control messages with switches,
for instance MITM attacks, which exploit the flaw in the TLS protocol, and the risks of
tapping and forging control messages when using TCP connections [9].

Internet protocol security (IPsec) is introduced to guarantee the security in the
southbound interface of the controller and maintain secure communication between the
controller and the switches in the SDN network [10, 11]. IPsec, originally developed
for IPv6, can ensure the communication security in the Internet layer and does not
require extra support from the controller. Meanwhile, as part of IPv6, it is in line with
the current network evolution trend.

The IPsec protocol is mature in architecture but rigid in the invocation of
cryptographic algorithms. Besides, the demand for customized algorithms or more
algorithms supported by IPsec is urgent in various application scenarios, along with the
mounting importance of network security. However, less research focuses on the
flexibility of the subsequent invocation of IPsec algorithms. The rigid invocation of
cryptographic algorithms in IPsec makes it hard to meet the diversified security
demands of networks [12].

Furthermore, the invocation of these algorithms should consider the trade-off
between the link security offered by IPsec and the communication performance of the
SBI in SDN networks [11]. When IPsec is adopted to secure the communication
between the SDN controllers and the switches, it is troublesome for the user to add the
customized algorithm to the switches, because the vendors have limited the modifi-
cation of switches, and device addition or upgrading thereby results in large costs [13].
Additionally, IPsec encryption/decryption will increase the performance consumption,
even though there are certain performance requirements of SBI communication
between the controller and the switches. When the traffic fluctuates, the consumption
forms a bottleneck problem of communication and may amplify the variation in traffic
and communication performance.

To address the above-discussed issue of IPsec algorithm invocation in SDN, a
flexible FTA-based mechanism for IPsec encryption algorithm invocation will be
studied in this paper. By striking a balance between IPsec-encrypted link security and
communication performance, a scheme is proposed to ensure that the SDN SBI
communication security has little impact on the transmission of control messages.

The rest of the paper is organized as follows. Section 2 provides an overall view of
the proposed invocation mechanism of IPsec cryptographic algorithms. Section 3

584 D. Wang et al.



demonstrates the proposal with an experiment and compares it with the native scheme
in IPsec in terms of network performance. Finally, the conclusion of this paper is drawn
in Sect. 4.

2 Invocation Mechanism for IPsec Cryptographic
Algorithms

2.1 IPsec in SDN Architecture

Due to the separation of control and data planes, SDN controllers and switches are in
different network locations. Controllers are usually high-performance hosts or servers,
so the deployment of IPsec is straightforward and convenient. For most OpenFlow
switches (i.e. Juniper EX4550), the vendors tend to limit their modification. That is to
say, it is difficult to implement some users’ customized demands, for example special
security demands, locally.

Taking the above into consideration, adding a computer card or development board,
for example Raspberry Pi, to OpenFlow switches can build an IPsec secure gateway.
The open architecture of IPsec facilitates the addition of a new or customized cryp-
tographic algorithm and is helpful for building a communication system with stronger
closure and higher security. Moreover, IPsec can guarantee secure communication
between controllers and OpenFlow switches with the IPsec gateways located in the
switches. The added computer card or development board will enable optional and
easily managed operation without exerting a negative impact on the configurations of
OpenFlow switches, system running, data forwarding and so on.

2.2 Free-to-Add Invocation of Cryptographic Algorithms

Retaining the basic IPsec workflow, in our preliminary work, we proposed a mecha-
nism (shown in Fig. 1) [13] titled Free-to-Add (FTA), providing flexible cryptographic
algorithm addition and invocation for IPsec in SDN networks. Compared with the
method in native IPsec, FTA makes the algorithm switching more adaptable and
flexible, avoiding the need to rebuild the IPsec security association (SA) or modify the
configuration file and restart IPsec. Besides, FTA applies a layer of user encapsulation
for a special encryption algorithm to make attacks on encryption algorithms more
costly and difficult.

2.3 Feedback-Based Algorithm Scheduling

In this section, we will discuss the method for scheduling IPsec cryptographic algo-
rithms in FTA considering the requirements of both communication performance and
link security.

Impact on Network Performance and System Resources. Primitively, to simplify
the analysis of the impact that the cryptographic algorithm exerts on the network
performance, we make three assumptions as follows:
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Assumption 1. There are multiple algorithms with similar security strength and dif-
ferent system resource requirements, and the network performance can be optimized by
applying these algorithms.

Assumption 2. The link bandwidth is not considered as a system resource that is
required in IPsec encryption/decryption or communication.

Assumption 3. The variation of network delay is only associated with the queuing
delay and processing delay of encryption/decryption, and other delays remain
unchanged.

If the IPsec encryption/decryption processes quickly with few resources, the pro-
cessing delay of encryption/decryption and the queuing delay of forwarding data in the
link may decrease. Thus, we know that:

• IPsec encryption/decryption may degrade the communication performance. The
stronger the encryption is, the greater the resource consumption and the more
processing time it takes, leading to a greater impact on the performance. The
changes in system resource consumption are proportional to the strength of the
IPsec encryption/decryption, and the communication performance is inversely
proportional to the strength.

• When the data traffic fluctuates, the offset of packet size distribution can result in
throughput reduction and an increase in network latency. At this point, we can
switch to a more appropriate encryption algorithm or policy to reduce the con-
sumption of system resources and the network latency to ensure throughput. As a
consequence, the impact of the IPsec encryption/decryption on the communication
performance can be reduced under a guaranteed security level.

Feedback-Based Adjustment Model. The security capability of an encryption algo-
rithm is positively related to the system consumption. Thus, an algorithm with higher

External 
Control 
Programs

Alg0 Alg1 Alg2

Crypto

AC Interface

Sub-A
Interface

Sub-A Library

FTA module(my_alg.ko)

Policy Group
Policy 1

Policy 2

Policy 3

Fig. 1. Invocation process of encryption algorithms in FTA-based IPsec (AC: algorithm control,
Sub-A: sub-algorithm)
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security capability corresponds to lower communication performance and a higher level
of security. Due to this feature, a less-consuming algorithm should be chosen to meet a
high demand for communication performance and a higher-level algorithm for a higher
security demand.

Therefore, we design a feedback-based adjustment model for the security algo-
rithms, as shown in Fig. 2, according to the trade-off between IPsec encryption and
communication performance. The state of an IPsec-secured link S is denoted by a triplet
(T, D, E), where T, D and E denote the throughput, network latency and level of link
security, respectively. Each cryptographic algorithm or policy corresponds to a level of
security, and the level of link security E limits the other two factors T and D when the
traffic load and the distribution of the packet size do not change. The security level of
the network link should be adjusted according to the current T, D and security demand.

In the encryption process, an algorithm can be substituted by another algorithm
with a higher security level when the security demand increases. Having set the levels
of security, all the algorithms form an algorithm set A (a1, a2, …, an), n� 2, in which
an algorithm with a higher index means that it can provide higher security capability.
A median algorithm aj (j = [n/2]) is selected as the initial algorithm for the SBI
communication.

The algorithm to be used will be switched according to the feedback of the later
communication performance evaluation. The simple adjustment model maintains a
balance between encryption security and communication performance, in which the
key is to adjust the proper encryption algorithm for use according to the demands of
both security and performance.

Scheduling IPsec Cryptographic Algorithms. In the adjustment model presented in
the previous section, the feedback information indicates which appropriate algorithm
should be employed for the cryptographic process. An appropriate encryption algo-
rithm is one that can meet the demands of communication performance and link
security in a balanced way. Here, we present an evaluation model to find the trade-off
between communication performance and link security:

Set 
cryptographic 

algorithm

 Evaluate 
network 

performance
Get network 

status S(T, D)

Flow state: F

Package size
distribution: G

S(T, D, E)

Feedback, M

Set network 
security level E

Fig. 2. Adjustment model according to the feedback
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M ¼ we

ws
; ð1Þ

where M, we and ws denote the degree of balance, weight of the link security and
weight of the communication performance, respectively. For instance, in a certain
scenario in which the network performance is the top-priority factor, a higher-level
encryption algorithm is needed in IPsec if the value of M increases and exceeds the
effective range.

The weight of link security we is adjusted according to the network security status.
Its value will increase when the risk of network security rises. With the security level of
IPsec encryption algorithm elevating, the security risk keeps declining, and the security
weight we is also reduced to the initial value 0. In terms of the weight of communi-
cation performance ws, it is related to the link throughput, the network latency and the
possibility of security risk. When an attack or security risk is detected, the link security
becomes the primary goal, and ws remains the same.

Assumption 3 indicates that the network delay is only related to the queuing delay
and encryption/decryption delay. If the network latency exceeds the maximum latency
of the normal link, it means that the queue congestion is very heavy. In this case, it is
necessary to increase the value of ws and schedule the encryption algorithm providing
better performance to guarantee the communication performance. The weight of
communication performance is calculated using (2):

ws ¼ maxð1; Dn
Dmax

Þ ðwe ¼ 1Þ
1 ðwe 6¼ 1Þ

�
; ð2Þ

where Dn denotes the link latency obtained from the n-th sampling and Dmax is the
maximum latency when the network status is normal.

Since the processing performance of each encryption algorithm is not continuous
and the link latency of the sampled network may change constantly, we set the algo-
rithm switch criterion according to (3), where pj is the processing performance of the j-
th encryption algorithm in the algorithm set A. Note that the switch criterion is a value
range instead of an exact value and the security level of the candidate algorithms for
scheduling should meet the security demand.

if M� pj�1

pj
; switch to the algorithmwith a higher security level; until it is the inital algorithm

if M� pjþ 1

pj
; switch to the algorithm providing higher process performance;

until it is the algorithmwith the lowest security level

8<
:

ð3Þ

Hence, the IPsec encryption algorithm used for IPsec and SBI communication may
be replaced by another more appropriate algorithm when the link security and com-
munication performance change to keep the balance between the two factors.
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3 Experiment and Verification

3.1 Validity of the FTA Mechanism

In our work, a small-scale testbed is built to verify the validity of the FTA-based
mechanism. The topology is shown in Fig. 3, and the configuration information is
given in Table 1. In this testbed, the communication between the SDN controller and
the OpenFlow switches is the SBI communication of SDN, and two Raspberry Pis act
as the IPsec security gateways that ultimately use IPsec to secure the communication
between the SDN controller and the OpenFlow switches. The performances of FTA-
based IPsec and native IPsec are compared using three cryptographic algorithms.

From the results presented in Table 2, it can be seen that the network latencies and
link throughputs are approximate in these two cases and that their variations are in the
normal range. In addition, the actual bandwidths tested by Iperf3 in both mechanisms
are almost the same. In short, the use of the FTA-based mechanism has little impact on
the network performance.

OpenFlow Switch Raspberry Pi
Eth0:2001:1::1/64

Eth1:2001:1::2/64

Eth0:2001:: 3/64

Eth0 :2001::4/64

Eth1:2001:2::5/64

Eth0:2001:2::6/64
Raspberry Pi SDN Controller

Fig. 3. Topology of the SDN testbed with IPsec gateways

Table 1. Configuration of the simulation software and hardware

SDN device Equipment Operating
system

Hardware Software

OpenFlow
switch

Raspberry Pi 3B Rappbian
Stretch Lite

ARM Cortex-A53
1.2 GHz

OpenvSwitch 2.3.0

IPsec security
gateway

Raspberry Pi 3B Quad Core 1G
RAM
USB 2.0

StrongSwan5.4.0

SDN controller DELL Inspiron
14 7000

Ubuntu 16.04.3 i5-4200H@2.8 GHz
8 G RAM, USB 2.0

OpenDaylight
Beryllium SR4
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3.2 Verification of Feedback-Based Scheduling

To evaluate the availability of the feedback-based scheduling scheme, in this section,
simulations are carried out using Matlab, and the network latency and link throughput
are the performance metrics.

The settings of the simulation parameters are given in Table 3, in which the dis-
tribution of data packets and the sizes of the packets follow Poisson distribution and
average distribution, respectively.

From Fig. 4(a), it is obvious that the link with the native scheduling scheme
achieves an average network latency of 0.78 s and the distribution of latency is scat-
tered with great variation. The results of the case of applying the feedback-based
scheduling scheme are presented in Fig. 4 (b). The average network latency of the
feedback-based case is 0.51 s. When detecting a latency exceeding the normal range of
values, the algorithm will be substituted by another one to keep the peak value of
latency less than 0.6 s. The results shown in Fig. 5 indicate that applying the feedback-
based scheme can provide a more stable network latency with concentrated distribution
and fluctuation within a narrow range.

In Fig. 5 (a), we can see that the link throughput in the native scheduling case is likely
to be limited to about 10 Kbps, that is, the maximum processing performance of initial
algorithms. This phenomenon is caused by the reduced processing performance in
encryption/decryption nodes and results in heavy network congestion and packet loss.
On the contrary, when the links apply the proposed feedback-based scheme to schedule
the IPsec cryptographic algorithms, the processing performance and link throughput are
improved, and the network congestion is thereby mitigated with higher throughput

Table 2. Performance comparisons between native IPsec and FTA-based IPsec

Item Method Cryptographic
algorithm
AES128 DES 3DES

Latency (ms) Native IPsec 2.63 2,62 2,62
FTA-based IPsec 2.75 2.53 2.62

Request/response per second Native IPsec 378 382 381
FTA-based IPsec 363 394 381

Test bandwidth (Mbps) Native IPsec 64.1 55.7 34.8
FTA-based IPsec 63.6 53 34.7

Table 3. Parameter settings

Parameter Value

Packet generation exception 10
Packet size (0*1480 Byte)
Basic network latency 0.02 s
Upper limit of normal network latency 0.4 s
Algorithm processing performance 15 Kbps, 12 Kbps, 10 Kbps, 8 Kbps, 6 Kbps
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shown in Fig. 5 (b). In summary, the feedback-based scheduling for IPsec cryptographic
algorithms can effectively switch the encryption algorithms and provides the SBI
communication with a good balance between link security and communication
performance.

4 Conclusion

In our work, an FTA-based mechanism considering the network feedback has been
proposed to simplify the process of IPsec cryptographic algorithm addition and
switching and ensure flexible and available invocation of IPsec cryptographic algo-
rithms. The experimental results show that the feedback-based scheduling scheme
enables the mechanism of algorithm invocation to invoke and switch the IPsec
encryption algorithms, providing a good trade-off between the level of link security and
the demand for communication performance in the SDN southbound interface. In
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future work, we want to study a more adaptable invocation scheme combining the
IPsec algorithms with different security levels and test it in more application scenarios
and in a physical SDN.
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Abstract. Next generation communication networks will be a heteroge-
neous wireless networks (HetWN) based on 5G. Studying the reasonable
allocation of new traffics under the new scenario of 5G is helpful to make
full use of the network resources. In this paper, we propose a HetWN
selection algorithm based on bipartite graph multiple matching. Firstly,
we use the AHP-GRA method to calculate the user’s preference for net-
work and the network’s preference for user. After these two preferences
are traded off as the weights of edges in bipartite graph, we can extend
the bipartite graph to a bipartite graph network. The minimum cost
maximum flow algorithm is used to obtain the optimal matching result.
Simulations show that our scheme can balance the traffic dynamically.
And it is a tradeoff between user side decision and network side decision.

Keywords: Heterogeneous wireless network · Bipartite graph
Minimum cost and maximum flow

1 Introduction

With the development of wireless communication technology, the future mobile
communication networks will not be a single well-functional networks but a
heterogeneous networks in which multiple wireless access technologies coexist.
The performance in different networks, such as network throughput, coverage
area and minimum delay will have a huge difference. So there is no wireless access
technology that can satisfy all kinds of traffic needs [1]. It can be foreseen that
the next-generation wireless communication networks will be a heterogeneous
network consists of 5G networks and 4G networks (LTE-A and WIMAX2). In
addition, the development of smart terminal such as mobile phone makes it
possible for smart network selection. The reasonable selection results should
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satisfy the QoS requirements of different traffics and network operators’ interests
as much as possible at the same time.

Existing HetWN selection algorithms are mainly based on 3G or 4G net-
work background and traffic background (Session class, streaming media class,
interaction class, and background class). This article extends the network types
and traffic types to 5G new scenario. The related works can be roughly clas-
sified into the following categories: Analytic Hierarchy Process (AHP) and its
improvements, game theory methods and other methods. Reference [2] intro-
duces the AHP method and the bankruptcy game model. References [3–5] are
improvements to AHP algorithm. The former introduces an ordered weighted
average operator to improve the performance of network selection handover.
Reference [4] combines Grey Relational Analysis (GRA) and AHP, this paper is
an improvement based on it. The concept of fuzzy logic is used in [5,6] to make
AHP judgement matrix more suitable and reasonable. In addition, game theory
tool is very suitable for analyzing the problem which contains a resource com-
peting relationships. Game theory method includes non-cooperative game and
cooperative game. Reference [7] considers that all users share the total network
rate and therefore establishes a non-cooperative game model for each participant
(user) regarding their respective data rate. References [8,9] propose an evolution-
ary game model. The proposed algorithm converges faster than non-cooperative
game and Q-learning algorithm. Reference [10] proposes a multi-user TOPSIS-
based matching game which improves the utilization of network and reduces the
network blocking rate.

The rest of paper is organized as follows: In Sect. 2, a generic heterogeneous
network model is established. In addition, 5G network parameters and new traffic
types that may appear in 5G new scenario are also analyzed. In Sect. 3, a bipar-
tite graph network model is established, and a minimum cost maximum flow
algorithm is used to obtain the optimal matching results. In the last section,
simulation analysis is carried out.

2 System Model

We consider a HetWN environment which consists of 5G, LTE-A, and WIMAX2
based on IEEE 802.16 m, as shown in Fig. 1. In addition, we assume that param-
eters such as per connection rate and average delay of network will not change
before the user number reaches the upper limit of network capacity, that is, the
network can provide service stably when the network capacity does not reach the
upper limit. This article mainly analyzes the network selection of users in zone
3. The attributes and parameters of these three networks are listed in Table 1.

We have also summarized the related works on 5G new traffics, which the
Global Mobile Suppliers Association briefly outlined in 2015. The impact of
user mobility and energy efficiency must be considered in 5G new scenario.
This paper takes transportation traffic, industrial automation and utility traffic,
health traffic, virtual reality (VR) and augmented reality (AR) traffic and smart
city traffic into consideration. The QoS requirement parameters are listed in
Table 2.
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Fig. 1. The 5G heterogeneous wireless network system.

– Transport traffic: There are multiple wireless applications that require low
latency such as vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I) and
various intelligent transportation systems. They need a lower latency than
the existing LTE networks can provide. For example, the expected delay for
anti-collision system is 5ms, and the reliability is 99.999%.

– Industrial automation and utility traffic: Wireless sensors in industrial
automation and robotics usually require secure, ultra-reliable communications
and must have a low power consumption. In the public utilities, for example,
many countries are developing smart grids. The low latency is necessary to
protect power grid.

– Health traffic: The concept of mobile health applications has been developed for
many years, such as personal health records and fitness data, wearable activity
tracking and smart phone-based applications. In addition, mobile services can
provide remote diagnosis for nursing staff.

– VR and AR traffic: VR and AR require a large amount of data. When the
head show and other displayers are wirelessly connected, they must support
low latency and high reliable data transmission.

– Smart city traffic: There are many applications of smart city in multiple fields
as traffic, public management and others.

3 Multiple Matching Algorithm Based on Bipartite
Graph Networks

3.1 Bipartite Graph Networks Model

Assuming that there are M users and N alternative access networks in area 3
as shown in Fig. 1, denoted as X = {x1, x2, . . . xm}, Y = {y1, y2, . . . yn}, respec-
tively (N = 3 in this paper). User i’s preference for all access networks is denoted
as θ(xi). ϕ(yj) is the preference of access network j to all users. Therefore, the
network selection model can be simplified as a bipartite graph model. The weight
of edge in bipartite graph indicates the degree of matching between user and net-
work. The weight matrix U is written as follows:
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U =

⎛
⎜⎜⎜⎝

U(θ(x11), ϕ(y11)) U(θ(x12), ϕ(y21)) · · · U(θ(x1n), ϕ(yn1))
U(θ(x21), ϕ(y12)) U(θ(x22), ϕ(y22)) · · · U(θ(x2n), ϕ(yn2))

...
...

. . .
...

U(θ(xm1), ϕ(y1m)) U(θ(xm2), ϕ(y2m)) · · · U(θ(xmn), ϕ(ynm))

⎞
⎟⎟⎟⎠

M×N

(1)
Where U is a utility function about user-network preferences and network-user
preferences.

This paper selects the minimum cost maximum flow algorithm to solve
the bipartite graph multiple matching problem. The bipartite graph is firstly
extended to a network as shown in Fig. 2. An aggregation node t and a source
node s is added at the network side and user side, respectively. Each edge includes
2 elements. The former means the capacity of each edge, while the latter means
the price of this edge. The edge capacity of source node to each user and users to
networks are set to 1. The edge capacity of each network to aggregation node is
the upper limit of each network’s capacity. Only the edges between the users and
networks have a price. This price depends on the remaining capacity of network.
As the remaining capacity decreases, the price rises. The price of other edges
are 0.

Fig. 2. Expanded bipartite graph networks.

3.2 Weight Decision of Bipartite Graph Using AHP and GRA

The weight of bipartite is determined by the utility function which consists of
2 preferences as described above. The price should be inversely proportional
to weight in each corresponding edge. The greater the weight, the smaller the
corresponding price. The user’s preference for network mainly depends on user’s



HetWN Selection Scheme Based on Bipartite Graph Multiple Matching 597

traffic type, and the network always prefers to the user who can provide the
highest price, so all networks have the same preference for each user.

The throughput per connection(1), average network delay(2), network sup-
ported mobility(3), network packet loss rate(4), network jitter(5), network
energy efficiency(6) and price(7) are considered as the network parameters and
different traffic’s QoS requirement parameters. These 2 preferences are firstly
calculated by AHP and then correlated by GRA.

Step 1: Parameter normalization. The parameters in Table 1 can be divided
into two categories, namely the profit type (the bigger the better) and the
cost type (the smaller the better). For users, profitable parameters include the
throughput per link and network supported mobility, while the rest are cost-type
parameters. For networks, all parameters are cost type except the user available
payment. The normalization of profit types and cost types are as written as
follows respectively:

aij =
bij − min

i
bij

max
i

bij − min
i

bij
(2)

aij =
max

i
bij − bij

max
i

bij − min
i

bij
(3)

bij is the original parameter in Table 1, aij is the normalized one.
Step 2: Construct the judgement matrix using the 1–9 ranking scheme.
Step 3: Calculation the network parameter’s weight through judgement

matrix C.

Wi =
np∏

j=1

cij(i = 1, 2, ...np) (4)

W̄i = np
√

Wi (5)

weighti =
W̄i

np∑
i=1

W̄i

(6)

Weight = (weight1, weight2, . . . weightnp) is the parameter weight which
decides the network selection results. np is the number of attribute parameters.

Step 4. Consistency test. The consistency index and average random con-
sistency index are denoted as CI and RI , respectively. The check will pass if
CI < 0.1.

Step 5. Calculation of network selection weight. Simple additive weighting
(SAW) scheme is used to decide the network’s weight.

Step 6. Calculation of grey relational matrix. ρ (usually equals to 0.5.) is the
correlation coefficient and a0j is the optimal reference sequence.
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Algorithm 1 Network Optimal Selection Algorithm Based on Bipartite Graph
Initialization:
1: There are M users and N alternative access networks. User’s traffic is randomly

distributed.
2: The price and capacity information for each edge in this bipartite graph network.
3: while 1 do
4: Randomly select the minimum value in P .
5: If the minimum value is Pij , then allocate user i to network j and update P and

edge capacity.
6: If the edge capacity is 0, then delete the edge between user i and network j.

Pij = nan.
7: If all users have been assigned, break out.
8: end while
Output:
9: Output the matching results.

R =
min

i
min

j
|a0j − aij | + ρmax

i
max

j
|a0j − aij |

|a0j − aij | + ρmax
i

max
j

|a0j − aij | (7)

Step 7. Calculation of correlation network’s weight. Finally, according to the
correlation matrix R obtained by GRA and network’s weight obtained by AHP,
the preferences of users with different types of traffic for all networks are obtained
as:

θ = R · FT (8)

Similarly, we can also get the network’s preference for users (ϕ).
Step 8. Calculation of utility function and price of edge in bipartite graph

network. The utility function consists of 2 preferences. And a compromise factor
is set to combine these 2 preferences which is denoted as α. The price can be
calculated by the following formula:

Pij =
1

αθ(xij) + (1 − α)ϕ(yji)
+(max

i
max

j
Pij−min

i
min

j
Pij)(NCj −RCj)γ (9)

NCj is the network j’s capacity and RCj is its remaining capacity. γ is a number
between 1 and 2.

3.3 Proposed Heterogeneous Wireless Networks Selection
Algorithm

In this paper, the minimum cost maximum flow algorithm is used to solve this
optimal matching problem. Firstly, the price and capacity of each edge is ini-
tialized by the analysis we have talked above. Then we find out all the paths
from s to t. The average cost per path is equal to the total cost divided by the
maximum capacity in this path. Since the capacity of edge connected to s is 1,
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Pij is the average cost per path. Then we find out the minimum value in P .
If there are multiple paths with same price at the same time, randomly selec-
tion should be taken to ensure the fairness. After the user has been assigned to
the corresponding network, the capacity and price of each edge in this bipartite
graph networks will update. The edge will be deleted if its capacity is 0. The
loop is ended until all users have been assigned. The specific algorithm refers to
the Algorithm 1.

4 Simulation Results

In this simulation, we mainly study a NetWn which consists of 3 wireless net-
work: 5G, LTE-A and WIMAX2 based on IEEE 802.16m. There are many users
randomly distributed in area 3 as shown in Fig. 1. The network’s parameters
and traffic QoS requirement parameters are listed in Tables 1 and 2. The total
user number is 20 to 500. The capacity of each network is set to 400. Due to the
randomness of user traffic, we used 1000 Monte Carlo simulations per cycle.

Table 1. The attribute parameters of 5G, LTE-A and WIMAX2 network.

Network parameters 5G LTE-A WIMAX2
(Low
mobility)

WIMAX2
(High
mobility)

Throughput per connection (Gbps) 1 0.1 1 0.1

Network average latency (ms) 1 10 10 10

Network supported mobility (km/h) 500 350 6 120

Network packet lost (%) 0.001 0.003 0.002 0.002

Jitter (ms) 1 3 2 2

Energy Efficiency (1e-7 J/bit) 1 100 200 200

Price ($) 5 3 4 4

Due to the user in different moving conditions, the network parameters of
WIMAX2 change a lot. So this paper considers the performance of WIMAX2
in low mobility scenario and high mobility scenario respectively. Figure 3 shows
the weight of network selection under different traffics. Figure 4 shows the ratio
of users which select different networks to the total number of users. In Fig. 4,
the number of users who choose 5G network is the most. Because 5G network
can provide the best service so that most of traffics are more suitable to choose
5G. With the total user number decreases, the ratio of user who selects 5G
is increasing. With the total number of user increases, the result of network
selection tends to be balanced, which shows that theproposed algorithm has the
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Table 2. The required QoS attribute parameters of 5G new traffics.

QoS requirement attributes Transport Industrial

automation

and utility

Health VR&AR Smart

city

Throughput per connection (Gbps) 0.0001 0.0001 0.05 0.5 0.05

Network average latency (ms) 5 10 10 1 50

Network supported mobility (km/h) 350 1 1 6 60

Network packet lost (%) 0.001 0.003 0.002 0.002 0.004

Jitter (ms) 1 3 3 2 5

Energy Efficiency (1e-7 J/bit) 300 10 200 500 500

Price ($) 10 7 12 10 5

function of balancing the traffic load while reasonably allocating services. This
is due to an update of price in bipartite graph network.

The effect of compromise factor α on network selection results is shown in
Fig. 5. When α = 0, the network selection only considers the network’s preference
for user. Due to the prices of 3 networks are not much different, the proportion of
users who choose different networks is not much different. When the compromise
factor is 1, the network selection only considers the user’s preference for network,
which is the case in [4].

(a) WIMAX2 with low mobility (b) WIMAX2 with high mobility

Fig. 3. The weight of network selection.

Figure 6 shows the average price of access network which is equal to the total
system price divided by total system throughput in high mobility scenario. It
also shows that our scheme is a tradeoff between AHP-GRA network selection
at user side and network side. In addition, we propose a modified random net-
work selection scheme: If the traffic can only be carried by 5G, then only the 5G
network is selected, otherwise it is randomly allocated to these 3 networks. Sim-
ulation shows that our scheme has a lower average price than modified random
selection scheme.
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Fig. 4. Matching results (α = 0.5,γ = 1.4).

Fig. 5. Effect of compromise factor on matching results (γ = 1.4, user number is 500).

Fig. 6. The average price of networks with different schemes (γ = 1.4).
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5 Conclusion

In this paper, we have proposed a heterogeneous network selection scheme based
on bipartite graph. First of all, we have analyzed the system model and 5G
new traffics, which makes it easy for us to calculate the following problems. By
designing a price function consists of user to network preference and network to
user preference, we have set up a bipartite graph network model. After using
minimum cost and maximum flow algorithm, the matching results were carried
out. Simulation results showed that our scheme could balance the traffics into
different networks dynamically. That is, some 5G traffics could be carried by 4G
networks when there are too many users in one area. And our scheme was also
a tradeoff between users and networks.
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Abstract. Traffic classification has been well studied in the past two
decades, due to its importance for network management and security
defense. However, most of existing work in this area only focuses on pro-
tocol identification of network traffic instead of content classification. In
this paper, we present a new scheme to distinguish the content type for
network traffic. The proposed scheme is based on two simple network-
layer features that include relative packet arrival time and packet size.
We utilize a new model that combines deep neural network and hidden
Markov model to describe the network traffic behavior generated by a
given content type. For a given model, deep neural network calculates
the posterior probabilities of each hidden state based on given traffic fea-
ture sequence; while the hidden Markov model profiles the time-varying
dynamic process of the traffic features. We derive the parameter learn-
ing algorithm for the proposed model and conduct experiments by using
real-world network traffic. Our results show that the proposed approach
is able to improve the accuracy of conventional GMM-HMM from 77.66%
to 96.11%.

Keywords: Network traffic · Content classification · Hidden Markov
model · Deep neural network

1 Introduction

Internet traffic classification is the basis of effective network management. Such
as Quality of Services (QoS), network planning and provisioning and network
security. Currently, the common approach is to categorize traffic into different
types of protocols or applications mainly by three methods: port-based, payload-
based, and flow-based. However, with the development of network techniques,
the design of network application and protocol is more sophisticated. Which
allows one single protocol/application can carry various kinds of communication
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contents [6] (e.g. HTTP can supply text, game, video and audio streaming). Just
only identifying the protocol/application [1,3,8–10,15] type is not sufficient for
effectively monitoring of network flows.On the other hand, traditional port-based
and payload-based methods will meet certain limitation when the applications
use dynamic port and encrypted transmission.

The goal of this paper is to classify Internet traffic into different content
types. The core idea of the program is that the network flows generated by same
type of content have similar behavior characteristics evolving over time. Using
these characteristics can distinguish the content of network flow. Thus, we pro-
pose a new model that combines deep neural network and hidden Markov model
to describe the behavior of network traffic generated by a given content type. For
a given model, HMM profiles the time-varying dynamic process of the traffic fea-
tures for specific content type; while DNN calculates the posterior probabilities
of each hidden state based on contextual observation values. There are several
reasons for using DNN-HMM. First, HMM is a simple and effective model to
describe the time series data, which is suitable for modeling the behavior of net-
work flow. However, HMM has two limitations: (i) the independent assumption
of observation values; (ii) the ability of processing complex observation values is
not efficient enough. The prominent performance of DNN in classification prob-
lems can not only solve the context-related problems, but also deal with complex
observation values. Therefore, the advantages of DNN can be used to make up
for the inherent defects of HMM. We perform experiments on real-world traffic,
including six most common content types: audio, game, image, live video, radio,
and video of demand (VOD). Results show that our approach has a significant
improvement compared to conventional GMM-HMM.

The major contributions of this paper are summarized as follows.: (i) we
use a DNN-HMM hybrid structure, the DNN is used to replace conventional
probability distribution function (i.e. Gamma, Gauss, Poisson) of HMM state;
(ii) we use packet arrival time (instead of inter-arrival time) and packet size as
observation values, and multivariate mixed Gaussian distribution is used as the
pdf of the observable vector; (iii) we propose a more fine-grained classification
method based content type of traffic transferred.

The rest of the paper is organized as follows. In Sect. 2 we review related
work about network traffic classification. Section 3 introduces the basic idea of
DNN-HMM. Section 4 shows the experiment result of proposed model. Section 5
analyzes several key elements for the model performance improvement. Finally,
Sect. 6 draws conclusions and outlines the future work.

2 Related Work

Recently, a number of traffic classification techniques have been studied, which
can be categorized into three kinds: port-based, payload-based, and flow-based.
However, the port-based approach is rather inaccurate due to dynamic port allo-
cation, and some applications override the well-known port in order to bypassing
the firewall [7]. The payload-based [4] approach cannot deal with the encrypted
traffic and there is privacy concern with inspecting the payload.
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The flow-based method was developed to address these problems. This
method classifies traffic based on the flow statistics, e.g. flow duration, flow size
and number of packets. Such methods usually use machine learning techniques to
build profile patterns for specific traffic type, and do not affected by encryption
due to not require to access to the payload. The authors of [9,10] provided sur-
veys of techniques for traffic classification using classic ML. Although the classic
ML methods can achieve high accuracy under some conditions, it’s difficult to
extract proper features for classification and calculate so many features are time
consuming. An alternative is to use the raw packet-level information, such as
the packet size (PS) and inter-arrival time (IAT).

Wright et al. [15] are the pioneers that applied HMM for traffic classification,
For each traffic type, they built two HMMs by utilizing the PS and IAT respec-
tively. Alberto et al. [1,3] proposed an improved model on basis of the previous
work. They used a two-dimensional observation values trying to take account of
the joint characteristics of PS and IAT, where PS and IAT obey Gamma dis-
tribution. However, the authors assumed that the PS and IAT are statistically
independent, which contradicts our analysis of real-world traffic.

Recent years, deep learning [5] has been the new trend of ML, which has
achieved successful applications in the fields of image and speech recognition.
The performance of classic ML techniques heavily rely on handcraft features,
therefore some researchers make applications of deep learning for IP traffic clas-
sification by using the raw traffic data. In [14], the authors used the consecutive
payload bytes of TCP session as the input of DNN to identify protocols. Wang
et al. [13] proposed an end-to-end scheme to classify encrypted traffic based on
convolution neural network. Chen et al. [2] converted the early sequence of pack-
ets into image, and then classified the traffic according to the way of processing
image by CNN. However, the approaches mentioned above do not consider the
temporal correlation of flow features. Thus in this paper, our proposed method
tries to combine the advantages of both HMM and DNN, and classify traffic
from another point of view based on content.

3 Proposed Method

3.1 Traffic Pattern Characterization

Figure 1 displays the dynamic model of network flow. We can divide the time-
varying dynamic process of the traffic flow into two parts: one is the observable
layer, used to describe the changes of external flow shape and characteristics over
time, such as the packet size and arrival time, i.e. the observation values; the
other one is the state layer, used to describe the internal state changes of net-
work flow generation mechanism or working mode over time. The internal states
transition of network flow represents the change of flow pattern over time, and
determines the measurements index of external shape and characteristics. How-
ever, in a practical application, the internal state of the network flow is difficult
to measure directly, it can only be inferred and estimated by the measurement
indicators of the external characteristics.
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State layer S1 S2 S3
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Fig. 1. The dynamic model of network flow

In general, network flows of the same type have relatively fixed change pat-
tern, thus the behavior characteristic for a specific type of network flows can be
described by external measurement indicators and internal states together, and
used as the basis for identification. More specifically, for a given content type
of network flow c,

−→
O c

t denotes measurement vector at time t, Qc
t is the corre-

sponding internal state. To simplify the complexity of quantitative modeling, we
assume that the current state Qc

t is only related to the previous state Qc
t−1, and

independent of Qc
1:t−2. In addition, the observation value

−→
O c

t is only related to
the current state Qc

t , and independent of Qc
1:t−1, Qc

t+1:T ,
−→
O c

1:t−1,
−→
O c

t+1:T . Thus,
this work proposes to use HMM to profile the interaction between external mea-
surement index and internal state of the network flow.

3.2 GMM-HMM

To built a DNN-HMM, firstly we need to train a baseline GMM-HMM. OT =
(o1,o2, ...,oT ) is a sequence of observations generated by single HMM, T is the
length of sequence. ot = (xt, yt)′ is a continuous bi-dimensional observable at
time t, qt ∈ {s1, s2, ..., sQ} is the corresponding state of ot, where Q denotes the
number of states for HMM, xt denotes the packet size (PS) at time t, yt denotes
10 log10(AT/1μs). λ = {A,B,π} denotes the set of parameters characterizing
the HMM model, the details are given as follows:

1. A = {aij} denotes the state transition probability matrix.

aij = Pr(qt+1 = sj |qt = sj), 1 � i, j � Q (1)

2. B = {bi(ot)} denotes the observation probabilities, where bi(ot) represents
the probability of observation vector ot at state si.

bi(ot) = Pr(ot|qt = si) (2)

3. π = {πi} denotes the initial state distribution.

πi = Pr(q1 = si), 1 � i � Q (3)
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We calculate the cross-correlation coefficient of packet arrival times and
packet sizes within the same session, if the AT and PS is statistically inde-
pendent, the cross-correlation coefficient will be very close to zero. Figure 2
shows that, in the traffic we analyzed, all content types exhibit significant cross-
correlation between AT and PS, which demonstrates the AT and PS are clear
related within same session. Thus we use joint distribution as pdf of observable
vector, i.e.:

Pr(ot|st = i) =
∑M

m=1

ci,m
2π|Σi,m|1/2 exp[−1

2
(ot − μi,m)TΣ−1

i,m(ot − μi,m)] (4)

ci,m is the weight of Gaussian mixture, and
∑M

1 ci,m = 1 of certain state i.
μi,m ∈ R2 is the mean vector of Gaussian, Σ−1

i,m ∈ R2×2 is the covariance matrix.
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Fig. 2. Cross-correlation coefficient between AT and PS

3.3 DNN-HMM

Once the GMM-HMM is available, we replace the GMM-HMM model’s Gaus-
sian mixtures with a DNN and compute the HMM’s state emission likelihoods
Pr(ot|qt) by converting state posteriors probability Pr(qt|ot) obtained from the
DNN. Compared to conventional GMM model, there are two advantage of DNN.
Firstly DNN overcomes the complexity of the traditional analysis process and
the difficulty of selecting the appropriate model function. Secondly, DNN can
use the information of adjacent observation, which partially alleviates the viola-
tion to the observation independence assumption made in HMMs [16]. Figure 3
illustrates the architecture of the classifier. The details of the system are shown
as follows:

1. The training procedure of DNN-HMM mainly includes three steps:
(a) For each type of traffic c ∈ {1, 2, ..., C}, we train a GMM-HMM with

parameters λc using the observation sequences of class c, where λc is easily
estimated by Baum-Welch algorithm [11].
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Fig. 3. The architecture of classifier

(b) For each observation sequence Oc
T of class c, using the corresponding model

λc to obtain the optimal state sequence Q∗
T through the Viterbi algo-

rithm [11]. The states of all HMMs are merged into one set S =
⋃

Sc,
where Sc is the state space of model c. Then mapping the states space S
of the HMMs to the output labels of DNN.

Q∗
T = arg max

q1,q2,...,qT ∈Sc

Pr(q1, q2, ..., qT |Oc
T , λc) (5)

(c) Using the pairs of observable values and corresponding states (ot, qt) to
train the DNN.Here, we use a regular Feedforward Neural Network (FNN),
the more details about DNN can be seen in [14].

2. Classify procedure: For a new traffic flow sequence O, firstly it is input into
the DNN, and DNN outputs the posterior probability Pr(qt = s|ot). Then we
compute its probability Pr(O|λc) of being generated by each of the HMMs,
since calculating Pr(O|λc) requires the likelihood Pr(ot|qt = s) instead of the
posterior probability, converted it as follow:

Pr(ot|qt = s) = Pr(qt = s|ot) Pr(ot)/Pr(s) (6)

Here, Pr(s) is the prior probability of state s in the training set. Pr(ot) is inde-
pendent of the state, thus it can be ignored. Finally, the observation sequence
O is assigned to the class that generates it with the highest probability

c∗ = arg max
1≤c≤C

Pr(O|λc) (7)

Where Pr(O|λc) is calculated by using the Forward-backward algorithm [11].
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4 Experiment and Results

4.1 Dataset

The traffic we considered includes six most common content types of traffic,
namely audio, game, image, live video streaming, radio, and video of demand,
shown in Table 1. The audio topology represents the online music, including sev-
eral audio formats (mp3, m4a and mp4), and the radio typology represents the
web radio broadcast, which is a real-time online audio streaming. As regards
game traffic, web game is becoming a new trend, because it does not require
download and installation, we choose one popular web cards game: Fight the
Landlord. We only study dozens of game flows, because the traffic of game is
strongly dependent of user behavior and distinctly different form other types of
traffic, so it can be easily classified. As for the image traffic, we analyzed the
image types from about 100 web pages and two most common image types JPEG
and PNG were chosen. As for video streaming, the live represents the live video
streaming, and the VOD represents the video that allows the viewer to select
content and view it at a time of his own choosing, the more detailed difference
between live streaming and VOD can be found in [12].

In this paper, we only model the traffic from server to client, because we want
to infer the type of content the user is browsing from the flow patterns. And we
do not take account into packets with empty payload, like TCP control packets
(SYN, ACK, Keep-Alive). All the sessions consisting of less than 5 packets are
omitted from our analysis.

We collected the traffic on my PC by accessing the well-known websites and
labeled it manually, the collection process lasted for multiple time periods. The
dataset is separated into two portions: a training set and a testing set.

Table 1. The details of dataset

Type of traffic Training set Testing set

Audio 148 122

Game 32 30

Image 2697 1148

Live 241 210

Radio 221 101

VOD 227 135

4.2 Parameters of the Model

Each content typology generates a HMM model. For simplicity, we set each
HMM has the same number of Q states, and each state has same number of
M gauss mixtures. We try to keep the values for Q and M as small as possible
in order to obtain lower computational complexity, and at same time provide
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sufficient accuracy in modeling all typologies of traffic. We make comprehensive
comparison of the model performance for different values of Q and M , and then
choose values of Q = 3 and M = 2 as the model parameters.

After the GMM-HMM training finished, we can obtain the training data for
DNN. The dataset is divided into three subsets: 75% as the training set, 15%
as the validation set, and 15% as the testing set. The validation set is used for
checking the DNN parameters.

4.3 Result

We use Accuracy to evaluate the overall performance of a classifier, and use
Precision and Recall to evaluate the performance for each class of traffic.

Table 2. Classification accuracy of GMM-HMM and DNN-HMM

Model Training set Testing set

GMM-HMM 89.46% 77.66%

DNN-HMM(4×20) 98.21% 96.11%

The overall classification accuracy of different system is compared in Table 2.
The baseline GMM-HMM was trained on the training set, and achieved accuracy
of 77.66% on the testing set. A DNN with four hidden layers each of which has
20 neurons was trained on basis of the GMM-HMM model. We can see that
the accuracy of DNN-HMM is 8.75% higher than that of the GMM-HMM on
the training set. Moreover, when the hybrid model is applied to the testing set,
the classification accuracy increases from GMM-HMM’s 77.66% to DNN-HMM’s
96.11% - a 23% relative improvement, which is a very high gain.
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Fig. 4. The precision comparision of GMM-HMM and DNN-HMM
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Fig. 5. The recall comparision of GMM-HMM and DNN-HMM

Figures 4 and 5 show the precision and recall comparision of six classes of
traffic. As seen in Fig. 4, the precision of audio, image, and live in DNN-HMM is
higher than GMM-HMM, and two classes is approximately equal, the radio class
has a inferior precision of DNN-HMM. As seen in Fig. 5, the DNN-HMM can
achieve more than 90% recall for each traffic type. Three typologies of traffic
(audio, image and live) have a significant increase compared to GMM-HMM,
and radio only has a slightly increase because it already has a very high recall.
Both of the models obtain high recall for game, radio and VOD. In summary,
the DNN-HMM achieves better performance than the GMM-HMM on the task
of content classification of network traffic.

5 Discussion and Analysis

5.1 The Influence of Hidden Layers

Table 3 lists the results for multiple hidden layers (DNN-HMM) and correspond-
ing single layer (NN-HMM) with the same number of parameters on testing set.
One can notice that the classification accuracy increases with more hidden layers.
When only one layer is used, the accuracy is 93.07%. When four hidden layers
(4×20) are used, the DNN-HMM get the best accuracy of 96.11%, while the
corresponding single layer (1×63) model obtains 95.25%. However, the classifi-
cation accuracy starts to decrease when the number of hidden layers more than
five. In summary, compared to the single layer model, a deeper model has bet-
ter performance. The experimental results demonstrate that DNN with deeper
structure has more strong nonlinear modeling power.

5.2 The Size of Contextual Window

Table 4 shows the accuracy comparison for whether using the information of
adjacent packets. It can be clearly seen that regardless of whether shallow or deep
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networks are used, using information of adjacent packets significantly increases
the classification accuracy. The performance of using five consecutive packets
information is better than three packets, and three packets better than only
one packet. Moreover, a deep network improves performance more than the
single hidden layer network when using adjacent packets information, which can
achieve high accuracy of 96.11%, while the corresponding network with single
layer achieves 95.25%. Note that if only one single packets information is used,
the DNN-HMM is even worse than GMM-HMM (77.15% versus 77.66%).

Table 3. Accuracy for multiple hidden layers versus single layer

L×N DNN-HMM 1×N NN-HMM

1×20 93.07%

2×20 95.07% 1×34 94.16%

3×20 95.65% 1×50 94.67%

4×20 96.11% 1×63 95.25%

5×20 94.50% 1×77 94.33%

Table 4. Comparision for different size of window

Model type 1 3 5

NN-HMM (1×63) 76.98% 94.27% 95.25%

DNN-HMM(4×20) 77.15% 94.79% 96.11%

6 Conclusion

In this work, we propose a Deep Neural Network-Hidden Markov Model (DNN-
HMM) for accurate traffic classification based on packet-level properties (packet
arrival time and packet size). The classification scheme takes advantage of DNN’s
strong representation learning power and HMM’s dynamic modeling ability.
Moreover, we classify traffic into different content categories, including streaming
audio/video, game, and image. We place our classifier in a real-world trace envi-
ronment, the experiment results show that the proposed technique can achieve
a significant performance improvement compared to the conventional GMM-
HMM. Our results suggest that two key factors contributing most to the per-
formance improvement of DNN-HMM are: (1) using deep neural networks with
sufficient depth; (2) using the information of multiple consecutive packets. We
will expand our method by considering more content typologies of traffic and
real-time classification for the future work.
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Abstract. The dissemination of information is the main application
of vehicular networks. The cost of network data transmission is signifi-
cantly increased and the overall performance of the network routing pro-
tocol is deteriorated obviously in the vehicle networks without cluster.
In order to ensure the reliability and timeliness of information transmis-
sion in VANET, it is necessary to cluster the network in most cases. The
existed clustering protocols cannot solve the problem of the stability of
the cluster due to the high dynamic mobility in VANET. In this work,
we improve a clustering protocol based on the optimization of number of
cluster heads, the distance from cluster head to cluster members, and the
relative velocity of vehicles within the cluster. The optimized cost func-
tion contains three weighting factors for adjusting the specific gravity.
The weighting factors can be decided with different demand. Simulation
results show that our improved clustering protocol has very good perfor-
mance for the stability of the cluster. It can provide a good support for
the future network routing protocol.

Keywords: Cluster · VANET · Channel allocation

1 Introduction

A vehicular ad hoc network (VANET) is the fusion of the Internet, mobile com-
munication network and the Internet of things, which has a key role in the
intelligent transportation systems. In VANET, the idea of clustering is investi-
gated to achieve some of the benefits of an infrastructure-based network without
the need for physical infrastructure. Clustering algorithms are proposed to make
a hierarchical network structure form in a distributed manner throughout the
network. The so-called clustering is to make associating mobile nodes into groups
according to some rule set, which is vital for efficient resource consumption and
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load balancing in large scale networks. Each group is called a cluster which
is composed of cluster head (CH) to mediate between the cluster and cluster
member (CM). Clustering routing algorithm is based on cluster to achieve node
management and data forwarding, which improves routing discovery overhead,
broadcast storm and network throughput. The existing clustering algorithms can
be classified into four categories: mobility-based, weighted-based, DEA-based or
ACS-based clustering, and Location-based clustering protocol.

1.1 Related Work

With the development of the vehicular ad hoc network, the improved protocols
from the traditional MANET are difficult to meet VANET?s requirements. There
are many routing protocols from different aspects. From the point of clustering
protocol, it can be classified into four categories: mobility-based, weighted-based,
DEA-based or ACS-based, and Location-based clustering protocol.

(1) Mobility-based clustering protocol : The protocols in this section take rel-
ative mobility between a node and its potential cluster heads as cluster head
selection parameter, which can be more likely to be able to maintain a sta-
ble communication link with small relative velocities when nodes are moving
together. Such as [1–4], these algorithms accurately identify nodes showing sim-
ilar mobility patterns and group them in one cluster.

(2) Weighted-based clustering protocol : In Weighted-based clustering proto-
col [5–7], cluster head selection for its neighbours is to calculate an index quanti-
fying its fitness. The index, such as the degree of link stability, connectivity, node
uptime etc., is a weighted sum of various network metrics. In those protocols,
the index representing a node’s suitability is based on its entire neighbourhood
relationship. When node’s connectivity is quite marginal, it may be identified as
a best cluster head candidate.

(3) DEA-based or ACS-based clustering protocol : Many DEA-based cluster-
ing have been studies in [8–11]. The combination of DEA (Data Envelopment
Analysis) and clustering technique is categorized into two methods. The first
method is a two-stage algorithm for clustering data by using DEA and a cluster-
ing technique such as k-means [9,10]. The second method is to use DEA results
for clustering the data [8,11]. ACS-based (Ant Colony System) clustering algo-
rithm is introduced in [12,13].

(4) Location-based clustering protocol : In the designing of routing protocols,
considering geographic location information can control the number of cluster
heads, reduce the communication cost of inter-cluster and enhance the efficiency
of the routing forwarding [14–16]. Reference [15] uses node velocity estimation,
introduction of virtual network central node, early warning for cluster head fail-
ure and inter-cluster load balancing to form a stable and reasonable clustering
structure and achieve the purpose of being easy for frequency planning. Refer-
ence [16] is based on Firefly Algorithm and clustering techniques to improve the
routing performance under different mobility structure.
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1.2 Contribution of This Paper

In this work, a new clustering protocol is proposed to improve the stability and
aggregation of network clustering in VANET. Our contribution includes:

(1) The proposed clustering method is related to density. It can be better
applied to the different vehicle density environments. The performance of the
clustering can well adapt to changes in vehicle density.

(2) The relative velocity of the vehicle is added to the cost function. It can
improve the stability of the cluster and provide great stability for network routing
protocols over the proposed clustering method.

(3) The weighting factors provide flexible scalability for network routing with
different requirements.

2 Network Modeling and Problem Statement

2.1 Network Modeling

In this section, the network model is introduced. The assumptions of considered
scenarios are as follows.

(1) We assume that the vehicle is uniformly distributed and its inter-vehicle
space is Vs = N/L, where N is the total number of nodes and L is the length of
highway.

(2) The multi-lane highway scenario is considered as a one-dimensional
model.

(3) Each vehicle is equipped with a global positioning system (GPS) to know
its own position at any given time.

(4) Each vehicle broadcasts beacon packet every 100 ms which includes its
location information.

The straight highway scenario is shown in Fig. 1. There are n vehicles
distributed the straight highway with the length of L , denoted as xi, i ∈
{1, 2, · · · , n}. Each vehicle periodically broadcasts a beacon packet. The proba-
bility of p determines that the vehicle can be chosen as a cluster head.

CH2
CH1 CHi

Fig. 1. Demonstration of a clustering scenario.
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2.2 Problem Statement

In this work, our problem is to design a clustering protocol that aims to minimize
the cost function and lets the nearby nodes divide into the one cluster as much
as possible. A better cluster protocol can provide a higher reliability and lower
delay for message dissemination.

Let’s denote by C(p) the cost function, p is the probability that a node can
be chosen as a cluster head. The cost function consists of two parts: the average
distance between CH and the distance of a CM to its CH. Therefore, we have:

C(p) = e1DCH(p) + e2DCM (p) + e3V (p) (1)

C = minC(p), for popt ∈ (0, 1) (2)

where popt is the optimal value of p, e1, e2 and e3 are the weighting factors.

2.3 Distribution of Relative Velocity

The previous studies show that the velocity of the vehicle traveling on the road
is subject to the normal distribution N(μ, σ2) [17]. Since we only focus on a
unidirectional highway scenario, the velocity can be calculated as a scalar. Its
probability density function (PDF) can be represented as:

f(v) =
1√
2πσ

e−(v−μ)2/2σ2
(3)

where v is the vehicle’s velocity. In reality, there is a correlation between the
velocity of the vehicles. We denote vi and vj as any two vehicles’ velocities which
are jointly normally distributed random variables, then vi − vj is still normally
distributed. The PDFs of vi and vj are f(vi) ∼ N(μi, σ

2
i ) and f(vj) ∼ N(μj , σ

2
j ),

respectively. So vi − vj forms a multivariate normal distribution which can be
represented as

f(vij) =
1√

2πσij

e−(vij−μij)
2/2σ2

ij (4)

where vij = vi − vj , μij = μi − μj . Due to the correlation, σij can be calculated
as

σ2
ij = σ2

i + σ2
j + 2ρijσiσj (5)

where ρij is the correlation coefficient. In particular, whenever ρij < 0, so the
value of σ2

ij is less then σ2
i + σ2

j .

2.4 Clustering Method

To find the most stable vehicles as the cluster heads (CHs), a clustering method
is proposed in this section. We assume that the distance to the source of vehicle
x is uniformly distributed over the straight highway scenario with length L [18].
p is the probability that a node will be chosen as a CH. NCH represents the
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average number of CHs. NCM denotes as the average number of CM that will
be merged into a CH. Therefore, we have:

NCH = np (6)

NCM =
n

np
− 1 =

1
p

− 1 (7)

The requirements for clustering are as follows: (i) to have less number of CHs;
(ii) to let each CM within a CH be as close to its CH as possible; (iii) to let the
velocities of each cluster?s CMs and CH have less variance. According to all of
these requirements, a combined cost function is designed that can measure the
cost of the number of CHs, the distance of a CM to its CH, and the variance of
relative velocity between a CM to its CH. Therefore, the cost function C(p) is:

C(p) = e1NCH + e2

NCH∑

k=1

NCME{|xCH − xCM |2} + e3

NCH∑

k=1

E{|vi − μ|2} (8)

where e1, e2, and e3 are weighting factors to trade off these three requirements.
Due to the uniform distribution of x, we can know that E{|xCH |} = L/2 and
E{|xCM − xCH |} = L/(4np). As we know, the variance σ2

c of velocity of cluster
can be calculated as

σ2
c = E{|vi − μc|2} (9)

where μc is the average velocity of all the CMs of a CH in a cluster. Its value
can be determined by the speed limit of the highway. Then:

C(p) = e1np + e2np

(
1
p

− 1
)

Δd2

16n2p2
+ e3npσ2

c (10)

where e1 + e2 = 1, e3 is selected by the value of σ2
c . Let dC(p)/dp = 0, we find:

p3 + w1p = w0 (11)

where
w1 = e2L

2/(16n2(e1 + e3σ
2
c )) (12)

w0 = 2w1 (13)

Note that the polynomial discriminant D = (w1/3)3 + (w0/2)2 > 0, one root
is real and the other two are complex conjugates. In terms of the cubic formula,
we have:

popt =
w1

3τ
− τ (14)

where

τ = 3

√
−w0/2 +

√
w2

0/4 + w3
1/27 (15)

It can be verified that d2C(p)/d2p|p=popt
> 0, which means that C(p) is

indeed minimized at popt, which is the optimal probability for a node to be
chosen as a CH.
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2.5 Estimation of the Number of Vehicles

The number of vehicles n must be estimated in real time due to the cluster needs
to update dynamically with the change of vehicle density. We have assumed that
the vehicle is uniformly distributed. So each node can estimate the number of
vehicles within the highway in length of L according to transmission range R
and the number of vehicles within its range. Let’s denote Ψt the total number
of nodes within a node’s transmission range and nt the total number of nodes
within the length of L. We have:

nt =
ΨtL

R
. (16)

We can get the value of Ψt easily with the help of beacon messages.
Assume that the measurement value of Ψt is denoted as Ψt(i) during the i-th

cluster updating cycle. In terms of Eq. 16, we have:

n̂(i) =
Ψt(i)L

R
. (17)

2.6 Clustering Protocol

All vehicles in the target area need to periodically broadcast beacon packets to
initialize and update clusters. At the beginning, all the vehicles are in the status:
STANDALONE. After the establishment of the cluster, the cluster head status
is CH, the status of cluster member is CM . The process of clustering is described
as below:

(1) All nodes broadcast a beacon packet to the whole nodes within its trans-
mission range, which includes its node ID, GPS coordinates, and direction of
travel.

(2) After received the beacon packet, each node stores all the information
of the neighbor node and forming a the neighbor information table. Each node
estimates the number of nodes n̂(i) in the entire network by using the neighbor
information table.

(3) Each node will calculate its own optimized popt value by Eq. 14 in the
updating process of clustering with the estimated value of σ2

c and n̂. This node
generates a random probability p between 0 and 1. If the popt is greater than the
generated random probability p, this node turns to the cluster head.

(4) Each node can decide whether or not to enter the updating process by
checking the change of the number of nodes within its neighbor table. If the
change value n̂(i) − n̂(i + 1)is greater than the threshold βth, it will activate the
clustering updating process.

(5) If the time since last cluster updating is longer than a predefined constant,
activate the cluster updating process.

(6) If a node does not added to any cluster all the time, it remains in the
STANDALONE status until the next updating process.

In this protocol, both the number of clusters and the cluster heads are
adjusted dynamically with the change of n and σ2

c .
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3 Validation and Simulations

3.1 Simulation Configurations

The simulations are conducted to verify the proposed clustering protocol. The
simulator we used is MATLAB version 8.6.

In order to present the performance of the proposed clustering protocol,
we design the vehicle that is uniformly distributed in the straight highway with
length L = 2km. The number of vehicles is n = 50 ∼ 450. The transmission range
is 300m. The range of e1 is 0 ∼ 1. As a weight factor, it can adjust the weight
of the distance between the cluster head and the number of cluster heads. In
the analysis of the performance of the clustering protocol, we set up 1000 times
runnings to get all of results, and then take its average value. It can obtain
the most reliable simulation results. All simulation configuration parameters are
shown in the Table 1.

Table 1. Simulation parameters and values

Parameter Value

Highway length 2 km

Number of lanes 3

Number of vehicles 50∼450

Minimum speed 80 km/h

Maximum speed 120 km/h

Transmission range 500 m

3.2 Simulation Results

In order to show the effect of the clustering algorithm, we use MATLAB to
describe the distribution of the vehicle, and then use the proposed clustering
protocol to get the CHs. CMs are added to the cluster by the principle of near-
est joining. Finally, all the CMs and CHs in the same cluster can be connected
directly by lines, so that the readers can directly see the effect of the vehicle net-
work clustering. Figure 2(a) shows the vehicle distribution with no clustering,
Fig. 2(b) shows the distribution of vehicles after clustering. As it can be seen
from the Fig. 2, our proposed clustering protocol has a very good performance.
The adjacent the vehicles are divided into one cluster. It is helpful to reduce
the cost of data transmission, including reducing the network delay and improv-
ing the reliability of transmission. In order to obtain the performance of the
proposed clustering protocol in different network size, the numbers of vehicles
we choose are n = 50, 150, 250, 350, 450, and the range of weighting factor e1 is
0.98 ∼ 1. We set e3 = 0 that means the relative velocity of the vehicles is not
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Fig. 2. a Vehicle distribution without clustering. b Vehicle distribution with clustering.

considered. After given the values of n and e1, we can calculate the value of the
optimized probability popt according to Eq. 14. Each node determines whether
or not becoming a cluster head by comparing the value of popt with the random
probability. After the CH is determined, other nodes join the cluster by judging
the distance from cluster head. The average numbers of CHs in different net-
work size of n are obtained by 1000 simulations. As it can be seen from Fig. 3,
when the network size is small, the weighting factor e1 has small effect on the
number of CHs. When the network size is large, the number of CHs is obviously
decreasing with increasing of the value e1. This is in line with the requirements
of clustering in the actual vehicle environment, it can not only guarantee the
number of clusters in the sparse vehicle network, but also reduce the size of
the actual cluster network in dense vehicle network environment. In order to
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show the relative velocity of the vehicle on the results of clustering, we choose
σc = 1, 3, 5, 7, 9 and e3 = 100. In Fig. 4, as the variance σc of the relative velocity
of the vehicle within the cluster increases, the number of clusters decreases. In
reality, when the relative velocity of the vehicles in the network becomes large,
the relative distance of the vehicle will increase. It leads to the requirement for a
fast updating of the cluster. By reducing the number of clusters to get a better
network topology stability is a good choice.

4 Discussion and Conclusions

In this work, we develop a new clustering protocol for vehicular networks. This
clustering protocol is a dynamic clustering protocol. By optimizing the cost
function, it obtains the optimal probability of CH. The cost function contains
the weight factors, which can be used to adjust the proportion of the two part
of the number of cluster heads, the distance of CMs to its CH, and the variance
of relative velocity between CMs to its CH. It can achieve the actual needs in
different network conditions. The clustering protocol we proposed is adaptive to
the different vehicle density and the high dynamic mobility. It ensures that the
performance of clustering does not face a significant decline for network routing
due to increased vehicle density and the change of velocity.

Our future work would be that we need to find a good method to estimate
the number of vehicles in the actual vehicle network and verify the performance
and applicability of the clustering protocol by using the actual vehicle traffic
data.
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Abstract. Graph signal processing (GSP) is an emerging field which
studies signals lived on graphs, like collected signals in a sensor net-
work. One important research point in this area is graph signal recon-
struction, i.e., recovering the original graph signal from its partial col-
lections. Matrix inverse approximation (MIA)-based reconstruction has
been proven more robust to large noise than the conventional least square
recovery. However, this strategy requires the K-th eigenvalue of Lapla-
cian operator L. In this paper, we propose an efficient strategy for
approximating the K-th eigenvalue in this GSP filed. After that, the
MIA reconstruction method is modified by this proposed substitution,
and thereby accelerated. Consequently, we apply this modified strategy
into artificial graph signal recovery and real-world semi-supervised learn-
ing field. Experimental results demonstrate that the proposed strategy
outperforms some existed graph reconstruction methods and is compa-
rable to the MIA reconstruction with lower numerical complexity.

Keywords: Graph signal processing · Graph reconstruction
Semi-supervised learning

1 Introduction

With massive production of irregularly structured signals, graph signal process-
ing (GSP) becomes an overwhelming research filed, which intends to extend
classical discrete signal processing tools into graph signal domain [1,2]. Recently
developed GSP technologies, like graph-based filtering, sampling and reconstruc-
tion on graphs, have been applied into various real-life data analysis, such as
transportation network monitoring, semi-supervised learning and recommenda-
tion systems [3–5].

Graph signal reconstruction attempts to recovery a smooth graph signal from
its partial observed samples (noiseless or corrupted). A noiseless bandlimited
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graph signal can be perfectly recovered by its samples if the sample size is larger
than its bandwidth [6]. Authors in [7,8] attempted to find out the analogous
Nyquist-Shannon sampling theorem for graph signals and proposed some instruc-
tive graph sampling and reconstruction strategies. Least square (LS) reconstruc-
tion was investigated in [9] for designing a sampling condition for unique recovery.
However, the classical LS method requires full eigen-pair decomposition of the
graph Laplacian operator and large matrix inversion. Authors in [10] proposed
an iterative least squares reconstruction (ILSR) algorithm based on projection on
convex sets theorem for detouring above complex computations. A generalized
ILSR algorithm was proposed in [11] based on frame theory, which has faster con-
vergence rate compared to conventional ILSR algorithm. Authors in [12] designed
a robust graph signal recovery strategy via truncated Neumann series, termed
as matrix inverse approximation (MIA) reconstruction, which approximates the
LS solution but without full eigen-decomposition or matrix inversion. Another
approach for recovering a graph signal is regularization, which makes use of the
inherited smoothness property of graph signals [13].

In this paper, we focus on designing an efficient strategy for accelerating the
existed MIA reconstruction which needs the K-th eigenvalue of Laplacian opera-
tor L. We propose an approximation method for computing this K-th eigenvalue
in the GSP filed. Then, the MIA reconstruction method is improved by using
this proposed substitution. In the sequence, we evaluate the performance of this
method by applying it to artificial graph signal recovery and real-world semi-
supervised learning field. Simulation results show that the proposed strategy is
superior to some existing methods and is comparable to the MIA reconstruction
with lower numerical complexity.

The remainder of paper is organized as follows. We first provide the prelimi-
nary background and MIA-based reconstruction strategy in Sect. 2 and propose
the accelerated MIA graph signal reconstruction algorithm based on fast eigen-
value approximation in Sect. 3. Section 4 presents simulation results. Conclusions
are presented in Sect. 5.

2 Notation and Background

A graph is represented as G = {V, E ,W}, where V and E denote the set of nodes
and edges, and weight W(i, j) = wi,j on edge (i, j) ∈ E represents the similarity
between node i and node j. The degree matrix D is defined by D = diag(d) in
which di = Σjwi,j . Then, the normalized graph Laplacian matrix can be writ-
ten as L = D−1/2LD−1/2, which is adopted as the variation operator in this
paper [14]. L is a symmetric and positive semi-definite matrix whose eigenval-
ues and eigenvectors are 0 = λ1 ≤ λ2 ≤ ... ≤ λN ≤ 2 and U = {u1,u2, ...,uN}
respectively. A graph signal is a function f : V → R, which can also be repre-
sented as a vector f ∈ R

N , where each element represents the function value on
its corresponding node. Analogous graph Fourier transform (GFT) of a signal
f is defined as f̂ = UT f and the inverse GFT is f = Uf̂ . A signal is called
bandlimited when there exists a number K ∈ {1, ..., N} so that its GFT satisfies
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f̂i = 0, for all i > K, and the smallest K is called bandwidth of a graph signal
f . Graph signals with bandwidth at most K are called K-bandlimited (K-BL)
graph signals and can be expressed as f = UK f̂K , where UK means the first K
columns of U. We use Sc to denote the complementary set of S. A restriction
of a matrix A to rows in set S1 and columns in set S2 is denoted by the sub-
matrix AS1S2 . ASS is abbreviated as AS . Moreover, we use Su to represent a
uniqueness set [15] in this paper, and Sr to represent a random sampling set. I
is a unit matrix whose dimension is determined by context.

Graph sampling is defined as a linear mapping fS = Cf , in which the sam-
pling operator C ∈ F

M×N is [16]

Cij =

{
1, j = Si

0, otherwise
(1)

where Si is the i-th sampling index, F
M×N is the set of sampling operators

corresponding to all sampling set S such that |S| = M .

2.1 Matrix Inversion Approximation-Based Reconstruction
Strategy

A sampled K-BL graph signal can be written as fS = CUKf̂K based on previ-
ously introduced notations. In noiseless condition, if rank(CUK) = K, a unique
and perfect reconstruction f̃ can be obtained via the LS solution [17]

f̃ = UK(CUK)†fS (2)

where (·)† denotes the pseudo-inverse operator.
According to proposition 1 in [12], this LS solution is equal to

f̃ = UK [(CUK)T CUK ]−1(CUK)T fS

= UK

∞∑
l=0

[I − (CUK)T (CUK)]
l
UT

KCTfS
(3)

After a series of derivations of (3), authors in [12] proposed the MIA recon-
struction strategy which requires neither full eigen-decomposition nor matrix
inversion:

f̃ = TVSΓ̃fS (4)

where T = UKUT
K and Γ̃ =

∑L
l=0 (IS − TS)l.

The ideal low-pass graph filter T has a kernel function as follows

h(λ) =

{
1, λ ≤ λK

0, λ > λK

(5)

h(λ) can be approximated by a truncated Chebyshev polynomial, thereby
T will be approached by TPloy =

∑N
i=1

(∑p
j=0 βjλ

j
i

)
uiu

T
i =

∑p
j=0 βjLj with-

out the information of UK . It is clear that λK is required for realizing the
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approximation of T, since it is the cut-off frequency of this ideal low-pass fil-
ter. Actually, the complexity for calculating λK is O(N3) in general. If Locally
Optimal Block Prec-conditioned Conjugate Gradient (LOBPCG) method [18] is
adopted for obtaining λK , its complexity is O ((|E| M + TM3

)
T1

)
[14]. Authors

in [12] stated that λK can be computed via a series of fast algorithms, under
which its complexity will be O(RN), where K < R � N . In order to reduce the
complexity for obtaining λK and simplify the caculation steps, we propose an
efficient strategy in this GSP field to approximate λK .

3 Accelerated MIA Graph Signal Reconstruction Based
on Fast Eigenvalue Approximation

In this section, we propose a simple method to calculate λK of L in the GSP field
based on the characteristics of cut-off frequency introduced in [19]. After that, we
use the approximated eigenvalue to modify the conventional MIA reconstruction
strategy.

3.1 Simple Strategy for Approximating λK of LLL in the GSP Field

A set Su ⊂ V is called a uniqueness set for the space PWω(G), any signal
f ∈ PWω(G) can be perfectly reconstructed from its noiseless samples fSu

[15].
Based on this definition and the work achieved in [8], the cut-off frequency of
Su can be estimated as

ωc(Su) = lim
j→∞

Ωj(Su) ≈ Ωk(Su) � (σ1,k)1/k (6)

where Ωk(Su) denotes an estimator of the ideal cut-off frequency and σ1,k denotes
the smallest eigenvalue of the submatrix (Lk)Sc

u
. It is obvious that Ωk(Su) tends

to provide a better estimate with larger k, while the complexity will correspond-
ingly increase. Moreover, as claimed in [19], the exact ωc(Su) actually can be
obtained by characterizing the uniqueness set in a different way, and the follow-
ing theorem is presented in that paper.

Theorem 1. ([19]) For a graph G with normalized Laplacian L with eigenvalues
0 = λ1 ≤ λ2 ≤ ... ≤ λN and corresponding eigenvectors u1, ...,uN ,the cut-off
frequency of a subset of nodes Su is given by

ωc(Su) = max{λi : dimN [u1, ...,ui,ej : j ∈ Sc
u] = 0} (7)

Hence Su is a uniqueness set for PWω(G) if and only if ω ≤ ωc(Su).

Let Su = {1, ..., N} − {j1, ..., jN−K}, then {ej : j ∈ Sc
u} = {ej1 , ...,ejN−K

}.
According to Steinitz exchange lemma, combined with the property that
u1, ...,uK are linearly independent, we can always find ej1 , ...,ejN−K

from stan-
dard basis of RN to make {u1, ...,uK ,ej1 , ...,ejN−K

} a basis for R
N . Based on
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theorem that for a matrix A ∈ R
M×N , rank(A) + dimN (A) = N, when i = K,

we can derive

dimN [u1, ...,ui,ej : j ∈ Sc
u]

= K + (N − K) − rank(u1, ...,uK ,ej1 , ...,ejN−K
)

= 0

This actually means ωc(Su) ≥ λK based on Theorem 1. In the same way,
when i = K + 1, we will have

dimN [u1, ...,ui,ej : j ∈ Sc
u]

= K + 1 + (N − K) − rank(u1, ...,uK+1,ej1 , ...,ejN−K
)

= 1 	= 0
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Fig. 1. Experimental result for evaluating equation (9), the estimated cut-off frequency
of a random set Sr with |Sr| = 50 and the exact solution λ50 of L.

which implies ωc(Su) < λK+1.
From Theorem 1, we know ωc(Su) must be one eigenvalue of L. Moreover,

we have clarified that ωc(Su) ≥ λK and ωc(Su) < λK+1, thus leading to an
important investigation in the GSP field that ωc(Su) = λK ||Su|=K . In fact, it
is empirically illustrated that picking randomly ej1 , ...,ejN−K

will always lead
{u1, ...,uK ,ej1 , ...,ejN−K

} to be a basis of R
N , which implies that a random

sampling set Sr = {1, .., N}−{j1, ..., jN−K} can also get this conclusion. There-
fore, the exact solution of the cutoff frequency of a random set Sr with |Sr| = K
can be solved by

ωc(Sr) = λK ||Sr|=K (8)

Equations (6) and (8) actually present an excellent method to compute λK in
this GSP field. After combining (6) and (8), we propose the following corollary:

Corollary 1. For a graph G with normalized Laplacian L whose eigenvalues are
0 = λ1 ≤ λ2 ≤ ... ≤ λN , its K-th eigenvalue λK can be approximate by

λK ≈ (σ1,k)1/k||Sr|=K (9)
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where Sr ⊂ V is randomly selected set with |Sr| = K, σ1,k denotes the smallest
eigenvalue of the reduced matrix (Lk)Sc

r
. k is an estimation parameter which

controls the trade-off between estimation accuracy and computational complexity,
as exhibited in (6).

In this paragraph, we perform a numerical experiment to illustrate Corol-
lary 1. We randomly generate a weighted graph with 500 nodes, where the con-
nection probability between each pair is 0.3 and the weights on edges are ran-
domly and independently generated from 0 to 1. Then we randomly select a
sample set Sr such that |Sr| = 50. With the increase of k, the approximate and
exact solutions of the eigenvalue converge to a same value. As shown in Fig. 1,
the larger k will make the (σ1,k)1/k closer to λ50.

Algorithm 1 Outline of the proposed A-MIA reconstruction algorithm
Input: Graph variance operator LLL, observed signal fS , bandwidth K , parameters L

and k
Output: Reconstructed graph signal f̃

1: Randomly select K nodes to constitute a set Sr

2: Approximate λK of LLL by λK = (σ1,k)
1/k||Sr|=K

3: Calculate the truncated Chebyshev polynomial coefficients of ha(λ) in (11) and
then compute TPloy

a =
∑p

j=0 βjLj

4: Compute Γ̃a =
∑L

l=0

[
IS − (TPloy

a )S
]l

5: Return f̃ = (TPloy
a )VSΓ̃afS

3.2 A-MIA Reconstruction Algorithm and Complexity Analysis

As we discussed in Sect. 2.1, λK (L) is required to approximate the ideal low-
pass filter T. As discovered in Corollary 1, we can estimate λK (L) efficiently by
Eq. (9). According to (5) and (9), the kernel function can be approximated as

ha(λ) =

⎧⎪⎨
⎪⎩

1, λ ≤ (σ1,k)1/k||Sr|=K

0, λ > (σ1,k)1/k||Sr|=K

(10)

where ha(λ) denotes accelerated estimation of the original h(λ).
With this new kernel function ha(λ), we can compute its corresponding

Chebyshev matrix polynomial TPoly
a more efficiently, since the calculation of

λK is much simpler than the exact computation. Combining (4) and (10), we
formally propose the accelerated MIA (A-MIA) reconstruction and illustrate the
details of this modified MIA strategy in Algorithm 1.

f̃ = (TPloy
a )VSΓ̃afS (11)
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where Γ̃a =
∑L

l=0 [IS − (TPloy
a )S ]l.

If the bandlimited graph signal is recovered by LS method, as we can see from
Eq. (2), the eigenvector matrix U is required whose computation complexity is
O(N3) in general. While the conventional ILSR method doesn’t involve eigen-
pair decomposition, it is essentially an iterative algorithm whose complexity
and performance depends on the required steps for convergence. Both the MIA
and the A-MIA algorithm just need to compute λK of L. The computational
complexity of λK in the MIA method is O(RN) via a series of fast algorithms,
where K < R � N . As described in subsection D in section IV of paper [14], the
complexity of computing (σ1,k)1/k||Sr|=K , that is λmin

[
(Lk)Sc

r

]
, is O(kN) from

the Rayleigh quotient perspective, where k < K in general. In experiments, we
set k = 20 and K = 50, which means the A-MIA algorithm is theoretically faster
than the MIA method. Hence, we can safely claim that we propose a faster and
simplified way for getting λK . The performance of this estimator compared to
the exact one will be demonstrated in experiments.
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(b) Reconstruction MSE in G2.

Fig. 2. Simulation results for different reconstruction strategies where graph signals
are all sampled randomly.

4 Experiments

In this section, we conduct some experiments to evaluate the efficiency and
performance of the proposed reconstruction strategy. All experiments were per-
formed in Matlab R2016a, running on a PC with Intel Pentium(R) 2.9 GHZ CPU
and 8 GB RAM.

4.1 Artificial Graphs and Graph Signals

For artificial data-related simulations, we use the following models [14]:
Artificial graphs: (G1) Erdös-Renyi random graph (unweighted) with 1000
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nodes and connection probability 0.01; (G2) Unweighted Watts-Strogatz ‘small
world’ model [20] with 1000 nodes, degree 8 and rewriting probability ρ = 0.1.

Artificial signals: The true signal is noise-free and approximately bandlim-
ited with an exponentially decaying spectrum. The spectrum GFT coefficients
are randomly generated from N (1, 0.52), followed by using the following filter to

rescale h(λ) =

{
1, λ ≤ λK

e−4(λ−λK ), λ > λK

, where we choose K = 50.

Other Parameters : L is set to 10 and k is fixed at 20. The Chebyshev
function in the GSP-toolbox package [21] is adopted to realize the Chebyshev
polynomials approximation, where p = 10 and α = 8. Random sampling is used
for all reconstruction strategies.

As we analyzed in Sect. 3.2, the complexity of the proposed A-MIA algo-
rithm is theoretically lower than the conventional MIA algorithm. Moreover,
experimental results depicted in Fig. 2a, b demonstrate that the A-MIA algo-
rithm is superior to the LS and ILSR algorithm and achieves almost the same
performance as the MIA algorithm with lower complexity in both G1 and G2.

(a) Pixel images of handwritten digits.
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Fig. 3. Performance comparison for different reconstruction strategies on the hand-
written digits dataset.

4.2 Application in the Semi-supervised Learning Field

We apply the proposed algorithm to a classification task on the USPS handwrit-
ten digits dataset [22]. This dataset consists of 1100 pixel images of size 16 × 16
for each digit 0 to 9. We randomly select 100 samples from dataset for each
digit to form a subset which will consist of 1000 feature vectors of dimension
256. For each instance, these selected feature vectors are used to constructed a
symmetrized κ-nearest neighbor graph via Gaussian kernel weighting function

W(i, j) =

{
exp

(
− [dist(i,j)]2

2σ2

)
, if dist(i, j) ≤ κ

0, otherwise
, where dist(i, j) = ‖fi − fj‖22,

and fi is the feature vector composed of pixel intensity values of the i-th image.
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We fix parameter σ = 1 and κ = 10. The bandwidth K of the graph signal is
approximately 50. We adopt the spectral proxies sampling algorithm [8] to select
the nodes to label, based on which different recovery strategies are evaluated via
reconstruction accuracy.

Figure 3a shows the pixel images of different handwritten digits. Figure 3b
compares the classification accuracy of different reconstruction methods in terms
of the percentages of labeled data. It depicts that our proposed method has
higher accuracy than the conventional LS and ILSR algorithm and achieves
almost the same performance as the original MIA reconstruction with theoret-
ically lower complexity. Both the MIA and A-MIA reconstruction algorithms
utilize an approximate low-pass filter TPloy which has a slowly decaying spectral
kernel. Therefore, they can catch more information of approximately bandlimited
graph signals, thus leading to superior performance when applied into real-world
tasks.

5 Conclusion

In this paper, we propose an efficient method for approximating the K-th eigen-
value of the Laplacian operator in the GSP filed, and modify the conventional
MIA reconstruction strategy by the approximate eigenvalue. Compared with
some existed methods, the modified strategy can achieve better performance in
both artificial datasets and real-world semi-supervised tasks with lower complex-
ity.
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Abstract. The intensive network technology that is one of the key
technologies of 5G is the main means to solve the explosive growth of
data traffic demands in the future. However, with the implementation of
network-inte-nsive deployments, serious interference problems are gen-
erated. The software-defined network (SDN) allows the separation of
the control plane from forward plane, which provides the flexibility of
dynamic network programming. Combining SDN with 5G is an effective
method to copy with the interference management. This paper proposes
an SDN-based mobile wireless network architecture to solve the prob-
lem of interference coordination in mobile wireless networks. Through
the advantages of the SDN controller, the underlying wireless network
topology information is centralized to the control layer that is running
the optimization algorithm of resource allocation, which solves the prob-
lem of interference coordination. We introduces an Integer Programming
to sovle the problem of formulation. A Tabu heuristic algorithm is used to
solve the problem of interference coordination. The experimental results
show that compared with the algorithm of non interference coordination,
the proposed algorithm evidently reduces the interference value of the
whole network.

Keywords: Mobile wireless network · Software defined networking
5G · Interference coordination

1 Introduction

With the rapid growth of mobile network services and user data traffic demands,
the 5G has been proposed to satisfy the users’ the variety of network QoS require-
ments and the flexible network Service-Level Agreement (SLA) [1]. In order to
ensure low latency, high reliability and continuous wide-area coverage (provid-
ing 10 Gb/s user experience rate on the premise of guaranteeing user mobility
and service continuity) for the 5G communication systems, the deployment of
mobile wireless base station (BS) nodes will be more intensive, which results
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in a significant increase in the interference of wireless channel [2]. The Mobile
Radio Interference (MRI) is an important factor in limiting the network cover-
age and data transmission in radio communication. In Mobile Wireless Networks
(MWN), interference that produces low Signal-to-Interference-plus-Noise Ratio
(SINR) seriously affects the efficiency of data transmission between the users,
which brings about poor Channel Quality Identifier (CQI). The problem has been
studied for decades, but it has been satisfactorily dealt so far. Therefore, MRI
is an urgent problem to be solved. At the same time, network operators need to
constantly update the system to cope with the explosive growth of new network
services, mobile traffic and network application development, which ensure the
user’s demand for network services. However, the current network architecture
and the control functions of assimilation can not meet the requirements of the 5G
network services. In the meantime, the network control and management tools
of modern telecommunication system should possess extensibility, flexibility and
reconfiguration capabilities.

Software Defined Networking (SDN) [3] by the Open Networking Forum
seem to be key technology enablers in the direction of meeting requirements
such as greater flexiblity and new business models. The high level abstraction
of network control and management from the underlying network equipments
is actualized by the separation of the data planes and the control. A friendly
and programmable northbound interface is defined in a software mechanism to
centralize control of the underlying network equipments for achieving network
traffic scheduling, which evidently improves the network programmability, flex-
ibility and innovation. The mobile wireless network (MWN) combined with the
SDN will augment flexibility, extensibility and automatic configuration ability
[4,5]. This combination can be applied to wireless resource scheduling, mobile
management and cooperative interference processing (CIP) required by the 5G
mobile communication network. The interference minimization algorithm of sin-
gle BS is constructed by [6], but it does’t take into account the problem of multi
BSs interference coordination based on MWN.

In this paper, with the problem of CIP in multi BSs and multiuser (MBSMU),
we optimize the allocation of the wireless network resources (WNR), which
achieve the lowest interference value in the whole MWN. The contribution of this
paper is divided into three points. The contributions of this paper are as follows:
Firstly, we define a set of MWN-related parameters (such as the transmission
power, Modulation and Coding Scheme (MCS) and Resource Block (RB), etc.)
that can be exposed to the SDN controller, then the algorithm runs by the SDN
controller, which optimize the WNR to reduce the interference of the MWN and
improve the efficiency of data transmission. Secondly, we construct an integer
programming model for interference co-processing under multi BS and multiuser,
which will be solved by the Tabu heuristic algorithm.

Our roadmap for the rest of the paper is as follows. We first describe the
related work in Sect. 2. Section 3 we present the system design and architecture.
The CIP’s model is introduced on Sect. 4. In Section 5, we use Tabu to solve that
problem. Section 6 contains results from comparing the performance of Tabu ICP
and not Tabu ICP, and Sect. 7 summarizes the paper.



A Method of Interference Co-processing in Software-Defined Radio Networks 637

2 Related Work

In the traditional MWN, its resources management is performed in a distributed
fashion [5], where each BS has its own decision on network resources. At the same
time, 5G MWN will be composed of ultra dense deployments of BSs [7]. The
researchers have already identified new issues that interference management has
become highly complex. At present, some researches are devoted to combining
SDN with MWN to solve that problem. SoftRAN [8] proposes that the BSs
be abstracted as a virtual large base station (i.e., to be abstract as a logical
centralized control plane), which can implement the abstraction representation of
wireless resources (i.e., space, time and frequency slots). RadioVisor [9] proposes
that the 3-dimensional wireless resources should be dynamically divided based on
the traffic between virtual operators. The sliced radio resources take interference
into account. But no a practical scheme is mentioned in the above paper to solve
the radio resource control problem.

SoftMobile [10] is the SDN architecture for building heterogeneous mobile
networks. In order to solve the interference management problem, the author
constructs the development API of the programmable network to realize the
combination of the SDN concept and the MWN. However, the papers do not
provide specific resource allocation algorithms.

In the literature [11], the concept of a virtual cell (Vcell) is proposed, which
is designed to overcome the lack of flexibility and scalability in traditional wire-
less networks. Representation by means of parameterization of mobile wireless
resources such as time, frequency, space and power, the operator can design the
resource scheduling algorithm in the controller to optimize the resource alloca-
tion. However, the resource allocation algorithm based on interference manage-
ment has not been actualized.

The paper [6] studies the interference model in the wireless self-organizing
network and proposes a graph-based interference model that is ingenious and
easy to interfere with the construction of graphs. The authors use the resources
of mobile wireless networks, such as transmission links, resource blocks and MCSs
as the parameters that are used to calculate the weighted interference collision
graph as the input of optimal algorithm scheduling. As the same time, the Integer
programming method is put forward with the objective function of minimizing.
However, in this paper, only the calculation of the minimum interference gen-
erated by all links under a single base station and multi-user is considered, and
the calculation method of global interference is not considered in the case of
MBSMU.

3 System Design

From the perspective of mobile wireless core network, SDN is viewed as a break-
through in solving the problems of lack of scalability, inflexibility of deployment,
and complex management in existing architectures. As shown in Fig. 1, the key
element of the SDN MWN is the open interface between the control layer and
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Fig. 1. Software-defined mobile radio access network architecture.

the data layer entity (BSs) and the programmability of the external application
to the network entity (BSs). The main strategy of this architecture is the logical
decoupling of the network from the software-based controller, which can imple-
ment network functions through the applications program that is to request and
manipalate the services provided by the network. The architecture of this paper
is designed as three layers: the MWN layer, the control layer and the application
layer.

MWN Layer. In SDN mobile wireless networks, user devices (such as cell-
phones, self-driving cars) exchange data through radio with BSs. The wireless
resources (such as RB, MCR and power) of the BSs will be reported to the con-
troller through the southbound protocol to be aggregated and unified managed
by the controller. When in the coverage of the BSs signal, the access of the user
equipment will trigger the control information from the BSs to the control layer.
Through a series of analysis and calculation, the controller feed back resources
allocation policy to the BSs that finally completes the establishment of the data
transmission channel with the user equipment.

Control Layer. The optimal allocation of wireless network resources under
multi BSs multi-user environment is proposed in this paper to minimize the
total interference in the global network. In order to achieve the above goal,
the optimal allocation of mobile wireless network resources is achieved through
three control modules such as MNRA (Mobile Network Resource Abstration),
MNT (Mobile Network Topology) and ROS (Resource Optimization Scheduler).
Firstly, the MNRA module is an abstract representation of the BSs resources
reported from the Southbound interface, for example, the frequency, power and
MCS usage of the BSs are parameterized as the input data of the optimization
algorithm. This module ensures the optimization algorithm to make accurate
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decisions by updating data in real time. Secondly, MNT is a visual module for the
underlying network topology. The module with SDN network topology module
of the main difference is that MNT transforms quickly, with the movement of
the user equipment, which directly affect the optimization algorithm, so the
importance of this module is self-evident. Finally, the ROS module is the location
of the optimization algorithm in this article. The input of ROS is provided by
MNRA and MNT that obtains the transmission distance between BS nodes and
user devices. Similarly, the usage of base station node resources is generated
through MNRA. The tabu heuristic algorithm is proposed in this paper to solve
the problem of optimal resource allocation. In 5G, the amount of user equipments
is regionally increasing. In the architecture, to meet the problem of different
number of equipment in different regions, we should realize the function of the
cluster deployment draw on the traditional X2 interface of LTE. In the control
layer, the X2 module can be used to realize the message communication between
the control layer and the control layer.

Application Layer. The purpose of separating the application layer from the
MWN is to realize flexible control of the network through the unified inter-
face provided by the control layer. By introducing evolved packet core networks
(EPCs) [12], cloud computing, big data and other technologies, the innovation
of network can be improved. In the LTE architecture, EPCs is respectively com-
posed of the mobility management entity (MME), serving gateway (SGW), and
packet data network gateway (PGW).In our architecture, the MME system in
the application layer implements the network topology management. When the
user moves at a high speed, the MME system need to constantly update the
topology. The SGW and PGW are used to implement route forwarding of data
packets. The special function of the PGW is to allocate IP addresses, packet
filtering and QoS services for the user equipment. The cloud computing and
big data in the application layer can provide a deep analysis of the movement
direction of user equipments, and the combine the entire mobile network BSs
topology to pre-transmit data processing to avoid loss of data packets due to
mobility of user equipment.

4 The Interference Coordination Problem

We use the three parameters of the resource blocks, MCSs and power in the
MWN to select the transmission channel. We define the network parameters as
follows:

BSs M = {M1, ...,Mm, ...,MM} ,
users per BS U = {UE1, ..., UEu, ..., UEU} ,
K = {1, ..., k, ...,K} ,
MCSs R = {1, ..., r, ..., R} .
In the optimal allocation of mobile wireless network resources discussed in

[13], the wireless transmission path of the BS m to the user u can be allocated
to the block of the R block, and the method of calculating the interference value
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produced by the MCS of the K is as follows:

ωk,r
m,u =

P k
m,u ∗ χm,u

ρr
− σ2 (1)

The formulation χm,u represents the channel gain of base station m to user
u. σ represents the noise density. P k

m,u represents the power value assigned by
the base station when the m BS uses the k resource block to communicate with
user u. With multiple BSs and multiple users, the problem of optimizing resource
allocation for minimizing total interference in MWN can be translated into the
following integer linear programming problem:

min

M∑

m=1

U∑

u=1

K∑

k=1

R∑

r=1

ωk,r
m,u ∗ ξk,r

m,u (2)

subject to:

U∑

u=1

R∑

r=1

ξk,r
m,u ≤ 1 ∀k (3)

R∑

r=1

ρu,r ≤ 1 ∀u (4)

ξk,r
u ≤ ρu,r ∀u, k, r (5)

M∑

m=1

ξk,r
m,u = 1 ∀u (6)

K∑

k=1

R∑

r=1

TP k,r
m,u ∗ ξk,r

m,u ≥ TP req
m,u ∀m,u (7)

ρu,r ∈ {0, 1} ∀u, r (8)

ξk,r
m,u ∈ {0, 1} ∀m,u, k, r (9)

Equations (3)–(9) represent the constraint functions for the optimization prob-
lem expressed in (2) where the expression for ωk,r

m,u is given in Eq. (1). In this
case, ξk,r

m,u (9) is a decision binary variable that is equal to 1 if user u of macro-
cells m uses MCS r in RB k, or 0 otherwise. Similarly, ρu,r (8) is a decision
binary variable that is equal to 1 if user u make use of MCS r, or 0 otherwise.
Constraint (3) makes sure that RB k is only assigned to at most one user u,
and Constraints (4) and (5) together guarantee that each user is allocated to at
most one MCS. Constraint (7) make sure that each link achieves its throughput
demands TP req

m,u. Equation (6) represents that user u can only belong to base
station m.
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Algorithm 1 Tabu search algorithm
1: π := π0, fπ := f(π0)
2: πbest := π, fbest := fπ

3: T := φ
4: t := 0
5: push πbest into T
6: while t < time do
7: t := t + 1
8: πneigh

best := NULL

9: fneigh
best := + ∞

10: for each π
′ ∈ N(π) do

11: if π
′

/∈ T then
12: fπ := f(π

′
)

13: if fπ
′ < fbest then

14: πbest := π
′
; fbest := fπ

′

15: πneigh
best := π

′
; fneigh

best := fπ
′

16: break;
17: end if
18: if fπ

′ < fneigh
best then

19: πneigh
best := π

′
; fneigh

best := fπ
′

20: end if
21: end if
22: end for
23: if fneigh

best < fbest then

24: π := πneigh
best ; πbest := π; fbest := fneigh

best

25: end if
26: push πbest into T
27: if T.size() > tabulength then
28: remove first element from T
29: end if
30: end while

5 Algorithm

In this section, we use a heuristic algorithm to solve the problem of resource
allocation in MWN with the minimum system interference in the case of multi
BSs and multi users. The Tabu search Algorithm 1 solves all the local optimal
solutions by using the evaluation function (i.e., the function f in the algorithm),
which is solved by sequential iteration with TIME of the Tabu step to procure the
global optimal solution. At the same time, in order to avoid the search process
falling into a dead circle, the solution is marked by the Tabu table T . The input
of the algorithm is π0 and the output of the operation is πbest. Initially, an
initial solution π0 is defined, and the initial value fπ is obtained by solving the
definition f , and the T is empty at the same time. In the algorithm, we define
πneigh

best and fneigh
best record the local optimal solution and its function value in the

search process, so that we can easily filter the solution in circulation. In each
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cycle, the possibility of searching the optimal solution π is carried out in the
domain of solution. When the length of the Tabu table is larger than that of
the pre defined tabulength, the Tabu table needs to be cleaned to remove the
preferences in the table.

6 Performance Evaluation

In this paper, the Tabu algorithm is written through JAVA program code. We
use the GT-ITM tool to generate the MNT. The MNT is configured to have 15
to 55 users. To emphasize interference of the number of users, The number of
BSs in our experiment is fixed to 5. We proposes three algorithms (i.e., Tabu
algorithm for non-interference co-processing (Tabu not ICP), Tabu algorithm for
interference co-processing (Tabu ICP), and non-Tabu algorithm for interference
co-processing (ICP not Tabu )) to compare the results.

Figure 2 shows that as the number of users increases with the constant BSs,
the interference value of the whole network increases significantly, which is suf-
ficient to affect the normal communication of the user. Through the comparison
of Tabu not ICP and Tabu ICP algorithm, we can conclude that the interfer-
ence coordination algorithm greatly reduces the interference value of the whole
network. At the same time, Through the ICP not Tabu algorithm and the Tabu
ICP algorithm, the Tabu genetic algorithm can effectively reduce the interference
value in the case of the same consideration of interference coordination.

In Fig. 3, we verify the power consumption of the algorithm in the whole
network. It is obvious that the power consumption of the three algorithms is
very close, which is because the basic power values need to be guaranteed that
each user is able to send data successfully. The power nonlinearly increases with
the increase of the number of users. Tabu ICP reduce the interference value in the
prophase, which brings about the data can be sent with less power. However at
the end, it is equal to the other two algorithms because the ICP involves several
BSs working together, which results in the power consumption is doubled at this
stage.
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The delay shown in Fig. 4 represents the time required for the algorithm to
allocate the wireless resources to the user successfully. As we can see in the figure,
compared to the other two algorithms, the delay of the algorithm Tabu not ICP
is relatively large, which is mainly due to the utilization of the resources of the
incomplete network. It only considers whether the resources can be allocated on
a single BS. It will be waiting for adequate resources, which leads to the increase
of time.

7 Conclusion

This paper mainly addresses the problem of resource allocation in MWN under
multi-BSs and multi-users in order to minimize global network interference. With
summarizing and expounding the current SDN wireless network, we propose a
mobile wireless architecture based on SDN that is applicable to this paper. The
three modules (MNRA, MNT and ROS) contained in the control layer are used
as the modules of the input and loading algorithm to solve interfence coordina-
tion problem. In order to solve the above resource allocation problem, an integer
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programming model is proposed, which is solved by Tabu heuristic algorithm.
The experimental results show that compared with the non-interference coordi-
nation algorithm, the proposed algorithm greatly reduces the interference value
of the whole network.
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Abstract. Detecting network events has become a prevalent task in
various network scenarios, which is essential for network management.
Although a number of studies have been conducted to solve this problem,
few of them concern about the universality issue. This paper proposes a
General Network Behavior Analysis Approach (GNB2A) to address this
issue. First, a modeling approach is proposed based on hidden Markov
random field. Markovianity is introduced to model the spatio-temporal
context of distributed network and stochastic interaction among inter-
connected and time-continuous events. Second, an expectation maximum
algorithm is derived to estimate parameters of the model, and a maxi-
mum a posteriori criterion is utilized to detect network events. Finally,
GNB2A is applied to three network scenarios. Experiments demonstrate
the generality and practicability of GNB2A.

Keywords: Behavior analysis · Event detection · Network modeling

1 Introduction

Detecting network events has emerged as a common task in various network
scenarios. Wireless Sensor Network (WSN) is applied to different fields includ-
ing monitoring environment [4] and tracking targets [2], the collected sensed
data is often analyzed to find interesting events. The WannaCry ransomware
strikes across the globe and worm propagates throughout the mobile communi-
cation network lead to a critical problem of detecting malicious events. These
diverse network scenarios carry out a uniform task of detecting network events.
It watches what’s happening to network, identifies the nature of network events,
which is of great importance of network management.
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In order to detect network events, a lot of studies have been conducted [1].
These works mostly focus on detecting network events at a single node of net-
work, such as at the border of network [6]. Due to the dynamic characteristics
of network event, for example, a worm outbreaks in computer network [8], a
single node’s information may not be sufficient to identify events clearly. To
overcome the limitation of single node’s detection scheme, data fusion is consid-
ered in some researches, which collecting a collection of nodes’ data to detect
events [3,5]. However, the literatures review only considers the data features of
network events, the correlation characteristics between network events and time
continuity of network events are rarely applied. Moreover, the works mentioned
in the literatures are applied to a specific network scenario instead of a general
approach to deal with the uniform problem of detecting network events.

To solve limitations of the literatures review, this work is motivated to pro-
pose GNB2A to detect network events, which utilizes the correlation between
network events and time continuity of network events. In GNB2A, a network is
divided into three layers: topology layer is the actual network topology, event
layer denotes the network events occur in network and behavior layer describes
the external behavior of network nodes that is driven by underlying network
events. Since the network events can not be measured directly, but the external
behavior feature of network is measurable, therefore, event layer can be inferred
from the behavior layer, the detecting task is map to an inference problem, and
the goal is to infer the current event types of network nodes through measurable
behavior feature. A two-layer mathematical model is introduced to model this
inference problem, an observable random field denotes the measurable feature
of behavior layer, and an unobservable Markov random field that describes the
underlying event layer. In this work, an expectation maximum (EM) algorithm is
applied to estimate parameters of model from the training data, and a maximum
a posteriori (MAP) criterion is utilized to infer the event layer.

Contributions of this work include:

– Proposing GNB2A by leveraging hidden Markov random field, a spaio-
temporal context is introduced to model the correlation of network events.

– Deriving algorithms for parameter estimation and network events detection.
– Evaluating the performance of GNB2A by designing three network scenarios

in a simulated environment.

The rest of this paper is organized as follows. Section 2 describes GNB2A, the
modeling approach and algorithms of this work are provided. In Sect. 3 experi-
ments are designed to validate GNB2A. Finally, Sect. 4 includes the conclusion
to this paper.

2 The Proposed Approach

2.1 General Network Behavior Analysis Approach

In most communication networks, a network node’s behavior depends on the
event it is currently encountering. For instance, a host may forward a large
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number of packets to a specific destination when it is involved in a DDoS attack.
Here, “forward a large number of packets to a specific destination” is a network
node’s behavior, while the “DDoS attack” is the event that is affecting the node.
This phenomenon is common in many network scenarios. A three-layer model is
used to describe the relationship of (Node, Event, Behavior). Extending to dis-
tributed scenarios, it forms a general model, as shown in Fig. 1. Hence in GNB2A,
a network is divided into three layers: topology layer, event layer and behavior
layer. Topology layer is network topology consists of network nodes connected
by links. Event layer denotes network events occur in network, the event occurs
in a node also called “hidden state” in the following, since it cannot be observed
by measurement directly. Behavior layer describes the external behavior of net-
work which is driven by the underlying network events, the behavior also called
“observation” in the following since it can be measured directly.

Fig. 1. The framework of GNB2A. Fig. 2. Spatio-temporal context of net-
work.

Due to the connectivity of network and the time continuity of events, an
event E occurred on a node N is not only affected by N’s neighbors, but also
closely related to N’s previous moment. To simply the modeling, this work only
consider the impact of one-hop nodes, which is shown in Fig. 2, at time t, node
3 is influenced by its neighboring nodes’ {1, 2, 4, 5} events and previous event at
time t−1. This interdependent phenomenon is called “spatio-temporal context”
in this paper.

Based on the above modeling approach in GNB2A, the event layer and behav-
ior layer of a network can be considered as a double-layer random field: a hidden
State Field (SF) and an Observation Field (OF), respectively, as shown in Fig. 1.
Hidden SF consists of the events of each node in network, OF represents the mea-
surements of external behavior feature of each node in network. Thus, detecting
network events from network external behavior can be mapped to infer the hid-
den SF from a measured OF. In the follows, how to model the relationship
between hidden SF and OF and how to infer hidden SF based on a measured
OF are introduced in detail.
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2.2 Formulation of the Model

In network layer with N nodes, N denotes the set of nodes, xt,n ∈ E denotes the
nth(n ∈ N) node appearing at the tth time slot, where E includes the collection
of all xt,n for ∀(t, n), and |E| = |N| × T , where T denotes the number of time
slot. Let St,n denote the random variable of hidden state of xt,n, i.e., the type of
network event, and st,n ∈ S is an instance of St,n, where S is the set of all possible
states. Then S = {St,n|∀t ∈ [1, T ],∀n ∈ N} is a family of random variables
defined on the set E. Thus S can be used to describe the hidden SF, and s ∈ S
denotes a configuration of S, where S is the set of all possible configurations
of hidden SF. Use similar expressions, Let Ot,n denote the random variable of
observation of xt,n, i.e., the behavior feature of network node, and ot,n ∈ O

is an instance of ot,n, where O is the set of all possible observations. Then
O = {Ot,n|∀t ∈ [1, T ],∀n ∈ N} is a family of random variables defined on the set
E. Thus O can be used to describe the OF, and o ∈ O denotes a configuration
of O, where O is the set of all possible configurations of OF.

The goal of this work is detecting network events from the external network
behavior. This problem is equivalent to infer a configuration of hidden SF s given
a measured OF o. According to the maximum a posteriori criterion, seeking ŝ
given o satisfies Eq. (1), where Ω denotes parameters of the model.

ŝ = arg max
s∈S

{Pr[s|o,Ω]} (1)

Based on the Bayes theorem in Eq. (2):

Pr[s|o,Ω] ∝ Pr[o|s,Ω] · Pr[s|Ω], (2)

The likelihood probability Pr[o|s,Ω] in Eq. (2) describes the relationship between
OF and hidden SF. In this work the conditional independent assumption is
adopted to make the model solvable and tractable. Hence, Pr[o|s,Ω] can be
calculated by Eq. (3):

Pr[o|s,Ω] =
∏

(t,n)

Pr[ot,n|st,n, Ω]. (3)

For the typical Gaussian distribution, the random variables of OF have the
following probability density functions:

am(ot,n) = Pr[Ot,n = k|St,n = m, θm] =
1√

2πσ2
m

exp(− (k − μm)2

2σ2
m

), k ∈ O, m ∈ S,

(4)
with the parameters θm = (μm, σm), and k,m are the values of observation
and hidden state, respectively. Prior probability Pr[s|Ω] in Eq. (2) describes the
interaction of hidden states between network nodes. Pseudolikelihood and first-
order Markovianity are utilized to simplified the joint probability:

Pr[S = s|Ω] �
∏

(t,n)

Pr[st,n|sNS
t,n

, sNT
t,n

, λ], (5)
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where N
S
t,n denotes the spatial neighboring nodes of node xt,n, N

T
t,n denotes

the corresponding one-hop temporal neighbor of node xt,n. Based on the
Hammersley-Clifford theorem, the partial probability can be written as

bt,n(m) = Pr[st,n|sNS
t,n

, sNT
t,n

, λ] =
1

Zt,n(λ)
exp(−Ut,n(m|λ)),m ∈ S, (6)

where Zt,n(λ) =
∑

m∈S
exp(−Ut,n(m)) and Ut,n(m) are the marginal partition

function and marginal energy function, respectively. And Ut,n(m) has the form

Ut,n(m) = εt,n
∑

n′∈{NS
t,n,N

T
t,n}

Vt,n(m, sn′), (7)

where εt,n = 1/(|NS
t,n| + |NT

t,n|) denotes the normalized factor of node energy,
|NS

t,n| and |NT
t,n| are the number of spatial and temporal neighbor of node xt,n,

respectively. Potential function Vt,n(m, sn′) defined by

Vt,n(m, sn′) =

{
0, (sn′ = m)
β, (sn′ �= m)

, n′ ∈ {NS
t,n,NT

t,n}, (8)

where β denotes the parameter correspond to the pairwise interactions between
two nodes.

2.3 Algorithm

Infer hidden SF according to the MAP criterion satisfies Eq. (1), the pseudocode
is shown in Algorithm 1.

Algorithm 1 Infer Hidden SF Algorithm
1: function Infer Hidden SF(o, Ω)
2: Initialize : s(0);
3: for all xt,n ∈ E do
4: for all m ∈ S do
5: am(ot,n) = Pr[Ot,n = k|St,n = m, θm];
6: bt,n(m) = Pr[St,n = m|s

N
S
t,n

, s
N
T
t,n

, λ];

7: ξt,n(m) = am(ot,n)bt,n(m);
8: end for
9: st,n ← arg maxm∈S

ξt,n(m);
10: end for
11: ∀xt,n ∈ E : ŝt,n ← st,n;
12: return ŝ;
13: end function
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Input of the algorithm are the observation of network behavior o and param-
eter of model Ω, output is the hidden state of the network. In the initialization
process (2nd line), s(0) can be obtained by prior knowledge on OF and hidden SF.
For every node in network (3rd line), algorithm traverses all the potential hidden
states (4th line), then choose the state that has maximum probability as infer
result (9th line). Note that the probability of a potential hidden state includes
two parts based on Eq. (2), the first part is likelihood probability in Eq. (4),
denoted by am(ot,n) in algorithm (5th line), and the second part is partial prior
probability in Eq. (6), denoted by bt,n(m) in algorithm (6th line).

Similar to most machine learning-based applications, parameter learning is
required before using model. This work uses EM algorithm to estimate parame-
ters. The core of EM algorithm is Q function, which is defined by

Q(Ω|Ω(i)) = Es{ln Pr[o, s|Ω]|o,Ω(i)}, (9)

where Ω(i) and Ω denote the parameter sets obtained in the ith iteration and to
be estimated in the (i + 1)th iteration, respectively.

A computable form of Q function of this work is shown in Eq. (10), where
QA(μ(i+1)

m , σ
(i+1)
m ) and QB(β(i+1)) denote the first term and the second term on

the right-side of the second equal sign, respectively. Then the model’s param-
eters can be estimated by maximizing QA(μ(i+1)

m , σ
(i+1)
m ) and QB(β(i+1)) inde-

pendently since they are not related.

Q(Ω|Ω(i)) = Es{ln Pr[o, s|Ω]|o,Ω(i)}
=

∑

m∈S

∑

t,n

Pr[St,n = m|Ot,n = k,Ω(i)] · ln Pr[Ot,n = k|St,n = m,Ω]+

∑

m∈S

∑

t,n

Pr[St,n = m|Ot,n = k,Ω(i)] · ln Pr[St,n = m|Ω]

= QA(μ(i+1)
m , σ(i+1)

m ) + QB(β(i+1))

(10)

In this work, parameter β is obtained by empirical approach, and the parame-
ters Ω = {μm, σm},m ∈ S can be estimated by by maximizing QA, and obtained
by the following equation:

⎧
⎪⎨

⎪⎩

μ
(i+1)
m =

∑
t,n Pr(i) [st,n|ot,n]ot,n
∑

t,n Pr(i) [st,n|ot,n]

(σ(i+1)
m )2 =

∑
t,n Pr(i) [st,n|ot,n](ot,n−µ(i+1)

m )2
∑

t,n Pr(i) [st,n|ot,n] .
(11)
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Algorithm 2 Parameter Estimation Algorithm
1: function Parameter Estimation(o)

2: Initialize : i ← 0, Ω(i) ← {μ
(i)
m , σ

(i)
m , ∀m ∈ S}, L(i) ← 0, Cem;

3: repeat
4: s(i) ← Infer Hidden SF(o, Ω(i));
5: {μ̂m, σ̂m} ← Update(QA, Ω(i), s(i)), ∀m ∈ S;
6: i ← i + 1;
7: Ω(i) ← {μ̂m, σ̂m, ∀m ∈ S};
8: L(i) ← ∑

m

∑
t,n ln ξt,n(m|si−1, Ω(i));

9: until |L(i) − L(i−1)| ≤ Cem

10: Ω̂ ← Ω(i);
11: return Ω̂ ;
12: end function

Pseudocode of Parameter Estimation Algorithm is shown in Algorithm 2.
Input of the algorithm is historical observation of network nodes, i.e. the training
data of the model, output are the parameters of model. Parameters {μ̂m, σ̂m}
update (5th line) based on Eq. (11). Cem denotes the given convergence condition
for the iteration of algorithm, which measures the fitting degree of the model
to the training data. To control the iteration process of algorithm, let L =∑

s ln Pr[o, s|Ω] denote the overall logarithmic likelihood.

3 Experiment

In this section, three network scenarios are designed to validate GNB2A. The
scenarios are selected to demonstrate GNB2A is suitable from a wireless physical
network to a logical connected network.

In WSN scenario, GNB2A is applied to detect events in the environment
from the unreliable sensed data. The gradual depletion of the sensors’ energy or
sensors are compromised by attacker, the information transmitted by the sensors
is inevitably subject to a degree of unreliability and error. In this experiment,
WSN monitoring environmental variables (temperature here), 1000 sensor nodes
are randomly distributed in the environment, and the base temperature data
originates from the Intel Berkeley Research Lab1. A Gaussian noise is randomly
added to the temperature data to model external disturbance. Neighboring nodes
of node k consist of all nodes that are within a distance d from node k.

Events in this scenario defined as {high temperature, medium temperature,
low temperature}, i.e., the hidden states of nodes. The observation of a node is
the sensed data, due to the unreliability of sensed data, the real event may not
be perceived directly from the threshold based approach, as shown in Fig. 3(a),
three states are mixture in the environment. When applied GNB2A, the events
are detected, and the environment are divided into three temperature regions,
detection result is shown in Fig. 3(b). In this work, Accurate Rate and Macro

1 http://db.csail.mit.edu/labdata/labdata.html.

http://db.csail.mit.edu/labdata/labdata.html


652 H. Ma et al.

-50 0 50
meters

-50

0

50
m

et
er

s
low temperature
medium temperature
high temperature

(a) Threshold based approach

-50 0 50
meters

-50

0

50

m
et

er
s

low temperature
medium temperature
high temperature

(b) GNB2A

Fig. 3. Comparison of two approaches for detecting temperature events.

F1 are selected to evaluate the performance, Accurate Rate is the fraction of all
correctly estimated state instances to all instances, Macro F1 is the arithmetic
mean value of F1, the higher evaluation metric represents the better performance.
Performance comparison is shown in the Table 1, it indicates that GNB2A out-
performs the threshold based approach in WSN scenario.

Table 1. Performance comparison

Scenario
Approach

Performance
Accurate rate Macro F1

WSN Threshold based 72.6% 71.1%

GNB2A 92.7% 91.6%

Internet Kmeans 90.1% 89.2%

GNB2A 96.7% 96.0%

SN Kmeans 89.6% 89.6%

GNB2A 96.6% 96.6%

In training process, training data originates from the historical sensed data.
The parameters are convergent after 9 or 10 iterations, as shown in Fig. 4, it
indicates algorithm converges quickly. And the parameters Ω = {μm, σm},m ∈ S

in this scenario describe the attributed of event. From a statistical point of
view, observations can be expressed as a Gaussian mixed model, three Gaussian
distribution represent three types of temperature event, as shown in Fig. 5. Due
to the unreliability of sensed data, the sensed data of different temperature event
are overlapping, it can not be distinguished accurately by a threshold based
approach. By utilizing spatio-temporal context of network, GNB2A can achieve
better performance in detecting events.
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Fig. 5. Distribution of observations.

In Internet scenario, GNB2A is applied to detect network state during a
DDoS attack. DDoS attack is simulated in MATLAB. A small world network
with 128 nodes and 257 links is generated, some nodes are chosen as botnet,
sending packets to the victim simulates a SYN flood attack. The observation of
a node in this scenario is entropy of destination IP address and the arrival rate
of packets. Network events define as abnormal status of the traffic passing the
network node, three discrete states are used to describe the abnormal status of
traffic during a DDoS attack, i.e. {S1,S2,S3,}, S1 denotes the low abnormality,
and S3 denotes high abnormality.

The training data comes from synthetic traffic data, convergence of parame-
ters and distribution of observations are similar to WSN scenario. Table 1 shows
the performance comparison, it indicates that GNB2A outperforms Kmeans app-
roach. GNB2A can detect the abnormality of network nodes effectively. The
reason for the performance gain is that GNB2A combines spatial and temporal
neighbors’ states, which gets more information to detect network events.

In Social Network (SN) scenario, GNB2A is applied to detect the spammers.
Considering a Short Message Service (SMS) worm propagates in social network,
when a user gets infected (spammer), it sends SMS spam to others, and mean-
while the worm propagates via user’s contact list. In this scenario, a scale free
network with 128 nodes and 253 links is built, SMS worm propagation is mod-
eled by Susceptible-Infected (SI) model and a hierarchical infection probability
is used. The features of user according to the previous analysis [7], observation
of “average SMS text length” is selected, the hidden states of a user are defined
as {spammer, non-spammer}. Apply GNB2A, the worm outbreak is discovered
by inferring from users’ behavior.

Convergence of parameters and distribution of observations are similar to
WSN scenario. In test process, when applied Kmeans approach, it may not
be sufficient to estimate whether a user is spammer or not based on the user’s
behavior feature. While GNB2A combines user’s previous and neighboring users’
information to detect spammers, it gets more information and therefore better
performance, Table 1 shows the performance comparison. GNB2A can tract the



654 H. Ma et al.

0 50 100 150 200
time

0

20

40

60

80

100

120

140

nu
m

be
r o

f i
nf

ec
te

d 
us

er

Theoretical model
Kmeans
GNB2A

Fig. 6. The propagation of social network worm.

dynamic propagation of worm, as shown in Fig. 6, GNB2A is approximate to
theoretical SI model in comparison to Kmeans approach. The result shows that
GNB2A outperforms the Kmeans approach.

4 Conclusion

This work focuses on detecting network events, GNB2A is proposed to solve this
problem, a hidden Markov random field is introduced to model the relationship
between behavior layer and event layer of network, correlation characteristics
between network events and time continuity of events are modeled by first-
order Markovianity. An expectation maximum algorithm is derived to estimate
parameters, and a maximum a posteriori criterion is utilized to detect network
events. Experimental results demonstrate the generality and practicability of
GNB2A.
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Abstract. The IEEE 802.11 protocol assumes that all wireless network
nodes will abide by the protocol and cooperate well with it. However, in
order to obtaining more channel resources or destroying network perfor-
mance, some selfish nodes will be in misbehaviors when they are in the
certain condition wireless contention-sharing channels, such as, Backoff
Value Manipulation is a kind of misbehavior. And for this kind of mis-
behavior, this paper proposes a Misbehavior Constraint MAC protocol
(MC-MAC), which can detect and penalize the backoff value manipula-
tion, and it includes a new backoff value generating function with penalty
function and a reputation model. Simulation experiments shows that the
MC-MAC protocol has a significant inhibitory effect on misbehavior and
can improve system throughput.

Keywords: IEEE 802.11 · Medium access control · Misbehavior
constraint · Backoff value manipulation

1 Introduction

The IEEE 802.11 Medium Access Control (MAC) protocol, which at the basis of
the Distributed Coordination Function (DCF) mechanism, is the most commonly
used MAC protocols in current wireless network. When nodes access to wireless
channel resources, they must follow the fairness and trust in the certain wireless
sharing channels of a distribution network condition. However, there are some
nodes will be in misbehavior that do not comply with the wireless network
protocol rules. In addition, due to the great programmability of the network
adapter (mobile base station), it is much easier for bad nodes to change the
parameters of MAC protocols and achieve selfish or malicious purposes.

Nowadays many researches are focusing on MAC layer misbehaviors. The
research in [1,2] analyzes the greedy receivers misbehavior. And this misbehavior
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is mainly reflected in the traffic that received by selfish nodes is much larger than
sending. In research [2], the writer determines the scope of influence of greedy
receiving nodes and quantifies the harm of greedy receiver misbehavior by using
simulations and tests. The result is that the greedy receiving nodes will cause
the nodes which affected by them to receive none traffic.

RTS/CTS (Request to Send/Clear to Send) DOS attack is also a kind of
misbehaviors. The principle of RTS/CTS DOS attack is that making competing
nodes set a longer Network Allocation Vector (NAV) by tampering with the
duration field of the RTS/CTS control frame. The research [3,4] is on simulation
analysis of this misbehavior. They found that as long as the NAV duration field
is set to the maximum value and the rate of attacking nodes reach 30 frames per
second, the normal node cannot access the channel.

Backoff value manipulation [5] as a common misbehavior, to obtain more
channel resources, it mainly accesses the channel earlier by selecting a smaller
backoff value. This misbehavior will not only reduce system performance, but
also can lead to denial of service attacks [6] and result in good nodes cannot com-
municate properly. The research [7] classifies the backoff value manipulation as
continuous misbehavior and intermittent misbehavior. It respectively evaluates
and quantifies the harm to the network. After simulation analysis, they found
that intermittent misbehavior will easily evade misbehavior detection, but when
the size of the network becomes larger, this type of misbehavior will cause little
harm to the network. But no matter how the size of the network changes, the
continuous misbehavior can cause serious damage to the network.

There are many studies on misbehavior detection [8–10], but only few paper
have studied how to suppress misbehavior [11]. Based on the dangerous and con-
tinuous of the misbehavior of backoff value manipulation, this paper proposes
a MC-MAC protocol at the basis of CSMA/CA protocol. The MC-MAC proto-
col can detect and penalize the backoff value manipulation, and it specifically
includes a new backoff value generating function with a penalty function and a
reputation model.

The rest of this paper is organized as follows. We present the details of MC-
MAC protocol in Sect. 2. The protocol implementation details and simulation
results are discussed in Sect. 3. Finally, Sect. 4 draws the conclusion.

2 Proposed Misbehavior Constraint MAC
Protocol(MC-MAC)

In the IEEE 802.11 DCF mechanism, when the channel is busy, a node should
randomly select a backoff time in the range of [0, CW ] (Contention Window) if
wants to send data, and wait until the backoff time goes back to zero before send-
ing the control packet RTS. And it can win the channel if its random backoff time
is shorter than the others. The misbehavior of reducing the backoff time is that
the selfish node can access the channel earlier with a shorter backoff time than
the normal node and preempt resources, then affect the throughput of the normal
node and the entire system. In order to limiting the misbehavior nodes in wireless
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network, it is necessary to detect the misbehavior of the node, and then punish
the selfish node to ensure the fairness of the communication environment. The
detection mechanism of MAC-MAC protocol is implemented by modifying the
message exchange mechanism of CSMA/CA. Next, calculating the Trust Value
(TV ) based on the detected performance of the node. Then the penalty level is
graded according to the Trust Value (TV ) of the node. Finally, the receiver calcu-
lates the penalty backoff value based on the penaltybackoffgeneratingfunction
proposed in this paper for the sender, and it will be used as the nodes to calcu-
late the penalty backoff value at next time. Next, we will introduce MC-MAC
in three parts.

2.1 Detection Mechanism Based on CSMA/CA

MC-MAC protocol detection mechanism is completed by modifying the
CSMA/CA message exchange mechanism. The proposed modification can ensure
that receiver R can assign a backoff value to sender S through RTS packet and
Acknowledgement (ACK) packet. Therefore, R could verify whether the actual
backoff time of S deviates from the backoff time allocated by R. This detec-
tion mechanism needs to modify the packet headers of the RTS, CTS and ACK
packets. And the proposed modifications make the communication between the
nodes more transparent. Figure 1 illustrates the message exchange mechanism
of MC-MAC protocol and the related packet header changes.

Fig. 1. Detection mechanism based on CSMA/CA

(1) The Sender S generate a backoff value according to the penalty back-
off generation function (The following will introduce) during the first com-
munication, but all subsequent transmission S should use the backoff value
(Bexp = penaltybackoff) assigned by the receiver R. In point A of Fig. 1, S
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sends an RTS packet to the R, and the number of retransmissions (attempt) is
added to the packet header of the RTS.
(2) At point B, R receives the RTS packet, then extracts the number of retrans-
missions (attempt), and uses a monitoring function to detect the actual waiting
backoff time Bact. The actual waiting backoff time Bact is equal to the inter-
val which the receiver sends an ACK and receives the next RTS from the same
sender.
(3) Receiver R calculates backoff value (penaltybackoff) for next transmission
according to Bact, Bexp and attempt. Then add penaltybackoff to the packet
header of CTS and ACK return to S.

2.2 Trust Value and Statues

The MC-MAC introduces the Trust Value (TV ) in order to score the perfor-
mance of the nodes and then grades nodes according to the score. Changes in
the communications environment may affect the protocol’s judgment about node
performance. However, the grading process is dynamically changing. So the judg-
ment about the performance of a node depends on the multiple communications
of the node. Therefore it turns out that grading improves the fault tolerance of
the protocol. Equations (1), (2) demonstrate how to calculate the Trust Value
(TV ) by the receiver (R).

Firstly, the misbehavior factor (Mf) is obtained by Eq. (1). The Mf repre-
sents the ratio between receiver reported deviation Bexpα−Bact to the receivers
expected backoff value Bexp. The parameter α can be adjusted according to
the channel conditions to reduce the error of the judgment. However, when the
smaller α is used, the protocol will miss some misbehavior. Therefore, this paper
choose a reasonably large α for simulation. Equation (2) shows how to calculate
the TV . The initial value of the TV is 100% for each node. Then update the TV
according to each node’s performance when each communication is completed.
Table 1 shows the four grades of penalty level (PL), and the parameter PL is
introduced. The PL is divided into four levels according to the TV . The proto-
col will perform corresponding operations on the nodes according to these four
levels.

Mf =
Bexp × α − Bact

Bexp
(1)

TV = TV − TV × Mf (2)

Table 1. Trust value and statues

Range of Trust Value Status

100 ≥ Tv ≥ 80 PL− −,min(PL) = 1

79 ≥ Tv ≥ 60 PL = PL + 1

59 ≥ Tv ≥ 40 PL = PL + 2

39 ≥ Tv ≥ 0 Notifying the upper layer protocol
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2.3 Penalty Backoff Generation Function

The penalty backoff generation function proposed in this paper can not only
double the contention window value like the IEEE 802.11 BEB (Binary Expo-
nential Backoff Algorithm) after a collision, but also generate a punitive backoff
value for selfish node. Such a generating function can prevent the selfish node
from selecting a smaller backoff value and not doubling the CW value after a
collision. Penalty backoff generation function as shown in Eq. (3).

penaltybackoff = f(backoff, senderid, y) ∗ 2y−1 ∗ CWmin (3)

backoff in Eq. (3) is the backoff value previously assigned to sender by receiver,
senderid is the identifier of sender. Equation (4) shows that y is equal to the
maximum value of the number of retransmissions attempt and penalty level
PL. Sender retransmission may occur when there are nodes competing for the
channel. So the attempt of sender may be greater than PL. In order to ease
the channel conflict the receiver needs to use the attempt number to calculate a
new backoff value (penaltybackoff) for the sender. But for the selfish node, the
penalty level PL will be bigger than attempt, therefore the receiver will generate
a punitive backoff value for the sender. The initial values of attempt and PL are
equal to 1. CWmin is the node’s minimum contention window CWmin = 31.

y = max(attempt, PL) (4)

Function f uses a classical uniformly distributed random number method-
linear congruential [12]. It can generate a uniform random number between 0
and 1, And Function f can be ensure that the sender will choose different backoff
value after collisions [11]. Function f as shown in Eq. (5).

f(backoff, senderid, y) = ((aX + c) mod (CWmin + 1))/CWmin (5)

where a = 5, c = 2 ∗ y + 1 and X = (backoff + senderid) mod (CWmin + 1).

3 Simulations Result Analysis

Actually NS2 network simulator is used to simulate MC-MAC protocol to eval-
uate if the MC-MAC protocol can restrain misbehavior. The simulation was
processed at Wi-Fi environment. There are 8 senders and one receiver (AP).
Simulation configuration as shown in Table 2. The traffic type is a CBR (con-
stant bit rate) and rate 2 Mbps, wireless channel bandwidth is also 2 Mbps,
packet size is 512 bytes.

Misbehavior Model. This paper adopts a dangerous continuous misbehavior
model, and analyzes it in [6]. The continuous misbehavior model means that the
selfish nodes always have a fixed selfish strategy. This model has a parameter
which called misbehavior percentage (MP ) to indicate the degree of misbehavior.
For example, if the MP of a selfish node is 60%, then this node just needs to
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wait for 40% of the backoff value Bexp allocated by the receiver. As shown in
Eq. (6). The larger the MP is, the smaller the actual backoff value of the selfish
node is.

Bact = Bexp × (1 − MP ) (6)

Table 2. Simulation Parameters

Parameters Description

Traffic type CBR

Packet size 512 bytes

Link bandwidth 2 Mbps

Transmission range 250 m

Number of total nodes 9

Number of misbehavior nodes 1

Routing protocol DSR

Access method RTS/CTS-DATA-ACK

Misbehavior percentage (MP) (1%–100%)

Simulation time 60 s

In this section, we will compare the average throughput of good nodes, mis-
behavior node throughput, and system throughput for the IEEE 802.11 protocol
and the proposed protocol, respectively.

3.1 Performance of MC-MAC Protocol Without Misbehavior

First we test the performance of MC-MAC protocol without misbehavior. The
purpose of this test is to evaluate the effect of the occasional misjudgment of
the MC-MAC. Therefore, we compare the node average throughput for the MC-
MAC protocol with the IEEE 802.11 protocol under different network sizes.

In this simulation, we set the number of nodes from 1 to 60. It should be
noted that all nodes are good. Other parameters are unchanged according to the
settings in Table 2. Figure 2 shows the average throughput of the nodes for the
MC-MAC protocol (red) and the IEEE 802.11 protocol (black) when there is no
selfish node. It can be seen from the Fig. 2 that the two curves are in the same
trend and almost coincide. This shows that in the absence of selfish nodes, the
average throughput of the nodes for the MC-MAC protocol is almost same as
the average throughput of the nodes for the IEEE 802.11 protocol. It means that
there is little misjudgment of the MC-MAC protocol and the proposed protocol
will not reduce the throughput of the network.

3.2 Performance of MC-MAC Protocol with Misbehavior

Figure 3 shows the average throughput of good nodes for the MC-MAC protocol
(black) and IEEE 802.11 protocol (blue) under different misbehavior percentage
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Fig. 2. Throughput of nodes without misbehavior

Fig. 3. Throughput of nodes with misbehavior

(MP). The figure also shows the throughput of misbehavior node on the MC-
MAC protocol (red) and IEEE 802.11 protocol (pink). According to Fig. 3, when
the MP of misbehavior node is from 1% to 100%, the throughput of selfish nodes
for both protocols are increase (red and pink), but the MC-MAC protocol (red) is
lower. In particular, since the MP reached 60%, the throughput of selfish nodes
for the IEEE 802.11 protocol (pink) increased drastically, and the throughput of
selfish nodes for the MC-MAC protocol (red) was not that drastic. Also, when
the MP of the selfish node increases, the throughput of the good node for the
MC-MAC protocol (black) decreases a little, but the average throughput of good
nodes for the IEEE802.11 protocol (blue) drops almost to 0. Therefore, it can be
concluded that the MC-MAC protocol can keep the average throughput of good
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nodes within a normal range in networks when competing misbehavior nodes,
and the proposed protocol could reduce the throughput of selfish nodes.

Figure 4 plots the system throughput for the MC-MAC protocol (red) and
IEEE 802.11 protocol (black) under different misbehavior percentage MP . From
the figure, it can be seen that as the misbehavior percentage MP increases,
the system throughput for the IEEE 802.11 protocol (black) decreased greatly,
especially after the MP reaches 50%. The MC-MAC protocol (red) has a little
change in system throughput as the MP increases. As a result, the MC-MAC
protocol is more resilient in wireless networks with misbehavior nodes.

Fig. 4. System throughput

4 Conclusion

This paper proposes the MC-MAC protocol, which is implemented by modifying
the IEEE 802.11 MAC protocol. The protocol can suppress the misbehavior that
backoff value manipulation, and ensure the fairness and quality of the commu-
nication. The Simulation has proved that the protocol can effectively maintain
the throughput of good nodes and maintain the throughput of the system in
networks when competing misbehavior nodes.
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Abstract. Blind channel identification methods based on second-order
statistics (SOS), have attracted much attention in the literature. How-
ever, these estimators suffer from the phase ambiguity problem, until
additional diversity can be exploited. In this paper, with the aid of the
cyclic prefix (CP) induced periodicity, a channel identification algorithm
based on the time varying autocorrelation function (TVAF) is proposed
for doubly selective fading channels in Orthogonal Frequency Division
Multiplexing (OFDM) systems. The closed-form expression for time-
varying channel identification is derived within the restricted support
set of time index. Particularly, the CP-induced TVAF components and
their corresponding channel-spread correlation elements implicitly carry
rich channel information and are not perturbed by additive noise. These
advantageous peaks can be employed to address the phase uncertainty
problem, offering an alternative way of increasing the rank of signal
matrix to achieve complementary diversity. Simulation results demon-
strate the proposed method can provide distinctly higher accurate of
channel estimation over the classical scheme.

Keywords: Channel estimation · Doubly selective fading channels
Time-varying autocorrelation function · Subspace

1 Introduction

The cyclic prefix orthogonal frequency division multiplex (CP-OFDM) tech-
nique, which is well known for its ability to resist inter-symbol-interference (ISI)
in multicarrier communications, has been widely adopted in modern wireless
communication systems. In practical OFDM systems, reliable channel estimation
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is an indispensable process to ensure coherent detection and plays a major impact
on the whole system performance. Without use of training symbols, blind channel
identification methods are well motivated for high bandwidth efficiency applica-
tions. Moreover, when the training sequence is not available or contaminated by
interferences, blind channel estimation also plays a useful role.

Most blind channel estimation algorithms are based on higher-order statistics
(HOS) to identify the non-minimum phase channel [1]. If additional diversity is
available, the channel identification issue can be settled with the sole help of
second-order statistics (SOS). Subspace algorithm is one of the most popular
SOS-based channel estimation methods for its robustness against noise. The
additional diversity of channel, to enable the subspace-based methods workable,
can be obtained by resorting to oversampling [2], multiple sensors [3,4], precoding
[5], and predefined linear structure [6] etc.

Due to the practical requirement of mobility, there has been an increasing
interest in wireless transmissions over time varying (TV) multipath channels.
This time and frequency (doubly) selective fading effect makes channel identi-
fication more challenging. In order to reduce the number of unknown channel
parameters, basis expansion model (BEM) is often applied to approximate the
doubly-selective fading channel. In [7], a classical time-varying autocorrelation
function (TVAF) based method is proposed to estimate the BEM coefficients
of a TV single-input single-output channel via the subspace solution. The time
varying nature of the autocorrelation of the received signal comes from the effect
of time-variant channels. It was shown in [3] that the linear independence con-
dition required in [7] does not hold for complex exponentials based BEM model.
With the aid of multiple receive antennas, a subspace-based channel estima-
tor associated with arbitrary basis functions is proposed over doubly selective
fading channels [8,9]. In [10], a two-step subspace-based estimation method, by
introducing splitting factor and permutation operation, is analyzed under time-
varying single-input multiple-output (SIMO) channels. Overall, these improved
estimators are designed with restriction on the antenna number or with the help
of additional operation added to the system.

The motivation of this paper is to investigate blind channel estimation over
doubly selective fading channels, without adding any other restriction to a CP-
OFDM system. Not only the limitation of application scenarios can be relaxed,
but the newly achievable diversity can also be integrated to other possible meth-
ods to further improve estimation performance. The standard subspace-based
estimators assume that the transmitted signal is stationary [7–10]. Under such
a premise, the time varying autocorrelations of the received signal are just
exploited partially and some of the used correlations are corrupted by noise,
which limit the estimation performance. Rather than stationary assumption,
cyclostationary signal, which is a more realistic one, possesses extra informa-
tion due to its hidden periodicity [11]. Based on the CP-induced cyclostation-
arity, we have extended the cyclostationary analysis method to BEM modeled
doubly-selective fading channels [12]. This provides a more comprehensive view
on the cyclostationarity at the receiver, thus additional channel diversity can be
exploited for channel identification.
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In this paper, we focus on a time-variant SOS based blind identification app-
roach for doubly selective fading channels in OFDM systems. By decoupling the
complicated effect of multiple paths in the TVAF of the received CP-OFDM sig-
nal, the closed-form expression for blind identification of a doubly selective chan-
nel is derived, which is an extension of the traditional TVAF-based time-varying
channel identification method. With the use of the CP-induced time-varying
autocorrelation components and their corresponding channel-spread correlation
elements, the effect of additive noise can be canceled. Furthermore, a new param-
eter is therefore introduced in the proposed estimator which increases the rank
of the signal matrix, enabling substantial performance improvement.

The rest of the paper is organized as follows. Section 2 describes the sys-
tem model. Section 3 reviews the TVAF of the received CP-OFDM signal over
doubly-selective fading channels. In Sect. 4, a subspace-based time-varying chan-
nel identification approach is proposed by exploiting the TV correlations con-
tributed by the CP and the channel. Then the analysis of the simulation results
is presented in Sect. 5. Finally, we conclude our work in Sect. 6.

2 System Model

Consider an OFDM system with CP, the discrete-time baseband equivalent
transmitted signal can be written as

s (n) =
1√
N

+∞∑

m=−∞

N−1∑

k=0

dm,kg (n − mM) e
j2πk(n−mM)

N , (1)

where N is the fast Fourier transform (FFT) size. dm,k denotes the complex
data symbol transmitted on the kth subcarrier in the mth OFDM symbol.
We assume that dm,k is zero-mean and independent of each other such that

E
{

dm,kd∗
m′,k′

}
= δ(m − m′)δ(k − k′), where E(·), δ(·), and superscript (·)∗

stand for the mathematical expectation, the Delta function, and the complex
conjugation, respectively. g (n) is an M -length rectangular window. M is the
length of an OFDM symbol with CP, i.e. M = N + Ng. Ng denotes the length
of CP.

Then the transmitted signal passes through a doubly selective fading channel
with additive white Gaussian noise (AWGN). Let us define h(n, l) as the channel
impulse response (CIR) at lag l and instant n. At the OFDM receiver, the
discrete-time received signal can be expressed as

r(n) = z(n) + v(n) =
Lh∑

l=0

h(n, l)s(n − l) + v(n), (2)

where v(n) is a zero-mean white noise with variance σ2
v . Lh denotes the maximum

discrete delay spread of the channel. In order to eliminate ISI, Ng is set to be
larger than Lh.
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The doubly-selective fading channel is usually modeled as the BEM. Each
channel tap in this model is represented as the weighted sum of a few complex
exponential basis functions. According to [12,13], the BEM can be applied for a
burst of K OFDM symbols. Considering that the sampling period at a receiver
is equal to that at a transmitter, we have the discrete-time baseband equivalent
channel model in a burst as

h(n, l) =
Q/2∑

q=−Q/2

hq(l)ej 2π
KM qn, n = 0, · · · ,KM − 1 (3)

where Q denotes the discrete Doppler spread. hq(l), where q ∈ [−Q/2, Q/2], are
the channel parameters for the lth channel tap (l ∈ [0, Lh − 1]), which remain
invariant per burst and vary independently from burst to burst.

3 Time-Varying Autocorrelation Function Over
Doubly-Selective Fading Channels

For a cyclostationary signal, its autocorrelation function is not time-invariant,
but time-dependent and periodic in time. The TVAF of a zero mean complex
cyclostationary signal s(n) is defined as

cs(n, τ) = E {s(n)s∗(n + τ)} , (4)

where τ is an integer lag parameter. By substitution of (1) into (4), we have the
result of cs(n, τ) with

cs(n, τ) = ΓN (τ)
∞∑

m=−∞
g(n − mM)g(n + τ − mM), (5)

where ΓN (τ) = 1
N

∑N−1
k=0 e−j2πkτ/N . From (5), we can observe that cs(n, τ) is

M -periodic in n for each value of τ , i.e., cs(n, τ) = cs(n + M, τ).
Using (2) and (3), we have derived the TVAF of the received OFDM signal

r(n) based on BEM model in the previous work in [12], which is given as

cr(n, τ) =
Lh∑
l=0

τ+l∑
ξ=τ+l−Lh

Q/2∑
q=−Q/2

Q/2∑
q′=−Q/2

hq(l)h∗
q′(l + τ − ξ)

×cs(n − l, ξ)ej2π qn
KM e−j2π

q′(n+τ)
KM + cv(τ),

(6)

where cv(τ) = σ2
vδ(τ). Since cs(n, τ) = cs(n + M, τ), we have cr(n, τ) = cr(n +

KM, τ) for every τ . This signifies that r(n) is a cyclostationary random process
with cyclostationary period KM .

Figure 1(a), (b) separately illustrate the TVAF of the transmitted signal and
received signal in CP-OFDM systems, where N = 32 and Ng = 8. It is shown
that, in Fig. 1(a), all the nonzero correlation peaks have the value of 1 and
appear at the three cross sections with (τ = 0,±N) in the correlation function
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plane. The components at τ = ±N characterize the correlations caused by the
CP, where the time varying characteristic is in a ladder manner. The set of cor-
relations at τ = 0 interprets the correlations induced by signal itself which is
invariant in time n. In Fig. 1(b), the TVAF of the received OFDM signal over a
doubly-selective fading channel is described, in which K = 2. The time varying
behavior of the channel make the correlation peaks varying like a sinusoid in
terms of time n. Due to the multipath delay effect, the correlation function is
spread with respect to the lag parameter dimension. As AWGN v(n) is station-
ary, cv(τ) only has values of σ2

v when τ = 0, which means the stationary noise
only disturbs the information on cr(n, 0).
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Fig. 1. TVAF of CP-OFDM signals.

4 Proposed Blind Estimation Method Based on TVAF

With known parameters of Lh and Q as in [3,7], the goal of channel identification
in this paper is to estimate the time-invariant coefficients {hq(l)}. In this section,
the estimation of the BEM coefficients is developed in two steps. In the first step,
the correlations of the time-invariant coefficients are estimated by exploiting the
CP-induced correlations and corresponding channel-spread correlations. In the
second step, subspace method is applied to obtain the expansion coefficients.

4.1 Channel Estimator Based on TVAF

Substituting (5) into cs(n − l, ξ) in (6), we have

cs(n − l, ξ) =

⎧
⎪⎪⎨

⎪⎪⎩

1 for N ≤ ((n − l) mod M) ≤ M − 1 and ξ = −N
1 for 0 ≤ ((n − l) mod M) ≤ M − N − 1 and ξ = N
1 for ξ = 0
0 otherwise,

(7)
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where mod stands for the modulus operator. To decouple the complicated effect
of l of cs(n − l, ξ) in (6), we use the restricted support region of n for channel
identification, where the non-zero values of cs(n − l, ξ) equal 1 for different l at
a given ξ. Consequently, the TVAF of r(n) can be derived as

cr(n, τ) =
Q/2∑

q=−Q/2

Q/2∑
q′=−Q/2

Rh(τ − ξ; q, q′)f(n, ξ)bq(n)b∗
q′(n + τ) + cv(τ), (8)

where

Rh(τ − ξ; q, q′) =
Lh∑

l=0

hq(l)h∗
q′(l + τ − ξ), (9)

f(n, ξ) =

⎧
⎪⎪⎨

⎪⎪⎩

1 for N + Lh ≤ (n mod M) ≤ M − 1 and ξ = −N
1 for Lh ≤ (n mod M) ≤ M − N − 1 and ξ = N
1 for ξ = 0
0 otherwise,

(10)

and bq(n) = exp(j2πqn/KM). It is worthwhile to note that the proposed esti-
mator can be reduced to the classical estimator in [7], when the effect of v(n) is
ignored and ξ = 0.

It can be seen that, at the receiver, not only the correlations induced by signal
itself (i.e., ξ = 0) but also introduced by CP (i.e., ξ = ±N), implicitly carry the
channel information. For the sake of avoiding the noise uncertainty induced by
v(n), we just exploit the correlation components introduced by the CP and their
channel-spread peaks for channel estimation. Thus, in the following, two values
of ξ, i.e., −N and N , are considered. Accordingly, the contribution of stationary
noise is therefore canceled out in (8), because the values of cv(τ) are nonzero
only for τ = 0 (ξ, at this moment, equals 0).

4.2 Recovering the Channel Correlations

The first step of identification of the expansion parameters hq(l) is to recover
the correlations of the time-invariant coefficient pairs of channel Rh(τ − ξ; q, q′).
For the convenience of description, we denote γ = τ − ξ. It can be easily found
that −Lh ≤ γ ≤ Lh.

Then, the vector form of (8) can be written as

cr(n, ξ + γ) = f(n, ξ)φ(n, ξ, γ)Rh(γ), (11)

where

φ(n, ξ, γ) =
[
b− Q

2
(n)b∗

− Q
2
(n + ξ + γ) , · · · , b− Q

2
(n)b∗

Q
2
(n + ξ + γ),

· · · , bQ
2
(n)b∗

− Q
2
(n + ξ + γ), · · · , bQ

2
(n)b∗

Q
2
(n + ξ + γ)

]
,

(12)

Rh(γ) =
[
Rh(γ,−Q

2 ,−Q
2 ), · · · , Rh(γ,−Q

2 , Q
2 )

· · · , Rh(γ, Q
2 ,−Q

2 ), · · · , Rh(γ, Q
2 , Q

2 )
]T

.
(13)



Blind Channel Estimation of Doubly Selective Fading Channels 671

Define
[
n1i,1 , · · · , n1i,P

]
= [(i − 1)M + N + Lh, · · · , iM − 1][

n2i,1 , · · · , n2i,P

]
= [(i − 1)M + Lh, · · · , iM − N − 1] , (14)

where P = Ng − Lh. (11) can be further represented in a compact matrix form
as

cr(γ) = Φ(γ)Rh(γ). (15)

The components of cr(γ) can be obtained from the instantaneous estimation of
ĉr(n, τ) = r(n)r∗(n + τ), given by

cr(γ) = [cT
r1,−N

, · · · , cT
ri,−N

, · · · , cT
rK,−N

,

cT
r1,N

, · · · , cT
ri,N

, · · · , cT
rK,N

]T ,
(16)

where
cri,−N

=
[
cr

(
n1i,1 ,−N + γ

)
, · · · , cr

(
n1i,P

,−N + γ
)]T

cri,N
=

[
cr

(
n2i,1 , N + γ

)
, · · · , cr

(
n2i,P

, N + γ
)]T

,
(17)

and (·)T denotes transpose operation. The matrix Φ(γ), which is known a priori,
has the following structure

Φ(γ) =
[
AT

1,−N,γ , · · · ,AT
i,−N,γ , · · · ,AT

K,−N,γ ,

BT
1,N,γ , · · · ,BT

i,N,γ , · · · ,BT
K,N,γ

]T
,

(18)

where
Ai,−N,γ = [φT

(
n1i,1 ,−N, γ

)
, · · · , φT

(
n1i,P

,−N, γ
)
]T

Bi,N,γ = [φT
(
n2i,1 , N, γ

)
, · · · , φT

(
n2i,P

, N, γ
)
]T .

(19)

The identification problem of Rh(γ), for every fixed γ, can be solved by
the least squares (LS) method based on the 2KP × 1 vector cr(γ) and the
[2KP ]×[(Q + 1) (Q + 1)] matrix Φ(γ). It has been verified that the use of instan-
taneous approximations for cr(n, τ) is feasible for channel identification, as the
number of equations is far greater than the unknown parameters [7]. It is the
rank of Φ(γ) that is an important factor affecting the estimation performance.
Since an additional variable ξ with value of N or −N is introduced in (12), the
linear independence of the columns in the matrix Φ(γ) can be largely increased
compared to that in the classical TVAF-based method, which results in a signif-
icant improvement of the proposed estimator. In addition, the number of equa-
tions for estimating Rh(γ; q, q′) in the proposed method is reduced from KM to
2KP . This decreases the computational complexity of the proposed method to
a certain extent.

4.3 Identification of Channel Coefficients

The blind identification procedure is finally to estimate the (Q + 1) (Lh + 1)× 1
vector h of the BEM coefficients

h =
[
h−Q/2 (0) , · · · , h−Q/2 (Lh) , · · · , hQ/2 (0) , · · · , hQ/2 (Lh)

]T
. (20)
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According to [3], the parameters Rh(γ; q, q′) can be regarded as the out-

put cross-correlation of a hypothetical SIMO system yq(n) =
Lh∑
l=0

hq(l)w(n − l),

where w(n) is a common zero-mean white input with unit variance. Define the
vectors yq(n) = [yq(n), · · · , yq(n − L)]T for some order L and the vectors Y(n) =[
yT

−Q/2(n), · · · ,yT
Q/2(n)

]T

. Based on the [(Q + 1)(L + 1)]×[(Q + 1)(L + 1)] cor-
relation matrix of Y(n), as described in [7], we can uniquely identify {hq(l)} (up
to a complex scalar factor) if L ≥ Lh, by using the subspace solution.

5 Numerical Results

In this section, we present numerical comparisons between our proposed scheme
and the classical TVAF-based subspace method. As illustrated in Fig. 2, the
conventional TVAF-based estimator uses the correlation components at τ = 0±l
for time varying channel identification, while the proposed method exploits the
correlation peaks at τ = ±N ± l within the restricted support region of n, where
0 ≤ l ≤ Lh. In the experiments, the OFDM signal has 128 subcarriers and the
length of the CP is 1/8 of the useful symbol data. Subcarriers are modulated by
16QAM. The carrier frequency is 2.5 GHz. The OFDM symbol duration with
CP is 102.86μs. The BEM coefficients with Q = 2 and Lh = 2 are listed below.

hT = [0.1660 − 0.1722i, 0.0101 + 0.1551i,−0.3199 − 0.0863i,
0.0043 − 0.2809i, 0.1423 − 0.1443i,−0.1355 − 0.1699i,
0.3245 + 0.1537i,−0.5881 − 0.0773i, 0.2572 − 0.3079i]

The channel coefficients are scaled so that the parameter vector h has unit
norm. In addition, the order L adopted in the subspace identification process
is set to Lh. Estimation is then carried out using Monte Carlo method with
Ni = 500 runs. As a performance metric we use the normalized mean square error

(NMSE), which is defined as NMSE = 1
Ni

Ni∑
i=1

E

{∥∥∥ĥi − h
∥∥∥
2
/

‖h‖2
}

. Before

computing NMSE, the estimated parameter vector ĥ is scaled by E
{
h
/

ĥ
}

to
resolve the scaling ambiguity for simulation purpose.

In order to verify the validity of the LS estimates for Rh(γ; q, q′), the time
varying signal power of the noise-free output data z(n) is employed to eval-
uate the performance. The reconstructed signal power can be computed by
ĉr,LS(n, 0) = f(n, 0)φ(n, 0, 0)R̂h(0), 0 ≤ n ≤ KM − 1. From Fig. 2, it can
be seen that the LS estimates for Rh(γ; q, q′) can be reliably recovered based on
the instantaneous approximations for cr(n, τ). Additionally, the reconstructed
results of the proposed scheme are much closer to the accurate ones than those
of the compared scheme. This deviation of the conventional method is mainly
generated by using the noise-contaminated components at cr(n, 0) for estimation
and by the fact of the column dependence in the matrix Φ.

Figure 3 illustrates the performance of NMSE as a function of SNR for K =
10 and K = 20. It can be observed that the considered methods both follow
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Fig. 2. Time-varying signal power (SNR = 10 dB and K = 20).

a descending trend in NMSE with increasing SNR. Specifically, the proposed
scheme outperforms the benchmark method. When the SNR is greater than or
equal to 10 dB, the proposed estimator can achieve significant improvement in
estimation performance. Since the effect of noise is minor at a higher SNR, these
substantial performance gains of the proposed scheme are obtained mainly owing
to the increased linear independence in the matrix Φ. As the number of symbols
changes from 10 to 20, the NMSE performances of the two channel estimators are
both enhanced while the superiority of the proposed estimator still maintains.
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Fig. 3. NMSE versus SNR.

6 Conclusions

In this paper, a time-variant SOS based channel estimation method is proposed
for doubly selective fading channels by using the inherent cyclostationrity of the
transmitted signal. To address the phase ambiguity issue, the cyclostaionarity
induced by the CP as well as the channel is exploited for channel identification.
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As a result of this, a new lag parameter is introduced in the proposed estimator,
which increases the linear independence required by the subspace method. This
leads to substantial improvement on estimation performance. Computer simula-
tion results show that the estimation performance of the proposed algorithm is
superior to that of the traditional algorithm.

References

1. Wu, Q., Liang, Q.: Higher-order statistics in co-prime sampling with application
to channel estimation. IEEE Trans. Wirel. Commun. 14(12), 6608–6620 (2015)

2. Yu, C., Xie, L., Zhang, C.: Deterministic blind identification of IIR systems with
output-switching operations. IEEE Trans. Signal Process. 62, 1740–1749 (2014)

3. Giannakis, G.B., Tepedelenlioglu, C.: Basis expansion models and diversity tech-
niques for blind identification and equalization of time-varying channels. Proc.
IEEE 86(10), 1969–1986 (1998)

4. Bonna, K., Spasojevic, P., Kanterakis, E.: Subspace-based SIMO blind channel
identification: asymptotic performance comparison. In: Proceedings - IEEE Mili-
tary Communications Conference, pp. 460–465 (2016)

5. Ghauch, H., Kim, T., Bengtsson, M., Skoglund, M.: Subspace estimation and
decomposition for large millimeter-wave MIMO systems. IEEE J. Sel. Top. Sig-
nal Process. 10(3), 528–542 (2016)

6. Mayyala, Q., Abed-Meraim, K., Zerguine, A.: Structure-based subspace method
for multichannel blind system identification. IEEE Signal Process. Lett. 24(8),
1183–1187 (2017)

7. Tsatsanis, M.K., Giannakis, G.B.: Subspace methods for blind estimation of time-
varying FIR channels. IEEE Trans. Signal Process. 45, 3084–3093 (1997)

8. Champagne, B., El-Keyi, A., Tu, C.-C.: A subspace method for the blind iden-
tification of multiple time-varying FIR channels. In: Proceedings of IEEE Global
2009, pp. 1–6. Honolulu, HI (2009)

9. Tian, Y.: Subspace method for blind equalization of multiple time-varying FIR
channels, Master’s Thesis. McGill University (2012)

10. Fang, S.-H., Lin, J.-S.: Analysis of two-step subspace-based channel estimation
method for OFDM systems. In: Proceedings of IEEE VTC Spring, pp. 1–5. Sydney,
Australia, 4–7 June 2017

11. Napolitano, A.: Cyclostationarity: New trends and applications. Signal Process.
120, 385–408 (2016)

12. Tian, J., Guo, H., Hu, H., Yang, Y.: OFDM signal sensing over doubly-selective
fading channels. In: Proceedings of IEEE GLOBECOM, pp. 1–5. Miami, USA, 7–9
Dec 2010

13. Tian, J., Jiang, Y., Hu, H.: Cyclostationarity-based frequency synchronization for
OFDM systems over doubly-selective fading channels. Wirel. Pers. Commun. 66(2),
461–472 (2012)



User Scheduling for Large-Scale MIMO
Downlink System Over Correlated Rician

Fading Channels

Tingting Sun(B), Xiao Li, and Xiqi Gao

National Mobile Communications Research Laboratory,
Southeast University, Nanjing, China

stt19931124@seu.edu.cn

Abstract. In this paper, we investigate the downlink transmission,
especially the user scheduling algorithm for single-cell multiple-input
multiple-output (MIMO) system under correlated Rician fading chan-
nels. Under the assumption of only statistical channel state information
(CSI) at the base station (BS), the statistical beamforming transmis-
sion is derived by maximizing the lower bound of the average signal-to-
leakage-plus-noise ratio (SLNR). Based on this beamforming transmis-
sion algorithm, three user scheduling algorithms are proposed exploiting
only statistical CSI: (1) maximum SLNR: schedule the user with the
maximum SLNR; (2) most dissimilar: schedule the user that is most dis-
similar to the already selected users; (3) modified-treating interference
as noise (TIN): treat the inter-user interference as uncorrelated noise to
each user’s useful signal and schedule the user with the largest signal-to-
noise factor. Simulation results show that the proposed user scheduling
algorithms perform well in achieving considerable sum rate.

Keywords: User scheduling · Rician fading · Downlink

1 Introduction

In recent years, massive multiple-input multiple-output (MIMO) has been rec-
ognized as one of the key techniques in future wireless communication systems
[1] due to its channel-hardening effect and high potential in interference mitiga-
tion [2]. Scaling up the number of antennas in practice, however, faces several
challenges. As point out in [1], the acquisition of the channel state information
(CSI) at the BS is difficult. Most cellular systems today are in frequency-division
duplexing (FDD) mode [3], where the BS gets access to the CSI through a feed-
back channel. Obviously, the instantaneous CSI feedback causes great overhead
in the feedback link for transmission and scheduling algorithms as the number
of antennas at the BS grows large. An alternative approach is to exploit the
statistical information of the channel [4,5], which varies at a much slower rate
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and can be accurately obtained through long-term feedback. In [4], a two-stage
precoding algorithm exploring both statistical and part of instantaneous CSI
was proposed under Rayleigh fading channels. Moreover, the corresponding user
scheduling algorithm was investigated in [6].

Note that most prior works on massive MIMO adopt the simple Rayleigh
fading channel model, although this channel model assumption greatly simpli-
fies the analysis, it can not capture the characteristics of the line-of-sight (LOS)
component between the transmitter and the receiver. This is especially the case
in millimeter-wave communication systems [7] in which LOS propagation dom-
inates. Therefore it is of great importance to consider the more general fading
channels which take into account the LOS conditions, i.e., Ricican fading chan-
nels [8]. The work in [10] investigates the downlink transmission and scheduling
algorithm for full-dimension (FD) MIMO systems under uncorrelated Rician
fading channels. In reality, correlation effects should be considered due to the
space limitation of user equipments (UEs), the antenna configurations and the
Doppler spread [11]. Under the assumption of the same correlation matrix for all
users, [9] investigates the ergodic sum rate of downlink massive MIMO system
with perfect CSI at BS.

Motivated by the above observations, in this paper, we consider a single-
cell multiuser downlink transmission system under the more general correlated
Rician fading channel. With only statistical CSI at BS, the statistical beam-
forming algorithm proposed under Rayleigh and uncorrelated Rician fading is
extended to the correlated Rician fading channel by maximizing the lower bound
on the average signal-to-leakage-plus-noise ratio (SLNR). Based on the beam-
forming algorithm, three user scheduling algorithms are proposed, which are the
maximum SLNR, the most dissimilar, and the modified-treating interference as
noise (TIN). Simulation results reveal that the proposed algorithms perform well
in terms of the achievable sum rate.

2 System Model

We consider a single-cell MIMO downlink transmission system with L single-
antenna user terminals. A uniform linear array with M antenna elements is
employed at the BS. The distances between two neighboring antenna elements
is λ/2, where λ is the wavelength of the carrier. The BS can serve at most U
users.

2.1 Signal Model

Assume that a total of Ut (Ut ≤ U) users are scheduled. The received signal at
user u can be expressed as

yu =
√

puhT
u wuxu +

∑Ut

i=1,i �=u

√
pihT

u wixi + nu, (1)

where hT
u ∈ C

1×M represents the channel vector between the BS and user u,
wi ∈ C

M×1 is the unit-norm beamforming vector of user i, xi is the data sym-
bol for user i satisfying E{|xi|2} = 1, nu ∼ CN(0, σ2

u) is the complex additive
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white Gaussian noise, pi is transmit power for user i with total power constraint∑Ut

i=1 pi ≤ P . In this paper, we assume equal power allocation among the sched-
uled users, i.e., pi = P/Ut.

2.2 Channel Model

We consider the correlated Rician fading channel model. Under this model, the
channel vector hu consists of a specular component corresponding to the LOS
signal and a Rayleigh-distributed random component accounting for the diffused
multipath signals. The channel vector hu between the BS and user u can be
written as

hT
u =

√
Ku

Ku + 1
h

T

u +
√

1
Ku + 1

hT
w,uR

1/2
u , (2)

where hu ∈ C
M×1 is the deterministic component, Ku is the ratio between the

LOS and non-LOS channel power, the entries of hw,u ∈ C
M×1 are independent

and identically distributed (i.i.d.) complex Gaussian random variables (RVs)
with zero mean and unit variance, and Ru ∈ C

M×M is the transmit channel cor-
relation matrix. For the considered uniform linear array (ULA), the deterministic
component hu of user u can be given by [12]

hu =
[
1, e−jπ sin θu , · · · , e−jπ(M−1) sin θu

]T

, (3)

where θ is the angle of departure (AoD) of user u. For the transmit correlation,
we consider the one-ring scattering model [4] to determine Ru.

We assume that each user has perfect effective CSI of its own, while the BS
has only statistical CSI of all users, i.e., Ku, σ2

u, hu, Ru, which are calculated by
the user via a long-term statistics and are obtained by the BS through long-term
feedback.

3 Downlink Transmission

Under the assumption of only statistical CSI at BS, it is difficult to get simple
analytical optimization result directly maximizing the ergodic sum rate with
respect to wi, i = 1, · · · , Ut, due to the lack of analytical expression of the
ergodic sum rate. Inspired by [14], here, we use the average SLNR metric. In the
following, we first derive a lower bound of the average SLNR and then derive
the beamforming transmission algorithm by maximizing the lower bound.

The SLNR of user u which measures the amount of power leaked from its
beamforming direction to other users’ channel direction, can be given by

SLNRu =
P
Ut

∣∣hT
u wu

∣∣2

σ2
u + P

Ut

∑Ut

i=1,i �=u

∣∣hT
i wu

∣∣2 . (4)
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Note that the numerator and denominator of (4) are independent. Based on
Mullen’s inequality [13], i.e., E{X/Y } ≥ E{X}/E{Y } if X and Y are indepen-
dent random variables, we can obtain that

E{SLNRu}≥SLNRL
u =

P
Ut

w†
uE

{
h∗

uh
T
u

}
wu

σ2
u + P

Ut

∑Ut

i=1,i �=u w†
uE

{
h∗

i h
T
i

}
wu

. (5)

From (1), we can get that

E{h∗
i h

T
i } =

1
Ki + 1

Ri +
Ki

Ki + 1
h

∗
i h

T

i , i = 1, · · · , Ut. (6)

Substituting (6) into (5), and after some manipulation, we have

SLNRL
u =

w†
u

(
1

Ku+1Ru + Ku

Ku+1h
∗
uh

T

u

)
wu

σ2
u + P

Ut

∑Ut

i=1,i �=u w†
u

(
1

Ki+1Ri + Ki

Ki+1h
∗
i h

T

i

)
wu

. (7)

Let us define
Λu = F†

MRuFM , (8)

and
Au = F†

Mh
∗
uh

T

u FM , (9)

where FM ∈ C
M×M is unitary DFT matrix, with the (i, j)-th element [FM ]i,j =

1√
M

e−j 2π
M (i−1)(j−1−M/2), i, j = 1, · · · ,M .

According to [4], for ULA of large dimension, Λu becomes diagonal matrix
with a few adjacent non-zero diagonal elements [14], i.e.,

Λu = diag

⎧
⎪⎨

⎪⎩
0, · · · , 0,

nonzero︷ ︸︸ ︷
λ(k1)

u , · · · , λ(k2)
u , 0, · · · , 0

⎫
⎪⎬

⎪⎭
, (10)

where λ
(k)
u , k ∈ [k1, k2] denotes the k-th diagonal element of Λu. In [10], it was

shown that for ULA of large dimension, Au is a diagonal matrix with only one
non-zero diagonal element, i.e.,

Au = diag
{

0, · · · , 0, a(j0)
u , 0, · · · , 0

}
, (11)

where a
(j0)
u denotes the j0-th diagonal element of Au.

Based on these results, we have that when M → ∞,

SLNRL
u =

P
Ut

w†
uFMΩuF

†
Mwu

σ2
u + P

Ut

∑Ut

i=1,i �=u w†
uFMΩiF

†
Mwu

. (12)

where Ωi = 1
Ki+1Λi + Ki

Ki+1Ai, i = 1, · · · , Ut. Then, when M → ∞, SLNRL
u can

be upper bound as

SLNRL
u ≤

P
Ut

ωmax
u

σ2
u + P

Ut

∑Ut

i=1,i �=u ωmin
i

, (13)
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where ωmax
u is the maximum diagonal element of Ωu, and ωmin

i is the minimum
diagonal element of Ωi. Assuming that the largest diagonal element of Ωu is the
mu-th diagonal element. It can be seen that the upper bound in (13) can be
achieved if and only if the beamforming vector is given by

wu = (FM )mu
, (14)

and the mu-th diagonal element of Ωi, i 	= u is its minimum diagonal element
which is zero, where (X)i denotes the i-th column of matrix X. Therefore, to
maximize the lower bound of the average SLNR, the BS should transmit to the
user with beamforming vector (14) and the scheduled users should satisfy that
the maximum diagonal element of Ωu is orthogonal to the non-zero diagonal
element of Ωi.

When Ku = 0, the channel becomes Raleigh fading channel. In this case,
mu in (14) reduces to the index of the largest diagonal element of Λu. When
Λu = IM , the channel becomes uncorrelated Rician fading channel. In this
case, mu reduces to the index of the largest diagonal element of Au. These are
consistent with result in [14] and [10] when 2D antenna array reduces to ULA.
Therefore, in this paper, we employ the beamforming vector (14) for scheduled
user u. However, the constraint that for u 	= i, the maximum diagonal element
of Ωu should be orthogonal to the non-zero diagonal element of Ωi is too strict.
In the next section, we will discuss the scheduling algorithm for the system we
considered.

4 User Scheduling Algorithms

Based on the previous statistical beamforming algorithm, in this section, we focus
on the user scheduling algorithm exploiting only statistical CSI under correlated
Rician fading channel. Three user scheduling algorithms are proposed, which are
the maximum SLNR, the most dissimilar and the modified-TIN.

4.1 Maximum SLNR

In the previous section, we get the statistical beamforming method by maximiz-
ing the SLNR lower bound. In the following user scheduling algorithm, we also
consider the maximization of the SLNR lower bound. To achieve high sum rate,
we would like that the SLNR of the selected user won’t decrease much due to
the power leaked to the candidate user’s channel direction, while the candidate
user could have high SLNR.

Based on the derived beamforming vector, and after some manipulation, we
get

SLNRL
u =

ω
(mu)
u

∑Ut

i=1,i �=u ω
(mu)
i + Utσ2

u

P

, (15)

where ω
(j)
i denotes the j-th diagonal element of matrix Ωi, i = 1, · · · , Ut. Let’s

rewrite (15) as

SLNRL
u =

1
∑Ut

i=1,i �=u r−1
u,i

, (16)
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where

ru,i =
ω
(mu)
u

ω
(mu)
i + σ2

uUt

P (Ut−1)

. (17)

It can be seen that lower bound (16) increases as ru,i increases. Define Q to
be the set of already selected users and Ξ to be the set of unselected users. To
make sure that the SLNR of the selected user u won’t decrease much due to
the candidate user i, and SLNR of the candidate user could be high, we would
like that the minimum of ri,u and ru,i is as large as possible. Therefore, in this
algorithm, we schedule the user with the largest

Ri = min
(

min
u∈Q

ri,u,min
u∈Q

ru,i

)
, i ∈ Ξ, (18)

among the candidate users.
Based on the above analysis, we propose the following user scheduling algo-

rithm. Firstly initialize Q to be empty. Select the user that can achieve the
largest Ri, i ∈ Ξ. Since no user has been selected, that is to select the user with
the largest ω

(mi)
i . Add it into the set of selected users Q, and remove it from Ξ.

Next, add the user with the largest Ri in Ξ into Q, and remove it from Ξ. Then,
repeat the previous process for users in Ξ until there is no user left in Ξ or Ut

users have been selected. The details of the proposed user scheduling algorithm
are as follows:

Algorithm 1 Maximum SLNR
� Initialization:
(1) N = 1.

(2) Find user ŝ1 such that ŝ1 = arg max
i∈Ξ

ω
(mi)
i .

(3) Set Q = {ŝ1}, Ξ = Ξ\ŝ1.
� Iteration:
(4) Increase N by 1.
(5) Find user ŝ such that ŝ = arg max

i∈Ξ
Ri.

(6) Set Q = Q ∪ ŝ, Ξ = Ξ\ŝ.
(7) If Ξ = ∅ or N = Ut, stop. Otherwise, go to 4) and repeat the iteration.

4.2 Most dissimilar

In Sect. 3, it was shown that user u and user i can perfectly be served simulta-
neously if ω

(mu)
i = 0 and ω

(mi)
u = 0. The worst case that user u and i can not

be served simultaneously is that mu = mi.
Let us define

bu,i =
[
ω
(mu)
u , ω

(mi)
u

]T

, (19)
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and
bi,u =

[
ω
(mu)
i , ω

(mi)
i

]T

, (20)

for user u and user i, respectively. Note that the cosine similarity between bu,i

and bi,u is defined as

su,i =
bT

u,ibi,u

|bu,i||bi,u| . (21)

It can be seen that 0 ≤ su,i ≤ 1, user u and user i can perfectly be served
simultaneously when su,i = 0, and can not be served simultaneously at all when
su,i = 1. Therefore, su,i can be employed to measure whether user u and user i
can be served simultaneously. The closer su,i is to zero, the more dissimilar bu,i

and bi,u are to each other, the more user u and user i can be served simultane-
ously. Therefore, the user with the smallest

Su = max
i∈Q

su,i, (22)

should be scheduled, i.e., the user which is most dissimilar to the already selected
users.

Note that user u and user i are completely unsuitable to be served simulta-
neously when mu = mi. Therefore, to reduce the search complexity, there is no
need to consider the user i, i ∈ Ξ, that satisfy mi = mu for any user u ∈ Q.

Based on the above analysis, we propose the following user scheduling algo-
rithm. Firstly initialize Q to be empty. Select the first user that can achieve the
largest ω

(mi)
i , i ∈ Ξ, since no user has been selected before. Add it into the set

of select users Q and remove it from Ξ. Next, check the remaining user in set
Ξ, and remove the user i in Ξ that does not satisfy mi 	= mu, for ∀u ∈ Q. By
successively removing the users, the searching complexity for each selection is
reduced. Then, add the user with the smallest Si in Ξ into Q, and remove it
from Ξ. Repeat the previous process for users in Ξ. The algorithm terminates
when no more users in Ξ which indicates that the resulting set is maximal or Ut

users have been selected. The details of the proposed user scheduling algorithm
are as follows:

4.3 Modified-TIN

In this section, we propose a user scheduling algorithm by treating the inter-
user interference as uncorrelated noise to each user’s useful signal. Obviously,
to achieve high sum rate, we would like that for each scheduled user, the useful
signal power of it would be large, and the inter-user interference could be small.

Let us define

tu =
P
Ut

∣∣hT
u wu

∣∣2

max
i∈Q,i �=u

P
Ut

|hT
u wi|2 × max

i∈Q,i �=u

P
Ut

|hT
i wu|2 , (23)

for user u. It can be seen that tu increases as the useful signal power of user
u increases and decreases as the inter-user interference increases. Therefore, in



682 T. Sun et al.

Algorithm 2 Most dissimilar
� Initialization:
(1) N = 1.

(2) Find user l̂1 such that l̂1 = arg max
i∈Ξ

ω
(mi)
i .

(3) Set Q = {l̂1}, Ξ = Ξ\l̂1.
� Iteration:
(4) Increase N by 1.
(5) Remove user i that satisfy mi = mu, for ∀u ∈ Q from Ξ.
(6) Find user l̂ such that l̂ = arg min

i∈Ξ
Si.

(7) Set Q = Q ∪ l̂, Ξ = Ξ\l̂.
(8) If Ξ = ∅ or N = Ut, stop. Otherwise, go to 4) and repeat the iteration.

order to maximize the useful signal power and minimize the inter-user interfer-
ence, we would like to schedule user u with the largest tu.

Note that user scheduling based on tu requires instantaneous CSI at BS,
which leads to large amount of feedback overhead for FDD systems, especially
when the number of users is large. Here, we would like to exploit only statistical
CSI. Inspired by [15], we treat the inter-user interference as uncorrelated noise
to the useful signal of each user, and use the following signal-to-noise factor

Tu =
P
Ut

E{∣∣hT
u wu

∣∣2}
max

i∈Q,i �=u

P
Ut

E{|hT
u wi|2} × max

i∈Q,i �=u

P
Ut

E{∣∣hT
i wu

∣∣2}
, (24)

to design the user scheduling algorithm. Substituting (14) into (24), we have

Tu =
P
Ut

Du

max
i∈Q,i �=u

P
Ut

Iu,i × max
i∈Q,i �=u

P
Ut

Ii,u

, (25)

where Du = ω
(mu)
u , Iu,i = ω

(mi)
u and Ii,u = ω

(mu)
i . To make sure that the quality

of service of both selected user u and the candidate user i are acceptable, and
also to reduce the searching complexity of the scheduling procedure, we would
like that Tu and Ti are both above a certain threshold γ. Candidate users that do
not satisfy this constraint are removed from the set of candidate users, and will
not be considered in the rest part of the scheduling procedure. Then, schedule
the user with the largest Ti among the remaining candidate users.

Based on the above analysis, we propose the following user scheduling algo-
rithm. Firstly initialize Q to be empty. Since no user has been selected before,
add the first user with the largest Di, i ∈ Ξ into Q and remove it from Ξ. Next,
check all remaining users in set Ξ, and remove the user i that does not satisfy

Ti =
P
Ut

Di

max
j∈Q

P
Ut

Ii,j × max
j∈Q

P
Ut

Ij,i

≥ γ, (26)



User Scheduling for Large-Scale MIMO Downlink System Over Correlated 683

or due to its addition, the already selected user u, u ∈ Q can not satisfy

Tu =
P
Ut

Du

P
Ut

max
(

max
j∈Q,j �=u

Iu,j , Iu,i

)
× P

Ut
max

(
max

j∈Q,j �=u
Ij,u, Ii,u

) . (27)

Then, add the user with the largest Ti in Ξ into Q, and remove it from Ξ.
Repeat the previous process until Ut users have been selected or no more users
in Ξ. The details of the proposed user scheduling algorithm are as follows:

Algorithm 3 Modified-TIN
� Initialization:
(1) N = 1.
(2) Find user k̂1 such that k̂1 = arg max

i∈Ξ
Di.

(3) Set Q = {k̂1}, Ξ = Ξ\k̂1.
� Iteration:
(4) Increase N by 1.
(5) Remove user i that does not satisfy Ti ≥ γ and Tu ≥ γ for ∀u ∈ Q from Ξ.
(6) Find user k̂ such that k̂ = arg max

i∈Ξ
Ti.

(7) Set Q = Q ∪ k̂, Ξ = Ξ\k̂.
(8) If Ξ = ∅ or N = Ut, stop. Otherwise, go to 4) and repeat the iteration.

5 Simulation

In this section, we present numerical results to validate the performance of the
proposed user scheduling algorithms. In all simulations, M = 64, L = 100, the
noise level of all users are the same, i.e., σ2

u = σ2. The BS can serve 16 users at
most. The results are obtained by averaging over 500 user drops. Here, we take
the user scheduling algorithm in [14] as a performance baseline which divides the
users into 16 clusters, so that user u in i-th cluster satisfying mu ∈ [4(i−1)+1, 4i]
and the user with the largest ω

(mu)
u in each cluster is selected.

Figure 1 shows the average sum rate of the single-cell MIMO downlink
transmission systems over correlated Rician fading channel under different user
scheduling algorithms. In this figure, the Rician K-factor of each user is uni-
formly distributed in [Kmin,Kmax], where Kmin = −10 dB, Kmax = 10 dB, the
AoD of each user is distributed uniformly in (−90◦, 90◦), and the angle spread
of each user is uniformly distributed in (5◦, 15◦). The threshold for the modified-
TIN algorithm is γ = 5. Compared to the scheduling algorithm in [14], all the
three proposed scheduling algorithms improve the average sum rate of the system
significantly. It can be clearly observed from the figure that under the consid-
ered environment, the performance of the most dissimilar and the modified-TIN
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Fig. 1. Average sum rate of different user scheduling algorithms
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Fig. 2. Average sum rate of different user scheduling algorithms, Ri = IM
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Fig. 3. Average sum rate of different user scheduling algorithms, Ki = 0

algorithm are almost the same, and is slightly superior to the performance of
the maximum SLNR algorithm.

Figure 2 shows the average sum rate performance of the proposed scheduling
algorithm when Ri = IM , i = 1, · · · , L, that is the channels of all the users
are uncorrelated Rician fading. The Rician K-factor of each user is uniformly
distributed in [Kmin,Kmax], where Kmin = −10 dB, Kmax = 10 dB, the AoD of
each user is distributed uniformly in (−90◦, 90◦). The threshold for the modified-
TIN algorithm is γ = 5. In this figure, the scheduling algorithm proposed in [10]
for uncorrelated Rician fading channel is also presented. It can be seen that
the performance of the proposed algorithms are almost the same, and all the
proposed algorithms outperform the scheduling algorithm in [10].

Figure 3 shows the average sum rate of the single-cell MIMO downlink trans-
mission systems when Ki = 0, i = 1, · · · , L, that is the channel of each user
is Rayleigh fading. In this figure, we assume that the AoD of each user is dis-
tributed uniformly in (−90◦, 90◦), and the angle spread of each user is uniformly
distributed in (5◦, 15◦). The threshold for the modified-TIN algorithm is γ = 5.
It can be seen that all the proposed algorithms still outperform the algorithm in
[14] under this situation. And the modified-TIN performs best, while the maxi-
mum SLNR performs worst among the three proposed scheduling algorithm.
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6 Conclusion

In this paper, we investigated the downlink transmission, especially the user
scheduling algorithm for single-cell MIMO system under correlated Rician fading
channels. With only statistical CSI of each user at BS, we derived the statistical
beamforming transmission algorithm by maximizing the lower bound on the
average SLNR. Then three user scheduling algorithms, which are the maximum
SLNR, the most dissimilar and the modified-TIN, are proposed based on the
statistical beamforming transmission algorithm. Simulation results showed that
the proposed algorithms work well.
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A Blind Detection Algorithm
for Modulation Order in NOMA Systems
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Abstract. The blind detection algorithm for modulation order (MOD)
of interference user in power-domain non-orthogonal multiple access
(NO-MA) is studied by academics. Maximum likelihood method is the
optimal approach, but with huge computational complexity. A sub-
optimal approach based on max-log approximation is deduced which
can reduce computational complexity, but with performance degrada-
tion. This paper investigates an improved blind detection algorithm for
modulation order based on max-log likelihood approach in NOMA sys-
tems. Unlike the other two algorithms, the proposed algorithm takes
the statistical characteristics of the received signal into consideration.
The complexity analysis and link-level simulation results are provided
to verify that the proposed method outperforms the max-log likelihood
method with a little additional computational complexity, and it is a
good trade-off between complexity and performance.

Keywords: NOMA · Blind detection · Modulation order

1 Introduction

With the rapid development of wireless communications, the number of users
and the volume of services have exploded, putting higher demand on the system
capacity of wireless networks. Subsequently, mobile communication technology is
presently facing a new challenge, giving birth to the emergence of fifth-generation
(5G) wireless communication. Since the exponential development of mobile Inter-
net and the Internet of Things (IoT), one of the critical points that 5G needs to
solve is high data-rate and capacity in applications.

Non-orthogonal multiple access (NOMA), as one of the candidate standards
for next generation cell communication technology, has a series of advantages,
such as higher spectral efficiency (SE) [8], higher sum channel capacity [7],
smaller feedback requirement and lower transmission latency [5]. More impor-
tantly, with guaranteed user fairness assumption, the system throughput of
NOMA can be significantly larger than orthogonal multiple access (OMA) [4].
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Generally, different NOMA solutions can be classified into two categories,
power-domain NOMA and code-domain NOMA. This paper focuses on power-
domain NOMA. According to the concept of NOMA, signals for multiple users
are superposed in power domain and transmitted in the same time-frequency
resources at transmitter. Multiuser detection (MUD) algorithms, such as suc-
cessive interference cancellation (SIC) are utilized to detect desired signals at
receiver.

Reference [1] shows that a significant performance gain can be achieved under
the assumption that receiver has ideal interference parameters associated with
undesired signals at the receiver end. The most common and easiest way to get
interference parameters is broadcast signaling (higher layer signaling or dynamic
signaling). Another method to obtain those dynamic interference parameters is
blind detection (BD) [2]. Reference [2] shows the assistance information that is
required for receivers to cancel superposition interference. Obviously, if dynamic
interference parameters are transmitted through signaling, a large amount of
signaling resources will be consumed and the number of UEs that BS can serve
simultaneously will be reduced. Assume that N bits is needed to signal those
parameters for one UE, when M UEs are superposed, the total consumed bits
would be M(M − 1)N/2 bits. This is exactly opposite to the idea of designing
the NOMA system. Therefore, blind detection or hybrid method would be the
feasible solution in practice implementation.

Heunchul Lee et al. proposed blind detection algorithms based on max-log
approximation for estimating the dynamic interference parameters TPR, RI,
PMI, and MOD [6]. Alexei Davydov et al. proposed a blind maximum likelihood
(ML) interference suppression receiver relying on direct estimation of the inter-
fering signal parameters, such as transmission scheme, precoding vector, power
boosting and modulation [3]. Maximum likelihood blind detection algorithm is
the optimal solution but with high complexity, which can not be achieved in
practice. To reduce complexity, max-log likelihood algorithm based on max-log
approximation is deduced. However, This is done at the expense of performance
for the reduction in complexity. And how to find the trade-off between perfor-
mance and complexity has not been addressed so far. This paper focuses on blind
detection algorithm for modulation order in power-domain NOMA.

The remainder of this paper is organized as follows: Sect. 2 presents system
model, including multiuser superposition coding scheme. Section 3 proposes an
improved blind detection algorithm for modulation order based on max-log like-
lihood algorithm and provides complexity analysis among different algorithms.
In Sect. 4, we provide link-level simulation results to compare the performance
of blind detection correct rate and link-level throughput between conventional
algorithm and proposed algorithm. Finally, conclusions are made in Sect. 5.

2 System Model

This section presents system model. This paper considers a downlink single-cell
scenario where consists one base station (BS) and N user equipments (UEs).
The UEs are denoted as Ui, i = 1 · · · N . The channel condition from BS to each
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UE is denoted as hi, i = 1 · · · N . Assume that the channel conditions for every
UE are sorted as

0 < |h1|2 ≤ |h2|2 ≤ · · · ≤ |hN |2, (1)

which means that the N -th user UN holds the strongest channel condition and
the first user U1 holds the worst channel condition.

Based on the concept of NOMA, BS can serve more than one UEs on the
same time-frequency resource simultaneously. And those UEs hold distinct chan-
nel conditions. Reference [4] has proved that NOMA with fixed power allocation
(F-NOMA) can offer a larger sum rate than orthogonal multiple access (MA),
and the performance gain of F-NOMA over conventional MA can be further
enlarged by selecting users whose channel conditions are more distinctive. The
NOMA scheme implements superposition coding (SC) in power domain at trans-
mitter and decodes UE’s signal with the help of SIC techniques at receiver. At
transmitter, the UE with better channel condition would be assigned with a
lower power ratio, and the UE with worse channel condition would be assigned
with a higher power ratio. The portion of total power assigned to Ui is denoted
as αi, which satisfies

∑s
i=1 αi = 1, where s indicates the number of superposed

signals on the same time-frequency resource. At receiver end, each UE needs to
decode the signals of weaker UEs before decoding its own signal, i.e., Ui needs
to decode signals of Um, where m < i. The signals of weaker UEs would be
reconstructed and subtracted from the received signal. Ui treats signals of Un

with n > i as interference.
Without loss of generality, we choose a simple NOMA scenario with one BS

and two UEs. The two UEs are marked as “Target UE” and “Interference UE”,
with channel condition h2 and h1, respectively. The channel conditions h1 and
h2 satisfy |h2|2 > |h1|2, which indicates that “Target UE” has better channel
condition than “Interference UE”. Therefore, α, the portion of total power P
allocated to target UE, is less than 0.5, which can be written as α < 0.5.

Let us denote the K-dimensional complex signal vector transmitted from BS
to user Ui as

x(i) = [x(i)
1 , x

(i)
2 , · · · , x

(i)
K ]T , (2)

where i = 1, 2, x
(i)
k denotes the k-th symbol for user Ui, K indicates the number

of symbols for user Ui, and (·)T denotes the transpose of a vector. Symbol x
(i)
k is

chosen from constellation set C
(i), whose cardinality is denoted by |C(i)|. Thus,

the superposed signal to be transmitted to U1 and U2 can be written as

t =
√

αPx(2) ⊕
√

(1 − α)Px(1), (3)

where t denotes the superposed signal to be transmitted, α represents the frac-
tion of total power assigned to near user U2, P denotes the total power used for
transmission at transmitter, and the rules for ⊕ operation is shown in Fig. 5.1.2–2
in [2].

Let us define r(i) as the received signal vector at the user Ui. Then, r(i) can
be written as

r(i) = H(i)t + n(i), for i = 1, 2, (4)
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where H(i) denotes the channel matrix from BS to user Ui, n(i) is the additive
noise vector, whose elements are independent and identically-distributed (i.i.d.)
complex Gaussian, E[|n(i)|2] = σ2

i , where E[·] denotes the expectation operator,
and | · | represents the absolute value of a complex number.

The basic idea of non-orthogonal multiple access technology is to introduce
interference information at the transmitter and simultaneously transmit the
information of multiple users on the same time-frequency resource by superpo-
sition coding. Reference [2] describes candidate multiuser superposition trans-
mission schemes, which can be categorized into three categories — Category 1,
Category 2 and Category 3.

Because of the loss of power ratio in category 3 and the loss of gray mapping
in category 1, this paper chooses category 2 as superposition coding scheme. An
example of composite constellation of Category 2 is shown in [2]. With joint mod-
ulation mapping for target and interference UEs, gray mapping is kept for the
label bits of the composite constellation. Moreover, receiver uses SIC technique
to achieve the correct demodulation of the received signal.

3 Proposed Blind Detection Algorithm for Modulation
Order and Complexity Analysis

This section investigates blind detection problem for estimating MOD inter-
ference parameter in NOMA systems. Note that by transmitting the downlink
control information (DCI) through physical downlink control channel (PDCCH),
the MOD parameter of target UE can be found explicitly. One way to get MOD
parameter of interference UE is broadcast signaling. However, this method con-
sumes too much unnecessary signaling. Another way to get MOD parameter
of interference UE is blind detection, which will be presented in this section.
Furthermore, complexity analysis will be presented in this section.

3.1 Proposed Algorithm for Blind Detection

It is well known that blind detection based on maximum likelihood (ML) esti-
mation minimizes the error probability. Let p(r(i)k |tk) denote the conditional
probability density function for r

(i)
k , given tk, which is represented by

p(r(i)k |tk) =
1

√
2πσ2

i

exp(−||r(i)k − H
(i,e)
k ∗ tk||2

2σ2
i

), (5)

where H
(i,e)
k is the k-th element in the effective channel matrix H(i,e) and the

superscript “e” is the abbreviation of “effective”.
Assume that candidate modulation order set for interference user is a P -by-1

vector M itf and the modulation order for target user is mtar. P is the number of
candidate modulation orders. Thus, the candidate composite modulation order
for superposition coding is

M = M itf + mtar. (6)
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And p is one of elements in M . In case of a certain modulation order p, the
maximum likelihood blind detection algorithm for interference modulation order
is [6]

Mp =
1
K

K∑

k=1

1
|Cp|

∑

tk∈Cp

exp(−||r(i)k − H
(i,e)
k ∗ tk||2

σ2
i

). (7)

Constants in (5) is omitted in (7). Then, the ML detector performs an exhaus-
tive search among all the possible constellation points corresponding to all the
candidate composite modulation order p, and makes the best decision of popt

which maximizes the metric

popt = arg max
p

Mp. (8)

Although ML detector is optimal, it is not practical, since it leads to pro-
hibitive computational complexity. Thus, a suboptimal approach with reduced
computational complexity to solve the optimal metric in (7), termed max-log
likelihood, is derived. Max-log likelihood blind detection algorithm for interfer-
ence modulation order can be described as [6]

Mp =
1
K

K∑

k=1

log
1

|Cp|
∑

tk∈Cp

exp(−�2
k/σ2

i )

=
1
K

K∑

k=1

−(�2
k,min/σ2

i + log |Cp|) (9)

+
1
K

K∑

k=1

log(1 +

∑

tk∈Cp

tk �=tmin

exp(−�2
k/σ2

i )

exp(−�2
k,min/σ2

i )
)

where

tmin = arg min
tk∈Cp

||r(i)k − H
(i,e)
k ∗ tk||2, (10)

�k = ||r(i)k − H
(i,e)
k ∗ tk||, (11)

�k,min = ||r(i)k − H
(i,e)
k ∗ tmin||, (12)

and the last term in (9) is omitted to reduce complexity [6]. Thus, max-log
likelihood algorithm can be written as

Mp =
1
K

K∑

k=1

log
1

|Cp|
∑

tk∈Cp

exp(−�2
k/σ2

i )

≈ 1
K

K∑

k=1

−(�2
k,min/σ2

i + log |Cp|). (13)
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Based on the above discussion, ML algorithm is optimal, but consumes too
much time to get final result. Max-log likelihood algorithm consumes less time,
but loses performance. And it demonstrates an interesting phenomenon that, in
(7)–(13), the term 1/|Cp| is a constant when p is given, which does not take the
statistical characteristics of the received signal into consideration. Because of
limited number of symbols and bandwidth constraints in a transmission process,
the number of symbols can not be achieved statistically large. In another word,
the joint modulated symbols at transmitter are non-uniform distribution. This
results in the number of symbols, corresponding to each constellation point, is
not exactly equal, but with slight deviations. Thus, the constant term 1/|Cp|
can not reflect actual characteristics of the signal, and the performance of blind
detection degrades. The proposed method will take the features of signal into
account, and can be written as

Mp =
1
K

K∑

k=1

log ξj
∑

tk∈Cp

exp(−�2
k/σ2

i )

≈ 1
K

K∑

k=1

−(�2
k,min/σ2

i − log ξj), (14)

where

ξj =
|Sj |
K

, (15)

where Sj is the set of received symbols which have the minimum Euclidean norm
to the j-th composite constellation point, and its cardinality is denoted by |Sj |.
j is the index of composite constellation symbol, which is in range [1, · · · , 2p],
where p denotes composite modulation order. K denotes the number of received
symbols. The proposed method is termed as K-max-log likelihood algorithm.

3.2 Complexity Analysis

To further analyze the efficiency of the proposed K-max-log likelihood algorithm,
we study the computational complexity of the proposed method. As described in
Sect. 3.1, the proposed method is constructed using the max-log likelihood app-
roach. Thus, as shown in Table 1, the computational complexity of maximum
likelihood, max-log likelihood and K-max-log likelihood are compared associ-
ated with addition, subtraction, multiplication, division, exponent, logarithm
and comparison. In Table 1, P denotes the number of modulation order candi-
dates for interference user, K denotes the number of received symbols, and |Cp|
denotes the number of constellation symbols in a certain composite modulation
order p.

It is well known that multiplication, division, exponent and logarithm math-
ematical operations are more time-consuming. Both max-log likelihood and K-
max-log likelihood reduce the number of such mathematical calculations, which
can reduce computational complexity significantly. The term

∑P
p=1 Cp in K-max-

log likelihood, compared to K, is pretty small. Therefore, with a little additional
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calculation, K-max-log likelihood algorithm almost has the same computational
complexity as the max-log likelihood algorithm. And the proposed method has a
much lower complexity than the maximum likelihood blind detection algorithm
which requires exhaustive search and is impractical for real systems.

Table 1. Complexity comparison

Max likelihood Max-log likelihood K-Max-log likelihood

Addition
∑P

p=1 (2K|Cp|) +K KP KP

Subtraction
∑P

p=12K|Cp|
∑P

p=1(K|Cp|+ 2K)
∑P

p=1(K|Cp|+ 2K)

Multiplication
∑P

p=13K|Cp|
∑P

p=1(K + 2K|Cp|)
∑P

p=1 (K + 2K|Cp|)

Division
∑P

p=1 (K|Cp|+K + 1) P (K + 1) P (K + 1)

Exponent
∑P

p=1K|Cp| 0 0

Logarithm 0 0
∑P

p=1 |Cp|

Comparison P P +
∑P

p=1K|Cp| P +
∑P

p=1 K|Cp|

4 Performance Evaluation

In this section, we provide a series of link-level simulation results to verify the
efficacy and accuracy of the proposed detection algorithm for estimating the
MOD parameter of interference user. The candidate interference modulation set
includes four kinds of modulation types, namely NONE, QPSK, 16QAM and
64QAM, where NONE means there is no interference user in current transmis-
sion process. Other simulation parameters are listed in Table 2. We use blind
detection rate and link-level throughput, especially 70% throughput, as the mea-
surements of the pros and cons of the proposed algorithm.

Table 2. Simulation parameters

Parameter Value Parameter Value

Channel bandwidth 10 MHz Carrier frequency 2 GHz

Sampling rates 15.36 MHz TTI size/duration 14 OFDM Symbols/ms

CFI 2 Channel estimation MMSE

Cyclic Prefix type Normal HARQ Disabled

Number of FFT size 1024 CSI reporting mode PUCCH 2-0

Fast fading Rayleigh No. of PRBs of PDSCH 50

Propagation channel EPA Receiver type CWIC

First, we clarify the performance of blind detection rate of different algo-
rithms. Figure 1 shows the blind detection correct rate of MOD parameter of
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interference user in NOMA transmission for 1-by-2 SIMO. The figure shows
that K-max-log likelihood can always outperform max-log likelihood. On the
other hand, the required SNR of K-max-log likelihood for achieving the correct
rate of 100% is about 1.6–1.8 dB less than that of max-log likelihood algorithm.
One thing should to be pointed out is that the number of simulation curves in
Fig. 1 is less than the total number of simulation curves in Fig. 2a–d. The first
reason is that there are no detection rate curves for “ideal” cases. The second
reason is that the blind detection rate is affected by modulation order rather
than transport block size.

Second, we clarify the performance of link-level throughput of max-log like-
lihood and K-max-log likelihood algorithm. Figure 2a illustrates the link-level
throughput results of ideal, max-log likelihood and K-max-log likelihood method
under certain conditions, where target user and interference user both use QPSK,
but with different modulation coding schemes (MCSs). The “ideal” means that
the MOD parameter of interference user is perfectly known through network sig-
naling at the receiver. Figure 2b–d show the comparison of system throughput
with those three methods under different conditions, which have already been
shown in the corresponding captions and legends.

As shown in Fig. 2a–d, we can observe that the performance of proposed
method always overcomes max-log likelihood’s. In addition, the simulation
results also show that target user throughput is significantly improved around
70% throughput point. Another noticeable feature is that the performance of
the proposed method is very close to the ideal receiver around 70% throughput
point in some simulation cases. Furthermore, the higher modulation order and
the larger transport block size of the target user and the interference user is, the
more performance degrades due to the failure of blind detection.

From the simulation results presented in this section, we can conclude that
the proposed method can significantly improve blind detection rate and link-level
throughput in NOMA systems, especially at 70% throughput point.

Fig. 1. The comparison of blind detection correct rate
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Fig. 2. Simulation results on different algorithms: link-level throughput

5 Conclusion

In this paper, we have investigated the blind detection problem of the MOD
parameter for interference user in NOMA systems, and proposed an improved
max-log-likelihood-based method for blind detection. The proposed method
takes the statistical characteristics of received signal into consideration, which is
not considered in max-log algorithm. Link-level simulation results have proved
that the performance of proposed method outperforms that of max-log likeli-
hood method with a little additional computational complexity. In conclusion,
we have shown that the SIC receiver based on K-max-log likelihood blind detec-
tion algorithm can be a promising candidate for future high performance and
low complexity UE devices in the next generation communication.

Acknowledgement. This work was supported by the Fundamental Research Funds
for the Central Universities and the National Natural Science Foundation of China
(61501056).
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Abstract. In recent years, with the dramatic development in intelligent trans-
portation systems (ITS), vehicle-vehicle (V2V) radio channel models have
drawn much attention. With the analysis of the preceding statistical models of
V2V channel, it is obvious that the critical works in developing statistical
channel models focus on two aspects, the modeling of the time-variant prop-
erties and the modeling of the severe multipath fading. In this paper, we discuss
an innovative method to model the fading dispersive channels that do not satisfy
the assumption of wide-sense stationary uncorrelated scattering (WSSUS). And
the Weibull distribution is integrated to mimic the severe multipath fading of
V2V radio channel. Moreover, based on the tapped-delay like (TDL) model, the
non-WSSUS channel impulse response (CIR) function has been formulated.
There are several statistical properties characterized to evaluate the performance
of the proposed model, such as, Power delay profile (PDP), Temporal auto-
correlation function (ACF), Local scattering function (LSF) and Power spectrum
density (PSD). The simulation results demonstrate that the proposed model has a
good performance in the characterization of the non-WSSUS V2V radio
channel. Hence, the channel model presented will be beneficial in future V2V
communications systems.

Keywords: V2V radio channel models � Non-stationary � Correlated scattering
Weibull fading � Statistical model

1 Introduction

V2V radio communication systems have recently drawn great attention for the potential
to reduce traffic jams and accident rates [1]. Several attractive benefits of V2V radio
communications are the intelligent perception of the road condition, the capacity for
probing the dynamic weather and the awareness of the traffic condition, such as the
traffic congestion, traffic distribution. For the advantages of V2V radio communication
system, a recent standard for V2V communications in the 5-GHz Unlicensed National
Information Infrastructure band has been developed, designing for extending the IEEE
802.11a application environment.
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However, the time-frequency selective fading features of such V2V channel are
significantly different from the traditional cellular network channel, and thus requires
distinct channel models [2]. Consequently, many V2V channel models have been
proposed. And there are several statistical modeling works related to V2V radio
channel, even though most of V2V channel models are the geometry-based stochastic
models (GBSM) [3]. In [4], the authors take the Doppler spectrum shapes into account,
reference [5] report the PDP and tap fading statistics. In [6], the authors have measured
the features of the typical V2V channel rigorously based on the dedicated short-range
communications (DSRC) standard. Furthermore, the implement of Rician or Rayleigh
fading under the hypothesis of WSSUS has been presented in [7]. The work in [8]
report the analysis of the multipath fading of V2V radio channel in the 5-GHz band. In
addition, the description of severe multipath fading by means of taking the Weibull
distribution into account.

Due to the complexity and diversity of the radio propagation environments, V2V
radio channel tend to be non-WSSUS. According to the modeling of the non-
stationarity, the work in [9] presents a basic non-stationary model algorithm named
“birth and death” process, the multipath component is considered to be not static, it
could appear or disappear after a generally short duration. In [10], the authors discuss
that non-WSSUS can be divided into two part, one is the stationarity with respect to
time, another is the correlation with respect to the scatterer, and the channel correlation
function (CCF) is proposed to describe the non-WSSUS properties.

The remainder of this article is outlined as follows. In the next section, we give a
specific description of the channel model. We then evaluate the performance of the
channel model by analyzing the simulation results. Finally, conclusions are drawn in
the final section.

2 Channel Model

In this section, we first describe the WSSUS CIR models. The modeling of the non-
WSSUS is then addressed. Finally, the severe multipath fading is integrated to the
presented channel model.

2.1 WSSUS CIR Models

In nearly all statistical models, the channel is modeled as a TDL model with a time-
varying linear filter, and thus the impulse response of the filter is introduced to com-
pletely characterize the channel. However, the CIR can be defined as function h t; sð Þ,
besides, the function is corresponding to the response of the channel at time t to an
impulse input at time t � s. Furthermore, based on the hypothesis of WSSUS and
Rayleigh fading distribution, the CIR function in the flat-fading channel can be
expressed as

h t; sð Þ ¼ d s� s0ð Þ �
XN

k¼1
ak tð Þe jwD;k t�s0ð Þ�jwc�s0 ð1Þ
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where, at time t, ak tð Þ represents the k th tap amplitude with respect to the Doppler
spectrum, and the argument of the exponential term is the k th tap phase. According to
the flat-fading channel, all the multipath component has same time delay s0. The d-
function is a Dirac delta, the carrier frequency is wc ¼ 2pfc, and the term wD;k ¼ 2pfD;k
represents the Doppler shift associated with the k th tap.

According to the practical propagation environments, V2V radio channel have
numerous time-varying delay paths, so it will be frequency-selective rather than flat-
fading. Besides, it is likely to have a Line-of-Sight (LOS) of V2V radio channel, so the
distribution of the multipath fading will satisfy the Rician distribution. Consequently,
the CIR function is given by

h t; sð Þ ¼
XN

k¼1

ffiffiffiffiffiffiffiffiffi
1

Kk þ 1

q
ak tð ÞejwD;k t�skð Þ

þ
ffiffiffiffiffiffiffiffiffi
Kk

Kk þ 1

q
ej½wD;LOS;k t�skð ÞþuLOS;k �

8<
:

9=
;e�jwc�skd s� skð Þ ð2Þ

where, Kk represents the Rician factor of the k th tap, however, it will be 0 when the
LOS does not exist. And the term wD;LOS;k ¼ 2pfD;los;k represents the Doppler shift
associated with the k th LOS, uLOS;k represents the initial phase of the k th LOS.

2.2 Models for the Non-WSSUS

It is mentioned above that the non-WSSUS properties has two parts, one is the non-
stationarity with respect to time, another is the correlated scatterer. Correspondingly,
two algorithms are respectively presented to describe the two parts of the non-WSSUS.

Birth and Death Process. V2V radio propagation environments change frequently and
rapidly because of the mobility and low transmitting and receiving antenna heights.
With the time-variability of V2V channel, the number of multipath components and
their strengths may not be static. In [9], An algorithm named the birth and death
process is proposed to generate the time-vary multipath components. We incorporate
this birth and death process into our developed channel models using persistence
process zk tð Þ.

For the persistence process, the Markov chain is frequently used to model it. And
thus, we developed first-order two-state Markov chains specified by two matrices: the
transition ðTSÞ matrix and the steady-state ðSSÞ matrix [11]. These matrices are
expressed as follows:

TS ¼ P00 P01

P10 P11

� �
SS ¼ S0

S1

� �
ð3Þ

Here, the element Pij in matrix TS is defined as the probability of converting the state i
to state j, and each SS element Si means that the steady-state probability of state i.
Figure 1 shows sample persistence process associated with the third and fifth taps for
the Urban-Antenna Inside Car (UIC) setting [9]. It is depicted that the third and fifth
taps can appear or disappear after a short duration, so the non-stationarity in time
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domain can be perfectly modeled. In other words, the non-stationary CIR function is
expressed as

h t; sð Þ ¼
XN

k¼1
h0 t; sð Þ � zk t; skð Þ � d s� skð Þ ð4Þ

Here, h0 t; sð Þ represents the CIR of the WSSUS channel. The term zk t; skð Þ represents
the k th tap persistence process.

Correlated Scatter Model. According to the non-WSSUS channel, the CCF can be
computed as:

Rh t; s;Dt;Dsð Þ ¼ E h t; sþDsð Þh� t � Dt; sð Þf g ð5Þ

Here, Dt;Ds denote time lag and delay lag, respectively. E �f g denotes mathematical
expectation, i.e., ensemble averaging, and it is reflected by the non-stationarity with
respect to time and correlated with respect to delay.

In the former subsection, the birth and death process is introduced to model the
non-stationarity with respect to time. Hence, we pay attention to the correlation with
respect to delay. The delay-correlated matrix L is introduced to model it.

h t; sð Þ ¼
XN

k¼1
h00US t; sð Þ � Lk s; skð Þ ¼ H00

US t; sð Þ � L ð6Þ

where, h00US t; sð Þ represents the CIR of the US channel. The term Lk s; skð Þ represents the
delay-correlated vector with respect to the k th multipath component. Furthermore, the
correlated with respect of delay is corresponding to the correlation of L. However, the

Fig. 1. Sample persistence processes zk tð Þ for taps 3 and 5 for the UIC case.
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Doppler spectrum of the different taps is likely to be different, so the correlation matrix
of the spectrum shaping filter output will be a diagonal matrix.

D ¼ E ffH
� � ð7Þ

Here, f denotes the output vector of the spectrum shaping filter, and it can be generated
by the transition of the complex white Gaussian noise through the spectrum shaping
filter. The term D represents the correlation matrix of f . Hence, the correlation of the
channel is given by

q ¼ E Lfð Þ � Lfð ÞH
n o

¼ E LffHLH� � ¼ L E ff H
� �� �

LH ¼ LDLH ð8Þ

However, the tap cross-correlation matrix q can be measured by varying antenna
locations and collecting data at different times of the day and under different traffic
conditions [9]. As a consequence, the cholesky decomposition can be used to resolve
the measured q, and the L will be turned out.

q ¼ TTH ¼ TD�1=2 � D � D�1=2TH ¼ LDLH ð9Þ

Note that T denotes the results of the cholesky decomposition of q. Above all, L is
chosen to be

L ¼ TD�1=2 ð10Þ

Besides, if all of the taps have the same Doppler spectrum, then we have D ¼ 1 and
L ¼ T.

2.3 Non-WSSUS CIR Model with Severe Multipath Fading

Due to the severe delay disperse and the severe Doppler disperse in V2V channel, the
multipath fading is likely to be severer than the Rayleigh fading. Furthermore, with the
non-stationarity of V2V radio channel, the number of taps might be enormous and
variable. The Weibull distribution [12] is used to model the severe multipath fading.

The Weibull model has two parameters, so it offers substantial flexibility. It can be
given by

pw xð Þ ¼ b
ab

xb�1exp � x
a

	 
b
� �

ð11Þ

where b is the Weibull shape factor that is corresponding to the fading severity,
a ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E x2ð Þ=C 2=bð Þþ 1½ �p
is a scale parameter, and C is the Gamma function. How-

ever, the Weibull distribution can be equal to the Rayleigh distribution when b equals
2. With the smaller b, the multipath fading will be severer.

Weibull distribution can be generated by Rayleigh distribution [13], we assume that
W is a Weibull-distributed random variable, and there must be a Rayleigh-distributed
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random variable R that is submitted to the term W ¼ R2=b. Above all, the CIR function
of the non-WSSUS V2V channel model is given by

h t; sð Þ ¼
XN

m¼1

XN

k¼1

ak tð ÞejwD;k t�skð Þe�jwc�sk
�zk t; skð Þ

� � 2
bk

d s� skð Þ
( )

� Lm s; smð Þ ð12Þ

Here, sm denotes the m th multipath component, and the term Lm s; smð Þ represents the
m th row of the delay-correlated matrix L. Similarly, bk denotes the Weibull shape
factor of the k th multipath component. Furthermore, the proposed channel model is
depicted in Fig. 2 followed.

3 Simulation Results and Analysis

In this section, we investigate the proposed V2V channel model in detail for several
statistical properties based on the UIC scenario in [14]. And the following main
parameters were chosen for the simulations: the carrier frequency fc is set as 5.12 GHz,
and the bandwidth for the simulations is equal to 10 MHz, the Doppler spectrum of all
taps is considered as a same shape, such as, the U-shape. The following Table 1 gives
the other parameters were chosen for our simulations.

Here, Energy is the measured mean-power of the taps. Weibull shape factor reflects
the fading severity of the taps. And P00 and P11 are the Markov TS matrix diagonal
elements, similarly, S1 means that the steady-state probability of the ‘birth’ state.
However, NA represents that the state of the tap does not exist. Furthermore, the tap
cross-correlation matrix for simulations is given behind (Table 2).

Fig. 2. Model structure for the proposed non-WSSUS V2V channel model.
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3.1 PDP Simulation Results

Figure 3 shows the three-dimensional (3D) short-time average PDPs simulation results
of the non-WSSUS V2V channel model. We notice that the short-time average changes
with time t.

Table 1. Channel parameters for the UIC scenario.

Tap Index Energy Weibull Shape
Factor

P00;k P11;k S1

1 0.756 2.49 NA 1.0000 1.0000
2 0.120 1.75 0.0769 0.9640 0.9625
3 0.051 1.68 0.3103 0.8993 0.8732
4 0.034 1.72 0.3280 0.8521 0.8199
5 0.019 1.65 0.5217 0.7963 0.7017
6 0.012 1.6 0.6429 0.7393 0.5764
7 0.006 1.69 0.6734 0.6686 0.4971

Table 2. Tap cross-correlation matrix q for the UIC scenario.

Tap index 1 2 3 4 5 6 7

1 1 0.1989 0.0555 0.0481 0.0977 0.1074 0.3504
2 0.1989 1 0.1477 0.1495 0.0974 0.2329 0.1999
3 0.0555 0.1477 1 0.2298 0.0106 0.1368 0.1496
4 0.0481 0.1495 0.2298 1 0.2189 0.2088 0.1143
5 0.0977 0.0974 0.0106 0.2189 1 0.1600 0
6 0.1074 0.2329 0.1368 0.2088 0.1600 1 0.2600
7 0.3504 0.1999 0.1496 0.1143 0 0.2600 1

Fig. 3. Three-dimensional (3D) short-time averages PDPs of the non-WSSUS V2V channel
model.
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To emphasize these changes, five short-time PDPs, each over a duration of 20 ls,
from 5.1 to 5.5 ms are depicted in Fig. 4. According to the varying time instants, it is
obviously that the proposed channel models have the capacity for modeling the non-
stationary delay disperse. In other words, the simulation results demonstrate the non-
stationarity of V2V radio channel over the time period of 0.5 ms.

Figure 5 shows the comparison between the long-time PDP simulation results and
the measured results for the UIC scenario. It is depicted in Fig. 5 that the simulation
results have an approximate agreement with the measured results. However, the
measured mean-power results are measured in a short duration, so the channel con-
dition is considered as stationary. Due to the non-stationary properties, the simulation
results have a little difference from the measured results. In other words, it is
demonstrated that the proposed V2V channel model can perfectly mimic the delay
disperse with the non-stationarity.

Fig. 4. Five short-time averages PDPs from 5.1 ms to 5.5 ms.

Fig. 5. Comparison between the PDP simulation results and the measured mean-power results
for the UIC scenario.
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3.2 Correlation Function Simulation Results

ACF simulation results. Figure 6 shows the absolute value of the time-variant ACF of
different taps of the proposed V2V channel model at different time instants. And it is
noticed that the absolute value of the ACF of different taps is different, besides, the
simulation results of different time instants is different. The ACF is varying with time
and delay, so the non-WSSUS properties are depicted in Fig. 6. The proposed model
has an outstanding performance of modeling the non-WSSUS.

LSF simulation results. The absolute value of the time-variant LSF at different
time instances is depicted in Fig. 7 above. It is obvious that the power of the effective
scatterer varies with time instances. The simulation results show that the time-variant
non-stationary properties of the scatterer are mimicked perfectly. Therefore, the pro-
posed channel model is proved to be valuable.

Fig. 6. Absolute value of the time-variant ACF of different taps of the proposed V2V channel
model at different time instants for UIC scenario.

Fig. 7. Absolute value of the time-variant LSF of the first tap of the proposed V2V channel
model at different time instants for UIC scenario.
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3.3 PSD Simulation Results

Figure 8 shows that The PSD of the taps for the UIC scenario. We can easily notice
that the PSD of the taps is similar to the U-shape. Due to the impact of the correlated
scatterer, the interaction between each tap will be contributing. As a result, the PSD of
the taps may not fit the standard U-shape, in other words, the spectrum distortion exists.
However, the non-stationarity with respect to time also affects the PSD spectrum. It is
obvious that the PSD of the taps is fluctuant rather than smooth. Furthermore, the
simulation results turn out that the modeling of the Doppler disperse with the non-
WSSUS is practical.

4 Conclusion

In this paper, we have proposed a novel non-WSSUS statistical model of V2V channel
for the 5-GHz band. Several practical statistical models are integrated into the proposed
model. Besides, the persistence process and delay-correlated matrix is adapted to
characterize the non-WSSUS properties. Moreover, several statistical properties of the
proposed model have been investigated. The PDP and PSD simulation results show
that the proposed model describes the delay disperse and the Doppler disperse per-
fectly. According to the time-variant ACF and LSF behaviors, it is demonstrated that
the proposed channel model could vividly mimic the non-WSSUS properties of V2V
radio channel.

In conclusion, the novel model proposed in this paper can characterize the fluctuant
and flexible V2V channel. As a result, the research of the V2V channel will be
available for the future ITS construction. Our future work will further adapt the pro-
posed model to more complex and practical scenario, such as the massive-MIMO
scenario.

Fig. 8. The PSD simulation results of the taps for UIC scenario.
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Abstract. In the railway transportation industry, the monitoring of Global
System for Mobile Communications for Railway (GSM-R) network is essential,
which plays an important role in safety of the train. The traditional monitoring
systems are mainly based on the A/Abis or PRI interfaces. Therefore, the tra-
ditional ways are difficult to monitor random interferences and faults occurred
over wireless channels, which may causes the potential security menace. In this
paper, we propose a GSM-R monitoring system based on the Um interface.
Adopting the General Purpose Processor (GPP)-Software Defined Radio
(SDR) framework, the GSM-R network can be monitored by full Um interface
information, including spectrum, signaling and traffic information. We use the
GPP-SDR based front-end processors to obtain the data from Um interface,
which are transmitted to the center servers in a railway bureau data center. After
receiving the original data, the C/S structure based center servers will process
the data for users to monitor. The whole system design has been implemented
and deployed in Guangzhou Railway Bureau, including Guang-Shen Line and
Guang-Shen-Gang Line. Furthermore, a big data interference analysis frame-
work is proposed based on the Um interface monitoring database, which has
also been verified to successfully capture and classify traditional types of
interferences in field tests.

Keywords: GSM-R monitoring � GPP-SDR framework � Big data analysis
C/S structure

1 Introduction

With the continuous promotion and development of high-speed railway, the Global
System for Mobile Communications for Railway (GSM-R), as the transmission channel
of automatic train control and detection information, is becoming more and more
important and has been widely applied in railway operation around the world [1]. Since
the International Union of Rail Ways (UIC) puts forward the system in 1992, the GSM-
R developing into the most mature and widely used wireless communication system
specially developed for railway application after more than 20 years of development.
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Since the GSM-R wireless communication system is carrying the important train
control data, the safety and reliability of the GSM-R system will directly affect the
security of the train operation. When the interferences occur, the train operation
scheduling will face serious risk. If someone launches the radio interference signal in
the GSM-R band, it will seriously affect the normal receiving and launching of the
railway signal, which will not only lead to the decrease of railway operation efficiency,
but also bring considerable hidden danger to railway safety operation, the personal
safety of passengers and even national stability. Therefore, the GSM-R monitoring
system, which can effectively monitor the signal and interference in the GSM-R net-
work and analyze the useful signals in the GSM-R network under the condition of
eliminating the interference, plays a vital role [2].

Because of the importance of the GSM-R monitoring system, how to better set up it
has aroused wide attention. At present, the GSM-R monitoring system in China is
mainly composed of some subsystems such as A interface monitoring, Abis interface
monitoring, PRI interface monitoring and other managed and comprehensive analysis
systems [3]. The locations of the different interfaces in the GSM-R system are shown as
Fig. 1. This monitoring system has played an important role in the GSM-R wireless
network optimization in China. Besides, it is becoming more and more accurate for the
analysis of interference and failure. However, this system also has its insufficient
aspects. When the interference and failure occur in the wireless channel between the
MS (Mobile Station) and BTS (Base Transceiver Station), the existing means are
difficult to find out the reasons.

As we know, the wireless channel is very fragile. Besides, at present, we are lack of
wireless channel monitoring data. Therefore, it is still helpless for us to deal with some
difficult faults, and the more accurate GSM-R monitoring system which can also
monitor the wireless channel is becoming more and more urgent.

The traditional way to monitor the wireless channel is to test the channel along the
railway by using a test cellphone or an instrument with an analytical function. How-
ever, the manual ways not only waste manpower, but also cannot continue to monitor
the wireless channel. Accordingly, we propose a GSM-R monitoring method based on
the GPP-SDR (GPP: General Purpose Processor, SDR: Software Defined Radio)
framework which mainly uses the data from the Um interface usually called air
interface. Based on this method, we have implemented the monitoring system through
the combination of hardware and software, and we finally apply it to the actual project
which can help us to monitor the GSM-R system automatically.

Fig. 1. The locations of the different interfaces in the GSM-R system
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The structure of the paper is as follows: Sect. 2 describes the framework of our
monitoring system; Sect. 3 provides the implementation method of our hardware and
software platform; Sect. 4 introduces the application of our system; and Sect. 5 sum-
marizes the paper.

2 The Framework of Our Monitoring System

In order to monitor the GSM-R network more intelligently, we have set up the mon-
itoring system based on the GPP-SDR framework and big data analysis. Besides, we
have further divided the servers by different functions.

2.1 The GPP-SDR Framework and Big Data Interference Analysis

Proposed in 1992, the Software Defined Radio (SDR) is radio broadcast communi-
cation technology [4]. Its wireless communication protocol is implemented by the
software definition rather than the connection between the hardware which has made it
more flexible for the wireless communication system to update itself. Besides, the SDR
also brings many other benefits to us, such as reducing the space of the system and
decreasing the cost. Different SDR devices may have different structures, however they
are usually connected to the General Purpose Processor (GPP) which help to control the
SDR devices [5]. With the continuous development of science and technology, the
server has made great progress which makes it possible for the server to handle big data
analysis just like the large railway data.

With the support of current science and technology, we propose a GSM-R moni-
toring system based on the GPP-SDR framework and big data analysis, as shown in
Fig. 2. At the beginning, the front-end processor which communicates with the com-
puter will collect the interface signaling, user service data and spectrum data from the
Um interface through the control of the software rather than the connection of the
hardware. Secondly all kinds of data will be transformed into JavaScript Object
Notation (JSON) files and then transmitted to the server via Ethernet. Finally the server
will carried out further parsing, processing and providing to users with the received
data, so as to monitor the GSM-R system. In our system, a server can receive data from
multiple front-end processors and processes them simultaneously.

2.2 The Data Server Structure

For the server, we use a hierarchical design architecture according to different func-
tions, as shown in Fig. 3. In this structure, the DB-Servers only write the original data
into the database and write the database two times after simple parsing. Besides, other
big data analysis and query applications are distributed on the application servers (App-
Servers) which obtain the data from DB-Server via the local area networks (LAN). The
applications have their own databases on the application servers which store the data
that the user needs. Therefore, the user can monitor the GSM-R system by observing
the analysis results of different clients on the App-Server.
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In order to make our system more robust and make it more convenient to update,
we will further develop the Browser-Server (B/S) structure on the basis of the exiting
Client-Server framework.

3 Hardware and Software Platform Implementation

In order to apply our system to the practical projects, we need hardware and software to
realize our ideas. At present, we have implemented the framework mentioned above
and applied it to some Chinese railways as the GSM-R monitoring system.

BTS

MS

Front-End Processor

···
JSON File

Front-End ProcessorFront-End Processor
···

Server

Communicate with 
front-end processors

Fig. 2. The framework of the monitoring system

Fig. 3. The structure of the server
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3.1 Hardware Implementation

The main hardware parts of out monitoring system are composed of the front-end
processors and the servers. As shown in Fig. 3, multiple front-end processors will be
connected with a DB-Server via Ethernet. Besides, the App-Server and DB-Server will
communicate with each other through LAN.

The front-end processors mainly monitor the Um interface continuously and
translate the received data into JSON file which will be transmitted to the DB-Server.
The value of the monitoring frequency or other parameters can be modified by sending
commands to the front-end professors from the host computers.

To monitor the GSM-R network, we need servers to analyze and deal with a large
number of railway data obtained from the front-end processors. As shown in Fig. 3,
different servers implement different functions. For example, the DB-Servers mainly
simply process and store the original data. In addition, the App-Servers make logical
analysis of data obtained from the databases in DB-Server.

3.2 Software Implementation

With the support of the above hardware, we have developed some software to handle
and analyze the big data of the railway, so as to realize the monitoring of the GSM-R
system.

(A) Database Design

Considering that we are going to deal with a large amount of data, we have designed
the day table for the databases, which has a larger increase in the query speed compared
with the month table. Besides, we use the MySQL as our databases management
system.

In the database operation, we use the method which writes twice to the database to
process original data, as shown in Fig. 4. At the first time, the spectrum data and
signaling data will be separately inserted into spectrum databases and signaling data-
bases after simple analysis. Afterwards, the signaling data will be decoded by the
decoding program according to the protocols, which is multithreaded operation. After
decoding, the decoded data will be reinserted into the signaling databases, which
includes a lot of information for monitoring the GSM-R system.

(B) Intelligent Interference Analysis Software

For the purpose of monitoring the GSM-R system automatically, apart from the
databases, we also need the intelligent interference analysis software. In our monitoring
system, we mainly monitor the interference on the wireless channel via the intelligent
interference analysis software. The implementation of the software is based on the big
data obtained from the spectrum databases and signaling databases.

Since the spectrum data contains the amplitude values of different channels at
different times in the GSM-R system which can directly reflect the work of the wireless
channel, we have designed our intelligent interference analysis software mainly based
on the big spectrum data and part of the signaling data, as shown in Fig. 5. In Fig. 5,
the interference module mainly works as Fig. 6.

GPP-SDR Based GSM-R Air Interface Monitoring System 713



When analyzing the data of each front-end processor, we will firstly build a model
based on the spectrum data selected from several days. Afterwards, we will automat-
ically analyze the spectrum data based on the model and the signaling data every half
an hour. The user can access the analysis data and restart the analysis when they need.
The algorithm of processing a front-end processor is shown in Algorithm 1.

At present, machine learning has been developing rapidly and is applied in many
fields. For our intelligent interference analysis system, we are going to take a machine
learning approach, such as the decision tree algorithms, to optimize our methods to
make the GSM-R monitoring more accurate.

Different signaling
 databases

Spectrum
 databases

Different signaling
 databases

Spectrum data

Signaling data Decoding TCH
BCCH

SACCH
SDCCH

First time Second time

Fig. 4. The operation of the databases

GSM-R
monitoring 

system databases

Interference 
analysis 
module

Interference 
analysis result 

database

Query 
module 

Interference analysis platform

Fig. 5. The interference analysis platform
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Fig. 6. The interference analysis module
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(C) Other Software

Apart from the above software, we have also developed many other supporting soft-
ware. We have developed the network management software to manage and control the
front-end processor which can help us monitor the processor and improve the reliability
of the system. Besides, we can query the decoding information of spectrum, signaling
and business in the independent client, which is mainly based on the signaling
databases.

4 Application of Big Data Interference Analysis

4.1 Setting Parameters and Building Model

At the beginning of interference analysis, we will set some parameters according to the
previous test results and experiences. Besides, we will build a model for each front-end
processor on the basis of continuous spectrum data for several days.

In our intelligent interference analysis system, the leisure time is from 1 to 5 a.m,
while others are busy time. Besides, we set the minimum interference duration to one
minute and the interference threshold to 15 dB, which means that the spectrum of the
frequency point will increase by 15 dB when there is interference occurs. Moreover, we
also set up the delay time of interference analysis for different base stations according
to different traffic levels. In addition, the sleep time between two analyses is 30 min.

For each front-end processor, we choose two days of normal spectrum data, which
need the field test to confirm whether there is interference in the data, to get the busy
and leisure time model. The current selection strategy is to select the maximum data of
busy or leisure time in the corresponding time period of two days at different frequency
points as the model value of the different frequency.

After setting parameters and building model, we can start the application for
continuous interference analysis.

4.2 The Application of Interference Analysis

On the basis of the above software and hardware, we implement the GSM-R moni-
toring system based on the GPP-SDR framework. Besides, our monitoring system has
been applied into some Chinese railways, such as Wuhan-Guangzhou line and
Guangzhou-Shenzhen line. Through the big data analysis, we have successfully
monitored many interferences, which help to improve the reliability of the GSM-R
system.

In June 2018, through the interference analysis platform, we discover an interfer-
ence that occurred at a base station in Guang-Shen Line. The interference record is
found through the software, as shown in Fig. 7 and Table 1. Figure 7 is the interfer-
ence spectrum diagram and Table 1 is the detailed information about the interference.

According to the interference information, we can find that the interference happened
at near 18 o’clock. Therefore, it was an interference in busy time which was defined from
1 to 5 a.m. From Fig. 7, we can also see that the interference is a narrowband
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interference. Since the channel 1019 is not contiguous to the TCH channel (1003 and
1016) and BCCH channel (1001) and the interference not satisfied with other specific
conditions, the type of the interference was judged to other channel interference. In
addition, this interference was most likely caused by the private amplifier, so the software
determined the suspected source of the interference as the private amplifier.

In order to check this interference source, the tester used the spectrum analyzer to
detect around the base station. As we expected, the result of the detection was roughly
the same as that in Fig. 7. And then, the tester found the location of the most intense
interference by changing the antenna position of the spectrum analyzer. Finally we
found an illegal private amplifier on the roof of a residential building, as shown in
Fig. 8. After we contacted the relevant department to deal with this illegal private
amplifier, there was no similar interference in this base station.

The Interference

Fig. 7. The interference spectrum diagram

Table 1. Detailed information about the interference

Property Value

Front-end processor number 450571032
Base station ShiPai
Interference intensity –69.226 dB
Interference bandwidth 0.2 MHz
Interference channel 1019
Strongest interference channel 1019
Type of interference Other channel interference
Suspected source of interference Private amplifier
Start-end time of interference 2018–06–10 18:28:53*18:30:42
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5 Conclusions

In this paper, we introduce our GSM-R monitoring system based on the GPP-SDR
framework and big data analysis. Unlike the traditional methods mainly based on the A
interface, Abis interface and PRI interface, our system is based on the Um interface
which can better monitor the wireless channel and handle some interferences and faults
that the traditional ways cannot deal with. In addition, we have successfully applied the
monitoring system to some of the railways in China. And in practical applications,
some of the interferences have been successfully monitored.

On the other hand, we will further optimize our monitoring system in the future to
improve its performance. For example, we can develop the B/S structure to make it
more flexible and use the machine learning methods to improve the efficiency and
reliability of the big data processing.
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Abstract. Onboard switching (OBS) is facing resource constraints and
special requirements of hardware complexity and scheduling efficiency.
By studying the existing OBS fabrics and scheduling algorithms, the
Shared Buffer-based Reverse Scheduling (SB-REV) Algorithm is pro-
posed, adopting the shared buffer in the input module (IM) and guiding
the IM scheduling with the matching result of the central modules. The-
oretical and experimental analysis shows that the SB-REV algorithm
greatly improves the resource utilization and scheduling efficiency, while
guaranteeing the cell delay and the throughput performance. The SB-
REV Algorithm is highly suitable for resource-constrained OBS environ-
ment.

Keywords: Onboard switching · Clos-network · Resource utilization
Scheduling efficiency

1 Introduction

Evolving from 1960s, the satellite communication has gained enormous atten-
tions with the characteristics of large capacity, wide bandwidth, ubiquitous cov-
erage, and the adaptability to multiple services [1]. Compared with the conven-
tional bent-pipe forwarding technology, the onboard switching (OBS) technology
only requires end-to-end transmission of one hop, which leads to higher security,
lower latency, higher bandwidth utilization and less reliance on ground stations
[2]. As the core of the OBS, the OBS fabrics determine the performance of
throughput, cell delay, etc. Therefore, the main bottleneck of developing high-
speed OBS lies in the OBS fabrics, with many challenges yet to be fulfilled.

In particular, the OBS of China are faced with even worse resource con-
straints. At present, the payload weight and power of China’s largest satellite
platform Dongfanghong No. 4 are only 700 kg, 8000 W, whereas that of the
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European satellite platform Alphabus are 2000 kg, 18000 W [3], far exceeding
China. Since the resources are limited, it is necessary to fully consider the hard-
ware complexity and enhance the resource utilization. On the other hand, as
the bandwidth of the OBS gradually increases, it is vital to improve the speed
of packet processing and the efficiency of scheduling algorithms. The Reverse
Scheduling algorithm was proposed for great enhancement of scheduling effi-
ciency, but with no buffer in the input modules (IM), the scheduling in IM is
centralized, decreasing scalability. To solve the problem, crosspoint queue (CQ)
can be adopted in IM. But the resource utilization of CQ is low, and thus the
structure Shared Buffer was proposed individually, not deployed in the Clos
network yet. In order to meet the above challenges, the Shared Buffer-based
Reverse Scheduling (SB-REV) Algorithm is proposed, which greatly improves
the resource utilization and the scheduling efficiency.

The outline of this paper is as follows. Section 2 presents the central fea-
tures of the existing OBS fabrics and scheduling algorithms, and then leads to
the shared buffer (SB) structure and the reverse scheduling (REV) algorithm.
Section 3 analyzes the SB and the REV theoretically. Section 4 shows the per-
formance of the SB and the REV with comprehensive experiment results. The
conclusions are drawn in Sect. 5.

2 Related Works

As the switching capacity increases, the OBS fabrics evolve from Time-Division
(TD) Switches, suitable for only small-capacity switching, to Space-Division
(SD) Switches for large-scale OBS [4]. According to the uniqueness of the switch-
ing path, the SD switches can be further divided into single-path switches (such
as Crossbar) and multi-path switches (such as Clos) [4]. When the switch size
of Crossbar scales, the number of crosspoints added increases exceedingly, while
the Clos network free of this problem [5]. The multi-path switch can establish
multiple independent paths, and thus the cells of different input-output connec-
tions can be forwarded concurrently, with a capacity of up to 10 Tbps. In a
Clos network C(n,m, r) (where n,m, r are the number of input links of an input
module, central modules and input modules respectively), if m ≥ 2n − 1, the
Clos network is strictly non-breaking [6]. Among multi-path switches, the Clos
network is preferable and widely studied for the next-generation OBS, due to its
higher reliability, scalability, and the feature of non-blocking.

The Crossbar switch is a key component of the Clos network. According to
the existence of buffer inside of it, the Crossbar can be divided into Bufferless
Crossbar (including input queue, IQ and output queue, OQ) and Buffered Cross-
bar (including crosspoint queue, CQ). Because the input and output ports are
directly connected, the bufferless Crossbar requires a centralized scheduling algo-
rithm to match the ports. When the switching scales, it becomes difficult for the
bufferless Crossbar to meet the requirements of fast scheduling. On the contrary,
in the buffered Crossbar (e.g. CQ), the input and output ports are separated. So
the concurrent and distributed scheduling algorithm can be implemented, which
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reduces the complexity of scheduling and improves the scalability. However, the
queue buffer size required for the CQ [7] is proportional to the squared number
of ports n2. To solve this problem, the current solution is adopting the SB [8]
(as shown in Fig. 1). Note that each row of crosspoints share the same buffer.
Contrasting with the CQ, the required buffer size of the SB is only proportional
to the number of ports n, which can be conducive to resource utilizing. Yet the
SB has not been deployed in the Clos network in previous literature.

As for the Clos network, it consists of three stages of Crossbar modules,
referred to as input modules (IMs), central modules (CMs), and output modules
(OMs) respectively. According to the memory deployment of each stage, it can
be categorized into SSS-Clos, MSM-Clos, SMM-Clos, and MMM-Clos networks.
In the SSS-Clos network, the port matching is actually an N × N bipartite
graph matching problem (in a complexity of O(N2), where N is the switch
size), degrading the scalability [9]. Both the SMM and MMM-Clos networks
employ memory at the central module (CM), causing cells out-of-sequence at the
receiver. To solve this problem, more buffers and feedbacks are needed, which
hinders hardware implementation [10]. Free from the above problems, the MSM-
Clos network only needs to solve the conflict at the output port of CM [11].
Herein we will concentrate on the MSM-Clos network.

In the MSM-Clos network, current scheduling algorithms are twofold:
dynamic algorithms and quasi-static algorithms. The dynamic algorithm needs
to perform real-time routing according to the arriving traffic and employs five-
way handshake, which is complicated and time-consuming. The main dynamic
algorithm is the Concurrent Round-Robin Dispatching (CRRD) algorithm [12].
In contrast, the quasi-static algorithm pre-configures the connection of CM
and cannot adapt to the real-time traffic. To solve the above problems, Zhang
et al. [13] proposed the Reverse Scheduling (REV) algorithm, by combining both
the dynamic and the quasi-static algorithm. The REV guides the IM scheduling
with the matching result of the CM, and cuts down the handshake times and
the scheduling time. However in the IM, it’s still using the bufferless Crossbar
aforementioned, which needs centralized scheduling and lacks scalability.

In this article, we will combine the advantages of both the shared buffer and
the reverse scheduling, propose the SB-REV algorithm, and prove its superiority
by theoretical and experimental analysis.

3 The Shared Buffer-Based Reverse Scheduling
Algorithm

3.1 The Shared Buffer Fabrics (SB)

In the crosspoint queue CQij , only the cells from the input port Ii to the output
port Oj can be buffered. By comparison, in the shared buffer SBi as shown in
Fig. 1, cells from the input port Ii to any output port Oj(∀j) can be buffered.
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1

n

1 2 n

SB1

SBn

CQ11 CQ12 CQ1n

CQn1 CQn2 CQnn

Fig. 1. The shared buffer fabrics

Accordingly we have the relationship between the queue length of the SB and
the CQ LSB = sum(LCQ), where LCQ, LSB ∈ [0, n]. The required buffer size,
denoted by Lset, is set according to the maximum queue length Lmax when the
queue length is not limited in the experiment. Consequently, we have

Lset SB

Lset CQ
=

n × Lmax SB

n2 × Lmax CQ
∈

[
1
n
, 1

]
, (1)

where Lmax SB and Lmax CQ are the maximum queue lengths among n SBs and
among n2 CQs respectively. In other words, the required buffer size of the SB
can be reduced up to 1/n that of the CQ. Note that the buffer utilization r is
the ratio between the actually used buffer size and the required buffer size, i.e.,
r = Lact/Lset. If the SB and the CQ have the same Lact in the experiment, by
Formula (1) we have

rSB

rCQ
=

Lact SB

Lset SB

Lact CQ

Lset CQ

∈ [1, n], (2)

i.e., the buffer utilization of the SB can be improved up to n times that of the
CQ.

3.2 The Reverse Scheduling Algorithm (REV)

In the MSM-Clos network, the concurrent round-robin dispatching (CRRD) algo-
rithm and the reverse scheduling (REV) algorithm are compared.

(1) Hardware complexity
The core component of the scheduling is the arbitration scheduler, so the
hardware complexity of the scheduler represents the resource overhead.
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Fig. 2. The reverse scheduling algorithm in the MSM-Clos network

When adopting the CRRD, the hardware complexity of the r IMs is O(nmr),
so the complete hardware complexity is O(mrN) [13]. When adopting the
REV, as shown in Fig. 2, only the input port CIji in the CM needs a sched-
uler, so the hardware complexity of the m CMs is O(r2), and the complete
hardware complexity is O(mr2). Consequently, the ratio of hardware com-

plexity between the two algorithms is
O(REV)

O(CRRD)
=

O(mr2)
O(mrN)

=
O(r)
O(N)

=
1
n
.

That is, the resource overhead of the REV is much lower than that of the
CRRD, which is conducive to solving the resource constraints of the OBS.

(2) Scheduling time
The scheduler is responsible for the decision of the handshakes or the match-
ings between the input and output ports. For a scheduler with n input num-
bers, the time complexity of the scheduler is O(logn) [13]. When adopting
the REV, the scheduling is only required in the CM. Assume that the Round-
Robin (RR) algorithm is adopted in the CM to avoid starvation, then the
scheduling time of the REV is proportional to logr, i.e., tarb(REV) = αlogr,
where α is a constant coefficient, determined by actual hardware perfor-
mance.

As for the CRRD, it requires five-way handshake. Let i(i ≥ 1) be
the iteration times in the IM, then the scheduling time of the CRRD is
tarb(CRRD) = α[i(logN + logm) + logr]. So when n = m = r, we have [13]

tarb(REV)
tarb(CRRD)

=
1

1 + ilogrnmr

n=m=r=
1

1 + 3i
=

1
4
. (3)
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4 Simulation Analysis

4.1 The Shared Buffer Fabrics (SB)

This paper uses the software OPNET to build the environment of the OBS
simulation. In the experiment, we adopt the RR algorithm, simulate for 10 000
timeslots in a 16×16 Crossbar (n = 16), and compare the SB with the CQ. Here
we define symbols ηLact

, ηLset
, ηr to represent the ratios between the SB and

the CQ in terms of the actually used buffer size, the required buffer size and
the buffer utilization. Specifically, the actually used buffer size is proportional
to the average of the actually used buffer size in the experiment Lact ∝ Lavg,
and the required buffer size is proportional to the maximum used buffer size
Lset ∝ Lmax.

Under Bernoulli traffic, adopting the SB or the CQ can both achieve 100%
throughput, but they differs in terms of the required buffer size. Experimen-
tal results are shown in Fig. 3. When the Bernoulli traffic load λ ≤ 0.5, we
have ηLset

= ηLmax
= Lmax SB/Lmax CQ = 1/16 = 1/n, and ηLact

= ηLavg
=

Lavg SB/Lavg CQ = 1. So the ratio of the buffer utilization between the SB and
the CQ is ηr = ηLact

/ηLset
= 16 = n.

Fig. 3. Queue length of CQ and
SB

Table 1. The throughput and cell delay of
the iterative CRRD and REV algorithm

CRRD Iterations Cell delay ρ1 ρ2

1 389.44 0.99214 0.90800

2 41.39 0.99982 0.97915

3 40.80 1 0.97738

4 40.80 1 0.97738

5 40.80 1 0.97738

REV 46.24 N/A 0.99827

4.2 The Reverse Scheduling Algorithm (REV)

In the experiment, we simulate for 10 000 timeslots under the Bernoulli traffic
(λ = 1) in the Clos network C (8,8,8), and compare the REV with the CRRDi

(i = 1, 2, . . . , 5). Here we define the matching rate between the input and output
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ports in the IM as ρ1, and the matching rate in the CM as ρ2. Consequently we
have the throughput of IM ρIM = ρ1 × ρ2.

Experimental results are shown in Table 1. At the iterations of i = 1, 2, 3,
we have the matching rate in the IM ρ1 = 99.214%, 99.982%, 100%, respectively.
Iteration times higher than three cannot contribute to the matching rate and the
cell delay, but further decreases the actual scheduling efficiency. On the contrary,
the REV need no iteration to achieve a throughput of 99.8%, higher than that
of the CRRDi(∀i).

4.3 The Shared Buffer-Based Reverse Scheduling Algorithm

In the experiment, we simulate for 10 000 timeslots under the Bernoulli traffic
(λ = 1) in the Clos network C (8,8,8), and compare seven algorithms. In order
to avoid the Head-of-Line (HoL) Blocking, the virtual output queue (VOQ)
is adopted [14] in input stages. Here, the scheduling algorithms involving the
CRRD iterate once.

According to the queuing strategy in the IM, seven algorithms can be divided
into the following three groups:

(1) Bufferless Crossbar: the CRRD and the REV without buffer inside of the
Crossbar;

(2) SB: the CRRD based on the SB and that with speedup (SB-CRRD and SB-
CRRDS) and the REV based on the SB and that with speedup (SB-REV
and SB-REVS);

(3) CQ: the CRRD based on the CQ (CQ-CRRD).

Among them, the second and the third groups of algorithms are based on
Buffered Crossbar, which is conducive to concurrent and distributed scheduling
and thus enhances scalability.

Specifically, there are two mechanisms of the RR scheduling in the SB:
(1) The polling objects are all n × m cells in the buffer; (2) The polling objects
are n×1 shared buffers (where n,m are the number of input and output ports of
the IM respectively). The effect of adopting mechanism (1) is completely equiv-
alent to that of not employing the SB, and thus mechanism (1) is not discussed
specifically. When adopting mechanism (2), the polling number decreases to n,
and the polling efficiency increases to m times of that without the SB. In this
paper, when some shared buffer is successfully authorized, we only allow the
oldest cell in it to be served first. Hereafter we adopt mechanism (2) in the SB
by default.

As shown in Fig. 4a, the throughput of algorithms except CRRD, SB-CRRD,
and SB-REV, reaches 100%. However, the throughput of SB-CRRD is even lower
than that of CRRD. This is because we adopt mechanism (2) in the SB afore-
mentioned, which causes the non-oldest cell in the buffer losing the right to poll,
but meanwhile increases the RR scheduling efficiency up to m times. Different
from the CQ, the cells in the SB can go to any output port. So as shown in
Fig. 6, if some SB (SB1) is not empty and some output port (O2) is idle, then
the throughput can be improved with a speedup. As shown in Fig. 7, the CQ is
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limited by the fixed output link rate and cannot increase the throughput with a
speedup.

Fig. 4. Comparison of 7 algorithms in 4 different performances

As shown in Fig. 4a, SB-CRRD can achieve 100% throughput with a speedup,
and as shown in Fig. 5, the speedup of SB-CRRD converges to S = 1.208. Simi-
larly, the SB-REV algorithm has a throughput of 98.4% without speedup. And
as shown in Fig. 5, the SB-REV needs a speedup of only S = 1.05 to outperform
other algorithms in terms of throughput, cell delay and queue overhead.

As shown in Fig. 4a, c, the CQ-CRRD throughput is 100% and the cell delay
performance is optimal. However, it can be seen from Fig. 4b, d that the queue
overhead of the CQ-CRRD is large. Calculations show that the average required

buffer size Lset =
1
10

1∑
λ=0.1

Lmax(λ) of the CQ-CRRD is 4 times that of the

SB-REVS , much inferior to the SB-REVS .
As can be seen from the four aspects in Fig. 4a, b, c, d, using the SB does

not necessarily optimize the performance. However compared with the CRRD,
adopting the REV can optimize the performance of all aspects. Among the seven
algorithms, the SB-REVS outperforms others remarkably.
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Fig. 5. Speedup performance when Bernoulli traffic load λ = 1

Fig. 6. SB improves throughput with
speedup

Fig. 7. CQ cannot speed up

5 Conclusions

This paper focuses on the problem of resource constraints of the OBS. Starting
from the resource utilization and the scheduling efficiency, we study the shared
buffer structure and the reverse scheduling algorithm, and propose the SB-REV
algorithm. Theoretical analysis shows that the queue buffer size is reduced up to
1/n, that the hardware complexity is reduced to O(1/n), and that the scheduling
time is reduced to 1/(1 + 3i) (where i is the iteration times of the compared
algorithm CRRD).

This paper uses the software OPNET to build the environment of the OBS
simulation. Experiment results show that: (1) By adopting the SB, the memory
utilization is increased to n times that of the CQ; (2) By adopting the REV, no
iteration is required, yielding a throughput (ρ = 99.8%) higher than that of the
CRRDi(∀i). In addition, we also figure out the effects of adopting the SB and/or
the REV from different points. Simulations show that the SB-REV algorithm
only needs a speedup of S ≤ 1.05 to outperform other algorithms in terms of cell
delay and throughput. With lower hardware complexity and higher scheduling
efficiency, the SB-REV algorithm is suitable for the resource-constrained onboard
switching.
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Abstract. In this paper, we consider a wireless energy harvesting network,
where two source nodes exchange information via a decode-and-forward
(DF) relay node. The network adopts the time switching relaying (TSR) or
power splitting relaying (PSR) protocols. In the TSR protocol, transmitting
process is split into three time slots. In the first time slot, two source nodes send
the signals to the relay node simultaneously and the relay node harvests energy
from the radio frequency (RF) signals. In the second time slot, two source nodes
send the information signals to the relay node simultaneously. In the third time
slot, the relay node decodes the signals and then forwards the regenerated signal
to two source nodes using all harvested energy. In the PSR protocol, every
transmission frame is divided into two equal time duration slots. The energy
constrained relay node splits the received power into two parts for energy
harvesting (EH) and information processing in the first time slot, respectively,
and forwards the reproduced information signal to the source nodes in the
second time slot. We derive the analytical expressions of the ergodic capacity
and ergodic throughput of the network both for the TSR and PSR protocols.
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1 Introduction

Conventional wireless communication devices utilize the constant power supply such
as batteries to support their operations. These devices need the human to change
batteries periodically and this shortcoming limits the lifetime of wireless devices and
causes the difficulty for maintaining them. In recent years, wireless harvesting energy
has attracted more and more attention in the literature. Radio frequency (RF) can carry
energy as well as information, so we can utilize this ability to accomplish simultaneous
wireless information and power transfer (SWIPT). Utilizing the wireless harvesting
energy technology, wireless devices such as wireless senor network have the infinite
lifetime in the theory [1, 2].

In this field, a classical model consisted of three nodes which are one source node,
one relay node and one destination node is well studied. In [3], the authors studied the
outage probability and ergodic capacity of the above model. In [3], the system utilizes
the power splitting relaying (PSR), the time switching relaying (TSR) or ideal relaying
(IR) architectures to accomplish energy harvesting and information transmission, and
the relay node uses the amplify-and-forward (AF) or decode-and-forward
(DF) schemes to forward the received signal to the destination node. In [4], the
authors studied the ergodic capacity of the system when the relay node uses the DF
scheme. In [3, 4], all the analytical expressions evaluating the performance of the
system have the integral forms, so the authors only use software tools to find the
optimal parameters resulting in maximal ergodic capacity or minimal outage proba-
bility. On the basis of [3–6] studied the optimal power splitting factor which leads to
maximal ergodic capacity or minimal outage probability. In [5], the system adopts the
AF or DF schemes but not considering the direct link form the source node to the
destination node. In [6], the system adopts the AF scheme and considers the direct link.
Utilizing the high signal to noise ratio approximation, the authors obtain the closed-
form solution of the optimal power splitting factor in [5, 6].

All above papers studied the one directional transmission only from the source
node to the destination node. The authors in [7] studied the outage probability and
ergodic capacity in the AF two-way channels and the authors in [8] studied the
throughput of the system with a multiplicative relay node in the two-way channels. The
authors in [9] split the whole transmission process into three time slots and derived the
end to end throughput of the system. Simulation results verified the performance of the
proposed scheme is superior to that of in [8]. The authors in [10–12] studied the
ergodic outage probability of one-way log-normal fading channels.

To the best of our knowledge, the ergodic capacity and ergodic throughput of two-
way DF network based on the TSR and PSR protocols considered in this paper have
not been investigated in prior work.

The rest of this paper is organized as follows. Section 2 describes system model. In
Sect. 3, we derive the ergodic capacity and ergodic throughput of the proposed TSR
and PSR schemes. Numerical results are presented in Sect. 4. Finally, Sect. 5 con-
cludes the paper.
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2 System Model

As shown in Fig. 1, a wireless energy harvesting network consists of three nodes,
which are two sources nodes, denoted by S1 and S2, and one energy constrained relay
node which needs harvesting energy for its operation, denoted by R, respectively. R has
no fixed power supply and needs harvesting energy for its operation. h and g are the
channel coefficients between S1 and R and between S2 and R, respectively. The direct
path between S1 and S2 is negligible, thus the information transmissions between two
source nodes need a relay node [4]. We assume the channels are reciprocal and quasi-
static Rayleigh block fading, so the channels remain constant during each block
transmission time T. It is assumed that perfect channel state information (CSI) is
available at all nodes. All nodes are equipped with a single antenna. It is assumed that
the processing power required by the information decoding circuitry at the relay node is
negligible as compared to the power used for signal transmission from R to S1 and S2.

The information transmission process in the TSR protocol as shown in Fig. 2, the
transmission process is divided into three time slots. In the first time slot aT , S1 and S2
send the signals to R using the same powers. The second time slot 1� að ÞT=2 is used
for information transmission form the source nodes to R, and the third slot 1� að ÞT=2
is used for information transmission form R to the source nodes. R consumes all the
harvested energy when it forwards the information signal to the source nodes. a denotes
the time fraction harvested energy from the source nodes and determines the ergodic
capacity and ergodic throughput of the network, which is the key performance
parameter of the network.

The information transmission process in the PSR protocol as shown in Fig. 3, the
whole transmission block time is T, and the transmission process is divided into two
equal time slots denoted by T/2. In the first time slot T/2, S1 and S2 send the signals to
R using the same power simultaneously. P denotes the received signal power at R. The

S1 R S2
h g

Fig. 1. System model.

Energy
harvesting from 

RF signal
Source-to-Relay Information 

Transmission
Relay-to-Source Information 

Transmission

T

Fig. 2. The transmission block structure of the TSR protocol.
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power splitter at R splits the received signal power P in q : 1� q proportion. The
fraction qP is used for EH, and the remaining fraction ð1� qÞP is used for information
processing. R forwards the information signal to S1 and S2 using all the harvested
energy in the second time slot T/2. The channels are reciprocal and quasi-static Ray-
leigh block fading among all nodes. It is assumed that perfect channel state information
(CSI) is available at all nodes. All nodes are equipped with a single antenna. The
processing power required by the information decoding circuitry at R is negligible
compared to the power used for signal transmission [4, 7, 9].

3 Analysis of Ergodic Capacity and Throughput

In this section, we analyze the performance of the proposed model for the TSR and
PSR schemes.

3.1 Time Switching Relaying Protocol

The received signal at R in the first time slot 1�að ÞT=2, yTR kð Þ can be expressed as

yTR kð Þ ¼
ffiffiffiffiffiffi
Ps

dm1

s
hs1 kð Þþ

ffiffiffiffiffiffi
Ps

dm2

s
gs2 kð Þþ na;R kð Þþ nc;R kð Þ; ð1Þ

where Ps is the transmitting power of S1 and S2, dm1 and dm2 are the path losses from S1
and S2 to R, respectively, and m is the path loss exponent. s1 kð Þ and s2 kð Þ are the
signals transmitted by S1 and S2. We assume that s1 kð Þ and s2 kð Þ have unit power.
na;R kð Þ and nc;R kð Þ denote the baseband noise signal received by the antenna at R and
the noise due to RF band to baseband signal conversion, respectively. na;R kð Þ and
nc;R kð Þ are the additive white Gaussian noise (AWGN), which have zero-mean and
different variances r2n and r

2
c , respectively. Noting that in the formula (1), all the signals

are expressed as the sampling signal forms.
On the basis of formula (1), the harvested energy ET

R during the energy harvesting
time slot aT can be expressed as

ET
R ¼ gaT

Ps

dm1
hj j2 þ Ps

dm2
gj j2

� �
; ð2Þ

Sources-to-relay information 
transmission (             )

Relay-to-sources information 
transmission

T

2T 2T

EH at relay (       )P

(1- )P

Fig. 3. The transmission block structure of the PSR protocol.
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where g 2 0; 1ð Þ is the energy conversion efficiency which depends on the rectification
process and the energy harvesting circuitry. In the formula (2), the noise energy is
negligible because the noise energy is much smaller compared to the harvested energy
in fact. Using (2), the signal-to-noise-ratio (SNR) of the signal transmitted by S1 and
then received at R is derived as

cTS1;R ¼ Ps

dm1 r
2 hj j2: ð3Þ

In the formula (3), r2 ¼ r2n þ r2c is the variance of overall AWGN at R.
After the information transmission from the source nodes to R in the second time

slot, R first decodes the received signals and then constructs the transmitted signal as
sR tð Þ ¼ s1 tð Þ � s2 tð Þ applying physical-layer network coding (PNC), and finally sends
the regenerated signal to S1 and S2 in the third time slot. The received signal at S2 in
the third time slot can be expressed as

yTS2 kð Þ ¼
ffiffiffiffiffiffi
PT
R

dm2

s
gsR kð Þþ na;S2 kð Þþ nc;S2 kð Þ; ð4Þ

where na;S2 kð Þ and nc;S2 kð Þ are the antenna and band conversion AWGNs at S2, having
the zero-mean and different variances r2n and r2c , respectively. P

T
R denotes the trans-

mitted power by R, which is given by

PT
R ¼ ET

R

1�að ÞT=2¼ 2ga
Ps

dm1
hj j2 þ Ps

dm2
gj j2

� ��
1� að Þ: ð5Þ

After several mathematical manipulations, cTS2, the instantaneous SNR at S2, is
given by

cTS2 ¼
dm2 hj j2 þ dm1 gj j2
� �

gj j2

b11
; ð6Þ

where b11 ¼ dm1 d
2m
2 r2 1�að Þ
2gPsa

. Because S2 knows s2 kð Þ and CSI, S2 can recover the data
transmitted by S1 via self-cancelation [9]. In delay-tolerant transmission mode, the
ergodic capacity at R considering the signal transmission direction from S1 to S2 can
be expressed as [4]

CT
S1;R ¼

Z1
c¼0

f TcS1;R cð Þ log2 1þ cð Þdc ¼ e
a
khE1

a
kh

� ��
ln 2ð Þ; ð7Þ
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where f TcS1;R cð Þ ¼ a
kh
e�

ac
kh is the probability density function (PDF) of cTS1;R in (3),

a ¼ dm1 r
2
�
Ps, and E1 xð Þ ¼ R1x e�t=tdt is the exponential integral. kh is the mean of

exponential random variable hj j2. We can derive the ergodic capacity at S2 as follows

CT
R;S2 ¼

Z1
c¼0

f TcS2 cð Þ log2 1þ cð Þdc; ð8Þ

where

f T
cS2

cð Þ ¼ b11d�m
1 e�

ffiffiffiffiffiffiffiffiffiffiffi
b11d

�m
1

c
p

kg

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b11d�m

1 c
p

kg
� 1
kg

b11d�m
1 e

�V1

ffiffiffiffiffiffiffiffiffiffiffiffi
b11d�m

1 c
p

� b11d
�m
2

cffiffiffiffiffiffiffiffiffiffiffi
b11d

�m
1

c
p

kh

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b11d�m

1 c
p þ 1

kg

Z ffiffiffiffiffiffiffiffiffiffiffiffi
b11d�m

1 c
p

0

b11d�m
2 e�V1x�

b11d
�m
2

c

xkh

xkh
dx;

VT
1 ¼ 1

kg
� dm1
dm2 kh

:

ð9Þ

f TcS2 cð Þ is the PDF of cTS2 in (6), and kg is the mean of exponential random variable gj j2.
Due to the page limit, we omit the proof here. Noting that there is no closed-form
expression for f TcS2 cð Þ, we can get the value of (8) by the way of numerical computation.

The ergodic capacity from S1 to S2 is given by

CT
S1;S2 ¼ minðCT

S1;R;C
T
R;S2Þ: ð10Þ

Similarly, the ergodic capacity from S2 to S1 is given by

CT
S2;S1 ¼ minðCT

S2;R;C
T
R;S1Þ: ð11Þ

The ergodic throughput of the network can be expressed as

CTSR ¼ 1� að Þ=2T
T

ðCT
S1;S2 þCT

S2;S1Þ ¼
1� að Þ
2

ðCT
S1;S2 þCT

S2;S1
Þ: ð12Þ

It seems intractable to get the optimal a that result in the maximal throughput. The
optimal a can be done offline by software tools for the given system parameters

3.2 Power Splitting Relaying Protocol

The received signal at R in the first time slot can be expressed as

yPR kð Þ ¼
ffiffiffiffiffiffi
Ps

dm1

s
hs1 kð Þþ

ffiffiffiffiffiffi
Ps

dm2

s
gs2 kð Þþ na;R kð Þ: ð13Þ
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Based on formula (13), the harvested energy EP
R in the first time slot can be

expressed as

EP
R ¼ gqPsT

2
hj j2
dm1

þ gj j2
dm2

 !
: ð14Þ

The signal for information processing in the first time slot at R is given by

y0PR kð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffi
1� q

p
ypR kð Þþ nc;R kð Þ: ð15Þ

Using (15), the instantaneous SNR of the link from S1 to R is given by

cPS1;R ¼ 1�qð ÞPs hj j2
dm1 r

2
R

; ð16Þ

where r2R ¼ 1� qð Þr2n þ r2c is the variance of overall AWGN at R.
In the second time slot, R constructs the decoded signals as sR kð Þ ¼ s1 kð Þ � s2 kð Þ

applying PNC, and finally sends the regenerated signal to S1 and S2. The received
signal at S2 in the second time slot can be expressed as

yP
S2
kð Þ ¼

ffiffiffiffiffiffi
PP
R

dm2

s
gsR kð Þþ na;S2 kð Þþ nc;S2 kð Þ: ð17Þ

PP
R denotes the transmitted power by R, which is given by

PP
R ¼ EP

R

T=2
¼ gqPs

hj j2
dm1

þ gj j2
dm2

 !
: ð18Þ

After several mathematical manipulations, the instantaneous SNR at S2 is given by

cP
S2
¼

dm2 hj j2 þ dm1 gj j2
� �

gj j2

b12
; ð19Þ

where b12 ¼ dm1 d
2m
2 r2s2

gqPs
and r2s2 ¼ r2n þ r2c . In delay-tolerant transmission mode, the

ergodic capacity of the link from S1 to R can be expressed as [4]

CP
S1;R ¼

Z 1

c¼0
f PcS1;R cð Þ log2 1þ cð Þdc ¼ e

a1
khE1

a1
kh

� ��
ln 2ð Þ; ð20Þ

where f PcS1;R cð Þ ¼ a1
kh
e�

a1c
kh is the probability density function (PDF) of cP

S1;R
in (16),

a1 ¼ dm1 r
2
R

�
1� qð ÞPs. The ergodic capacity of the link from R to S2 is given by
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CP
R;S2 ¼

Z 1

c¼0
f PcS2 cð Þ log2 1þ cð Þdc; ð21Þ

where

f PcS2 cð Þ ¼ b12d�m
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p
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1 x�
b12d
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1 ¼ 1

kg
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dm2 kh

;

ð22Þ

f P
cS2

cð Þ is the PDF of cP
S2
in (19). Due to the page limit, we omit the deriving process of

f P
cS2

cð Þ here.
The ergodic capacity of the link from S1 to S2 is given by

CP
S1;S2 ¼ minðCP

S1;R;C
P
R;S2Þ: ð23Þ

Similarly, the ergodic capacity of the link from S2 to S1 is given by

CP
S2;S1 ¼ minðCP

S2;R;C
P
R;S1Þ: ð24Þ

The ergodic throughput of the network can be expressed as

CPSR ¼ T=2
T

ðCP
S1;S2 þCP

S2;S1Þ ¼
1
2
ðCP

S1;S2 þCP
S2;S1Þ: ð25Þ

Noting that there is no closed-form expression for f PcS2 cð Þ, it seems intractable to get
the analytical expression for optimal q that result in the optimal throughput. The
optimal q can be done offline numerically for the given system parameters.

4 Numerical Results

The parameters selected in this paper are the same depicted in [4]. The distances d1 and
d2 are normalized to unit value. It is assumed that Ps= 1 W, m = 2.7, and g ¼ 1. kh and
kg are set to 1.

We set that the baseband antenna noise variances at all nodes are equal to r2n, and
the conversion noise variances are equal to r2c . Figures 4 and 5 respectively show the
analytical and simulation based results of the ergodic throughput with respect to a and
q. The analytical results of the TSR and PSR protocols are produced based on formulas
(7)–(12) and (20)–(25), respectively, and the simulation results are obtained by aver-
aging over 105 random Rayleigh fading channel realizations. The analytical results
perfectly match with the simulation results. This verifies our analysis.
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The resolutions of q and a, which are the proportion factor used for EH in proposed
PSR scheme and the time fraction used for EH in the TSR scheme, respectively, are
both set to 0.01 when we find optimal solutions. We fix r2n ¼ 0:01 or r2c ¼ 0:01 and
change the other noise power. As shown in Fig. 6, the maximal ergodic throughputs
decrease with increasing the noise power both in the PSR and TSR protocols. When we
fix r2n or fix r2c , the performance of proposed PSR scheme is significantly better than
that of the TSR scheme in a wide range of SNRs, and only at low SNR the performance
of the TSR slightly outperforms that of the PSR when r2n fixed. In the TSR scheme, r2n

Fig. 4. The ergodic throughput comparisons of the simulation results and analytical results for
the proposed TSR protocol with respect to a ðr2n ¼ r2c ¼ 0:01Þ

Fig. 5. The ergodic throughput comparisons of the simulation results and analytical results for
the proposed RSR protocol with respect to q ðr2n ¼ r2c ¼ 0:01Þ
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and r2c affect the throughput in the same way, so the curves of the performance are
overlap completely disregarded fixed r2n or fixed r2c . In the PSR scheme, the optimal
throughput with fixed r2c is higher than the optimal throughput with fixed r2n at the
beginning but inferior to it with the increasing noise power, due to the effect of the
proportion factor 1� q.

5 Conclusions

In the paper, we propose a wireless energy harvesting network, in which two source
nodes communicate with each other via a DF energy harvesting relay node over quasi-
static Rayleigh block fading. We derive the analytical expressions of the ergodic
capacity and ergodic throughput for the TSR and PSR protocols and compare the
performances of the PSR and TSR protocols by the simulations, the results verify the
analytical results and reveal the PSR scheme achieves significantly higher throughput
than the TSR scheme in a wide range of SNRs.
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