
Chapter 8
Web-Based Embodied Conversational
Agents and Older People

Gerard Llorach, Javi Agenjo, Josep Blat and Sergio Sayago

8.1 Introduction

Embodied and voice-based interactions are increasingly important within Human-
Computer Interaction. Speech is widely regarded as the most natural way for humans
to communicate.Nowadays, it is possible to interact verballywith Intelligent Personal
Assistants (IPAs), which provide assistance or companionship to a wide range of
user groups, ranging from children (Druga et al. 2017) to people with disabilities
(Pradhan et al. 2018). Examples of IPAs are Apple Siri, Microsoft Cortana, Google
Assistant, Amazon Alexa, and social robots, such as Aldebaran Pepper. In the near
future, it is expected that important elements of communication, such as emotions and
nonverbal behaviors, and context, will be implemented, because “If these assistants
communicate naturally with humans, then they essentially disappear as computers
and instead appear as partners” (Ebling 2016).

EmbodiedConversationalAgents (ECAs) can be thought of as IPAvariants,which
have an anthropomorphic representation, typically a 2D/3D virtual humanoid. Their
use has been growing in the last years, due to their potential benefits to society, and
thanks to recent technology developments. Recent publications have examined the
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effectiveness ofECAs as pedagogical agents for learning (Lewis andLester 2016) and
as agents for detecting and preventing suicidal behavior (Martínez-Miranda 2017).
Other recent publications deal with them in the context of group-meeting (Shamekhi
et al. 2018) or Clinical Psychology (Provoost et al 2017).With older people, previous
research on ECAs concentrates mostly on virtual worlds (Carrasco 2017), gesture-
based avatar game (self-)representations (Rice et al 2016), and geriatrics (Chi et al.
2017).

Recently, within the KRISTINA project (Wanner et al. 2017), we explored ECAs
in two important and increasingly common health scenarios in Europe: (a) to provide
health support to a migrant with very little knowledge of the local language when the
physician or nurse do not speak the migrant’s language and (b) to provide assistance
and basic medical recommendations to older adults.

Building on this work, in this chapter we discuss our ongoing research on building
the interactive 3D web graphics aspects of ECAs, showing that the goal of making
embodiment available for IPAs, and turning them into online ECAs, is attainable,
which makes them more accessible. ECAs are very complex systems integrating
different components, and have been mostly developed and deployed in desktop
platforms. Based on part of our work, we also present the results of research activities
aimed to explore the design of ECAs by older people, using free online character
editors, to answer the question of how an ECA should look like for this user group,
as well as promoting their transition to content producers (Ferreira et al. 2017; Guo
2017) one step forward: from text, pictures, videos or programs, to 3D agents.

8.2 Creation and Design of 3D Virtual Characters

In the context of the increasing maturity of the 3D interactive web (Evans et al.
2014), this section focuses on the potentialities that a web approach could bring to the
wider adoption of ECAs. ECAs as desktop applications present drawbacks for both
developers and users: developers must create an ECA for each device and operating
system while end-users must install additional software, limiting their widespread
use. Llorach and Blat (2017) have demonstrated, through the integration of theWeb
Speech API,Web Audio API,WebGL andWeb Workers, together with novel work in
the creation and support of embodiment throughWebGLStudio (Agenjo et al. 2013),
the possibility of a simple fully functional web-based 3D ECA accessible from any
modern device.

In the following subsections we review a number of open-source tools to create
humanoid realistic virtual characters. We also describe the main requirements and
modifications for the virtual characters to be ready for the interactive web.
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8.2.1 Tools to Create 3D Virtual Characters

Designing virtual characters from scratch is a very time consuming task. There exist
tools that allow us to create humanoid characters in less than an hour. We review
open-source tools (MakeHuman, Autodesk Character Generator, Adobe Fuse CC
with Mixamo and Daz Studio) that provide some high-level control and flexibility
over the physical appearance and behavioral properties of the character—including
its expressivity via interactive facial and full body animation. We compare themwith
respect to basic functionalities, such as geometry control and exporting options, and
more advanced aspects for the believability of the characters, such as clothes and
hairstyles (see Table 8.1 and Fig. 8.1).

Table 8.1 Comparative analysis of different tools to create virtual humans

High-level
geometry
control

Detailed
geometry
control

Clothes,
hairstyles

Textures Facial
blend
shapes and
skeleton

Realism

MakeHuman
1.1.0

++
Ethnicity,
age,
gender

+
Feature
modifica-
tion
through
sliders

−
Small set

Diffuse,
normal
map

+
Facial
bone rig

+
Medium

Autodesk
Character
Generator

+
Blending
between
two
predefined
geometries

−
Blending
of
predefined
geometries

+
Medium-
to-large set
of
hairstyles
and
clothes

Diffuse,
normal
map,
specular
map

+
Facial
bone rig or
facial
blend
shapes

−−
Low

Adobe
Fuse CC
2017.1.0

−
3D scans
of real
humans

++
Feature
modifica-
tion
through
sliders or
directly on
the mesh

++
Highly
customiz-
able
medium-
to-large set
of
hairstyles
and
clothes

Diffuse,
normal
map,
specular
map, gloss
map,
opacity
map

+
Facial
blend
shapes

++
Medium-
to-high

Daz Studio
4.10 Pro

−−
Predefined
models

−−
Feature
modifica-
tion
through
sliders

−−
Very small
set, but
dependent
on the
predefined
model

Diffuse,
opacity
map

+
Facial
bone rig

++
High
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Fig. 8.1 Pictures of characters created (with, from left to right, Makehuman, Autodesk Character
Generator, Adobe Fuse CC and Daz Studio) and rendered on the web. The quality of the final
rendering is only indicative, as it could be improved using custom shaders and additional textures
when possible

MakeHuman (MakeHuman_Team 2016) is currently a free desktop program. Sev-
eral general controls for visual features such as ethnicity, age and gender and several
exporting options make it suitable for creating custom characters easily and quickly.
The geometries of the body and face can be controlled in detail with sliders. There
are several options for configuring the skeleton, including complex ones with facial
rig, which are necessary to be able to properly animate a character. The resulting
character can be exported in several formats. The .mhx2 format offers more features
(rigs, blend shapes) when opened with Blender (Roosendaal 1995), an open source
3D Computer Graphics (CG) tool, and its specific plugin. One limitation could be
the insufficient variety of clothes and hairstyles, which are key aspects in making the
character believable, although user community provided non-curated assets, scripts
and plugins could help fix it.

Autodesk Character Generator (Autodesk 2014) is a web-based editor to create
characters. This means that no software has to be downloaded and that characters can
be accessed and modified online. A large set of clothes and hairstyles is available as
well as different body textures to change their ethnicity. Their geometry is based on
the mix of two predefined ones and fine grain control is not possible. The characters’
clothes, body and hair are exported as one mesh with one material, great for sim-
ple applications, but not good enough for more realistic-looking characters, where
different materials and shaders are required for hair, skin and clothes, for example.
The textures include color, normal and specular maps for better quality rendering.
The exporting options do not cater for as many formats as MakeHuman does, but
one can choose the quality of the mesh, to include facial blend shapes or facial rig
and two different skeleton models. This software is especially useful to create crowd
characters or for users with little expertise (no installation required and few exporting
options).

Adobe Fuse CC (Adobe 2018a) is a desktop application that starts from real
human 3D scans to create a model. The geometries of the selected scan can be finely
controlled by means of sliders or via the mouse pointer directly on the model, a quite
natural geometry modification procedure. The assets provided are quite customiz-
able: the colors and patterns of the clothes, eyes and hair can be changed, offering
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a wide range of choices. There are many textures for each mesh: (diffuse) color,
gloss (roughness of the surface), normals, opacity and specularity, allowing users to
customize and improve the quality of the final rendering. A newly created character
is exported throughMixamo (Adobe 2018b), a web platform where animations from
a database containing more than 2,000 can be applied to the characters and pre-
visualized. The exporting options are quite simple but enough for web high-quality.
Several facial blend shapes are included as well as different skeleton configurations.

Daz Studio (Daz Productions 2018) offers high quality and realistic virtual char-
acters with a facial rig and detailed textures. Nevertheless, modifying specific visual
and geometric features is not allowed, just editing some general features of a pre-
defined character. Most assets and features to create and modify the characters are
not free, and the tool becomes expensive if several characters are required. It focuses
mainly on the realistic rendering of scenes with virtual characters.

Additionally, instead of modeling a character, a real person can be scanned (based
on depth cameras, LIDARs or from simultaneous still images) and transformed into a
virtual character. There are current tools, such asSmartBody (Feng et al. 2015),whose
output includes automatic rigging and facial expressivity. Several issues strongly limit
their use for quality interactive web applications, such as their inability to separate
the geometries with differentmaterials (such as eyes, hair, skin, clothes, etc.). At their
present stage, using them takes more effort and time to achieve web-ready characters
than the aforementioned tools.

8.2.2 Web Requirements

In non-real-time scenarioswithout time constraints, virtual characters canhavehighly
detailed geometries and photorealistic effects: the rendering of a frame movie can
take several hours, whereas real-time applications can afford just some milliseconds.
Thus, interactive web characters have specific requirements, and we discus the most
important ones next.

File Size. The size of a desktop-based ECA matters little as it is stored in a hard
drive and quickly retrieved, while for the web, the character file must be transmitted
to the browser client and decompressed there in little time (Evans et al. 2018). The
size of the surface mesh1 of the character is directly correlated to the file size, and a
highly detailed mesh does not permit interactivity even after having been loaded.

Facial Expressions with Blend Shapes. Blend shapes are commonly used to
deform the geometry of the mesh, in our case, the facial geometry to create expres-
sions. Each blend shape has the same number of displacement vectors as vertices of
its corresponding mesh, and increases the file size. Thus, web applications can only
consider a limited number of blend shapes.

1Surface meshes are most usual representations in 3D graphics; alternatives are voxels, for medical
and engineering applications, or unstructured point clouds coming from 3D scanners.



124 G. Llorach et al.

Facial Expressions with Facial Bone Rigs. Using bones to deform the face gives
much more flexibility than using blend shapes. Each bone can be translated, rotated
and scaled affecting its associated vertices with different weights. This flexibility
results in more complexity when creating facial expressions. While a single blend
shape value is enough to show a happy face, multiple bones with their translations,
rotations and scales would need to be adjusted. Moreover, this is very application
and character dependent. Blend shapes can be constructed as a combination of bone
transformations, butweworkedwith tools that support directly blend shapes, limiting
complexity in the web side. Our real-time web-based 3D engine currently supports
only a 4 bones per vertex.

Skeleton and Animations. The skeleton or rig of a virtual character is used for ani-
mations. Body skeletons can be very varied in complexity. In practical terms, their
most important feature is their compatibility with a (large) database of animations,
as creating animations that look natural or recording them with motion capture tech-
niques can be time consuming. From the several animations databases available, we
started using the CMU Graphics Lab Motion Capture Database and retargeting the
animations toMakeHuman characters using Blender. This required a bit of tweaking
for each animation. At a later stage we switched to usingMixamo, as the animations
can be previsualized and tweaked on the web application, which greatly speeds up
the process.

8.2.3 Scene Editors and Renderers

Scene editors and renderers have become more usable and widespread over the last
ten years, in connection to game development.Unity (Unity Technologies 2018) and
Unreal Engine (Epic Games 2018), for instance, save users a lot of time, allowing
them to rapidly create, visualize and export 3D scenes and games with little coding
and compatibility issues. Exported scenes can be interactively played on the web.
Although plugins and/or manual configuration are needed, the maturity of the tools
makes them a solid alternative to create playable web content. However, these web
scenes do not support key features required for ECAs, such as easy integration with
off-the-shelf web APIs, to enable their speech, for instance.

The introduction of WebGL, “a cross-platform, royalty-free web standard for a
low-level 3D graphics API based on OpenGL ES2.0, exposed through the HTML5
Canvas element as Document Object Model interfaces” (Kronos Group), has
contributed to a widespread use of higher quality 3D graphics on the web, because
the API addresses directly low-level graphics devices, and web-based 3D graphics
applications can become ubiquitous within the web environment (Evans et al. 2014),
in particular for ECAs.

In order to provide real-time rendering, scene setup and scripting, a 3D engine
and scene editor is required. There are several libraries, such as SceneJS and Three.js
to create 3D scenes on the web without having to struggle with the low-level
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layer, but demand a good knowledge of 3D graphics programming. Unlike them,
WebGLStudio (Agenjo et al. 2013), a web based open-source 3D scene editor and
rendering engine, requires less knowledge of low-level graphics programming, while
following an approach similar to Unity and Unreal Engine. The scenes created can
be accessed through a web browser, without installing plugins. WebGLStudio has
tools and components to easily integrate virtual characters. It supports animations,
blend shape transformation through the GPU, custom shaders, light baking and
mesh compression, to mention a few features. Clara.io is another browser based
scene editor and engine with similar features to WebGLStudio, but is more oriented
towards 3D modeling (this is also the case of Sketchfab).

8.2.4 Virtual Character Integration and Control

With the virtual character imported in WebGLStudio, scripts and components can
be added on top of it to control its behavior in a fairly straightforward way. ECAs
researchers have made efforts to standardize control commands and our work is
based on them, specifically, on the SAIBA framework established several years ago
(Kopp et al. 2006). This framework “distinguishes three processes in the generation
of multi-modal communicative actions: intention planning, behavior planning, and
behavior realization” (Heylen et al. 2008), which are interconnected and receive
feedback from each other. The communication languages between these processes
were also established by this group of researchers: the Functional Markup Language
(FML) leads from the first to the second process as it “is supposed to be concerned
with specifying the intentions of an agent” (Heylen et al. 2008), while the Behavior
Markup Language (BML) goes from the second to the third as it “is one kind of
specification of the behaviour that results” (Heylen et al. 2008). We focus on the
visual representation, and thus BML is the most relevant for us.

In our work, we have implemented the support of basic BML commands, thus pro-
viding a web-based BML Realizer, which relied on a very basic (behavior) planner.
For the all-important facial expression, we developed several web-based systems:
facial animation based on valence and arousal proposed by (Romeo 2016) for desk-
top; simple lip-syncing (Llorach et al. 2016); gaze and head nods, part of BML,
which are acknowledged as basic communication gestures; and some basic anima-
tions to communicate some specific nonverbal messages. Gaze behaviors followed
the directions of Ruhland et al. (2015). For more information, Huang and Pelachaud
(2012) discuss different animation pipelines based on SAIBA; McTear et al. (2016)
provide amore complete reviewon tools to create desktopECAs and behavior control
standards in their book on conversational interfaces.

8.3 Our Pipeline in More Detail

In Sect. 8.3.1, we summarise our pipeline for designing, rendering, and control-
ling web-based ECAs. In Sects. 8.3.2–8.3.6, we focus on specific and key aspects
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of our pipeline, such as gaze and gestures. In Sect. 8.3.7 we offer an example of
implementation of the pipeline.

8.3.1 Overall Process

Virtual Character Creation

1. Among the alternatives discussed in Sect. 8.2.1 we regard Adobe Fuse CC as
the best current option because of its realism, customization of clothes, small
file size, number of textures for the materials, number of facial blend shapes
and direct connection to the animation database Mixamo. Nevertheless we also
discuss the issues and steps required with the other virtual character creation
tools.

Blender: Improving the Model

2. Once the character is created with one of the virtual character creation tools
(Makehuman, Adobe Fuse CC, Autodesk Character Generator or Daz Studio),
our next step is to import it into Blender. WithMakeHuman we use the Blender
Exchange format (.mhx2) together with theMakeHuman plugin forBlender; with
the rest of the tools we import the virtual character as an FBX file.

3. In Blender we separate the head from the body (which appears as a single mesh
in most cases) and remove blend shapes from body parts that are actually not
deformed. A 60% size reduction results, and 20% more if merging symmetric
blend shapes (e.g., for eyes) and removing unused blend shapes.

4. We create other necessary blend shapes by mixing existing blend shapes/facial
bones or manually. In our facial expression system and lip-sync, only 9 blend
shapes are used, four for the upper part of the face and five for the lips and
mouth: eyebrows up, eyebrows down, inner eyebrows up and eyelids down; lips
funneled, smile, lip corners down, lips pressed,mouth open. In terms of the Facial
Action Coding System (FACS) (Ekman and Rosenberg 1997): AU2, AU4, AU1,
AU43; AU22, AU12, AU15, AU24, AU27 respectively.

5. Usually small corrections are needed to fix errors of the model or to improve
the character. Adding a bit of weight to the skin surrounding each eye adds a
lot of realism: when the character looks away from the center, the eyelids and
skin around the eyes will follow slightly. Some fixes depend on the software:
inMakeHuman adding bone weights for the tongue and shoes and adjusting the
teeth position; in Autodesk Character Generator unpacking the textures from
the .FBX format to separate files; in Adobe Fuse CC renaming the objects and
skeleton.
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6. Further file size reduction for better loading process performance can be achieved
by lowering the resolution of the textures, simplifying or deleting geometries that
are not going to be seen or do not take part in the final scene.

Mixamo/Blender with Makehuman Plugin for Animations

7. We perform the preprocessing of the animations in Blender and/or in Mixamo.
WithMixamo the character can be uploaded on the platform and the animations
previsualized and adjusted in a very user-friendly way (e.g., via sliders that can
even control motion style). Blender permits finer control (e.g., modifying weight
bones), but loading, visualizing andmodifying animations is slower. As an exam-
ple of adjustment needed, if a character has very small hips and torso, it is likely
that an animation from a standard database will place the arms too separated
from the thin body. Within Mixamo the animations are automatically adapted
to the character’s size, whereas Blender animations would need to be adapted
manually to each character. In our pipeline, animations can be imported later on
WebGLStudio, so new animations can be continuously added to the web-based
characters.

WebGLStudio for Integration and Control

8. We import in WebGLStudio, which supports two 3D standard formats, OBJ
and COLLADA. OBJ does not support animations, thus we use COLLADA to
import the characters with animations, skeleton, blend shapes, materials, lights
and cameras.

9. To create materials, textures can be dragged directly on the 3D object in the
scene, but some configuration of each material is still required, such as adding
reflections to the cornea and specifying which texture applies to what (diffuse,
specular, opacity…).

10. We use WebGLStudio components and scripts to configure the scene with the
set (cameras, lights, background scenario) and add the scripts and components
to control the virtual character. The scripts and components will be described
in detail in the following Sects.

11. As WebGLStudio works in the (browser) client, the character and scene needs
to be either stored in a server (through aWebGLStudio account for example) or
downloaded. WebGLStudio can download the whole scene in a custom format
(.WBIN), as a folder ready to deploy in a HTML server, or to store a new
character on a remote disk.

8.3.2 Behavior Scripting and Control

In an ECA application, the character is controlled via instructions generated by
the system that replies to user input. There are several standards to control virtual
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characters (Gibet et al. 2016) and some have been proposed and used over the years
specifically for ECAs, within the SAIBA frameworkmentioned above.We use BML,
as it is currently the most widespread format; EMBR (Heloir and Kipp 2009) has
been proposed as an alternative for finer animation control. As our character is web-
based, it can be controlled by a third party application hosted remotely, which is
indeed the case in the KRISTINA project.

WithinBML standardized behaviors, we support time synchronization, face, gaze,
gesture, head and speech. We found especially challenging the simultaneous com-
bination of several behaviors as far as they affect the same parts of the body. For
example, both the actions “look to the left” and “head nod” modify the rotation of
the head in different ways. We combined the rotations of the two, so that the agent
can look towards the left while nodding. Both facial expressions and lip syncing
(speech behavior) also control the lower part of the face. In our implementation we
opted to override the facial expression of the lower part of the mouth with the lip
syncing while the agent is speaking, although there are alternatives to combine facial
expressions and lip syncing (Karras et al. 2017).

8.3.3 Look at

Gaze is a very important feature in the communication process. It indicates where
attention is directed, plays an important role in turn-taking and even thoughts and
emotions can be inferred from it (Ruhland et al. 2015). In our pipeline, we imple-
mented a script component to make the character look at a desired 3D point in the
scene by rotating the bones of the eyes, head and neck with different intensities
through inverse kinematics. We adjust the intensity of the component to achieve
natural relationships between the eye movement and head rotations.

8.3.4 Lip-Syncing

Lip-syncing is still an active area of research, where knowledge and expertise in
speech processing, computer graphics and human animation is required. Although
many solutions provide real-time lip-sync, commonly their parameters are generated
using pre-recorded speech and then lip-sync is reproduced in real-time. Few solutions
generate lip-sync based on live input in real-time (Wei and Deng 2015) (Liu et al.
2011) and they have not been implemented in a web browser.

We developed a simple lip-syncing (Llorach et al. 2016) which only uses the
web resources, but can analyze the audio signal and extract the lip parameters with
live input in real-time. The algorithm computes the short-term power spectrum and
extracts the energies of different frequency bands, which are then mapped to three
blend shapes through a set of equations based on the formant location and other
speech features of the spectrum. The blend shapes used for this lip-sync are lips
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Fig. 8.2 Positioning of the predefined facial expressions in the valence (horizontal axis) and arousal
(vertical axis) space

funneled, lips pressed, mouth open, which in terms of the FACS are AU22, AU24
and AU27 respectively.

8.3.5 Facial Expressions

It is essential that facial expressions are accurate in order to properly communicate,
as shown by Beale and Creed (2009). Non-real-time applications can spend as long
as needed to create facial expressions. On the contrary, the ECAs facial expression
needs to be almost real-timewithout the possibility of small fixes. It can be controlled
at different abstraction levels: high level labels such as happy, angry and displeasure;
low-level instructions such as those provided in MPEG-4 (Tekalp and Ostermann
2000) or the FACS, each with its own advantages and limitations. High level labels
limit the encoding capabilities to a set of predefined expressions, and low-level
instructions need detailed specific control, which probably require another level of
abstraction for its definition.

We have adapted to theweb an intermediate approach proposed byRomeo (2016),
where a 2D emotional space was used to generate facial expressions combining sev-
eral facial actions from the FACS. The approach uses a valence-arousal (also known
as activation—evaluation) space, which has been recently become more widespread
in the literature. For instance, Hyde et al. (2014, 2015) use a valence-arousal based
system to understand how to animate the faces of realistic characters to improve
perceptions of emotions and naturalness with the goal of creating more compelling
interactive applications. In Romeo’s model there are eleven predefined facial expres-
sions in different positions of the valence and arousal wheel (Fig. 8.2). The system
interpolates between the nearest predefined facial expressions in the 2D space.
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Fig. 8.3 Blend shapes used in our pipeline. From left to right and from top to bottom: eyebrows
up (AU2), eyebrows down (AU4), inner eyebrows up (AU1), eyelids down (AU43); lips funneled
(AU22), smile (AU12), lip corners down (AU15), lips pressed (AU24) and mouth open (AU27)

The eleven predefined facial expressions of the model can be created with only
9 blend shapes, four for the upper part of the face and five for the lips and mouth:
eyebrows up, eyebrows down, inner eyebrows up and eyelids; lips funneled, smile,
lip corners down, lips pressed, mouth open, which are FACSAU2, AU4, AU1, AU43;
AU22, AU12, AU15, AU24, AU27 respectively (Fig. 8.3).

In our web-based implementation the facial expression of the virtual character
can be controlled by either moving a pointer in the valence-arousal space or setting
numerically the valence and arousal values. These different layers give a lot of
flexibility to the model, as it can be controlled at very high levels (valence-arousal
and emotional tags) or with more detail (blend shapes/facial action units).

8.3.6 Gestures

Gestures can convey a lot of non-verbal information. They can also modify the
meaning of the verbal message. The BML standard divides body motions into head
gestures, upper body gestures (arms/hands) and body posture. As discussed earlier,
conflicts can appear when several BML instructions control the same parts of the
body. How to solve these conflicts is not standardized, and different BML realizers
can produce characters that behave differently for the same BML instructions. We
implemented different postures, so that changes of mind or state can be shown.
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8.3.7 An Example of a Fully Web-Based ECA

To demonstrate the possibilities of web browser based ECAs and test our BML
Realizer, we developed a complete ECA that can interact verbally in real time
(Llorach and Blat 2017) with a user. The ECA uses the aforementioned BML
Realizer, interfaces with the speech recognition and synthesis of the Web Audio and
Speech APIs and a basic artificial conversational entity, ELIZA. Additionally, the
face of the user was tracked by means of jsfeat (integrated through Web Workers)
and the gaze character followed it. The whole application works in the client but for
the speech recognition and synthesis services, which use Google ones by default.

8.4 ECAs and Older People

Much research on ECAs with older people focuses on health-related issues. One of
the first significant works on ECAs with older adults (Bickmore et al. 2005) concen-
trated on a relational agent that plays the role of an exercise advisor. More recently,
in (McTear et al. 2016), one of the future directions of (embodied) conversational
interfaces is health and ageing. The same future direction—namely, the Healthcare
Personal Agent—is suggested in a relatively recent review of open challenges
in modelling, analysing and synthesising human behaviour in human-machine
interactions (Vinciarelli et al. 2015).

While health is a very important topic, especially in light of a growing ageing
population, and much HCI research with older people also concentrates on health
(Rogers andMarsden 2013), we consider that ECAs could be of great benefit to older
people in other facets of their everyday lives, ranging from learning and leisure to
well-being and tourism. To this end, a fundamental question for us is the physical
appearance (Ring et al. 2014), along with the emotional component and personality,
of ECAs. For humans, it is almost inevitable to impute human qualities to animals,
things, and objects which are not human, in order to understand and deal with them
(Lakoff and Johnson 2003).

Working towards this end, we conducted a workshop (Maña et al. 2018) intended
to explore how a group of older people (N � 14) interested in technologies think
ECAs look like.We first talked to them about ECAs and showed them some examples
in an MS PowerPoint presentation. We then asked them to create their own ECA for
two scenarios, which we thought could be of interest to them: a travel guide, a
technology expert/assistant. To create the ECAs, participants used Adobe Fuse CC
and Mixamo. This activity also allowed us to test the usability of these editors for
older people. The activity seemed to elicit fun for them and was positively perceived.
Overall, the participants created mostly female characters, with white skin, and were
clothed informally (Fig. 8.4). Participants were able to create their agents mostly on
their own, with our support.
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Fig. 8.4 Two of the female characters created by the older adults

While creating their preferred agents, we also had an opportunity to gather their
opinions on this new type of user interface for them. There were diverse views: while
some of them disliked the idea of talking with a cardboard, others pointed out that
interacting with ECAs could help them skip a lot of steps while organizing a trip or
buying a new computer online, for instance.

8.5 Conclusion

This chapter has presented an innovative way of building ECAs, in the context of
future more widespread embodied conversational interfaces. The innovation lies in
designing, controlling and deploying ECAs online. Web-based ECAs pose a few
challenges, and this chapter has discussed a number of them, proposing and demon-
strating solutions. This chapter has also presented results of research activities aimed
to explore the design of ECAs by older people, using free online character editors.
The aim of this exploration was to start to understand how an ECA should look like
for this user group, and to identify the usability of online editors.

Unlike other chapters in this book, the perspective on HCI research with older
people introduced in this chapter is mostly technical. The new perspective lies in
a technological pipeline that allows for rapid or “quick-and-dirty” online experi-
mentations, which are important to examine a wide range of aspects involved in the
interaction between ECAs and older people. A large number of aspects (physical
appearance, gestures, emotion, empathy…) remain to be understood with older peo-
ple and ECAs. Exploring them online allows us to conduct a number of experiments
relatively quickly. Also, older people can become “designers of assistants”, using
online free tools, taking one step forward the transition from passive users to active
creators of digital content (and agents).
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