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Abstract Optogenetics and photopharmacology are two perspective modern
methodologies for control and monitoring of biological processes from an isolated
cell to complex cell assemblies and organisms. Both methodologies use optically
active components that being introduced into the cells of interest allow for opti-
cal control or monitoring of different cellular processes. In optogenetics, genetic
materials are introduced into the cells to express light-sensitive proteins or protein
constructs. In photopharmacology, photochromic compounds are delivered into a
cell directly but not produced inside the cell from a genetic material. The develop-
ment of both optogenetics and photopharmacology is inseparable from the design
of improved tools (protein constructs or organic molecules) optimized for specific
applications. Herein, we review the main tools that are used in modern optogenet-
ics and photopharmaclogy and describe the types of cellular processes that can be
controlled by these tools. Although a large number of different kinds of optogenetic
tools exist, their performance can be evaluated with a limited number of metrics that
have to be optimized for specific applications.We classify these metrics and describe
the ways of their improvement.
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8.1 Introduction

Modern photonics provides versatile tools for control and monitoring of biologi-
cal processes from an isolated cell to complex cell assemblies and organisms. The
most straightforward approach is to use intrinsic optical properties of molecules and
molecular aggregates that are produced naturally in the cell. Several implementations
of this approach have been developed and used for biological and medical applica-
tions [1–3]. However, the real progress was made by using specially designed tools
with desired optical, chemical, and biological properties that, being incorporated
into the cellular processes, allow changing them after absorption of a photon at the
specific wavelength.

Two main methodologies have been proposed for such optical monitoring and
control of cellular processes: optogenetics and photopharmacology. Their key dif-
ference is in the tools employed. In optogenetics, light-sensitive proteins or protein
constructs are genetically introduced into the cells of interest becoming an inte-
gral part of the cellular machinery [4]. Illumination of cells modified in such way
allows for the change of various cellular properties and processes, for example,
the membrane potential or gene transcription. In photopharmacology, photochromic
compounds are delivered into the cell or to its surface [5, 6]. Such compound has to
satisfy two requirements: the compound can be transferred from one form to another
form by a light stimulus, and physiological activities of these two forms must differ.
One of the interesting examples is photochromic ion channel blockers—compounds
that block a channel in one form and open in another one, allowing for the change
in ion transport from extracellular to intracellular regions.

The development of both optogenetics and photopharmacology is inseparable
from the design of improved tools (protein constructs or organic molecules) opti-
mized for specific applications. These improvements regard either to the biological
features, such as expression levels, toxicity, an efficiency of localization at the tar-
get sites, either to the properties of the light-induced response. In this review, we
will cover the main factors determining the functionality of both optogenetic and
photopharmacological tools and consider the commonly applied methods for their
improvement.

This review is organized as follows. First, we will introduce the types of cellular
processes that can be controlled with modern optogenetic and photopharmacological
tools. For each target process, the applicable tools will be described. Although a
large number of different kinds of optogenetic tools exist, their performance can be
evaluated with a limited number of metrics. In the following subsections, we will
classify these metrics in the Tables 8.1 and 8.2. For each metric, we will consider
challenges and proposed solutions.
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Table 8.1 The performance metrics of optogenetic tools and possible approaches for development
of optogenetic tools with improved performance

Performance metrics Optogenetic tools Possible solution

Signal intensity (increasing) Microbial rhodopsins as
neural actuators or inhibitors

• Conversion of proton pumps
into anion channels [21, 22]

• Finding natural
anion-conducting microbial
rhodopsins [23, 24]

• Shifting ion selectivity to
divalent ions [86]

• Rational mutagenesis near
the active site [20, 87, 88]

Microbial rhodopsins as
fluorescent reporters

• Subject protein to the
directed evolution [89]

• High-throughput screening
of mutants [90]

• Combining microbial
rhodopsins with bright
fluorescent proteins in
FRET system [75]

LOV domains • Rational mutagenesis near
the active site [91, 92]

Cryptochromes • Rational mutagenesis near
the active site [93, 94]

UVR8 receptors • Coupling two UVR8
receptors [95]

Sensors based on fluorescent
proteins

• Finding brighter FPs [96]
• Increasing the expression
levels and plasma
membrane localization [97]

• Mutation of existing FP
[98–100]

Kinetics (acceleration or
deceleration)

Microbial rhodopsins (ms
timescale)

Acceleration of kinetics:
• Rational mutagenesis of the
residues involved into the
photocycle [90, 101, 102]

• Using faster rhodopsins
from other organisms [103]

• High-throughput screening
of mutants [90]

Deceleration of kinetics:
• Site-directed mutagenesis of
residues involved in the
photocycle [104, 105]

(continued)
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Table 8.1 (continued)

Performance metrics Optogenetic tools Possible solution

GPCRs (second-minutes
timescale)

Acceleration of kinetics:
• Using GPCRs from
vertebrate cone opsins [28,
106]

Deceleration of kinetics:
• Using bi-stable GPCRs with
long-living open states [30,
107]

• Expression of high levels of
GPCRs leading to the
saturation [108]

LOV domains (minutes–hours
timescale)

Acceleration of kinetics:
• Rational mutagenesis
altering hydrogen-bonding
network near the active site
[49, 109–112]

Sensors based on fluorescent
proteins

Acceleration of kinetics:
• Finding faster functional
domains [113–115]

• Change the position of
fluorescent protein [97]

• Optimize linker between
fluorescent protein and
functional domain [116]

• Rational mutagenesis [98]
• Random mutagenesis [100]

Activation wavelength
(red-shifting or obtaining
tools with substantially
different on/off activation
wavelengths)

Microbial rhodopsins • Natural variation of
wavelengths [103, 117, 118]

• Rational mutagenesis near
the active site [89, 119, 120]

• Creating protein chimeras
[121, 122]

• Subject protein to the
directed evolution [68]

GPCRs • Applying OptoXR
approach, choosing visual
rhodopsin with required
absorption maximum [31,
34, 123]

LOV, BLUF, Cryptochromes • Activation wavelength is not
altered

• Switching to phytochromes
that perform same functions
[60]

(continued)
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Table 8.1 (continued)

Performance metrics Optogenetic tools Possible solution

Phytochromes • Using a different bilin
chromophore [124, 125]

Tools based on fluorescent
proteins

• Mutations of GFP [126]
• Choosing FP with different
absorption wavelength [127]

Stability of the signal
(increasing)

Microbial rhodopsins as
neural actuators or inhibitors

• Rational mutagenesis [123]
• Shifting ion selectivity to
divalent ions [86]

Microbial rhodopsins as
fluorescent reporters

• Rational mutagenesis [90]
• Decreasing illumination
intensity [128]

GPCRs • Switching to opsins from
invertebrates [106, 123]

LOV domains • Very stable optogenetic
sensors [85, 129, 130]

Tools based on fluorescent
proteins

• Decreasing illumination
brightness [131]

Sensitivity of the signal
(increasing)

Microbial rhodopsins as
neural actuators or inhibitors

• Using rhodopins with
slower kinetics [87, 105]

• Shifting ion selectivity to
divalent ions [86]

• Using more sensitive
GPCRs [106, 132]

Microbial rhodopsins as
fluorescent reporters

• Mutating residues involved
in the photocycle [90, 102]

Tools based on fluorescent
proteins

• Mutating fluorescent protein
near the active site [98, 133,
134]

• Mutating functional domain
[72, 100]

• Optimizing linker between
fluorescent protein and the
functional domain [100]

• Replacing fluorescent
protein or functional domain
with homologs [97, 113,
127]

Measurement of absolute
values

Tools based on fluorescent
proteins

• Ratiometric measurements
[135, 136]

• Preliminary calibration
[137]

(continued)
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Table 8.1 (continued)

Performance metrics Optogenetic tools Possible solution

Microbial rhodopsins • Monitoring the change of
signal upon alteration of
illumination wavelengths
[138]

Compatibility of optogenetic
tools

Two microbial rhodopsins • Using two independent
actuators [122, 139]

• Using actuator/inhibitor
system in a single neuron
[140]

• “Closed-loop optogenetics”:
combination of the actuator
and the reporter of neural
electrical activity [90, 141]

• Using outward proton pump
and inward chloride pump
for pumping chloride ions
from neurons [142]

Two fluorescent proteins • Using several fluorescent
sensors for simultaneous
monitoring of different
processes [143]

Expression and plasma
membrane localization levels

Microbial rhodopsins • Finding natural analogs with
higher expression and
localization levels [66, 140,
144]

• Creating chimeras with
highly expressing protein
[122]

• Using additional sequences
in expression system [145,
146]

Tools based on fluorescent
proteins

• Using smaller functional
domains [72, 73]

• Optimization of coupling
between a fluorescent
protein and a functional
domain [97]

• Replacing a fluorescent
protein with analogs [147]

Availability of the
chromophore

Microbial rhodopsins and
GPCRs

• Retinal chromophore is
available in animals or can
be delivered into their
organisms with food [10]

LOV, BLUF, cryptochromes • Flavin chromophore is
available in animals or can
be delivered into their
organisms with food [130]

(continued)
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Table 8.1 (continued)

Performance metrics Optogenetic tools Possible solution

Phytochromes • Bilin chromophores need
extra synthesis in animals
[148, 149]

UVR8 receptors • Do not use chromophores
for light absorption

Toxicity Microbial rhodopsins For ion pumps:
• Shifting to potassium or
sodium ions [16–18]

• Using anion channels [21,
24]

For sensors:
• Rational mutagenesis to
eliminate residual
photocurrents [66]

LOV, BLUF, cryptochromes • Using natural analogs with
reduced dark activity [46,
47]

• Expressing sensors with
additional constructs which
will suppress dark activity
[150]

Tools based on fluorescent
proteins

• Reducing expression levels
[151]

Table 8.2 The performance metrics of photopharmacological tools and possible approaches for
development of photopharmacological tools with improved performance

Performance metrics Possible solution

Efficiency of the pharmaceutical (increasing) • Increasing the isomerization efficiency of
a molecular photoswitch [181]

• Altering the conformational change upon
isomerization [182]

Activation wavelength (red-shifting) • Extending π-conjugated system [183]
• Introducing electron-donating or
electron-withdrawing groups [184, 185]

• Adding bridge between the ring moieties
of the molecular photoswitch [186, 187]

Kinetics of thermal relaxation (acceleration or
deceleration)

Acceleration:
• Introducing electron-donating or
electron-withdrawing groups, creating
“push-pull” molecular systems [184, 185]

Deceleration:
• Adding bridge between the ring moieties
of the molecular photoswitch [186]

• Functionalizing molecule with
ortho-fluorine [190]

Stability (increasing) • Inserting electron-donating moieties
[193–195]
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8.2 Optogenetics. Properties to Control or Monitor
and Applied Tools

In this sectionwewill consider cellular properties andprocesses that can be controlled
ormonitoredwith optogenetic tools. For each application,wewill describe the classes
of tools and briefly describe the molecular mechanisms of their functioning.

Control of electrical activity of excitable cells (neurons and cardiomyocytes). In
order to achieve this goal, one has to activate ion currents through the cell membrane
[7, 8]. Two main protein families are used for this purpose.

Microbial rhodopsins. Microbial rhodopsins are heptahelical transmembrane pro-
teins naturally found in archaea, algae, fungi, and bacteria (Fig. 8.1a).Working as ion
pumps or ion channels, microbial rhodopsins allow effective activation and inhibition
of neural electrical activity by changing ion currents through the membrane.

Activation of neural excitability is achieved by intracellular transport of cations,
leading to the neural depolarization. Proton-pumping channelrhodopsins are themost
commonly used actuators of neural activity [9–12].

The detailed molecular mechanism of proton pumping in channelrhodopsin has
not been determined yet. However, it is known that at some stages of the photocycle
the retinal chromophore becomes deprotonated and the opsin converts into an open-
gate state, allowing for proton transfer from the chromophore into the cell (neuron).
Afterward, the retinal chromophore can be reprotonated with a proton from the
intracellularmediumand the opsin converts back into a closed-gate state [13]. Several
studies demonstrated that channelrhodopsins can function not only as proton pumps
but also as cation channels, allowing for cation transfer inside a cell [12]. The pumped
protons (or other cations) change the membrane potential of the neuron, leading to
its depolarization.

Inhibition of neural activity with other microbial rhodopsins can be achieved via
three mechanisms.

(1) Neural hyperpolarization achieved by outward cation transport or inward anion
transport. Tools for outward cation transport: proton-pumping archaerhodopsins
[14, 15], natural and engineered sodium pumps [16, 17], and potassium pumps
[18]. Tools for inward anion transport: chloride-pumping halorhodopsins and
cruxhalorhodopsins [19, 20]. Here, the conformational changes in proteins trig-
gered by light absorption lead to the formation of an ion pore, which is highly
selective to a certain ion type [18–20]. This selectivity is determined by the
amino acids forming the pore, however, exact mechanisms are not always clear.

(2) Blocking neural depolarization by triggering “shunting” currents of chloride
ions through light-gated chloride channels. Initially, light-activated chloride
channels were engineered on the basis of proton-pumping channelrhodopsins
[21, 22]. A single replacement of a negative residue on a positive one led to the
change of protein ion specificity. Later natural chloride channels with increased
conductance were found [23, 24]. While the exact working principle of these
anion-conducting channelrhodopsins is not clear yet, recent site-directed muta-
genesis studies support the idea that two mechanisms are involved.
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Fig. 8.1 Structure of main classes of optogenetic tools. a Microbial rhodopsin N. pharaonis
halorhodopsin (PDB entry 3A7K) with an all-trans retinal chromophore, b Visual rhodopsin from
T. Pacificus (PDB entry 2Z73) with an 11-cis retinal chromophore, c–e LOV domain (PDB entry
5EFW) (c), BLUF domain (PDB entry 2IYG) (d) and cryptochrome (PDB entry 2J4D) (g) are opto-
genetic tools with a flavin-based chromophore, flavin mononucleotide is presented in the figure,
f Phytochrome (PDB entry 4OUR) with bilin chromophore, g UVR8 receptor (PDB entry 4DNW)
utilizing tryptophan clusters for light absorption
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Fig. 8.1 (continued)

The first mechanism is mostly regulated by the protonation of a single Glu68
residue [25]. The slight change of conductance efficiency with pH supports
the idea that another pH-dependent group is also involved into the channel
dynamics. The second mechanism is fully regulated with a conserved Cys102
residue. Probably, Cys102 residue forms a hydrogen bond with a conserved
Asp156 residue in a closed-gate state. Upon light absorption, the hydrogen bond
dissociates, and the subsequent conformational changes lead to the formation of
an open-gate state [25]. The channel opening leads to the occurrence of “extra”
flow of cations, which decreases the local electrical resistance of the cellular
system and, subsequently, decreases the excitatory postsynaptic potential.
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(3) Excitation of inhibitory interneurons with proton-pumping channelrhodopsins
[26]. The activation of interneurons leads to the silencing of local areas of the
brain [27].

GPCRs. G protein-coupled receptors constitute a large class of transmembrane
proteins found in eukaryotes (Fig. 8.1b). Upon activation with photon absorption
or binding to a specific signaling molecule, GPCRs activate signaling transduction
by interacting with a specific G protein. GPCRs are most commonly used for the
inhibition of neural activity through intrinsic Gi/o and Gs pathways. Usually, visual
rhodopsins from vertebrates and invertebrates are used [28, 29].

Specifically, light activation triggers the interaction of visual rhodopsin with
G proteins. G proteins are involved in the regulation of G protein inward rectify-
ing potassium (GIRK) channels and presynaptic calcium channels. Thus, the light-
activated interaction between rhodopsins and G proteins leads to the light-activated
ion flow through GIRK and presynaptic calcium channels that induces neural inhi-
bition [28].

In other studies bi-stable melanopsins, neuropsins, and parapinopsins that can be
switched on and off with brief pulses of light with different wavelengths are used
[30].

In order to change the G protein-coupling specificity of GPCR, an OptoXR
approach is used. In the OptoXR method, rhodopsin intracellular or extracellu-
lar loops are replaced with corresponding parts of the ligand-activated GPCR
with required specificity [31–33]. Alternatively, the ligand-activated GPCR can be
attached to the C- or N-terminus of the light-activated rhodopsin [34].

Control of synaptic transmission between neurons. In order to achieve this goal,
modern optogenetic tools that can change pH levels in the presynaptic region of
neurons are used. Up to date, only proteins from the family of microbial rhodopsins
were utilized for this purpose.

Microbial rhodopsins. Microbial rhodopsin archaerhodopsin-3 expressed in
presynaptic terminals demonstrated light-activated inhibition of neurotransmitter
release via increasing intracellular pH levels [35, 36]. The substantial increase of
pH levels at the presynaptic terminals is induced by the light-activated proton pump-
ing activity of archaerhodopsin-3.However, the exactmechanismof neurotransmitter
release inhibition via pH increase is not determined yet, even though several specu-
lations have been made [35].

Control of enzyme activity. In order to achieve this goal, modern optogenetic tools
mediate a light-induced structural reorganization of a target enzyme. This allows con-
trolling intracellular concentrations of second messengers, such as cyclic adenosine
monophosphate (cAMP). Proteins from five protein families are used for this pur-
pose.

LOV proteins. LOV proteins, naturally found in plants, bacteria, algae and fungi,
absorb blue light with a flavin mononucleotide (FMN) chromophore (Fig. 8.1c).
For optogenetic applications they are attached to specific functional domains. Light
activation triggers structural reorganization in the LOV protein.
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Specifically, this reorganization starts from the formation of a covalent bond
between the FMN chromophore and the conserved cysteine residue [37]. The reorga-
nization is then transmitted via hydrogen bonds and salt bridges to the alpha-helical
linker, leading to its rotation. The rotation of the linker in its turn causes the reorien-
tation of the functional domain, triggering its activation or inactivation. The induced
effect depends on the number of coils in the alpha-helical linker, but does not critically
depend on the linker length. Thus, addition of seven coils conserves the rotational
angle of the linker and has a little effect on the signal transmission from the LOV
domain to the functional domain.

In one of the examples, LOV domain was attached to histidine kinase (HisK)
instead of its natural chemosensory domain, which allowed light activation of the
enzyme [38].Here, LOV-HisK constructswere paired in order to achieve the effective
lightmodulation ofHisK activity. It was demonstrated, that alteration of alpha-helical
linker length led to three different cases: activation, deactivation or independence of
HisK activity upon blue light illumination, supporting the assumption of crucial
dependence of LOV-triggered effects on the linker rotational angle.

In other applications to modulate calcium concentrations, LOV proteins were
attached to calcium-binding proteins, altering their calcium-binding capability [39].
The same strategy was used to activate Rac1, regulating cell protrusions [40].

Blue Light Utilizing Flavine adenine dinucleotide (FAD) (BLUF) domains. The
action mechanism of BLUF domains is similar to that of LOV proteins (Fig. 8.1d).
Photon absorption by the flavin chromophore also triggers structural reorganization
of these proteins, which is transferred to distinct functional domains. It is proposed
that the first steps of this photoactivated reorganization involve the electron transfer
between FAD and the conserved tyrosine amino acid, leading to the formation of
two radicals.

Subsequently, the formation of the radicals leads to the alteration of a hydrogen-
bonding network of the protein and induces significant conformational alterations.
However, the mechanism describing how this structural reorganization is transmitted
to the linker between BLUF and functional domains remains is completely unclear
[41].

In one of the experiments considering blue light triggered enzyme activation,
BLUF domain was coupled to the catalytic domain that produces cAMP second
messenger, which allowed blue-light mediated cAMP production [42, 43].

Cryptochromes. Cryptochromes are the third class of optogenetic tools that use the
flavine chromophore (FAD) for blue light absorption (Fig. 8.1e). Cryptochromes are
naturally found in plants and animals. Their functioning is based on the same prin-
ciples as the functioning of LOV proteins and BLUF domains. Thus, attachment of
cryptochromes to specific enzymes allows for light-induced activation of these pro-
teins. For example, the light-inducible region of Arabidopsis thaliana cryptochrome
attached to its binding partner allowed for the activation of the tropomyosin-related
kinase, which regulates neurotrophin signaling [44].

Phytochromes. Phytochromes are photoreceptors naturally found in plants. They
use bilin chromophore for light absorption and are attached to distinct functional
domains in optogenetic experiments (Fig. 8.1f). In a recent study, a red light-activated
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bacterial phytochrome was linked via an alpha-helical linker to an effector module
ofHomo sapiens phosphodiesterase 2A. Resulting light-activated phosphodiesterase
(LAPD) modulated the hydrolysis of cAMP and cGMP [45]. The mechanism of sig-
nal transduction here is similar to that of LOV domains; however, it is not completely
described yet.

Microbial rhodopsins. The microbial rhodopsin from fungus Blastocladiella
emersonii fused to the guanylyl cyclase catalytic domain allowed green light-
activated modulation of cGMP levels [46, 47]. These unique eight alpha-helical
rhodopsins allowed for the light-modulated control of cyclic nucleotide gated chan-
nels opening, modulating the intracellular cGMP levels.

Recruitment of protein to plasma membrane or organelles. In order to achieve
this goal, one has to alter protein binding to specific functional proteins that are
attached to the membrane or an organelle in a light-dependent manner. This allows
controlling protein availability to its binding partners, modulating its activity. Three
main protein families are used for this purpose.

LOV proteins. Light-activated interaction of LOV domain from Arabidopsis
thaliana with GIGANTEA protein mediated the recruitment of yellow fluorescent
protein to the plasma membrane, which led to the dimerization of the target protein
[48]. In other works light-induced protein binding was used for activating scaffold
proteins, kinases, and nucleotide-exchange factors [49].

Phytochromes. Plant photoreceptor phytochrome B from Arabidopsis thaliana
coupled with phytochrome interaction factor 3 (PIF3) was attached to the cellular
membrane. Red-light illumination regulated the binding of PIF3 to target proteins,
in this way regulating attachment of target proteins to the membrane. This approach
was used to modulate intracellular signaling by changing protein availability to its
binding partners and to control nuclear localization of proteins [50–52].

Cryptochromes. The activation of Raf kinase occurs when the protein is bound
to the cellular membrane. In a recent study, Raf proteins were labeled with cryp-
tochromes. Upon blue-light absorption, cryptochromes attached to their interaction
partners, whichwere recruited to the plasmamembrane. Thus, Raf kinase recruitment
and activation occurred [53].

Light modulated organelle relocalization. In order to achieve this goal, one has
to induce organelle binding to specific functional proteins that are attached to mobile
intracellular structures. Control of organelle relocalization allows the modulation of
cellular signaling, cell growth, and other vital cellular activities. Up to date, only
LOV proteins and cryptochromes were used for this purpose.

Light-oxygen-voltage (LOV) proteins. In order to achieve blue-light induced relo-
calization of peroxisomes, they were fused to the LOV domain from Avena sativa
phototropin 1. Upon blue-light absorption, LOV domain attached to the cytoskeletal
motor protein kinesin, which moved the peroxisome [54].

Cryptochromes. In one of the experiments, organelles were labeled with cryp-
tochrome 2. Upon blue-light activation, cryptochrome bound to its interaction part-
ner CIB1. CIB1 in its turn was fused to intracellular molecular motor kinesin. Thus,
blue-light activation bound organelles to kinesin, which resulted in their translocation
[55].
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Control of protein-protein interactions. In order to alter protein-protein interac-
tions, one has to change the position of the target protein relative to its interaction
partner. This allows for modulation of protein activation and deactivation, and can
be used for light-modulated opening of ion channels. Two main protein classes are
used for this purpose.

LOV proteins. In one of the experiments, the photoswitch consisted of a LOV
domain bound to a peptide toxin that blocks ion channels. Upon light activation, the
photoswitch unfolded, lowering toxin concentration near the cell membrane. The
lack of toxin near the cell membrane led to unblocking of ion channels [56]. In
another study, target protein was bound to the localized LOV domain. Upon blue-
light absorption, target protein detached from LOV domain and moved to the site of
action [49]. LOV domains bound to peptides allowed for blue-light mediated control
of peptide binding affinity [57].

Phytochromes. Phytochrome B from Arabidopsis thaliana with its interaction
partner PIF3 was combined into a conditional protein splicing system. Red light
absorption led to the attachment of phytochrome to the specific intein,which triggered
protein splicing processes [58].

Control of gene transcription and expression. In order to induce gene transcrip-
tion or expression in a light-dependent manner, modern optogenetic tools activate
specific DNA binding proteins. Four main protein classes are used for this purpose.

LOV domains. Fusion of a LOV domain with DNA-binding protein EL222 pre-
vented the dimerization of the latter protein. Upon blue-light absorption EL222
detached from the LOV domain, underwent dimerization, which led to DNA-binding
and triggering of the gene transcription [59]. Light-induced interaction of LOV
domain from Arabidopsis thaliana with GIGANTEA protein bound to the DNA-
binding domain also allowed to regulate gene transcription [48].

Phytochromes. Red light absorption triggers interaction of phytochromeBwith its
interaction partner PIF6, reconstituting a factor mediating gene transcription. Upon
far-red light absorption, the interaction breaks, silencing gene transcription [60].

Cryptochromes. Plant cryptochrome 2 bindsArabidopsisCIB1 protein upon blue-
light absorption. This system allows for light-activated DNA binding and activation
of gene expression and DNA transcription [61].

UV Resistance locus 8 (UVR8) receptors. UVR8 receptors are naturally found in
plants. These proteins utilize tryptophan clusters for UV-light absorption (Fig. 8.1f).
UVR8 receptors from A. thaliana in the dark-adapted state are organized in homo-
dimers. Light activation leads to UVR8 monomerization.

As it was demostrated in recent mutational studies supported by dynamic crys-
tallography and quantum chemical calculations, in the dark adapted state the two
UVR8 monomers are coupled together with a network of hydrogen bonds and salt
bridges [62, 63]. Upon light absorption, the charge separation in the conserved
Trp233/Trp285 residues occurs, which leads to the disruption of salt bridges between
arginine and aspartic acid residues that connected the two monomers. The molecu-
lar dynamics simulations also support the idea that upon light absorption the water
molecule located at the interface of two UVR8 monomers is released, which also
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results in the dissociation of hydrogen bonds between the monomers. However, these
assumptions have to be proved experimentally in further investigations [62].

In a construct for UV-activated gene expression, the monomeric form of UVR8
receptor interactswith theE3-ubiquitin ligaseCOP1 factor activatinggene expression
[64]. Specifically, upon light absorption the monomeric UVR8 receptor binds to the
WD40 domain of the COP1 factor, which activates the target promoter and starts the
gene expression [64].

Monitoring the electrical activity of excitable cells (neurons). In order to detect
the changes of cellular membrane potential, modern optogenetics uses tools that alter
their fluorescent signal upon the change of external electric potential.

Microbial rhodopsins. Several microbial rhodopsins—archaerhodopsin-3, green
light-absorbing proteorhodopsin, and Gloebacter violaceus rhodopsin demonstrate
the voltage-dependent intensity of fluorescence [65–68]. They absorb light with the
retinal chromophore that can be either in all-trans or 13-cis conformations in the
dark-adapted state (corresponding to two coexisting conformations of proteins).

The fluorescence spectroscopy and near-IR resonance Raman confocal
microscopy studies of archaerhodopsin-3 suggest that the fluorescent Q-form of
the protein is an intermediate that is generated after the photoexcitation of the 13-
cis archaerhodopsin-3 conformation [69, 70]. Specifically, during the photocycle of
archaerhodopsin-3 the deprotonation of the retinal chromophore occurs (M-state).
Subsequently, the chromophore is reprotonated (N-state), and the photoexcitation of
the N-state generates the Q-state. In its turn the photoexcitation of the Q-state results
in the fluorescent signal.

It is assumed that membrane voltage regulates the equilibrium between the
deprotonated M and the protonated N-states, thus regulating the concentration of
the Q-form. However, the exact mechanism of potential-dependent fluorescence of
archaerhodopsin-3 and other similar proteins is not clear yet [69].

Sensors based on fluorescent proteins. A fluorescent protein or two fluorescent
proteins (FPs) are attached to a functional voltage-sensing domain. Membrane volt-
age triggers structural reorganization in the functional domain, which is transferred
to FPs via a connecting linker, altering the fluorescent signal [71–73]. For example,
in VSFP1 voltage sensor, two fluorescent proteins (CFP and YFP) connected with a
flexible linker were fused to the fourth alpha-helix of the Ciona intestinalis voltage-
sensing domain [74]. The alteration of membrane voltage induced the rotation of the
fourth alpha-helix of the domain and consequently changed the relative orientation
of the two fluorescent proteins. In its turn the change of orientation altered the Flu-
orescence Resonance Energy Transfer (FRET) efficiency between the proteins, and
caused the alteration of the output fluorescent signal [74].

In recent studies, GFP was introduced into the neuron in combination with the
fluorescent voltage-dependent microbial rhodopsin archaerhodopsin-3. Membrane
voltage altered the intensity of the fluorescent signal of archaerhodopsin-3 that was
absorbed with the GFP via FRET, which caused a more substantial alteration in the
GFP fluorescence [75].



154 D. M. Nikolaev et al.

Monitoring the intracellular pH levels. In order to detect the changes of pH levels,
modern optogenetics uses fluorescent proteins that alter their signal properties upon
the change of intracellular or extracellular pH level.

Sensors based on fluorescent proteins. Specific mutations in the vicinity of fluo-
rescent protein active site shift the pKa values of the protein chromophore and endow
the GFP and its analogs (such as YFP, RFP) with the pH sensitivity [76].

Specifically, the intensities of absorption peaks at twowavelengths, corresponding
to the protonated and deprotonated states of the protein chromophore, change with
the alteration of the intracellular pH value [77].Most probably, intracellular pH value
regulates the relative concentration of the protonated and deprotonated states of the
fluorescent protein.

Optical detection of redox reactions. In order to detect redox reaction, modern
optogenetics uses tools that change the properties of their fluorescent signal upon
oxidation or reduction.

Sensors based on fluorescent proteins. Redox reactions are indicated by H2O2

concentrations. Fluorescent reporters either consist of a fluorescent protein and a
distinct H2O2 sensor, which undergoes structural reorganization upon oxidation,
either is represented by mutated fluorescent proteins [78, 79]. In the latter case,
additional peptides for the structural stabilization of the fluorescent protein after
oxidation are required [79].

Specifically, the first H2O2 sensor consisted of a circularly permutated yellow
fluorescent protein (cpYFP) that was inserted into the regulatory domain (RD) of
the H2O2 sensitive protein (OxyR). Upon oxydation, the Cys199 converted into a
sulfenic acid derivative and formed a disulfide bond with the Cys208 of the RD. The
formation of the disulfide bridge dramatically changed the conformation of the RD,
leading to the increase of the cpYFP fluorescence [78].

In further investigations, the cpRFPwasmodified in such a way that the oxydation
led to the disulfide bridge formation between cysteines located at the N- and C-
termini of the protein, and the induced conformational change led to the alteration
of the protein fluorescent signal [79].

Monitoring the intracellular ion concentrations. In order to achieve this goal,
modern optogenetics uses fluorescent proteins that change their signal properties
upon binding to specific ions.

Sensors based on fluorescent proteins. Specific mutations created fluorescent pro-
teins with conformational changes of their chromophore upon ion binding. This con-
formational change leads to the change of the fluorescent signal. For example, the
chromophore of the GFP S65T/T203Y mutant in chloride-unbound form forms a
hydrogen bond with the Tyr203 residue of the apoprotein [80]. The bond dissoci-
ation upon chloride binding to Tyr203 leads to the increased distance between the
GFP chromophore and the Tyr203 residue and causes the increase of absorbance at
400 nm.

In other constructs, more complex systems involving several fluorescent proteins
were developed. For example, in one of the experiments, increase of chloride con-
centration reduced the excitation efficiency of YFP which was connected with CFP
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in a FRET system. Thus, the increase of chloride concentration led to the increase
of CFP fluorescence relative to the YFP fluorescence [81].

Sensors for a number of ions were developed, including calcium, cadmium, zinc
ions [80–82]. Here, two general types of sensors exist. In the sensors of first type, ions
interact not with fluorescent proteins, but rather with distinct modules. For example,
in a calcium sensor the CFP-YFP FRET system was linked to the calmodulin-M13
(CaM-M13) system [81, 83]. In the absence of calcium ions CaM was not bound
to M13 and the two fluorescent proteins were located far away from each other, not
allowing FRET to occur. Interaction of CaM with calcium ions led to the CaM-M13
binding, decrease of the distance between CFP and YFP and the occurrence of FRET
between the two proteins [81].

The second type of sensors does not involve distinct domains for ion binding. For
example, in one of zinc sensors, specific mutations were introduced into CFP and
YFP, creating zinc-binding sites at their surface. These two fluorescent proteins were
linked in a single FRET system. Upon zinc binding, the two proteins stuck together
via zinc bridges, which led to the sufficient change of FRET efficiency between the
two proteins [84].

Opticalmonitoring protein expression and protein-protein interactions. In order
to achieve this goal, the tool must to change the properties of its fluorescent signal
upon binding or interacting with specific proteins.

LOVproteins. LOVproteins have intrinsic dimfluorescence.Rationalmutagenesis
of the protein active site increased this fluorescence and allowed using LOV proteins
as fluorescent reporters of protein-protein interactions [85].

8.3 Optogenetics. Main Properties to Optimize

In this section, we will consider the main properties that define the performance of
optogenetic tools. For each property, we will briefly describe the main directions
of improvement and the approaches that are usually used for the optimization of
this property to specific experimental conditions. This information is summarized in
Table 8.1.

Signal intensity. A lot of studies were aimed at increasing the signal intensity of
optogenetic tools. For tools that are aimed at the control of cellular processes, the
increase of signal intensity is required to achieve the desired effect upon moderate
illumination. For fluorescent reporters of cellular processes or properties, the increase
of fluorescent signal intensity allows for more reliable measurements.

Microbial rhodopsins for control of neural activity. Ion pumping microbial
rhodopsins usually demonstrate suboptimal currents, because a single ion is con-
ducted upon absorption of a single photon. Weak ion currents cannot trigger strong
action potentials or completely inhibit neural electrical activity.

One of the solutions is increasing the conductivity of microbial rhodopsins. For
example, proton-pumping channelrhodopsins were converted into light-gated anion
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channels. In an open-gate state, these constructs allowed chloride ions to move freely
through the pore, shunting excitatory ion currents.

Substitution of a single acidic residue with a basic residue in the ion-pumping
region led to the halide selectivity of channelrhodopsin-2 [21, 22]. While the first
variants demonstrated residual proton currents, additional mutagenesis solved this
problem, leading to variants with even more intense photocurrents [119]. Natu-
ral anion selective channelrhodopsins were even more efficient [23, 24]. Another
approach to obtain large ion currents is shifting the ion selectivity of ion pumps from
monovalent to divalent ions [86].

Site-directed mutagenesis combined with screening assays increased the
channelrhodopsin-2 photocurrents by introducing T159C point mutation [87]. In
other studies, rational mutagenesis in the vicinity of protein active site also led to the
increased signal [20, 88].

Microbial rhodopsins as sensors of membrane potential. Wild-type microbial
rhodopsins used as fluorescent reporters of membrane potential are very dim and
unsuitable for in vivo experiments [66]. Application of directed evolution approach
[89], high-throughput screening of mutants in combination with site-directed muta-
genesis [90] allowed to increase the fluorescence of archaerhodopsin-3. Red-shifting
the absorption spectrum also led to the increase of fluorescence intensity; however,
the mechanism of such improvement is unclear [68].

Another approach is combining microbial rhodopsin with bright fluorescent pro-
tein in a FRET system, monitoring only the change of FP fluorescence intensity [75].
In future studies, computational methodologies can help to develop a protein with
increased signal intensity. Such development can be based on the rational mutagen-
esis or on application of more efficient artificial chromophores with higher quantum
yields [152–163].

LOV proteins and cryptochromes. The intensity of LOV signal is defined by
the change of the regulatory functions, e.g. of target protein binding affinity, upon
light illumination. Rational structure-based mutagenesis of the LOV2 domain from
Avena sativa increased the change of binding affinity of the corresponding functional
domain to DNA upon light illumination in 14 times. Increased change of binding
affinity allowed better control of gene transcription and other DNA-related processes
[91].

Structure-guided mutagenesis in combination with screening assays led to LOV
domain with increased control of interaction between to peptides [92]. The rational
design also increased the light-induced oligomerization of proteins bound to Ara-
bidopsis photoreceptor cryptochrome 2 [93, 94].

UVR8 receptors. The enhancement of UVR8 receptor activity was achieved by
coupling two UVR8 receptors via a flexible peptide linker [95].

Sensors based on fluorescent proteins. The signal intensity of fluorescent sensors
must also be high enough for reliable monitoring of cellular processes. Finding
brighter fluorescent proteins, inserting mutations or circular permutating GFP are
possible solutions [96, 98–100], along with finding sensors with higher levels of
expression and plasma membrane localization [51, 97].
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Photoreceptor kinetics. The desired on/off kinetics of an optogenetic tool greatly
depends on the application of interest. Generation of frequent neural spikes or moni-
toring action potentials requires tools with on/off kinetics faster than 1 ms. When the
inhibition of neural activity is concerned, long off-kinetics is preferable. Long-living
open states of neural silencers allow maintaining neural inhibition with brief pulses
of light, reducing the photodamage and increasing the stability of the tool.

Microbial rhodopsins. Natural microbial rhodopsins have millisecond-timescale
photocycle kinetics. However, generation of frequent spikes can require additional
protein engineering. For example, channelrhodopsin-2 could not stably generate
action potentials with frequencies higher than 40 Hz. Rational mutagenesis of the
channelrhodopsin-2 active site allowed stable generation of action potentials with
frequencies up to 200Hz [87, 101]. Finding faster natural analogs in another possible
approach [103].

Considering microbial rhodopsins used for sensing membrane potential, site-
directed mutagenesis of residues involved in the photocycle along with screening
assays generated variants with submillisecond kinetics [90, 102]. The mutant of
archaerhodopsin-3, QuasAr1, demonstrated response time constants of only 0.05ms,
which is close to the limitations imposed by electronics [90].

Site-directed mutagenesis of C128 and D156 positions of channelrhodopsin-2,
which are involved in the protein photocycle, led to the variants with substantially
decreased off-kinetics [104, 105, 164]. Thus, D156A mutant had open-gate state
lasting for several minutes, compared to about 19 ms of the wild-type protein. Such
great elongation of the protein photocycle is supposed to be related to the alteration
of hydrogen-bonding network between protein helices [104]. Rhodopsins with long-
living open states allowed the engineering of step-function rhodopsins, which are
rapidly turned on and off with brief pulses of light [104, 105].

GPCRs. GPCRs have slower kinetics compared to microbial rhodopsins, with
photocycle lasting for seconds or minutes. Among them, vertebrate cone opsins
have faster responses compared to other types of GPCRs [28, 106]. On the other
hand, melanopsins, neuropsins and parapinopsins have very long open states.

Moreover, these three classes of GPCRs are bistable, i.e. can be turned on and off
with brief pulses of light [30, 107]. In order to obtain even more stable inhibition of
neural activity, sufficient levels of GPCRs were expressed in the target tissue. High
expression levels led to the saturation—there always were proteins in active state,
which led to constant neural inhibition [108].

LOV and BLUF sensors. Activation kinetics of LOV and BLUF sensors is rela-
tively slow and can last from minutes to hours [48, 165]. The slow off-kinetics of
these sensors is related to the long thermal decay of their flavin chromophore to the
dark-adapted state [166]. Rational mutagenesis, e.g. altering the protein hydrogen-
bonding network in the vicinity of the flavin chromophore, allowed altering the
signaling lifetimes of LOV and BLUF sensors by orders of magnitude [109, 110]. It
allowed increasing the activation kinetics of protein recruitment to cellular compart-
ments [49, 111], gene expression [112].

Sensors based on fluorescent proteins. If a fluorescent protein is attached to a dis-
tinct functional, e.g. voltage-sensing, domain, finding faster domains [72, 113–115],
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changing the position of fluorescent protein relative to the functional domain and the
cellular membrane [97], and optimizing the linker between fluorescent protein and
the functional domain [116] are possible solutions. Different mutation techniques,
such as random [100] and rational [98] mutagenesis are also applicable here.

The activation wavelength. A large number of works were aimed at shifting the
activation wavelength of optogenetic tools towards the IR region. This direction is
related to two issues. First of all, the ability of deep tissue imaging requires the red-
shifted activation wavelength, ideally in the IR spectral range, because biological
tissues are almost transparent for radiation in the 700–900 nm spectral range [167].
While the modern solutions to this problem include using highly invasive optical
fibers or application of a two-photonmicroscopy technique [168, 169] the availability
of deep tissue single-photon activation could be much more effective.

Another reason for obtaining red-shifted optogenetic tools is related to the reduc-
tion of phototoxicity—photons with longer wavelength have lower energy and less
affect the biological tissues.

Simultaneous applications of two different optogenetic tools also can require
tuning of their absorption properties. In this case, it is very important to use variants
with substantially different activation wavelengths in order to prevent the spectral
cross-talk (see Compatibility of optogenetic tools).

Microbial rhodopsins. Activation wavelengths of microbial rhodopsins alter in a
wide range evenwithout additional protein engineering. For example, choosing chan-
nelrhodopsin from different bacteria allows varying the activation wavelength from
436 to 590 nm [103, 117, 118]. Rational mutagenesis of the active site and engineer-
ing protein chimeras allowed obtaining red-shifted variants of different microbial
rhodopsins [89, 120–122]. Rational mutagenesis was also used to obtain bi-stable
channelrhodopsin with sufficiently different on/off wavelengths (488/600 nm) [119].
Computational methodologies can be a prospective approach for the rational spectral
tuning of rhodopsins [153, 160, 170–174].

Directed evolution demonstrated itself as a powerful method for shifting protein
absorption maximum. Thus, directed evolution of Gloebacter violaceus rhodopsin
generated mutants with absorption maximum red-shifted at 80 nm relative to the
wild-type protein [68].

GPCRs. Engineering of GPCRs with required G protein specificity and activation
wavelength exploits OptoXR approach. As described above, in theOptoXR approach
visual opsinwith required absorptionmaximumwavelength is combinedwith parts of
ligand-activatedGPCRof interest. Thus, an independent variationof neural inhibition
pathway and activation wavelength is possible [31, 34, 123].

LOV proteins, BLUF, cryptochromes. Color tuning of optogenetic tools with flavin
chromophore is impossible. An alternative is using red light absorbing phytochromes
that perform the same functions [60].

Phytochromes. Modulation of activation wavelength of phytochromes can be
achieved by changing the protein chromophore or finding a natural phytochrome
with different absorption [124, 125].
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Sensors based on fluorescent proteins. For tools based on fluorescent proteins,
choosing FPs with naturally different absorption wavelength or insertion mutations
in the current FPs are the two possible options [126, 127].

Stability. There are two important parameters of the stability of optogenetic tools
that need to be considered: the stability of the signal during long-lasting experiments
and the independence from the cellular environment.

Microbial rhodopsins. Signal intensity of all microbial rhodopsins used for the
control of the neural electrical activity, decrease upon prolonged illumination. This
instability has two reasons. First, the photocycle of microbial rhodopsins has inactive
intermediates with slow recovery kinetics, and these intermediates accumulate with
time [175]. Second, because microbial rhodopsins work as intracellular or extracel-
lular ion pumps or ion channels, the change of corresponding ion concentrations
leads to the decrease of the current [142].

Finding more stable natural variants or introducing mutations in the existing
ones are possible solutions. For example, a channelrhodopsin-1/channelrhodopsin-2
chimera with crossover site at E-F loop exhibited significantly less inactivation upon
prolonged light stimulation [176]. Switching to divalent ions also led to the increase
of signal stability [86].

Fluorescence of microbial rhodopsins used as sensors of membrane potential also
decreases very fast [66, 90]. The speed of photobleaching depends on the illumination
intensity and wavelength, and time-varying modulation of the illumination [128].
Less photobleaching variants can be obtained by insertion of specific mutations
[90], however, even the most stable mutants available up to date are unsuitable for
long-term experiments.

GPCRs. GPCRs demonstrate unstable signal, which adapts under repetitive stim-
ulation [28]. Switching to opsins from invertebrates, e.g. box jellyfish opsin or using
specific cone opsins partially solved this problem [106, 123].

LOV proteins. LOV protein can be used as stable fluorescent reporters of protein-
protein interactions. LOV proteins have very low photobleaching levels, and their
signal is stable over a wide range of pH, temperatures and does not depend on the
availability of molecular oxygen, i.e. they can work in the hypoxia conditions [85,
129, 130].

Sensors based on fluorescent proteins. In case of tools based on fluorescent pro-
teins, using brighter FPs and thus decreasing illumination brightness is a possible
solution [131].

Sensitivity. The sensitivity of an optogenetic control tool is defined by the change
of the signal upon the change of illumination intensity. On the other hand, the sensi-
tivity of fluorescent reporters is defined by the change of fluorescent intensity upon
the change of the property of interest. The sensitivity should be maximal in the
desired physiological range of the target property [143].

Microbial rhodopsins. The sensitivity of microbial rhodopsins used as actua-
tors/inhibitors of neural activity was achieved by the accumulation of rhodopsins
with slow kinetics at the site of interest [87, 105]. Shifting to divalent ions also
increased the sensitivity in 70 times compared to the corresponding monovalent
ion-pumping rhodopsins [86].
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Mutating the residues of fluorescent voltage-dependent microbial rhodopsins,
which are involved in the photocycle, increased their sensitivity [90, 102].

GPCRs. GPCRs as a tool for the control of neural activity are on orders of mag-
nitude more sensitive than channelrhodopsins [106, 132].

Sensors based on fluorescent proteins. Considering sensors based on fluorescent
proteins the following approaches are applied to increase the sensitivity of the tools.

1. Mutation of fluorescent protein at the periphery of the chromophore or circular
permutation of the protein [98, 133, 134].

2. Mutation of the distinct functional domain, e.g. voltage-sensing domain [72,
100].

3. Changing the linker between fluorescent protein and the functional domain [100,
151].

4. Replacingfluorescent protein or functional domainwithmore sensitive homologs
[97, 113, 127].

For example, mutations that alter the chromophore pKa values change the pH
sensitivity of the protein [177, 178]. Mutations that alter the affinity of chloride ions
to the chromophore change the values of halide sensitivity [80, 179].

Measurement of absolute values. Most of the modern fluorescent sensors are
capable of monitoring the changes of the target property, being incapable of mea-
suring the absolute values. A commonly used technique, applied both for measuring
absolute pH and membrane potential values, is ratiometric measurements. Here, the
relative response of the sensor to illumination with two different wavelengths is
measured [135, 136]. However, this approach is quite unstable and has slow signal
detection fidelity.

Attempts to measure absolute values of membrane potential using preliminary
calibration of sensors were performed, however, such calibration is very unstable
and is extremely challenging for in vivo applications [137].

Finally, a complicated reliable approach for measuring absolute values of mem-
brane potential was presented for microbial rhodopsin sensors [138]. The response of
archaerhodopsin-3 mutant upon alteration of two wavelengths was measured. Such
measurements were possible because of a complex nature of archaerhodopsin-3,
which has two dark-adapted conformations.

Compatibility of optogenetic tools. Several studies were aimed at combining
optogenetic tools for a more complex interaction with the target cells. Five different
combinations are used in the experiments.

Two actuators of neural activity. First of all, two kinds of actuators of neural
electrical activity can be simultaneously introduced into different cell types. This
allows independent actuation of distinct neural subpopulations and can be applied
for studying interactions between these subpopulations [122, 139].

Actuator and inhibitor of neural activity. Second, actuator and inhibitor can be
simultaneously introduced into a single neuron. This allows the researchers to easily
turn on and off neural activity with the light of different wavelengths as it was
demonstrated for the channelrhodopsin/halorhodopsin system [140].
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Actuator and sensor of neural activity. The third approach, so-called “closed-loop
optogenetics”, combines an optogenetic actuator and a fluorescent voltage sensor in
a single system [90, 141]. Ideally, the activity of the actuator must depend on the
output signal from the fluorescent sensor.

Several fluorescent sensors. Fourth, several fluorescent sensors can be combined
for simultaneous monitoring of different cellular processes [143].

Combination of ion pumps for a complex effect. Fifth, two tools can be combined
in order to achieve some complex effect. For example, outward proton-pumping
archaerhodopsin was combined with inward chloride pumping halorhodopsin in
order to pump chloride ions out from the cell [142].

Requirements for the combined optogenetic tools. The combined optogenetic tools
must satisfy certain requirements. First of all, the activation spectrumof the combined
tools must be sufficiently different in order to prevent their spectral cross-talk [90,
121]. The only exclusion here is when two tools must be activated simultaneously in
order to achieve the desired effect, as in the case of archaerhodopsin/halorhodopsin
outward chloride pump [142].

Second, while illumination of a tool with red-shifted activation wavelength can-
not trigger the blue-shifted tool, the reverse effect is often observed. Such residual
activation can be suppressed by mutations [141].

Finally, when two different tools are expressed into a single cell, the question
of using single or separate expression systems occurs. In a recent study, it was
demonstrated that a single expression system leads to more stable expression and
plasma membrane localization [180].

Biological problems. In this section we will consider four main classes of prob-
lems that are related with the functioning of optogenetic tools inside the cell.

(a) Expression levels and plasma membrane localization. High expression levels
and excellent plasma localization are of key importance for the efficient and
intensive work of the optogenetic tools. Improving these characteristics is an
especially acute problem for in vivo applications [114].
Microbial rhodopsins. The first solution is finding natural analogs with higher
expression and membrane localization levels. For example, N. pharaonis
halorhodopsin has superior expression levels compared to archaerhodopsins
from different organisms. Both protein types are used for the inhibition of mem-
brane potential [140, 144]. Between fluorescent sensors of membrane poten-
tial, archaerhodopsin-3 demonstrated better membrane localization than green-
absorbing proteorhodopsin in eukaryotic cells [66].
The second approach is creating chimeras with highly-expressing proteins. For
example, replacing the first two helices of green light-absorbing Volvox carteri
rhodopsin with the corresponding part of highly expressing channelrhodopsin-
1 resulted in chimeric rhodopsin with superior expression levels compared to
wild-type Volvox carteri rhodopsin [122].
Using additional sequences in an expression system, e.g.Golgi export sequences
or plasma membrane targeting motifs, can also increase the membrane local-
ization levels [145, 146].
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Sensors based on fluorescent proteins. In case of optogenetic sensors based on
fluorescent proteins, which utilize distinct functional domains, using smaller
domains [72, 73], optimization of coupling between the functional domain and
the fluorescent protein [97], or replacing the fluorescent protein with analog
that do not lead to accumulation of intracellular aggregates [147] are possible
solutions.

(b) Availability of the chromophore. Except for UVR8 receptors, which absorb
light via intrinsic tryptophan clusters, optogenetic tools require a chromophore
cofactor for functioning. This cofactor cannot be encoded in the expression
system of the protein-based tool and binds to the protein inside the cells. For
this reason, the availability of chromophore molecules in the cells of interest is
of critical importance for the tool functioning.
The retinal chromophore, which is required for the functioning of microbial
rhodopsins and GPCRs, and the flavin chromophore required for LOV-based
tools and cryptochromes, are available in animal tissues or can be easily deliv-
ered into their organisms with food [10, 130].
On the other hand, phytochromes, one of the common tools for altering protein-
protein interactions, exploit bilin chromophores, which are absent in animals
and require additional two-stage synthesis [148, 149]. Because of this obstacle,
phytochromes were rarely used for the modulation of protein-protein interac-
tions in animals, giving the preference to LOV-based protein constructs and
cryptochromes.

(c) Undesirable altering the cellular physiology. Another challenge is related to
minimizing the side effects imposed by optogenetic tool functioning on the cell.
Microbial rhodopsins. Proton and chloride pumpingmicrobial rhodopsins, such
as archaerhodopsins and halorhodopsins, alter intracellular pH level, proton, and
chloride concentrations during functioning [14, 15]. Changing of ion specificity
to sodium or potassium is a possible solution [16].
Anion conducting channelrhodopsins, which inhibit neural excitations via
shunting (decreasing ionic flux) rather than hyperpolarization of the cell mem-
brane, also do not cause chloride concentration changes [119, 181].
Light illumination of microbial rhodopsins which are used as fluorescent
reporters of membrane potential can cause the emergence of residual photocur-
rents. These photocurrents can be blocked bymutating a single residue involved
in the photocycle of the rhodopsin [66].
LOV, BLUF, cryptochromes. Optogenetic tools with a flavin chromophore, i.e.
LOV, BLUF domains, and cryptochromes, demonstrate significant dark activity
[43]. Using alternative BLUF domains with reduced dark activity [46, 47] and
truncated versions of cryptochromes [94] can help to solve the problem.Another
approach is expressing these sensors with additional constructs which suppress
dark activity [150].
Sensors based on fluorescent proteins. Fluorescent sensors of membrane volt-
age increase the capacitance of cellular membrane and alter the properties of
the cellular electrical activity [182]. Solving this problem can be achieved by
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reducing the expression levels of the tool, which should be compensated by
increased fluorescence intensity.

(d) Phototoxicity. Another source of cellular damage during optogenetic experi-
ments is light. Phototoxicity involves altering cell morphology and physiol-
ogy, DNA damage [183, 184]. Light photons of longer wavelength contain
less energy, and for this reason, cause less damage [185]. Unfortunately, red-
shifting the activation wavelength is not applicable to all kinds of tools, but only
to microbial rhodopsins, GPCRs, phytochromes, and tools based on fluorescent
proteins.
Other approaches for decreasing phototoxicity include the decrease of illumi-
nation time and the decrease of illumination intensity [87, 105].

8.4 Photopharmacology. Some Tools and Ways for Their
Improvement

Photopharmacology is a new and fast developing area of medicine [6]. The
workhorses of photopharmacology are different types of organic molecules,
which change their conformation upon light illumination, such as azobenzenes,
diarylethenes, azonaphthalenes [186–188]. In order to control specific functions in a
light-dependent manner, these compounds are attached to different pharmaceuticals.
Two types of constructs aremost commonly used. In the first variant, the photoswitch
is used as a linker between two distinct parts of the drug. Upon light absorption, the
photoswitch isomerizes, and the distance between the pharmacores change leading
to drug activation [187]. For example, in several experiments, azobenzene-based
switches were inserted between acrylamide moiety and quaternary ammonium ions
(AAQ) (Fig. 8.2). In the trans-conformation of the photoswitch, the AAQ confor-
mation allows the quaternary ammonium ions to effectively block neural potassium
channels. Upon light illumination, trans-to-cis conversion of azobenzene takes place,
leading to the unblocking of potassium channels [189, 190]. Such optical control of
neurons can be used for the treatment of vision loss caused by neural degradation
[190–193]. In the second type of constructs, molecular photoswitch is bound to
the one-piece drug, altering its affinity to the receptor upon light illumination. For
example, this strategy was used for the control of drugs acting on glutamate and
GABAA receptors [194, 195]. The variation of molecular photoswitches is obtained
by chemical modification of various molecules, which have already proved their
effectiveness. These modifications are aimed at optimization of key characteristics
of the photoswitches for different experimental requirements. Belowwewill consider
these characteristics and run over the standard methods used for their optimization
(Table 8.2).

The efficiency of the photopharmaceutical. The efficiency of the photopharma-
ceutical depends on two key parameters: the efficiency of the photoswitch isomeriza-
tion and the change in the drug activity upon light activation. The efficiency of isomer-
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Fig. 8.2 Structural formula of a commonly used in photopharmacology azobenzene derivative,
AAQ

ization is defined by the difference between relative concentrations of active/inactive
states of the molecular photoswitch in the dark and illuminated conditions. Ideally,
only non-active form must be present in the dark-adapted state, and only active form
in the light-adapted state. However, such situation is prevented by the laws of ther-
modynamics. The presence of a small fraction of the active state in the darkness is
not critical if this fraction is below a certain biological threshold [5].

Studies are aimed at increasing the isomerization efficiency of molecular pho-
toswitches because this will allow increasing the activity of the drug along with
decreasing the required illumination intensity. Up to date, chemical modification of
azobenzene photoswitches allowed obtaining more than 95% cis-isomer upon light
activation [196]. Themagnitude of activity change of the drug can be varied bymodi-
fication of the photochromic compound. For example, in case of AAQ and the similar
switches used for blocking of potassium channels, their efficiency can be altered by
increasing the geometry change upon trans-to-cis isomerization. This alteration can
be obtained by adding proper moieties into azobenzene linkers [197].

Activation wavelength. As in the case of optogenetic tools, numerous works were
aimed at red-shifting the absorption maximum of photochromic switches, which is
related to less phototoxicity and the possibility of illuminating deeper tissues. Unfor-
tunately, most of the switches used nowadays, such as azobenzenes, are activated by
UV light that is extremely harmful to cells [167].

Activationof the drugprior injecting it into the organism is oneof the possible solu-
tions. However, this methodology is not always applicable. Extending π-conjugated
system of the molecule is one of the mechanisms that leads to the red-shift of the
absorption [198]. Thus, azobenzenes para-substituted with phenylacetylene absorb
in the visible spectrum range. Another mechanism, which is commonly applied to
azobenzenes, is introducing electron-donating (ED) or electron-withdrawing (EW)
groups at ortho or para positions relative to the double N-N bond [199]. Two variants
of azobenzene derivatives are generated with these methods—“amino” azobenzenes
with one or both rings functionalized with ED groups or “push-pull” azobenzenes
with AD group at one ring and AW group at another one. Both modifications lead
to substantial red-shift of absorption spectrum to the visible region [200]. Another
approach is providing an additional bridge between the ring moieties of the molecule
[201, 202]. Finally, ortho-methoxy and ortho-fluoro azobenzenes also demonstrated
absorption in the visible spectrum range [203].
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Red-shifting the absorption spectrum is usually related to alteration of other char-
acteristics. Thus, an extension of a π-conjugated system or adding ED and EW
groups leads to faster thermal relaxation times [200]. On the other hand, adding a
ring strain into the molecule led to the inverse thermal stability of the isomers [201].
Finally, ortho-fluorinating azobenzenes led to both isomerswith approximately equal
stability [203].

Kinetics of thermal relaxation. The optimal kinetics of the thermal relaxation of
molecular photoswitches depends on the application of interest. For example, control
of neural excitability, e.g. applied for the vision restoration, requires very fast (of
millisecond timescale) thermal relaxation time constants [204]. On the other hand,
obtaining active conformations with very long relaxation kinetics allows creating
bi-stable molecular photoswitches, which can be turned on and off with the light of
different wavelengths [161, 201, 205].

The kinetics of thermal relaxation is directly related to the energy difference
between the two conformations of the molecular photoswitch. Decreasing the energy
gap leads to slower relaxation kinetics. If the energy of two conformations is equal,
both forms remain stable. The variation of thermal isomerization time constants can
be controlled by adding different functional moieties, which alter electronic and
steric nature of the molecules. For example, adding electron donating and electron
withdrawing groups, creating “push-pull” azobenzenes, led to a much faster kinetics
of thermal relaxation [199, 200].Modern quantum chemical methodologies allow for
high quality investigation of different chemical reactions [206–208] and can greatly
facilitate the development of molecular photoswitches with altered kinetics.

Other issues. Other issues related to the use of synthetic photochromic compounds
as light-activated drugs are the stability of their work in living organisms and their
toxicity. Studying molecular mechanisms of the photoswitch degradation allows
finding modifications that prevent the very first steps in the degradation process. For
example, the mechanism of azobenzene degradation under the influence of different
enzymes and glutathione were thoroughly investigated. Subsequently, insertion of
specific electron-donating moieties prevented the degradation initiation reactions
[209–211].

If the application of interest requires long-term work of the photopharmaceutical,
the intrinsic stability of the photoswitchmust be considered. In this case, themolecule
should not lose the efficiency of conversion even after billions of transitions. For
example, in visual restoration single photocycle of a photoswitch corresponds to the
single action of photon acquisition by the eye retina [69]. In this case, millisecond
timescale of the photocycle is required and efficient work of the drug for at least
several days is desirable.

The toxicity of various azobenzenephotoswitcheswas tested, and themain sources
of their toxicity were defined [212]. In order to prevent the toxicity of azobenzenes,
different chemical modifications are performed.
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8.5 Conclusions

Large progress of optogenetics and photopharmacology achieved since the begin-
ning of the XXI century is inseparably related with the development of improved
tools. This improvement, guided by the experiment requirements, applied numerous
approaches for achieving the goal. Unfortunately, in most cases these were solely
experimental techniques, usually not based on solid surface of understanding the
molecular mechanisms, which define the certain property of the tool. For example,
in a number of experiments structure-guided rational design of channelrhodopsin-
2, which applied as an actuator of membrane potential, was based on the crys-
tallographic structure of channelrhodopsin-1/channelrhodopsin-2 chimeric protein
[160]. However, FTIR and electrophysiological experiments demonstrated that this
chimeric protein has different light-induced responses and biophysical properties
[12]. Luckily, in November 2017 the high-quality crystallographic structure of
channelrhodopsin-2 was published, and its analysis has already shed light on the
molecular mechanisms of channelhrodopsin-2 functioning [213].

Extensive computational techniques can also facilitate the progress in this area.
Thus, modern homology modeling techniques can be applied for the prediction of
the proteins of interest if their crystallographic structure is not available, and for
prediction of structural changes caused by mutations. On the other hand, techniques
for the accurate calculation of protein absorption properties also exist. These two
methodologies can be combined for in silico search for new protein-based tools
with altered activation wavelength. Moreover, complex computational simulations,
includingmolecular dynamics and hybrid quantum-mechanics/molecular-mechanics
calculations can help to understand themolecular mechanisms of protein functioning
and greatly facilitate the rational design approach.
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