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Preface

In October, 2014, School of Science, the University of Tokyo (UTokyo), jointly
with Department of Civil Engineering, School of Engineering, established the
Students and Researchers Exchange Program in Sciences (STEPS) with
Lomonosov Moscow State University (MSU) and Saint Petersburg State University
(SPbU) with financial support from the Re-Inventing Japan Project, which was
renamed later and is now called Inter-University Exchange Project, of the Ministry
of Education, Culture, Sports, Science and Technology. Since then, we have been
working to promote the STEPS program not only by exchanging students and
researchers but also by holding scientific symposia and gatherings.

With support from the STEPS program, we held the 1st STEPS Symposium on
Photon Science on March 21 and 22, 2015 in the auditorium of the Chemistry Main
Building on the Hongo Campus of the University of Tokyo, and the contents of the
28 lectures given at the symposium were compiled as a form of a book entitled
“Progress in Photon Science—Basics and Applications,” which was published in
2017 as the 115th volume of Springer Series in Chemical Physics. In order to keep
the momentum we gained through the fruitful discussion we had during the 1st
symposium, followed by a number of international research cooperation among the
attendees, we decided to keep holding STEPS Symposium on Photon Science in
cooperation of the research groups involved in the STEPS program.

The second STEPS Symposium on Photon Science was held on March 14–16,
2016, in Hotel New Peterhof in Saint Petersburg, Russia, and invited talks were
given by the following 33 researchers: Andrey Fedyanin, Kirill Grigoriev, Maria G.
Khrenova, Olga Kosareva, Konstantin Kouzakov, Kuzechkin Nikolay, Yuri V.
Popov, Andrey Stolyarov from MSU; Alex Andreev, Larisa Gulina, Alexander
Konev, Alina Manshina, Igor Mashek, Alexander Pastor, Yuriy Petrov, Sergey
Pulkin, Yulia Shakirova, Nikolay Timofeev, Olesya Tomashenko, Oleg Vyvenko
from SPbU; Toshiaki Ando, Shinichi Fukahori, Takashi Hiroi, Reika Kanya,
Kuniaki Konishi, Erik Lötstedt, Koji Nakabayashi, Katsunori Nakai, Tamas
Szidarovzky, Makoto Takamoto, Kana Yamada, Kaoru Yamanouchi, and Junji
Yumoto from UTokyo.
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The third symposium of this symposium series was held on March 11 and 12,
2018, in Hotel Korston Moscow in Moscow, Russia, and invited talks were given
by the following 36 researchers: Alexei Balakin, Andrey Fedotov, Kirill Grigoriev,
Alexei Grum-Grzhimailo, Elena Gryzlova, Olga Kosareva, Konstantin Kouzakov,
Vladimir Makarov, Vyacheslav Morozov, Yuri V. Popov, Andrei Savel’ev,
Svyatoslav Shlenov, Andrey Stolyarov, Aleksandr Ushakov from MSU; Elena
Grachova, Ivan Ignatiev, Alexander Konev, Alina Manshina, Alexey Povolotskiy,
Sergey Pulkin, Mikhail Ryazantsev, Yulia Shakirova, Sergey Tunik, Yuriy
Tverjanovich, Oleg Vyvenko from SPbU; Takanobu Amano, Takashi Hiroi, Reika
Kanya, Kuniaki Konishi, Erik Lötstedt, Norikatsu Mio, Koji Nakabayashi, Jun
Okabayashi, Takeaki Ozawa, Tatsuya Tsukuda, and Kaoru Yamanouchi from
UTokyo.

All of the lectures in these two symposia were well-prepared and were very
exciting and informative. We therefore thought it appropriate to record the topics at
the forefront of photon science addressed in the lectures in the form of a second
volume of “Progress in Photon Science,” which was later entitled as “Progress in
Photon Science—Recent Advances,” and extended an invitation to the researchers
who gave a presentation at the 3rd symposium to write a review style chapter for
this second volume. Thanks to their enthusiastic responses, we were able to compile
as many as 25 peer-reviewed chapters. Each chapter of this book begins with an
introductory part, in which a clear and concise overview of the topic and its sig-
nificance is given and moves onto a description of the authors’ most recent research
results.

The chapters of this volume cover a diverse range of the research field of photon
science, and the topics may be grouped into five categories: light and light prop-
agation (Chaps. 1–5), biological applications (Chaps. 6–9), atoms and molecules
(Chaps. 10–15), plasma and relativistic phenomena (Chaps. 16–19), and nanos-
tructures and functional material (Chaps. 20–25). We hope this volume will convey
the excitement of a variety of activities in photon science to the readers and
stimulate interdisciplinary interactions among researchers, thus paving the way to
explorations of new frontiers in photon science. We also hope this book will be
regarded as a valued record of the STEPS program, facilitating its further
promotion.

We would like to take this opportunity to thank all of the authors who kindly
contributed to “Progress in Photon Science—Recent Advances,” by describing their
most recent work at the frontiers of photon science. We also thank the reviewers
who have read the submitted manuscripts carefully.

One of the co-editors (KY) thanks Ms. Kaoru Kikuchi, a secretary at Center for
Ultrafast Intense Laser Science, School of Science, the University of Tokyo, and
Ms. Mihoshi Abe, a secretary to my research group, for their help with the
preparation of this book.

Finally, we would like to thank Ms. Valeria Shatilova and Ms. Takako Jono at
the STEPS office of School of Science, the University of Tokyo for helping us
prepare for the 2nd and 3rd STEPS Symposium on Photon Science, and Dr. Claus
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Ascheron, former Physics Editor at Springer-Verlag at Heidelberg, who retired this
February, for his kind support for our second volume of “Progress in Photon
Science” in the Springer Series in Chemical Physics.

Tokyo, Japan Kaoru Yamanouchi
Saint Petersburg, Russia Sergey Tunik
Moscow, Russia Vladimir Makarov

The 2nd STEPS Symposium on Photon Science in Saint Petersburg (2017)

The 3rd STEPS Symposium on Photon Science in Moscow (2018)
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Chapter 1
Polarization Singularities Nucleation
in the Self-focusing of an Elliptically
Polarized Laser Beam in Kerr Medium
and Isotropic Phase of Nematic Liquid
Crystal

Vladimir A. Makarov, Kirill S. Grigoriev, Nikolai A. Panov,
Olga G. Kosareva and Georgy M. Shishkov

Abstract The possibility of C-points formation is shown in the process of the self-
focusing of an originally homogeneously elliptically polarized Gaussian beam in
an isotropic nonlinear medium and in isotropic phase of nematic liquid crystal, the
temperature ofwhich is close to the temperature of nematic-isotropic phase transition.
In the case of axial symmetry of incident beam’s intensity profile the generation of
C-lines, which have the shape of circumference, is possible in separate planes, which
are perpendicular to the axis of the beam. If the axial symmetry of the incident beam’s
intensity profile is broken C-lines become three-dimensional curves and there is
a propagation coordinate domain, in which two pairs of C-points exist. The total
topological charge of these four C-points equals zero.
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1.1 Introduction

The phenomenon of the self-focusing (SF) of electromagnetic waves was predicted
by Askaryan in 1962 in general form, more than fifty years ago. In his paper devoted
to this effect, he wrote [1] “The action of the light beam on the medium can become
so strong, that the properties of themediumwithin the beam differ from those outside
the beam. It causes waveguide propagation of light beam and cancels the divergence
of the beam due to diffraction. This phenomenon can be named as the self-focusing
of the electromagnetic beam”. SF is described by the system of nonlinear parabolic
equations for the slowly varying amplitudes E± � (Ex ± i Ey)/

√
2 of the circularly

polarized components of the electric field. The first efforts to analyze the spatial
dynamics of the intensity and polarization distributions of the propagating laser light
were taken in [2–6]. The system of equations for the dimensionless waist sizes f±
of the circularly polarized partial beams was solved numerically in [5, 6] and the
monotonic and non-monotonic regimes of f± behavior were found. The oscillation
and other regimes of polarization ellipse’s ellipticity degree dependence on the prop-
agation coordinate were derived in [7]. The self-focusing of an elliptically polarized
light beam with the Gaussian profile in an isotropic medium with spatial nonlocality
of nonlinear optical response is studied in [8, 9]. The examination of the system of
equations for E± using the method of moments showed that the distribution of the
intensity of an originally homogeneously elliptically polarized beam loses its Gaus-
sian shape in the process of light propagation in nonlinearmediumand its polarization
distribution becomes non-uniform in the plane of the beam cross-section [8]. The
obtained dependencies of the light intensity, the ellipticity degree of the polarization
ellipse and the angle of orientation of the major axis of the polarization ellipse on
the spatial coordinates were found to be in a reasonable accordance with numerical
simulations data near the axis of the beam [9, 10].

More than forty years ago SF of laser pulses with duration of few tens picoseconds
in isotropic phase of nematic liquid crystal (NLC) at temperature close to the tem-
perature of nematic-isotropic phase transition (NIPT) was of a special interest due
to peculiarities of the light propagation dynamics. Among them one can point out
significant growth of nonlinear optical response (a few orders of magnitude higher
compared to ordinary liquids) and the dramatic increase of its relaxation time when
approaching the temperature of NIPT, the existence of low limit of focused beam
waist size regardless of initial power of laser radiation, its unusual robustness—the
beam did not split into separated filaments [11, 12], transformation of elliptical polar-
ization of laser beam into linear during its propagation [13]. Theoretical research of
elliptically polarized beam SF in isotropic phase of NLC at temperature close to
NIPT demonstrated [14] that many of the above peculiarities are caused by strong
nonlocality of nonlinear optical response in this specific temperature domain. The
nonlocality itself is caused by inter-molecular correlations near NIPT and medium
heating. The theory of optical response of liquid crystal was developed and compre-
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hensively described in [15, 16]. Flexibility of liquid crystals makes them one of the
most prominent media for changing and designing of phase and polarization profiles
of propagating laser radiation.

The complicated spatial evolution of the intensity and polarization during light SF
lets one to suppose the formation of the points of polarization singularity (C-points)
in which the elliptical polarization of the propagating radiation degenerates into a
circular one [17, 18].C-points are differentiated by their topological charge and type.
The topological charge is the variation of orientation angle of the major axis of the
polarization ellipse calculated along a small closed loop surrounding theC-point and
normalized on 2π (customarily, this quantity can be either 1/2 or −1/2) [17]. Each
topological type of C-point corresponds to the qualitatively different distribution of
the polarization ellipses near the point of singularity. In literature three topological
types are known: lemon (topological charge 1/2), monstar (topological charge 1/2)
and star (topological charge −1/2) [17]. In three dimensions, the loci of these points
are the lines, which are called C-lines.

Liquid crystal optical elements are now widely used in experimental singular
optics. The researches of last ten years have shown that optical vortices may appear
when light propagates in NLC with topological defects—disclinations that sponta-
neously appear in films under degenerate planar anchoring [19], generated by external
fields [20, 21], or even light-driven quasi-static electric field [22]. Recent paper [23]
reports an effective way to generate optical vortices in wide spectrum range using
Bragg reflection of the light from the layer of cholesteric liquid crystal with topolog-
ical defect. Finally, optical vortices and polarization singularities can naturally arise
as a result of optical anisotropy in LC without topological defects [24, 25].

Light singularities are of special interest in nonlinear optics. Structurally sta-
ble singularities formation was experimentally observed in several nonlinear opti-
cal processes in crystals: photorefraction [26, 27], Pockels effect [28–30], Faraday
effect [31]. A number of theoretical researches discover the complicated dynam-
ics of C-points generated on the surface and in the bulk of isotropic media with
spatial dispersion of quadratic nonlinearity by the fundamental beams with polar-
ization singularities in sum-frequency generation and second harmonic generation
processes [32, 33]. Optical singularities behavior in filamentation and supercontin-
uum generation processes were studied in [34–36]. Until recently, the possibility
of polarization singularities formation in Gaussian beam, self-focusing in isotropic
medium with cubic nonlinearity, was not researched, except for [10]. However, the
specific range of the nonlinear medium’s parameters considered in this paper did not
allow polarization singularities to appear.

In the present work we study the possibility of C-points formation in the process
of SF of an initially uniformly elliptically polarized Gaussian beam in an isotropic
medium with cubic nonlinearity (without frequency and spatial dispersion) and in
isotropic phase of NLC near the temperature of NIPT.
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1.2 Basic Equations of the Self-focusing of Elliptically
Polarized Laser Beam in an Isotropic Medium
and in an Isotropic Phase of NLC

The propagation along z axis of an elliptically polarized light beam in an isotropic
medium with cubic nonlinearity is described by the following system of equations
[8, 9] for the slowly varying complex amplitude E±(x, y, z) of circularly polarized
wave:

∂E±
∂z

+
i

2k
�⊥E± � −iσ (|E±|2+2|E∓|2)E±. (1.1)

Here σ � 2πω2χ (3)
xxyy/kc

2 is proportional to the component of the local nonlin-
ear susceptibility tensor χ̂ (3)(ω;ω,ω,−ω), k—is the wave number, the transversal
Laplacian �⊥ � ∂2/∂r2 + r−1∂/∂r , where r � (x2 + y2)1/2.

In isotropic phase of NLC the propagation of elliptically polarized light beam is
described by two parabolic equations for E±(x, y, z):

∂E±
∂z

+
i

2k
�⊥E± � −2π ik

3n2
�χ (QE± + q±E∓). (1.2)

This system generalizes the equation used in [14] for describing the linearly polarized
light.Here n is a linear refractive index ofNLC in the isotropic phase, Q � Qxx+Qyy ,
q± � Qxx − Qyy ± 2i Qxy , where Qi j is a traceless three-dimensional symmetrical
real tensor of NLC ordering parameter [37], which determines the anisotropic term
�χ of medium linear dielectric susceptibility tensor χ̂ , induced by electromagnetic
field, χi j � (Tr{χ̂}δi j + 2�χQi j )/3. The equations for Qi j in stationary case are
obtained by varying the expression for free energy of NLC in isotropic phase close
to NIPT in the presence of electromagnetic field [11, 12, 15, 16]. Following [37], we
represent the density F of free energy as a Taylor series, including main terms up to
the second power of Qi j tensor invariants (and its spatial derivatives):

F � F0 +
1

2
[a�T Q2

i j + L1(∂i Q jk)
2] − 1

3
�χQi j E

∗
i E j . (1.3)

In (1.3), F0 is free energy density of isotropic phase of NLC, L1 and a are parameters
that do not depend on temperature T � const, �T � T − T ∗, where T ∗ is slightly
below the actual NIPT temperature [37, 38]. Using the properties of the tensor of
NLC ordering parameter Tr{Q̂} � 0, Qi j � Q ji and varying (1.3), we obtain the
equations for Q and q±:

(a�T − L1�⊥)Q � �χ

18
(|E+|2+|E−|2),

(a�T − L1�⊥)q± � �χ

3
E±E∗

∓. (1.4)
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Let an initially homogenously polarized beamwith planewavefront andGaussian-
like intensity profile fall normally on flat medium surface (z � 0). Its circularly
polarized components are then given by the expressions:

E±(x, y, z � 0) � I 1/20 (1 ± M0)
1/2exp[ − (x2/b2 + y2)/r20 ]. (1.5)

Here r0 is beam waist size, I0 is maximum of normalized intensity I (x, y, z) �
(|E+|2+|E−|2)/2 in plane z � 0. In (1.5), constant M0 � M(x, y, z � 0) where
ellipticity degree of polarization ellipse M(x, y, z) � (|E+|2−|E−|2)/2I0. Varying
M0 it is possible to obtain any polarization state of incident radiation: from right hand
circularly polarized (M0 � −1) through linearly polarized (M0 � 0) to left-hand
circularly polarized (M0 � 1) light. Parameter M0 is actually the third normalized
Stokes parameter. The real constant b ≥ 1 characterizes stretching of the beam
intensity profile along x-axis. It is readily shown that problems (1.1), (1.5) and (1.2),
(1.4), (1.5) are symmetrical with respect to simultaneous substitutions: M0 to −M0,
q± to q∓, and E± to E∓. For this reason, we will further assume that M0 ≥ 0.

1.3 Polarization Singularities in the SF in an Isotropic Kerr
Medium

It is natural to expect the C-lines formation with left-hand circular polarization
when |E−(x, y, z)|2� |E+(x, y, z)|2. The equation rm(zm), determining the series of
curves, can be easily obtained [39] from limiting condition E−(x, y, z) � 0 and the
system (1.1) in the following form:

rm(zm) � −
(

∂2E−
∂r2

)−1

r�rm ,
z�zm

(
∂E−
∂r

)
r�rm ,
z�zm

, (1.6)

where m � 1, 2, 3, . . .. In the case of axial symmetry (b � 1) separate C-line with
number “m” has the shape of a circumference rm(zm) with radius rm that fully lies in
the plane z � zm . The physical reasons of the C-line formation at distances zm from
the nonlinear medium border are discussed in detail in [39].

We illustrate the C-lines formation by the numerical simulations, when axi-
ally symmetric uniformly elliptically polarized incident beam has the normalized
intensity I0σ Ld � 1.7 (Ld � kr20 ) and ellipticity degree of polarization ellipse
M0 � 0.85. The first C-line r1(z1) appears at the distance z1 and lies in the interval
1.46Ld < z1 < 1.47Ld . It is interesting that in this range of propagation coordinate
the distribution of the transversal component of the electromagnetic energy flow (its
general form can be found, for example, in [35]) changes significantly with increas-
ing z. For z < z1 the beam cross-section is divided into four zones (Fig. 1.1a):
“gray” center (I), “white” internal ring (II), “gray” external ring (III) and “white”
peripheral zone (IV). The direction of transversal flow of energy is indicated by



8 V. A. Makarov et al.

Fig. 1.1 Transversal distribution of electromagnetic energy flow in the plane z/Ld � 1.46 (a) and
z/Ld � 1.47 (b)

Fig. 1.2 Dependency of
distance z1/Ld between the
medium’s border and the
plane, containing C-line, on
the initial ellipticity degree
M0. The normalized
intensity I0σ Ld � 1.7

arrows. As the z-coordinate increases the distribution of the transversal component
of the electromagnetic energy flow changes significantly (Fig. 1.1b): the zone II is
expanding, consuming zone III. As a result for z > z1 only the central zone (I), in
which the light energy flows toward the beam’s axis, and the peripheral zone (IV),
where the energy flows away, are presented in laser beam cross-section.

The appearance of C-line r1(z1) takes place during SF of light with |M0| close to
1. In [8] the SF was considered for the almost linearly polarized beams, and this is
the reason why the C-lines did not appear. Figure 1.2 illustrates typical dependency
z1(M0) when the normalize intensity is set. The closer the state of polarization is to
the circular one, the closer to the medium border the C-line arises.

If the axial symmetry of an incident beam is broken (b > 1),C-line transform from
the circumference that fully lies in the beam cross-sections into a three dimensional
curve. It intersects a continuous set of the transversal cross-sections of the propagating
beam, leading to the formation of C-points. Figure 1.3 shows the dependencies zn(b)
(squares) and za(b) (circles), where two pairs of C-points with opposite topological
charges are nucleated and annihilated correspondingly. The length of the segment
[zn(b), za(b)] is increasing as the parameter b grows.
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Fig. 1.3 Dependency of nucleation coordinate zn/Ld (squares) and annihilation coordinate za/Ld
(circles) of C-points on the axes ratio of the incident beam elliptical intensity profile in the case of
M0 � 0.85 and I0σ Ld � 1.7

Fig. 1.4 Transversal distributions of energy flow in the cross-section of the propagating beam
with the parameters b � 1.03, M0 � 0.85, I0σ Ld � 1.7 at distance z/Ld � 1.57 (a) and
z/Ld � 1.60 (b). Filled and empty circles mark theC-points with topological charge 1/2 and−1/2
correspondingly

The generatedC-points aremarked by filled (charge 1/2) and empty (charge−1/2)
circles in Fig. 1.4, where the distribution of transverse electromagnetic energy flow is
shown for two values of the propagation coordinate from the segment [zn(b), za(b)].
C-points located near the sharp ends of the crescents and in the vicinity of the
singularities the energy flow is vortex-like. As z-coordinate increases, zones IIIa and
IIIb in Fig. 1.4a are getting smaller (Fig. 1.4b). When the zones IIIa and IIIb vanish,
the C-points collide and annihilate each other.

Figure 1.5a shows the distribution of polarization ellipses for the same incident
beam parameters for which Fig. 1.4a is represented. In Fig. 1.5a each ellipse has
the same eccentricity and orientation as the polarization ellipse in the point in the
laser beam cross-section, corresponding to the ellipse center and the black curve
marks the e−1 intensity level. The distributions of the polarization lines, which are
tangent in every point to the major axis of the corresponding polarization ellipse, are
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Fig. 1.5 Polarization ellipses distribution in the transversal cross section of the beam (a) and
polarization lines close to the C-points in dashed squares (b and c) at the distance z/Ld � 1.57.
Filled (empty) circles mark theC-points with topological charge 1/2 (−1/2). The beam’s parameters
are the same as in Fig. 1.4a

shown in the vicinity of the C-points with the coordinates x/r0 � 1.54, y/r0 � 0.89
(Fig. 1.5b) and x/r0 � 1.54, y/r0 � −0.89 (Fig. 1.5c). The first C-point has the
topological charge 1/2 and represents a monstar type (three polarization lines are
meeting at the singularity point and they lie inside a straight angle). The second one
has the topological charge−1/2 and is of a star type, because three polarization lines
are meeting at the point, but they do not lie inside a straight angle.

1.4 Polarization Singularities in the SF in an Isotropic
Phase of NLC Near the Temperature of INPT

In the hypothetical limit case L1 � 0 (which is actually impossible for any liquid
crystal), (1.2), (1.4), can be simplified to those describing the evolution of E± during
SF in the isotropic medium with Kerr-like nonlinearity without spatial dispersion
[8]. Even in this particular case, circularly polarized components E± can propagate
in medium very differently (qualitatively different regimes of E± evolution are thor-
oughly described in [8]). Various criteria of SF collapse of propagating radiation lead
to various expressions for the threshold intensity. The appearance of C-points is pos-
sible in certain cases [39] if the polarization of the incident beam is close to circular.
The phenomena described in [39] are caused by the aberrations of the propagating
beam in light-induced nonlinear Gaussian-like lens, which are studied in general in
[40] and particularly in [41].
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At sufficiently small L1, (1.4) have approximate solutions

Q ≈ �χ

18a�T

(
1 +

L1

a�T
�⊥

)(|E+|2+|E−|2),
q± ≈ �χ

3a�T

(
1 +

L1

a�T
�⊥

)(
E±E∗

∓
)
, (1.7)

from which it is evident that intensity growth in the beam center and the collapse of
the beam, caused by SF, lead to corresponding growth of absolute values of transver-
sal derivatives of the electromagnetic field near the beam axis. Being negative, the
summands with transversal derivatives slow down the growth of absolute values of
Q and q±, which is followed by their decrease, so the beam starts defocusing. This
process can happen several times during beam propagation. As a result, a multi-focal
structure is formed inside NLC [14]. If the nonlocality of NLC is strong enough, its
defocusing impact is noticeable even at early stages of beam propagation and there
is no sharp increase of beam intensity, which is typical to self-focusing. In this paper,
we consider such values of dimensionless power P � π I0(kω�χ )2/(54n2a�T ),
η � L1/(a�Tr20 ) and M0, that provide the multi-focal structure formation in the
bulk of NLC. We stress out that all three values are determined both by NLC proper-
ties and incident beam parameters, so one can easily control the self-focusing regime
in a real experiment.

First of all, we consider axially symmetrical incident beams (b � 1 in (1.5)).
Owing to the symmetry rules, lines of purely circular polarization (C-lines) can only
be circles, the planes of which are perpendicular to the beam axis. Centers of the
circles lie on the beam axis as well. In numerical simulations carried out in {r, z}
space, we looked for special points (ri , zi ) (i � 1, 2, 3, . . .) in which E+ (E−) equals
zero and Arg{E+} (Arg{E−}) is not determined. These points correspond to C-lines
described above, as the polarization ellipse there degenerates into a circle.

When M0 ∼ 1 the following inequality is valid |E+(r, 0)|� |E−(r, 0)| and the
power of the right-hand circularly polarized component is much greater than that
of the left-hand one at NLC border. Thus, the propagation dynamics of E+ and E−
are significantly different. The mean period of multi-focal structure (sequence of
maxima and minima) of dependency |E−(0, z)| is much shorter than that of depen-
dency |E+(0, z)|. The SF of partial left-hand polarized beam E− is much weaker: its
peak intensity variation is not so big compared to the right-hand circularly polarized
component E+. Due to the E± cross-interaction, there are short-period minor pertur-
bations in |E+(0, z)|dependency aswell that are causedby |E−(0, z)| fast oscillations.

Our numerical simulations show that ring-shaped C-lines with left-hand (right-
hand) polarization appear close to the cross-sections, in which the peak intensity of
left-hand (right-hand) circularly polarized component attains local maxima. The left
column in Fig. 1.6 shows typical dependencies arg{E+(r, z)} (a), |E±(0, z)| (b) and
arg{E−(r, z)} (c) in case M0 � 0.85. Two-dimensional gray-scale diagrams show
the phase distributions of circularly polarized partial beams in r, z space. Circles
mark the points where the phase is not determined. Each point is connected by a thin
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Fig. 1.6 The dependencies of the field parameters of the beam in the bulk of NLC at P � 2,
η � 0.009, and M0 � 0.85 (a–c) and η � 0.07 and M0 � 0.4 (d–f). Subfigures (a, d) show
the evolution of phase radial distribution of the right-hand circularly polarized component and (c,
f) show the same of the left-hand polarized one. The black color corresponds to the zero phase, and
the white color corresponds to phase 2π . Subfigures (b, e) show the peak intensities of the right-
hand (solid line) and the left-hand (dashed line) circularly polarized components of the beam. Thin
vertical lines designate cross-sections, containingC-lines. Their intersections with plane containing
z-axis are marked by circles in (a, c, d, f)

vertical line with the corresponding dependency of right-hand circularly polarized
(solid line) or left-hand circularly polarized (dashed line) partial beam peak intensity
on propagation coordinate z.

It can be derived from (1.2), (1.4) that in the extreme case of the right-hand cir-
cularly polarized incident radiation (M0 � 1) its polarization state remains constant
during propagation. However, even in this case the circumferences on which the
intensity of the beam is zero (phase singularities) appear in the cross-sections that
are close to multi-focal structure maxima. Short-period perturbations of |E+(0, z)|
dependency are absent in this particular case.

When the polarization state is not close neither to circular nor to linear one
(0 < M0 < 1), the periods of multi-focal structure formed in NLC can be close
enough (Fig. 1.6e). In this case, |E+(r, 0)|> |E−(r, 0)| and the left-hand polarization
singularities (zeros of E+) are formed more rarely—only in the cross-sections that
are close to |E+(0, z)| maxima, which is characteristic to the case M0 ∼ 1. Right-
hand polarization singularities (zeros of E−) are formed more often (Fig. 1.6f), but
their z-coordinates are shifted away from positions of peak intensity maxima of E−
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Fig. 1.7 Peak amplitude
(a) and phase distribution
(b) of the initially linearly
polarized beam in NLC
(P � 1.7, η � 0.06). The
black color corresponds to
the zero phase, and the white
color corresponds to phase
2π . Thin vertical lines
designate cross-sections,
containing lines of phase
singularities. Their
intersections with the plane
containing z-axis are marked
by circles

component. As M0 increases and initial polarization of the beam is getting close to
circular, the phase distributions arg{E±(r, z)} are getting more and more different
(see right and left columns in Fig. 1.6). The distance between left-handed C-lines
is getting shorter and eventually the singularities occupy the cross-sections close to
peak intensity maxima of E− component (Fig. 1.6c).

As the polarization state of the incident beam is getting close to linear, the phase
and peak intensity dependencies in right column of Fig. 1.6 become more and more
identical. Generated C-lines remain circles centered at the beam axis and they lie
close to the corresponding peak intensity maxima. C-lines of opposite polarization
handedness are getting closer to each other. However, a distinctively new family
of C-lines appear in the beam when M0 → 0. They have the same geometry as
the “old” ones, but they are located close to local minima of |E±(0, z)| functions.
The radii of these “new” C-lines are few times greater than those of the “old”
ones. In the limit case of linearly polarized incident beam (M0 � 0), the equality
|E+(r, z)|� |E−(r, z)| is valid in any point inside NLC. Thus, the complex ampli-
tudes of circularly polarized components of the beam can attain zero values only
simultaneously. In this case, phase singularities (points of zero intensity of light field)
are formed. When M0 slightly deviates from zero, the phase distribution of more
powerful right-hand polarized component arg{E+(r, z)} changes rapidly and the radii
of left-hand polarized C-lines, located close to minima of multi-focal structure, dra-
matically increase. As a result, only these left-hand polarizedC-lines, which lie close
to maxima of |E+(0, z)|≈ |E−(0, z)|, are left near the axis of the beam. The radii of
right-hand polarized C-lines, on which E− � 0, change significantly slower, when
M0 increased from zero. Figure 1.7 shows typical dependencies of peak amplitudes
|E±(0, z)| (a) and phase distribution arg{E±(r, z)} (b) at P � 1.7, η � 0.06.
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Fig. 1.8 Three-dimensional right-hand (a) and left-hand (b) C-lines at b � 1.05 and c, d depen-
dencies of corresponding nucleation (squares) and annihilation (circles) z/Ld -coordinates on beam
stretching parameter b. Other beam and medium parameters are P � 2, η � 0.05, b � 1.05,
M0 � 0.85. In (a, b), white stars show the points of singularities nucleation and black stars show
the points of their annihilation

C-lines of both polarization handednesses emerging during SF of a light beam in
the bulk of NLC are stable with respect to small disturbance of beam at medium bor-
der [42]. For example, stretching of beam transversal intensity profile along x-axis
transforms initially planar ring-shaped C-lines into fully three-dimensional saddle-
like curves. The examples of two of these C-lines with right-hand and left-hand
circular polarization are shown in Fig. 1.8a, b. Each of the curves occupies a certain
domain of transversal cross-sections zni − zai and form points of polarization singu-
larities (C-points) at intersections. In cross-sections with coordinates zni , pairwise
nucleations of four C-points of opposite topological charges take place and in cross-
sections with coordinates zai these C-points annihilate in pairs. The sum topological
charge of nucleated C-points is zero. As the stretching parameter b in (1.5) increases
and transversal intensity profile of the beam becomes more elliptical, C-lines get
more deformed and domains of z-coordinate in which C-points exist are expanding
(Fig. 1.8b, d). Since these C-lines are caused by wavefront aberrations of E± com-
ponents, they look like the nodal lines that are discussed in [40, 41]. The expansion
of the domain zni − zai was previously shown for the C-lines that are studied in [39].
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Other kind of light singularities is three-dimensional surfaces on which the polar-
ization is linear (L-surfaces). The intersections of these surfaces with the cross-
sections of the beam (L-lines) are separating the regions with right-hand and left-
hand polarized light. In major part of space, the beam, which we consider in this
paper, is right-hand polarized and does not contain L-lines. However, they inevitably
appear in the vicinity of left-hand polarized C-lines, separating them from the rest of
the beam. The thorough analysis of L-lines dynamics is more complicated compared
to C-lines and should be the subject of a future investigation.

1.5 Conclusions

The possibility of generation of polarization singularities during SF of an initially
uniformly elliptically polarized Gaussian beam in medium with cubic nonlinearity
is shown by numerical simulations. If the incident beam’s intensity profile has no
axial symmetry the C-lines generation is possible in separate planes, perpendicular
to the beam’s axis. These lines have the shape of circumferences and the closer the
initial beam polarization state is to the circular, the closer to the medium’s border the
first C-line is. If the incident beam’s intensity profile has no axial symmetry, then
there is a segment of propagation coordinate, in which two pairs of C-points exist
and their total topological charge is zero. The growth of beam asymmetry leads to
the expansion of this segment.

When initially homogenously polarized axially symmetric Gaussian light beam
self-focuses in an isotropic phase of NLC at temperature close to the temperature of
nematic-isotropic transition, C-lines with right-hand and left-hand circular polariza-
tion are formed in its cross-sections that are close to local extrema of peak intensities
of corresponding circularly polarized components of the propagating field. These
lines are circles centered at beam axis and they appear in wide range of NLC param-
eters and at any polarization ellipse initial ellipticity degree (except for M0 � 0).
They are also stable to small perturbations of incident beam transversal profile. If
one stretches the intensity profile of the incident beam that way, it becomes ellip-
tical, then C-lines become fully three dimensional curves. When intersecting with
transversal cross-sections of the beam, they form fourC-points, two of which having
positive topological charge and two other having negative one.

Funding The authors acknowledge financial support from the Russian Foundation for Basic
Research (Grant No. 16-02-00154).



16 V. A. Makarov et al.

References

1. G.A. Askar’yan, Effects of the gradient of a strong electromagnetic beam on electrons and
atoms. JETP 15, 1088 (1962)

2. S.A. Akhmanov, A.P. Sukhorukov, R.V. Khokhlov, Self-focusing and diffraction of light in a
nonlinear medium. Sov. Phys. Uspekhi 10, 609 (1968)

3. A.P. Sukhorukov, Thermal self-action of intense light waves. Sov. Phys. Uspekhi 13, 410 (1970)
4. A.A. Chaban, Self-focusing of light in the Kerr effect. JETP Lett. 5, 48 (1967)
5. W.G. Wagner, H.A. Haus, J.H. Marburger, Large-scale self-trapping of optical beams in the

paraxial ray approximation. Phys. Rev. 175, 256 (1968)
6. V. Nayyar, A. Kumar, Nonlinear dynamics of an elliptically polarized beam with elliptical

irradiance distribution. Opt. Commun. 73, 501 (1989)
7. S. Vlasov, V. Gaponov, I. Eremina, L. Piskunova, Self-focusing of wave beams with elliptical

polarization. Radiophys. Quantum Electron. 21, 358 (1978)
8. A.A. Golubkov, V.A. Makarov, Amplitude and polarization effects in self-focusing of laser

radiation in media with spatial dispersion of nonlinearity. Radiophys. Quantum Electron. 31,
737 (1988)

9. A.A.Golubkov,V.A.Makarov, I.A. Perezhogin, Formation of elliptically polarized ring-shaped
electric field structures on the self-focusing of light in an isotropic medium featuring a spatially
disperse nonlinearity. Mosc. Univ. Phys. Bull. 64(1), 54 (2009)

10. V.A. Makarov, A.A. Golubkov, I.A. Perezhogin, S.S. Savvina, Polarization transformation
during beam focusing in chiral liquid. Proc. SPIE 5333, 30 (2004)

11. G.K.L. Wong, Y.R. Shen, Transient self-focusing in a NLC in the isotropic phase. Phys. Rev.
Lett. 32, 527 (1974)

12. E.G. Hanson, Y.R. Shen, G.K.L. Wong, Experimental study of self-focusing in a liquid crys-
talline medium. App. Phys. 14, 65 (1977)

13. N.N. Zhukov, O.P. Zaskal’ko, A.S. Zalot’ko, V.F. Kitaeva, Transformation of elliptical polar-
ization of light wave into linear polarization in the isotropic phase of a nematic liquid crystal.
JETP Lett. 52, 606 (1990)

14. S.M. Arakelyan, G.A. Vardanyan, V.A. Vysloukh, G.A. Lyakhov, V.A. Makarov, Yu.S. Chilin-
garian, Effect of spatial dispersion of nonlinearity on self-focusing of laser radiation in liquid
crystals. Theory and numerical experiments. Radiophys. Quantum Electron. 22, 36 (1979)

15. P.G. de Gennes,The physics of liquid crystals, in The International Series of Monographs on
Physics (Clarendon Press, UK, 1974)

16. L.M. Blinov, Structure and Properties of Liquid Crystals (Springer, Germany, 2011)
17. M.R. Dennis, K. O’Holleran, M.J. Padgett, Singular optics: optical vortices and polarization

singularities. Prog. Opt. 53, 293 (2009)
18. J.F. Nye, M.V. Berry, Dislocations in wave trains. Proc. R. Soc. A 336, 1605 (1974)
19. C. Loussert, U. Delabre, E. Brasselet, Manipulating the orbital angular momentum of light

at the micron scale with nematic disclinations in a liquid crystal film. Phys. Rev. Lett. 111,
037802 (2013)

20. E. Brasselet, C. Loussert, Electrically controlled topological defects in liquid crystals as tunable
spin-orbit encoders for photons. Opt. Lett. 36, 719 (2011)

21. E. Brasselet, Tunable optical vortex arrays from a single nematic topological defect. Phys. Rev.
Lett. 108, 087801 (2012)

22. R. Barboza, U. Bortolozzo, G. Assanto, E. Vidal-Henriquez, M.G. Clerc, S. Residor1, Har-
nessing optical vortex lattices in nematic liquid crystals. Phys. Rev. Lett. 111, 093902 (2013)

23. J. Kobashi, H. Yoshida, M. Ozak1, Polychromatic optical vortex generation from patterned
cholesteric liquid crystals. Phys. Rev. Lett. 116, 253903 (2013)

24. A.D. Kiselev, R.G. Vovk, R.I. Egorov, V.G. Chigrinov, Polarization-resolved angular patterns
of nematic liquid crystal cells: topological events driven by incident light polarization. Phys.
Rev. A 78, 033815 (2008)



1 Polarization Singularities Nucleation in the Self-focusing … 17

25. A.D.Kiselev, V.G. Chigrinov,Optics of short-pitch deformed-helix ferroelectric liquid crystals:
symmetries, exceptional points, and polarization-resolved angular patterns. Phys. Rev. E 90,
042504 (2014)

26. A.V. Ilyenkov, A.I. Khiznyak, L.V. Kreminskaya, M.S. Soskin, M.V. Vasnetsov, Birth and
evolution of wave-front dislocations in a laser beam passed through a photorefractive LiNbO3:
Fe crystal. Appl. Phys. B 62, 465 (1996)

27. A.V. Ilyenkov, L.V. Kreminskaya, M.S. Soskin, M.V. Vasnetsov, Birth, evolution and annihi-
lation of phase singularities in the propagation of a laser beam passed through a self-focusing
strontium barium niobate crystal. J. Nonlinear Opt. Phys. Mater. 6, 169 (1997)

28. X. Lu, Z. Wu, W. Zhang, L. Chen, Polarization singularities and orbital angular momentum
sidebands from rotational symmetry broken by the Pockels effect. Sci. Rep. 4, 4865 (2014)

29. N.K. Viswanathan, V. Kumar, C.T. Samlan, Electro-optically tunable topological transforma-
tion, in 12th International Conference on Fiber Optics and Photonics, OSA, p. T4C.4 (2014)

30. I. Skab, Y. Vasylkiv, I. Smaga, R. Vlokh, Spin-to-orbital momentum conversion via electro-
optic Pockels effect in crystals. Phys. Rev. A 84, 043815 (2011)

31. X. Lu, L. Chen, Vortex generation and inhomogeneous Faraday rotation of a nonparaxial
gaussian beam in isotropic magneto-optic crystals. Opt. Lett. 39, 3728 (2014)

32. K.S. Grigoriev, V.A. Makarov, I.A. Perezhogin, Polarization singularities in a sum-frequency
light beam generated by a bichromatic singular beam in the bulk of an isotropic nonlinear chiral
medium. Phys. Rev. A 92, 023814 (2015)

33. K.S. Grigoriev, V.A. Makarov, I.A. Perezhogin, Formation of the lines of circular polarization
in a second harmonic beam generated from the surface of an isotropic medium with nonlocal
nonlinear response in the case of normal incidence. J. Opt. 18, 014004 (2016)

34. S. Shier, P. Polynkin, J. Moloney, Self-focusing of femtosecond diffraction resistant vortex
beams in water. Opt. Lett. 36, 3834 (2011)

35. D.N. Neshev, A. Dreischuh, G. Maleshkov, M. Samoc, Y.S. Kivshar, Supercontinuum genera-
tion with optical vortices. Opt. Express 18, 18368 (2010)

36. V.P. Kandidov, I.S. Golubtsov, O.G. Kosareva, Supercontinuum sources in a high-power fem-
tosecond laserpulse propagating in liquids and gases. Quantum Electron. 34, 348 (2004)

37. P.G. de Gennes, Phenomenology of short-range-order effects in the isotropic phase of nematic
materials. Phys. Lett. A 30, 454 (1969)

38. B. Van Roie, J. Leys, K. Denolf, C. Glorieux, G. Pitsi, J. Thoen, Weakly first-order character
of the nematic-isotropic phase transition in liquid crystals. Phys. Rev. E 72, 041702 (2005)

39. N.A. Panov, V.A. Makarov, K.S. Grigoriev, M.S., Yatskevitch, O.G. Kosareva, Generation
of polarization singularities in the self-focusing of an elliptically polarized laser beam in an
isotropic Kerr medium. Phys. D 332, 73 (2016)

40. L.V. Kreminskaya, M.S. Soskin, A.I. Khizhnyak, The Gaussian lenses give birth to optical
vortices in laser beams. Opt. Commun. 145, 377, (1998)

41. S. Subota, V. Reshetnyak, M.S. Soskin, Phase singularity birth owing to Gaussian beam self-
action in nematic liquid crystal. Mol. Cryst. Liq. Cryst. 375, 481 (2002)

42. V.A. Makarov, K.S. Grigoriev, G.M. Shishkov, Polarization singularities in self-focusing of
an elliptically polarized laser beam in an isotropic phase of nematic liquid crystal close to the
temperature of phase transition. Mol. Cryst. Liq. Cryst. 650, 23 (2017)



Chapter 2
Generation and Transformation of Light
Beams with Polarization Singularities in
Three-Wave Mixing Processes in
Isotropic Nonlocal Medium

K. S. Grigoriev, I. A. Perezhogin, N. N. Potravkin and V. A. Makarov

Abstract The emerging and evolution of polarization singularities in various non-
linear optical processes in isotropic media was studied both analytically and numeri-
cally. The interacting light beams with non-uniform polarization were considered in
parabolic approximation and the longitudinal components of their fields were taken
into account. The generation of the nonlinear signal from the bulk and surface of the
medium was shown to be caused by its chirality and nonlocal quadratic response.

2.1 Introduction

In the end of the 20th century a fundamental book “Natural Focusing and Fine
Structure of Light” saw the light of the day [1]. The book summarized the research
of the previous three decades that introduced a new kind of optics, devoted to the fine
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intrinsic structure of the light fields. In particular, it was shown that a monochromatic
homogeneously polarized light field can be pierced with curved lines, along which
the intensity of the field is exactly zero and the phase of light is undetermined [2].
Analogous structures are found in inhomogeneously polarized light as well, and
these are the lines, along which the polarization of light is purely circular (C-lines)
[3]. The intersections of the singularity lines with a given plane are isolated points
of undetermined phase (optical vortices) and purely circular polarization (C-points)
respectively. Optical singularities, both in three and two dimensions, have a relation
with topological defects of the light field and, generally, are structurally stable, i.e.
they are not destroyed when the light field is slightly perturbed. Unusual distribution
of the light in the vicinity of the singularities allows one to classify them by their
topological features. There is a physical quantity q corresponding to each type of
singularities that is undefined only in the singular points themselves. The normalized
variation of the quantity, calculated along a small closed contour Γ surrounding a
singularity, defines its topological charge:

Zq = 1

2π

∮

Γ

dq. (2.1)

For the optical vortices in homogeneously polarized light fields the quantity q is the
phase of the field. In continuous fields the variations of the phase along the contour
Γ are multiples of 2π and the topological charge of a phase singularity is an integer
number. When the field is inhomogeneously polarized, the quantity q represents
the angle between the major axis of the polarization ellipse and a fixed direction,
perpendicular to the axis of the light beam. This angle is undetermined for C-points
and, since the ellipse is identical to its 180◦ rotation, the topological charge of a
C-point is either half-integer or integer number. Singularities with the least possible
absolute value of topological charge (±1 for optical vortices and ±1/2 for C-points)
are structurally stable, while the singularities with greater charges tend to split into
the elementary ones. Topological charge remains constant along the singularity line
in three-dimensional space, unless two singularities get close to each other and are
pairwise annihilated. The reverse process when two singularities are nucleated in a
regular field is also possible. In each act of nucleation and annihilation the interacting
singularities have opposite topological charges [1, 4].

Since the first theoretical research [2, 3] and until present day the optical singu-
larities are of high interest in many branches of physics. The development of various
experimental techniques allows one to create light fields with singularities [5–11].
Along with them, the singularities detection methods evolve and become more and
more precise [12–15]. The behaviour of optical singularities was studied in isotropic
random fields [16–18], fibers [19, 20], liquid crystals [21, 22] and even in the sky-
light [23]. The research in nonlinear optics involving light singularities was mainly
focused on the interaction of scalar phase vortices in matter, for example, harmonics
generation [24–26], parametric interaction [27, 28], nonlinear refraction [29, 30],
filamentation [31, 32] and many other. The propagation of non-uniformly polarized
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light in nonlinear medium is described by a larger system of equations for orthogo-
nally polarized components of the light and to find analytic solutions even of themost
elementary problems is a challenging task. Nevertheless, the efforts are justified, as
the complex vectorial structure of inhomogeneously polarized light can provide nec-
essary conditions for the nonlinear transformation of light even in isotropic media, as
it was shown in [33–41]. The chapter outlines these papers and presents a comparative
description of the generation and evolution scenarios of the polarization singularities
in three-wave mixing processes in the bulk and on the surface of nonlinear isotropic
medium.

2.2 Bulk Sum-Frequency Generation

The sum frequency generation in the bulk of isotropic liquid was first reported in
[42]. This three-wave mixing process is not forbidden since the frequencies of the
fundamental beams are different and the tensor of local quadratic susceptibility is
non-zero. The vector field of nonlinear polarization of the medium was shown to be

P̃3 = χ(2)[Ẽ1 × Ẽ2], (2.2)

where tildes denote the fast-oscillating fields (not their complex amplitudes) and
χ(2) is the only non-zero component of the susceptibility tensor. The sum-frequency
generation goes effectively only in chiral liquids, themolecules of which are different
from their mirror images, since χ(2) = 0 for the racemic solutions [42]. If Ẽ1 and
Ẽ2 are simple plane waves, propagating collinearly along the same axis Oz, then the
vectors Ẽ1 and Ẽ2 are orthogonal to the axis and their vector product is parallel to it.
Hence, the vector field P̃3 in (2.2) is purely longitudinal and cannot generate a free
signal wave in the bulk of themedium [43]. However, real laser beams are not entirely
planewaves and even in the collinear geometry the sum-frequency generation can still
take place due to the interaction of slightly non-collinear spatial Fourier harmonics
of the beams. This interaction can be analyzed in the parabolic approximation, in
which the fundamental beams are given by their slowly varying complex amplitudes
E1 and E2. The evolution equations for these amplitudes are:

∂Em

∂z
− i

2km

(
∂2

∂x2
+ ∂2

∂y2

)
Em = 0, (2.3)

where m = 1, 2. In these equations we neglect the pump depletion and assume that
each fundamental beam propagates linearly. The fast-oscillating electric field of the
beams is

Ẽm = Re {Em exp(iωmt − ikmz)} , (2.4)

where ωm are fundamental frequencies and km are corresponding fundamental
wavenumbers. UsingMaxwell equation div Ẽm = 0 one can show that the fundamen-
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tal beams are not entirely transverse and find their small longitudinal components in
the following way:

Emz ≈ i

km
divEm⊥, (2.5)

where Em⊥ are projections of the amplitudes Em on the Oxy plane. The ratio
|Emz|/|Em⊥| has the magnitude of μm = λm/wm , where λm is the beam wavelength
and wm is its characteristic transverse size. The next summand in the approximation
(2.5) is proportional to μ3

m and should not be taken into account in the parabolic
approximation, used in (2.3).

Analytic expressions for the complex amplitude of the sum-frequency beam are
found in three steps. First, one specifies the transverse profiles of the fundamen-
tal beams and calculates their longitudinal components. Second, one calculates
the nonlinear polarization vector field P̃3 using the material equation (2.2) and
extracts its complex amplitude from the equality P̃3 = Re {P3 exp(iω3t − ikΣ z)},
where ω3 = ω1 + ω2 and kΣ = k1 + k2. Third, one selects the solenoidal part of the
P̃3 to get rid of its longitudinal spatial Fourier harmonics

P(s)
3 = P3⊥ + i

k3
grad⊥ P3z (2.6)

and uses it in the right part of the evolution equation for the complex amplitude of
the signal beam

∂E3

∂z
− i

2k3

(
∂2

∂x2
+ ∂2

∂y2

)
E3 = 2π ik3

ε3
P(s)
3 exp(iΔkz), (2.7)

where k3 is the wavenumber at the sum frequency, Δk = kΣ − k3 is the phase mis-
match and ε3 is the linear dielectric permittivity at the sum frequency. Assuming that
the border of the medium lies at z = 0 and E3(z = 0) = 0 one integrates the (2.7)
using the Green’s function.

2.2.1 Two Gaussian Fundamental Beams

The effective generation of the sum-frequency beam can be realized even with two
Gaussian fundamental beams with homogeneous polarization. Their slowly varying
envelopes have the following dependency on the transverse and propagation coordi-
nates:

Em±(x, y, z) =
√
1 ± Mm

2

E0m

βm(z)
exp

(
±iΨm − x2 + y2

w2
mβm(z)

.

)
. (2.8)

The complex amplitudes are given by their components in the basis of circularly
polarized waves:
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Em = Em+
ex − iey√

2
+ Em−

ex + iey√
2

, (2.9)

where Em± = (Emx ± iEmy)/
√
2 are complex amplitudes of right- and left-hand

circularly polarized components of the beam. Parameters Mm in (2.8) are called
ellipticity degrees and determine the polarization state of the beams: from Mm = 1
(right-hand circular) through Mm = 0 (linear) to Mm = −1 (left-hand circular). We
assume that each beam has its own ellipticity degree, its own angle Ψm between the
major axis of the ellipse and the Ox axis, its own amplitude E0m and its own waist
size wm . Since the medium is isotropic, we can assume that Ψ1 = 0 and Ψ2 = Ψ

without loss of generality. For the sake of simplicity we assume that the waists have
the same position l0 in the bulk of the nonlinear medium. Then, the functions βm(z),
governing the propagation of the fundamental beams, have the following form:

βm(z) = 1 + i
z − l0
lm

. (2.10)

The diffraction lengths of the beams are lm = kmw2
m/2.

To find the solenoidal part of nonlinear polarization field of the medium at the
sum frequency we apply the method of separation in (2.6) to the material equation
(2.2). The amplitudes of the transverse electric fields, which are substituted in the
material equation, are given by (2.8) and their longitudinal component is obtained
as in (2.5). As the result, we come to the following equation:

P (s)
3± = ±PA(x, y, z)

[
kΣ

√
(1 ± M1)(1 ± M2)(x ∓ iy)e±iΨ

+
(
k1

√
(1 ± M1)(1 ∓ M2)e

∓iΨ + k2
√

(1 ∓ M1)(1 ± M2)e
±iΨ

)
(x ± iy)

]
.

(2.11)

The nonlinear polarization field is composed of transverse modes of first order and
its intensity at the beam axis is zero. Expressions (2.11) are proportional to the same
envelope function PA(x, y, z):

PA(x, y, z) = 1

2

χ(2)E01E02

kΣβ1(z)β2(z)
exp

(
− x2 + y2

w2
3β3(z)

)
d12(z). (2.12)

Here the effective waist size w3 = (w−2
1 + w−2

2 )−1/2 and the effective propagation
function β3(z) = (w−2

1 + w−2
2 )[1/(w2

1β1(z)) + 1/(w2
2β2(z))]−1. It is worth mention-

ing, that the function

d12(z) = 1

l1β1(z)
− 1

l2β2(z)
(2.13)

is zero and no sum-frequency signal is generated if the diffraction lengths l1 and l2
are equal.
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Complex amplitudes of the sum frequency beam, obtained by the integration of
equation (2.7) have a form that is very similar to (2.11):

E3± = ±J (x, y, z)
[
kΣ

√
(1 ± M1)(1 ± M2)e

±iΨ (x ∓ iy)

+
(
k1

√
(1 ± M1)(1 ∓ M2)e

∓iΨ + k2
√

(1 ∓ M1)(1 ± M2)e
±iΨ

)
(x ± iy)

]
,

(2.14)

where J (x, y, z) is the following integral:

J (x, y, z) =
z∫

0

dz′

B(z, z′)
iπk3χ(2)E01E02

kΣβ1(z′)β2(z′)
exp

(
iΔkz′ − x2 + y2

w2
3β3(z′)B(z, z′)

)
.

(2.15)
This function is axially symmetric and has Gaussian-like transverse profile. The
function B(z, z′) in the integral (2.15) is

B(z, z′) = 1 + 2i(z − z′)
k3w2

3β3(z′)
. (2.16)

Polarization distribution of the signal beam is determined by the expression in the
square brackets in (2.14). All transverse polarization patterns of the sum frequency
beam are similar to each other in its each cross-section. The orientation and ellipticity
degree of polarization ellipses in the signal beam remains the same along every
straight line passing through the axis of the beam. Thus, the polarization singularities
may emerge in the signal beam along these lines in the case if one of two circularly
polarized components P (s)

3± is zero along the line. Consider the general casewhen both
fundamental beams are elliptically polarized. There are two values of the angle Ψ

between the major axes of polarization ellipses of the first and second beam at which
the signal beam contains a line of left-hand circular polarization if the ellipticity
degrees of the beams satisfy two following inequalities:

∣∣∣∣∣k1
√
1 − M2

1 + M2
− k2

√
1 − M1

1 + M1

∣∣∣∣∣ ≤ kΣ, (2.17)

k1

√
1 − M2

1 + M2
+ k2

√
1 − M1

1 + M1
≥ kΣ. (2.18)

The violation of (2.17) leads to the violation of (2.18), and vice versa. If both beams
are right-hand polarized (M1 > 0 and M2 > 0) then the inequality (2.18) is invalid
and the signal beam is always right-hand polarized, regardless on the value of Ψ .
The explicit solutions of inequalities (2.17)–(2.18) are rather cumbersome and hard
to analyze. Figure2.1 illustrates some examples of transverse cross-sections of the
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(a) (b)

Fig. 2.1 Transverse polarization distributions in the sum frequency beam generated in the bulk of
the isotropic medium by two elliptically polarized Gaussian beams with ellipticity degrees M1 =
−0.5, M2 = 0.2. The angle between the axes of the beams is a Ψ = 65.3◦, b Ψ = 114.7◦. The
wavenumbers ratio of the beams is k2/k1 = 2. Left-hand C-points lie along the line marked by
C − C symbols

sum frequency beam with line of left-hand polarization singularities in them. The
ellipses in this figure represent the polarization state parameters of the beam in the
centers of the ellipses: the intensity of the field, the eccentricity and the orientation
of the ellipse. Filled blue ellipses are left-hand and opened ellipses are right-hand.
Transverse coordinates are normalized on the effective waist size w3. The C-points
lie along a straight line in each cross-section of the signal beam and form a plane
surface in three dimensions, in the points of which the polarization of light is purely
circular The appearance of this non-generic locus of C-points in the cross-section
of the beam is caused by the high symmetry of the medium and incident beam.
The generated C-points are not structurally stable and disappear when any ellipticity
degree Mi or orientation angle Ψi is slightly changed.

As it was mentioned earlier, one obtains these patterns by the variation of Ψ for
certain values of M1 and M2. However, if one of the beam is right-hand circularly
polarized, the variation of the angle Ψ does not change the polarization pattern of
the signal beam. Instead, there exist a single value M∗ of the ellipticity degree of
the other beam at which the sum frequency beam contains left-hand polarization
singularities. If M1 = 1 then M∗

2 = (k21 − k2Σ)/(k21 + k2Σ) and if M2 = 1 then M∗
1 =

(k22 − k2Σ)/(k22 + k2Σ). If at least one of the fundamental beams is left-hand circularly
polarized then the generation of left-hand polarization singularities in the signal
beam is not possible. The analogous inequalities providing the possibility of right-
hand C-points generation in the signal beam can be obtained from (2.17) to (2.18)
by reverting all the “+” and “−” signs inside the radicals.
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2.2.2 Gaussian and Laguerre-Gaussian Fundamental Beams

Let us change the shape of one of the fundamental beams and consider the sum-
frequency generation by elliptically polarized Gaussian beam and right-hand circu-
larly polarized Laguerre-Gaussian beam of the following form:

E2+(x, y, z) = x + iξ y√
2w2β2(z)

El

β2(z)
exp

(
− x2 + y2

w2
2β2(z)

)
, (2.19)

where ξ = ±1 is the topological charge of the phase singularity in the beam. The
other parameters and functions are defined as in Sect. 2.2.1. The form of the Gaussian
beam remains the same as in (2.8) with the amplitude Eg and polarization ellipticity
degreeM0. The solenoidal part of nonlinear polarization field of themedium is found
through the same steps as in Sect. 2.2.1 and its complex amplitude has the following
form:

P (s)
3+(x, y, z) = PB(x, y, z)

{
kΣ

k2

√
1 + M0(1 + ξ) + √

1 − M0(1 − ξ)

+ (x + iξ y)
[√

1 − M0k2(x + iy) + √
1 + M0kΣ(x − iy)

]
d12(z)

}
, (2.20)

P (s)
3−(x, y, z) = −PB(x, y, z)

√
1 − M0

{
k1
k2

(1 + ξ) + k1(x + iξ y)(x − iy)d12(z)

}
.

(2.21)

The nonlinear polarization field is composed of transverse modes of zero and second
order. It is worth mentioning, that the function d12(z), defined here exactly as in
(2.13), is the amplitude of higher transverse modes and vanishes if the diffraction
lengths l1 and l2 are equal. Both expressions (2.20)–(2.21) are proportional to the
same envelope function PB(x, y, z):

PB(x, y, z) = 1

2
√
2

χ(2)EgEl

kΣw2β1(z)β2
2 (z)

exp

(
− x2 + y2

w2
3β3(z)

)
, (2.22)

where w3 and β3(z) are defined as in Sect. 2.2.1.
Analytic expressions for the complex amplitude of the signal beam are found by

integrating (2.7) in which the right part is given by (2.20)–(2.22). The solution of the
equation can be expressed in quadratures:

E3+(x, y, z) = √
1 + M0(1 + ξ)

[
kΣ
k2

J0(x, y, z) + i
kΣ
k3

J1(x, y, z)

]

+ √
1 − M0(1 − ξ)

[
J0(x, y, z) + i

k2
k3

J1(x, y, z)

]

+ (x + iξ y)
[√

1 − M0k2(x + iy) + √
1 + M0kΣ(x − iy)

]
J2(x, y, z).

(2.23)
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E3−(x, y, z) = √
1 − M0

{
(1 + 2ξ)

[
k1
k2

J0(x, y, z) + i
k1
k3

J1(x, y, z)

]

+ k1(x + iξ y)(x − iy)J2(x, y, z)

}
. (2.24)

The functions J0,1,2(x, y, z) are given by the following integrals:

J0(x, y, z) = A

z∫

0

dz′

B(z, z′)
1

β1(z′)β2
2 (z

′)
exp

(
iΔkz′ − x2 + y2

w2
3β3(z′)B(z, z′)

)
,

(2.25)

J1(x, y, z) = A

z∫

0

dz′

B2(z, z′)
(z − z′)d12(z′)
β1(z′)β2

2 (z
′)

exp

(
iΔkz′ − x2 + y2

w2
3β3(z′)B(z, z′)

)
,

(2.26)

J2(x, y, z) = A

z∫

0

dz′

B3(z, z′)
d12(z′)

β1(z′)β2
2 (z

′)
exp

(
iΔkz′ − x2 + y2

w2
3β3(z′)B(z, z′)

)
,

(2.27)

where

A = i
√
2πk3χ(2)EgEl

2ε3kΣw2
(2.28)

and B(z, z′) is defined in (2.16). Functions (2.25)–(2.27) are axially symmetric
and have Gaussian-like asymptotic in transverse coordinates x and y. The sig-
nal beam, being a superposition of these functions, has only central symmetry:
E3±(x, y, z) = E3±(−x,−y, z). Finding the exact positions of the polarization sin-
gularities (solutions of E3±(x, y, z) = 0) at arbitrary z is not possible and linear inter-
polation methods are used to visualize the structure of C-lines in the sum-frequency
beam.

Themain properties ofC-lines in the signal beam are inherited from the generating
beam of nonlinear polarization P(s)

3 in the right-hand part of (2.7). Since the expres-
sions for its circularly polarized components have much simpler form compared to
the signal beam, one can readily find the number and positions of the singularities
of the field P(s)

3 (the solutions of P (s)
3±(x, y, z) = 0). These singularities are called the

generator points or G-points. There are several types of P(s)
3 polarization structures

with different values of total topological charges ofG-points.One can switch between
these types by changing the ellipticity degree M0 of Gaussian beam at the frequency
ω1 or the topological charge of the Laguerre-Gaussian beam at the frequency ω2.

When topological charge ξ = −1, right-hand generators (P (s)
3−(x, y, z) = 0) lie

only on the beam axis x = y = 0. The polarization pattern of the signal beam has
the same structure: only one right-hand C-line lies on its axis. Its topological charge
is 1 and this is a polarization singularity of charge higher than elementary. Correct
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analysis of its evolution is beyond the scope of present research. In the case when
ξ = 1 right-hand G-points lie only in the waist of the beam z = l0 and they form a
circle centered at the beam axis with the radius rC = [2(l1 − l2)/(kl1l2)]1/2 if l1 is
greater than l2. TheG-line of that kind cannot generate a C-line in a signal beam that
would intersect its different cross-sections and form isolated C-points. Further on,
we will focus only on the left-hand generators and singular points (P (s)

3+(x, y, z) = 0
and E3+(x, y, z) = 0).

Whatever the topological charge of the Laguerre-Gaussian beam is, there exists
a critical value of the ellipticity degree M∗

0 , that separates two regimes of C-points
generation in considered nonlinear process. The exact value of M∗

0 depends only on
the fundamental wavenumbers ratio:

M∗
0 = k22 − k2Σ

k22 + k2Σ
. (2.29)

If the product ξ(M0 − M∗
0 ) is less than zero there is a pair of left-hand G-points in

each cross-section of the beam. They lie symmetrically with respect to the the Oz
axis and their sum topological charge is ξ . TheseG-points form two isolatedG-lines
in the bulk of the medium. In the other case when ξ(M0 − M∗

0 ) > 0 there are either
four or zero G-points. One pair of them is positively charged and the other one is
negatively charged, so their total topological charge is zero. Figure 2.2 illustrates
two configurations of right-hand G-points and G-lines with zero and non-zero total
topological charge. The singularities aremarkedwith filled (charge+1/2) and empty
(charge −1/2) circles, the stars in Fig. 2.2c designate the points in space in which
two singularities are nucleated (white stars) or annihilated (black stars).

Numerical analysis of the expressions (2.23)–(2.24) show that in the case of small
phase mismatch Δk in (2.7) the C-lines structure in the signal beam is close to the
structure of G-lines in the field P(s)

3 . However, as the phase mismatch increases, the
C-lines are deformed and become more and more helical. The handedness of the
helix is determined by the topological charge of C-point, its polarization handedness
and the sign of the phase mismatch. This effect is demonstrated in Fig. 2.3, in which
two C-lines configurations at different values of the phase mismatch are presented.
The curvature of the C-lines in Fig. 2.3a is so strong, that they intersect some of the
transverse cross-sections of the signal beammore than once, thus creating additional
C-points. Total topological charge of the C-points remains equal to that of its gener-
ators in the field P(s)

3 . In the other case when total topological charge of the G-points
is zero, C-lines also form a closed loop in space, similar to the one shown in Fig. 2.2.
The increase of the phase mismatch Δk leads to the deformation of the loop, the
emerging of new loops and the connectivity changes in the old ones (Fig. 2.4).
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(a) (b)

(c)
(d)

Fig. 2.2 Left-hand G-lines (a, c) and transverse distributions of the medium polarization field P(s)
3

in the waist of the fundamental beams (z = 0) (b, d) with non-zero (a, b) and zero (c, d) sum
topological charges ofG-points. The charge of the Laguerre-Gaussian fundamental vortex is ξ = 1,
the other parameters arew2/w1 = 2, k2/k1 = 1.4, M0 = −0.7 (a, b) andw2/w1 = 0.3, k2/k1 = 2,
M0 = 0 (c, d). G-lines with positive (negative) topological charge are colored in red (blue). The
charges of the lines are also marked by filled (charge 1/2) and empty (charge −1/2) circles. White
stars mark the points in space in which two singularity lines with opposite topological charges are
born and the black stars mark the points of their pairwise annihilation

(a) (b)

Fig. 2.3 Left-handC-lines at two different values of the phase mismatch a l3Δk = −5, b l3Δk = 5
(b). The parameters of the fundamental beams are w2/w1 = 2, k2/k1 = 1.4, ξ = 1, M0 = −0.7,
l0 = 0. Total topological charge of C-points is 1 in each cross-section. The propagation coordinate
z is normalized on l3 = k3w2

3/2
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(a)
(b)

Fig. 2.4 Left-hand C-lines at two different values of the phase mismatch a l3Δk = −8, b l3Δk =
−4. The parameters of the fundamental beams arew2/w1 = 0.3, k2/k1 = 2, ξ = 1,M0 = 0, l0 = 1.
Total topological charge of C-points is 0 in each cross-section. The propagation coordinate z is
normalized on l3 = k3w2

3/2

2.3 Bulk Second-Harmonic Generation

Second harmonic generation (SHG) in centrosymmetric media is usually considered
forbidden, since the corresponding susceptibility tensor is zero. However, recent
researches discussed few mechanisms of effective SHG even in such kind of media.
Among them, one can point out the symmetry breaking in the surface layer of the
medium [44, 45], SHG in plasma produced by focused laser pulse [46], degenerate
six-photon mixing [47] and SHG in a twisted medium [48]. One of the possible
mechanisms of SHG in isotropic liquid is the nonlocality of its quadratic response.
The polarization vector P̃3 of the nonlocal medium is dependent not only on the
fundamental electric field Ẽ1, but also on its gradient [49, 50]:

P̃3 = γ
(2)
1 grad(Ẽ1 · Ẽ1) + γ

(2)
2 (Ẽ1 · grad)Ẽ1, (2.30)

where γ
(2)
1 and γ

(2)
2 are non-zero components of the tensor of nonlocal quadratic

susceptibility of the medium. This tensor does not vanish even in racemic liquids.
To calculate the slowly varying envelope of the second harmonic beam one has to do
the same steps as in Sect. 2.2, including the calculation of longitudinal components
of the electric field Ẽ1 and the separation of the solenoidal part of P̃3. The only thing
that is changed is the material equation (2.2). Notably, the first summand in (2.30) is
a purely potential field and it is cut out during the separation of the solenoidal part,
so the second harmonic signal from the bulk of the medium is proportional only to
the component γ (2)

2 .
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2.3.1 Poincaré Beam

Second harmonic generation in the bulk of the medium has a few peculiarities,
which the process of sum-frequency generation does not. First, the signal beam
always consists of lower transversal modes, compared to the fundamental one. This
is analogous to the vanishing of the sum-frequency signal in Sect. 2.2.1 and the
disappearance of its higher transversal modes in Sect. 2.2.2 when the diffraction
length of the fundamental beams are the same. Second, there is no signal beam
generated in the medium if the fundamental beam is homogeneously polarized in its
cross-section. Hence, to achieve effective second harmonic generation one has to use
the heterogeneously polarizedmulti-mode fundamental beam. The simplest example
of such kind of beam is Poincaré beam, which is a superposition of Gaussian and
Laguerre-Gaussian transversal modes with opposite polarization handedness [51]:

E−(x, y, z) = Eg

β(z)
exp

(
− x2 + y2

w2β(z)

)
, (2.31)

E+(x, y, z) = El

β(z)

p(x + iy) + q(x − iy)√
2wβ(z)

exp

(
− x2 + y2

w2β(z)

)
. (2.32)

Here Eg , El are the amplitudes of the beam and p and q are two complex con-
stants such that |p|2 + |q|2 = 1. The propagation function β(z) = 1 + i(z − l0)/ ld
is defined in the same way as in Sect. 2.2. For the simplicity of the forthcoming
calculations we assume that all the modes have the same waist sizes w and their
propagation behavior is characterized by the same diffraction length ld = kw2/2,
where k is the wavenumber at the fundamental frequency. The constants p, q, can
be rewritten as following:

p = cos θ/2, q = eiη sin θ/2. (2.33)

Here θ ∈ [0;π ] and it determines the amplitude ratio of two Laguerre-Gaussian
modes in the incident beam. The parameter η depends on the difference of the phases
of these two modes as well as on the phase shift of the Gaussian mode. Since the
Poincaré beam is circularly polarized only on its axis, a single left-hand polarization
singularity lies in each cross-section of the beam. The topological charge of the C-
point is determined by θ as C = 0.5 sgn{cos θ} and does not depend on η. Figure
2.5 illustrates transverse distribution of the polarization ellipses in the waist of the
Poincaré beam at different values of θ and η.

The expressions for the solenoidal part of medium nonlinear polarization and
the signal beam at doubled frequency are quite simple and similar to each other.
Therefore, we only present the final solution of (2.7) for the considered problem:
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(a) (b)

Fig. 2.5 Transverse polarization distributions in the waist of Poincaré beam. A left-hand polar-
ization singularity lies at the axis of the beam (x = y = 0). The parameters of the beam are a
θ = π/5, η = π/3 (C-point charge 1/2) and b θ = 2π/3, η = π/6 (C-point charge −1/2). The
ratio of amplitudes of the modes El/Eg = 2.5

E3(x, y, z) = γ
(2)
2 EgEl(qe+ − pe−)

×
z∫

0

dz′ iπ
√
2k3

ε3wβ2(z′)BSH(z, z′)
exp

(
iΔkz′ − 2(x2 + y2)

w2β(z′)BSH(z, z′)

)
. (2.34)

Here k3 and ε3 are wavenumber and dielectric permittivity at the double frequency
respectively, Δk = 2k − k3 and

BSH(z, z′) = 1 + 4i(z − z′)
k3w2β(z′)

. (2.35)

The signal beam is homogeneously polarized and has Gaussian-like transverse
profile. Its polarization state is determined by the coefficients p and q of Laguerre-
Gaussian part of the fundamental beam and the polarization handedness of its central
area. The ellipticity degree of the polarization ellipses in the signal beam is

M3 = q2 − p2. (2.36)

If the topological charge of the C-point in the Poincaré beam is positive then the
handedness of the polarization ellipses of the second harmonic beam is the same as
in the center of the fundamental beam (Fig. 2.6a). Otherwise, the handedness of the
signal polarization ellipse is opposite to that of the central area of the fundamental
beam (Fig. 2.6b).
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(a) (b)

Fig. 2.6 Transverse polarization distributions of the second harmonic beam generated by Poincaré
fundamental beam in the bulk of isotropic medium. The parameters of the fundamental beam are
a θ = π/5, η = π/3 and b θ = 2π/3, η = π/6 (C-point charge −1/2). The ratio of amplitudes of
the modes is El/Eg = 2.5

2.4 Surface Second-Harmonic Generation

The problem of surface three-wave mixing poses several issues which makes it a
more complicated and interesting problem than nonlinear mixing in the bulk. One
of the major tasks is to consider the responses of the bulk and thin surface layer
of the medium separately [52, 53]. The transition layer, in which the symmetry of
the medium is broken, is present in any kind of medium, but it should especially be
taken into account when dealing with the media with spatially nonlocal nonlinear
response. To do so, we use a method proposed in [54], which takes the impact
of the surface layer into account by modification of the boundary conditions for the
electromagnetic field at the combined frequency. Themethod states that there appears
a discontinuity in tangent and normal components of the electromagnetic field that
are proportional to the formally introduced surface current ĩ of bound charges. This
current oscillates at the combined frequency and for the processes three-wavemixing
its phenomenological form is the following:

ĩs = κ̂ (2) : ẼẼ. (2.37)

Here κ̂ (2) is thematerial tensor of the surface layer and Ẽ is the electric field in the vac-
uum near the boundary of the medium. Like the surface of an isotropic medium this
tensor has the external symmetry group ∞ and it also has the permutation symmetry
of the two last indices due to the degeneration of the fundamental frequencies.

To find the distribution of the signal field at double frequency one has to calculate
the values of the fundamental field near the surface of the medium on its both sides,
using classical Fresnel rules. Then one uses the material equation (2.30) to find the
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nonlinear response of the bulk of the medium and, applying the modified boundary
conditions, finds the signal field distribution on the surface of the medium. Finally,
one integrates the evolution equation (2.7) with obtained initial conditions and zero
right-hand part because the reflected beam propagates in free space.

2.4.1 Gaussian Fundamental Beam

Let the elliptically polarized Gaussian beam fall normally at the surface of the
isotropic nonlocal medium. The complex amplitude of the propagating beam, being
decomposed into circularly polarized components, has the following form:

E±(x, y, z) =
√
1 ± M0

2

E0

β(z)
exp

(
− x2 + y2

w2β(z)

)
. (2.38)

The Oz axis of the beam is perpendicular to the surface and directed to the bulk of
the medium and propagation function β(z) is defined as in Sect. 2.3.1. For the sake
of simplicity we assume that the waist of the beam is located directly on the surface
of the medium.

It is convenient to express the complex amplitude of the reflected beam at the dou-
ble frequency in cylindrical coordinate system linked with the axes Ox1, Oy1, Oz1
of the reflected beam. Having x1 = −x = r1 cosϕ1 and y1 = y = r1 sin ϕ1 one gets:

E3±(r1, ϕ1, z1) = A(r1, z1)
√
1 ∓ M0

×
{√

1 ± M0(D2± − D0)e
±iϕ1 + √

1 ∓ M0D2±e∓iϕ1

}
(2.39)

with coefficients D0 = n3κ(2)
zxx + iωγ

(2)
1 /n3, D2± = n1(κ(2)

yyz ± iκ(2)
xyz). Here n1, n3 are

real refraction indices of the medium at the fundamental and doubled frequencies
respectively. The envelope of the reflected beam is described by

A(r1, z1) = 16π i
√
2E2

0r1
β2(z1)ωw2(1 + n1)2(1 + n3)

exp

(
− 2r21
w2β2(z1)

)
. (2.40)

Each circularly polarized component of the signal beam in (2.39) is a superposition
of two Laguerre-Gaussian modes of the first order with topological charges 1 and
−1. The polarization pattern of the beam is the same in all its cross-sections and
the parameters of the polarization ellipse do not depend on the polar radius r1.
Generally, the intensities of the circularly polarized components E3± are non-zero in
every point of the beam cross-section except for the center (x1 = y1 = 0). However,
if the absolute values of two coefficients of e±iϕ1 in (2.39) are equal for at least one of
the components, then there is a straight line ϕ1 = ϕs in the cross-section of the beam
on which the amplitude of this component reaches zero. If the other component does
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(a) (b)

Fig. 2.7 Transverse polarization distributions in the signal beam at a M0 = 0.45, b M0 = −0.02.
The parameters of the nonlinear medium are n1 = 1.33, n2 = 1.35, κ(2)

yyz/κ
(2)
zxx = 1.5, κ(2)

xyz/κ
(2)
zxx =

0.3, γ (2)
2 /κ

(2)
zxx = 0.2. Polarization singularities lie along the lines marked by C − C symbols

not vanish on the same line then the polarization ellipses degenerate into circles on
the line. Just like in Sect. 2.2.1, the generated locus of C-points is not structurally
stable.

The ellipticity degree of the incident beam is the only parameter that can be
easily varied and affects the polarization state of the beam at the double frequency.
For almost any set of parameters of the nonlinear medium there are two values of
ellipticity degree M0:

Ms±
0 = ±|D2±|2 − |D2± − D0|2

|D2±|2 + |D2± − D0|2 (2.41)

and when M0 = Ms+
0 (or M0 = Ms−

0 ) there is a line of left-hand (or right-hand)
circular polarization in the cross-sections of the signal beam. Figure 2.7 illustrates
typical transverse distributions of polarization ellipses at the waist of the signal
beam at these two specific values of ellipticity degree and the same parameters of the
medium. Notice, that the absolute values of the ellipticity degree, given by (2.41)
are not greater than unity, i.e. they always have physical sense. However, in the case
when Ms±

0 reach+1 or−1, the signal beam is a homogeneously circularly polarized
beam, which is not the case of polarization singularity. For example, this situation
always occurs if the response of the transition layer of the medium is absent. In this
case the boundary conditions for the second harmonic field become classical and
D2± in (2.39) are zero.
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2.4.2 Poincaré Fundamental Beam

Consider the fundamental beam of Poincaré type defined in Sect. 2.3.1 with a left-
hand polarization singularity on its axis. We assume that the beam is focused on the
surface of medium. In this case, the circularly polarized components of the reflected
beam at double frequency are expressed in cylindrical coordinates as following:

E3+ = A(ρ1, z1)
{
ρ1e

−iϕ1D2+
+ 0.5h

[
D1+β(z1)p

+ (D0 − D2+)(2ρ2
1β

−1(z1)K (ϕ1)e
iϕ1 − p)

]}
, (2.42)

E3− = hA(ρ1, z1)
{
hρ2

1β
−1(z1)D2−

× [
ρ2
1β

−1(z1)K
2(ϕ2

1)e
iϕ1 − L(ϕ1, z1)

]
+ 0.5

[−D1−β(z1)q+
+ (D0 − D2−)(2ρ2

1β
−1(z1)K (ϕ1)e

−iϕ1 − q)
]}

, (2.43)

where

A(ρ1, z1) = 32i
√
2πE2

g

β2(z1)ωw(1 + n1)2(1 + n3)
exp

(
− 2ρ2

1

β2(z1)

)
, (2.44)

K (ϕ1) = pe−iϕ1 + qeiϕ1 , (2.45)

L(ϕ1, z1) = p[pe−iϕ1 + q(2 − β(z1))e
iϕ1 ]. (2.46)

In the above expressions h = √
2El/Eg , ρ = r1/w, D0 = n3κ(2)

zxx + iωγ
(2)
1 /n3,

D1± = n1(κ(2)
yyz ± iκ(2)

xyz) + iωγ
(2)
2 /(n1 + n3), D2± = n1(κ(2)

yyz ± iκ(2)
xyz). If h = 0 then

the fundamental beam contains single circularly polarized Gaussian mode and
(2.42)–(2.43) match with analogous (2.39) in Sect. 2.4.1. To find the polarization
singularities positions one has to solve equations E3± = 0, which is a complicated
problem in general case. Thus, we further present the analytic solutions in some
important particular cases and after that we outline some general features of the sig-
nal beam. The index “1”, referring to the coordinate system of the reflected beam
will be omitted for brevity.

First of all, let the surface response is negligibly small for some reasons (the tensor
κ̂ (2) = 0), in this case then the boundary conditions for the second harmonic field
become classical. The solutions (ρ+, ϕ+) and (ρ−, ϕ−) of the equations E3± = 0 can
be expressed in the following implicit form:

p + qe2iϕ+ = [1 − γrβ(z)]β(z) cos θ/2

2ρ2+
, (2.47)

pe−2iϕ− + q = [1 + γrβ(z)]β(z)eiη sin θ/2

2ρ2−
, (2.48)
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(a) (b)

Fig. 2.8 Transverse polarization distributions in the signal beamat distance 0.55ld above the surface
of the nonlinear medium with purely bulk response at a θ = π/5, b θ = 4π/5 and h = 1, η = 0.
The parameters of the nonlinear medium are n1 = 1.33, n2 = 1.35, κ̂ (2) = 0, γ (2)

2 /γ
(2)
1 = 0.5

where γr = (1 + n3/n1)γ
(2)
2 /γ

(2)
1 . The number of solutions of equations (2.47)–

(2.48) is mainly dependent on the ratio of the absolute values of p and q in their
left-hand parts, i.e. on the value of the angle θ in the definition (2.33). If θ < π/2
(positive charge of the C-point in the fundamental beam) than there always are two
values of polar angle ϕ1− and ϕ2− = ϕ1− + π , for which one can find one real value
of dimensionless polar radius ρ−, so that (ρ−, ϕ1−) and (ρ−, ϕ2−) are solutions of
(2.48). These solutions correspond to a pair of right-hand C-points in each cross
section of the signal beam. They lie symmetrically with respect to the beam axis
and their topological charges are 1/2. On the other hand, at the same values of
parameter θ the number of solutions of (2.47) is either 4 or 0, depending on the
propagation coordinate z. This means that in certain transverse planes z of the signal
beam there are two pairs of left-hand C-points. The points of each pair are located
symmetrically with respect to the beam axis and the singularities of the one pair
have positive topological charge (1/2), while the singularities of the other pair have
negative charge (−1/2).

If the C-point of the incident beam has negative topological charge (θ > π/2)
then the beam at doubled frequency has the structure analogous to that one of the
case θ < π/2, but the handedness and topological charges of the polarization singu-
larities are swapped to the opposite. There is always a pair of left-handC-points with
topological charges −1/2 and possibly two more pairs of right-hand C-points with
pairwise opposite topological charges. Figure 2.8 illustrates the transverse polariza-
tion distributions in the second harmonic beam for some of the described cases.

As it was mentioned before, the explicit expressions of the positions of all C-
points in the reflected beam at doubled frequency at arbitrary values of θ , η and h are
very cumbersome by themselves. However, using (2.42) and (2.43), one can readily
find the sums of the topological charges of right- and left-handed singularities. It
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(a) (b)

Fig. 2.9 Transverse polarization distributions in the signal beam at distance a 0.55ld and b 0.75ld
above the surface of the nonlinear medium. The incident beam parameters are a θ = 0, b θ = π and
h = 1.6, η = 0. The parameters of the nonlinear medium are a κ

(2)
yyz/κ

(2)
zxx = 0.75, b κ

(2)
yyz/κ

(2)
zxx =

0.15 and n1 = 1.33, n2 = 1.35, κ(2)
xyz/κ

(2)
zxx = 0.3, ωγ

(2)
1 /κzxx = 0.5, ωγ

(2)
2 /κzxx = 0.25

is related with the variation of the phases of the circularly polarized components
arg{E±} calculated along the circumference of sufficiently large radius in the beam’s
cross-section. Assuming ρ 
 1 one can obtain the following:

arg{E+} ≈ arg{A(ρ, z)β−1(z)(D0 − D2+)K (ϕ)eiϕ}, (2.49)

arg{E−} ≈ arg{A(ρ, z)β−2(z)D2−K 2(ϕ)eiϕ}. (2.50)

In each transverse cross-section z = const the variationof the phases (2.49) and (2.50)
are the same. Following the calculations, analogous to those made while analyzing
(2.47) and (2.48), one can find that the sum topological charge of right-hand (or left-
hand) C-points of the signal beam is 1/2 (or 0) when θ < π/2 and−3/2 (or 1) when
θ > π/2. These sums do not depend on the parameter η, the ratio of Gaussian and
Laguerre-Gaussian parts h and the parameters of the nonlinear medium. The sum
charges of singularities in the signal beam are only dependent on the charge of the
singularity in the incident beam. The values of sum charges for two cases of media

Table 2.1 The sum charges of the right-hand (the first number) and left-hand (the second number)
C-points in the signal beam for the different types of the nonlinear medium’s response and two
possible charges of the singularity in the incident beam

Top. charge of the incident
C-point

Sum top. charge (bulk
response)

Sum top. charge (combined
response)

1/2 1 and 0 1/2 and 0

−1/2 0 and 1 −3/2 and 1
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with purely bulk and combined nonlinear response are outlined in Table2.1. The
typical transverse polarization distributions and C-lines structures of the reflected
second harmonic beam are presented in Fig. 2.9 for the cases θ = 0 and θ = π .

2.5 Conclusions

Despite the high symmetry of isotropic medium there are still several mechanisms of
sum-frequency and second harmonic generation in its bulk and from its surface. The
necessary condition of the sum-frequency generation is the chirality of the medium,
while second harmonic can be generated in the media with spatial nonlocality of
its nonlinear response. In collinear geometry of input light beams interaction these
processes are also provided by the vectorial structure and spatial finiteness of the
beams. In some processes, like bulk sum-frequency generation and surface second
harmonic generation, the nonlinear signalmay contain polarization singularities even
if the input beams are elliptically polarized Gaussian modes. In the case, when the
fundamental radiation already has single optical singularity, the number of singular-
ities in the nonlinear signal increases. The exact amount and topological properties
of the generated singularities can be controlled by the polarization state of the input
beams. In the process of bulk second harmonic generation the situation is opposite.
In order to produce a nonlinear signal, one has to use a beam with polarization sin-
gularity, not the beams with uniform polarization distribution. The second harmonic
beam has more simple structure compared to the input beam and is homogeneously
polarized. The shape and handedness of its polarization ellipse can be controlled by
the topological features of the input singularity.

The authors acknowledge financial support from theRussian Foundation for Basic
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Chapter 3
Spatio-Temporal and Spectral
Transformation of Femtosecond Pulsed
Beams with Phase Dislocation
Propagating Under Conditions
of Self-action in Transparent Solid-State
Dielectrics

S. A. Shlenov, E. V. Vasilyev and V. P. Kandidov

Abstract Self-action of a femtosecond optical vortex in fused silica at a wavelength
of 1900nm is analyzed bymeans of numerical simulations. The formation of a multi-
focus ring structure is demonstrated.We show that self-focusing in a ring of relatively
large radius occurs without plasma generation. The frequency spectrum of the pulse
is broadening mainly into the Stokes band.

3.1 Introduction

Self-focusing of femtosecond pulses may result in formation of extended filaments
with high fluence [1]. The parameters of such structures are quite stable. In partic-
ular, stable peak intensity values of the order of magnitude 5 × 1013 W/cm2 can be
observed in the femtosecond pulse at distances significantly greater than the length
of the beam waist [2, 3].

Femtosecond filamentation has beenwidely studied for Gaussian and other beams
with a smooth phase. In such beams, a single filament is usually formed on the
axis. In media with anomalous group velocity dispersion self-focusing in space is
accompanied by self-compression in time, which leads to the formation of localized
in space and time “light bullets” [4, 5]. In fused silica samples, such conditions arise
for IR radiation at wavelengths greater than 1.3µm [6].
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On the other hand, there are beamswith phase singularity, inwhich the spiral phase
dislocation prevents the appearance of the light field on the beam axis, retaining its
ring structure. These donut shaped laser beams, which are often called spiral laser
beams or optical vortices, can be promising for such applications as tubular refractive
index micromodifications, electrons accelerations, etc. [7]. Self-focusing of spiral
laser beams in a medium with cubic nonlinearity was considered theoretically in
[7, 8], where the dependence of critical power on the optical vortex topological
chargem was obtained. The presence of phase dislocation significantly increases the
value of the critical power. For example, the critical power for an optical vortex with
topological charge m = 1 is four times higher than the critical power of a Gaussian
beam. As the topological charge increases, the critical power becomes even higher.

The experimental observation of self-focusing of vortex beams, maintaining ring
structure,was done in awater cell for 100 fs pulses at awavelength of 800nm [8, 9]. In
studies of the self-action of femtosecond vortex beams, considerable attention is paid
to the emergence of multiple filamentation. The fact is that the vortex beam is quite
stable with respect to its radius, but in a nonlinear medium with cubic nonlinearity it
undergoes azimuthalmodulational instability. As far aswe know, the first observation
of the set of filaments in vortex beams was performed in [10]. The annular beamwith
phase singularity on the axis during self-focusing in sodium vapor formed a high-
intensity ring, which then disintegrated into separate hot spots due to azimuthal
instability. In [9] on the basis of experimental and theoretical studies, a formula
was proposed for estimating the number of filaments arising after the collapse of
a singular beam, depending on the excess of the peak power over the critical one
and the value of the topological charge. The possibility of increasing the distance
to the start of multiple filamentation of high-power femtosecond radiation in vortex
beams was considered in [11]. It is shown numerically that in relatively wide beams
propagating in atmosphere it is possible to transfer high fluence annular structure at a
distance of hundreds of meters before it decays into a set of filaments. Improvement
of longitudinal stability and reproducibility of filaments in vortex beams with energy
of 2–30 mJ formed by special phase plates and propagating in atmosphere was
demonstrated in [12]. Experimental studies of the behavior of optical vortices during
filamentation in gases and numerical analysis in a stationary approximation without
taking into account plasma generation showed the possibility of obtaining stable
multiple filamentation regimes in beams with a lattice of optical vortices [13].

A detailed picture of the spatiotemporal dynamics of a femtosecond pulse in a
vortex beam in fused silica at a wavelength of 800nm was obtained in our paper
[14]. It is shown that a tubular structure with a radius of 3–4µm can be formed in
the nonlinear focus, and the length of this structure significantly exceeds the length
of the beam waist under linear propagation.

A number of papers are devoted to the study of frequency spectrum transformation
of femtosecond pulses in vortex beams. Experimental spectra of supercontinuumdur-
ing filamentation of beams with phase singularity in a variety of media (BK7, silica,
water, CaF2) were obtained in [15]. It was registered that in the process of super-
continuum generation, the profile of the annular beam practically did not change,
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and the arising of a small number of filaments resulted in characteristic interference
fringes in the supercontinuum radiation.

Transformation of optical vortices into newly emerging spectral components due
to phase modulation and four-wave mixing was demonstrated in [16]. The influence
of inertia of plasma formation on the propagation stability of optical vortices was
studied numerically in [17] under filamentation of beams with phase singularity in
fused silica. It is shown that it leads to a quasi-soliton regime of the beampropagation,
which is stable to perturbations destroying symmetry, and the multi-focus behavior
of optical vortices was revealed.

It should be noted that currently experimental and numerical studies of fem-
tosecond filamentation in vortex beams are mainly performed at wavelengths corre-
sponding to the normal group velocity dispersion in a medium considered. On the
other hand, tunable parametric amplifiers allow obtaining high-intensity femtosec-
ond pulses in the mid-IR range, where group velocity dispersion of many transparent
solid-state dielectrics is anomalous and where there is a self-compression of pulses.
Self-action of pulses with spiral phase dislocation qualitatively changes the mani-
festation of self-focusing in a nonlinear medium, provoking the formation of tubular
filaments.

In this paper, we investigate numerically the spatiotemporal dynamics and spectral
characteristics of femtosecond optical vortices under self-action in fused silica glass
at a wavelength of 1900nm. In the first part of the paper, the mathematical model
based on the approximation of slowly varying wave [18] is discussed in detail. This
allows describing self-steepening of the optical pulse and corresponding transfor-
mation of its frequency spectrum. No less important for the correct description of
the spatiotemporal dynamics of the pulse is taking into account the delayed response
of the Kerr medium, for the description of which a damped oscillator model can
be used [19]. The features of the self-action of optical vortices are discussed in the
second part of the paper. In particular, the possibility of nonlinear self-focusing into
a narrow ring structure without the appearance of plasma is shown.

3.2 Mathematical Model for Numerical Simulations
of Optical Vortex Self-action

3.2.1 Nonlinear Wave Equation

The numerical simulation of optical vortex propagation is based on nonlinear wave
equation, which could be obtained starting with Maxwell’s system of equations.

Considering medium is dielectric (ρf(r, t) = 0) and nonmagnetic (B(r, t) =
μ0H(r, t)) we get:
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ΔE(r, t) − ∇(∇ · E(r, t)) = 1

ε0c2
∂j(r, t)

∂t
+ 1

c2
∂2E(r, t)

∂t2
+ 1

ε0c2
∂2P(r, t)

∂t2
,

(3.1)
where E is electric field, j is current density and P is polarization, c = 1/

√
ε0μ0. We

examine each of (3.1) members one by one using several further approximations.
Assuming paraxiality, that is transverse wave number is much smaller than lon-

gitudinal one, k⊥ � kz , and linear polarization of the electric field E, we can use
method of slowly varying amplitude E and current density j:

E(r, t) = 1

2
eA(r, t) exp{i(ω0t − k0z)} + c.c. (3.2)

j(r, t) = 1

2
eJ (r, t) exp{i(ω0t − k0z)} + c.c. (3.3)

where A(r, t) and J (r, t) are complex slowly varying amplitudes, e is a unit vector.
Using dipole approximation (χ(i)(r, t) = χ(i)(t)) we can write (⊗ means convo-

lution) polarization as:

P(r, t) = P(1)(r, t) + P(2)(r, t) + P(3)(r, t) + · · · = ε0χ
(1)(t) ⊗ E(r, t)+

+ ε0χ
(2)(t) ⊗ E(r, t)E(r, t) + ε0χ

(3)(t) ⊗ E(r, t)E(r, t)E(r, t) + · · ·
(3.4)

where χ(i)(t)—permittivity tensor of i-th order. We consider isotropic medium
(P(2m)(r, t) = 0, m ∈ N). Each (n + 2)-th term of the polarization series (3.4) refers
to n-th one as ∼∣

∣I (r, t)
∣
∣
/∣
∣Ia

∣
∣, where Ia ∼ 5 × 1016 W/cm2 is atomic intensity. Peak

intensity inside the filament is about 5 × 1013 W/cm2, so the ratio is of the order of
∼10−3. We can neglect nonlinearities of higher orders and write:

P(r, t) = P(1)(r, t) + P(3)(r, t). (3.5)

Therefore we will limit our consideration only to linear and cubic polarizations.
Linear polarization can be written as

P(1)(r, t) = ε0χ
(1)(t) ⊗ E(r, t) = ε0

+∞∫

−∞
χ(1)(τ )E(r, t − τ)dτ =

= 1

2
e exp{i(ω0t − k0z)}ε0

+∞∫

−∞
χ(1)(τ )A(r, t − τ) exp{−iω0τ }dτ. (3.6)

Using inverse Fourier transform of slowly varying electric field amplitude
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A(r, t) = 1

2π

+∞∫

−∞
Ã(r,Ω) exp{iΩt}dΩ, (3.7)

forward Fourier transform of electric susceptibility

χ̃ (1)(ω) =
+∞∫

−∞
χ(1)(t) exp{−iωt}dt (3.8)

and relation between susceptibility and wave vector χ̃ (1)(ω) = k2(ω)c2/ω2 − 1, we
obtain

P(1)(r, t) = 1

2
e exp{i(ω0t − k0z)}ε0c2 1

2π

+∞∫

−∞

k2(ω0 + Ω)

ω2
0 + 2ω0Ω + Ω2

Ã(r,Ω)×

× exp{iΩt}dΩ − ε0E(r, t),

(3.9)

where k(ω) = ωn(ω)/c, n(ω)—index of refraction. The linear part of the last term
in (3.1) takes the form:

1

ε0c2
∂2P(1)(r, t)

∂t2
= −1

2
e exp{i(ω0t − k0z)}×

× 1

2π

+∞∫

−∞
k2(ω0 + Ω) Ã(r,Ω) exp{iΩt}dΩ − 1

c2
∂2E(r, t)

∂t2
. (3.10)

The expression for cubic polarization consists of two terms related to the first and
third harmonics:

P(3)(r, t) = ε0χ
(3)(t) ⊗ E(r, t)E(r, t)E(r, t) =

= 1

8
e exp{i(3ω0t − 3k0z)}ε0

∫∫∫

χ(3)(τ1, τ2, τ3)A(r, t − τ1)A(r, t − τ2)A(r, t − τ3)×

× exp{−iω0(τ1 + τ2 + τ3)}dτ1dτ2dτ3+

+3

8
e exp{i(ω0t − k0z)}ε0

∫∫∫

χ(3)(τ1, τ2, τ3)A(r, t − τ1)A(r, t − τ2)A
∗(r, t − τ3)×

× exp{−iω0(τ1 + τ2 − τ3)}dτ1dτ2dτ3. (3.11)
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Due to strong violation of wave synchronism, Δk = 3k(ω0) − k(3ω0) �= 0, we
neglect the third harmonic generation. Fourier transform of 3-th order electric sus-
ceptibility (similarly to (3.8)) and well-known relation between intensity and electric
field amplitude I (r, t) = cn0ε0|A(r, t)|2/2 yield

P(3)(r, t) = 3

4
e exp{i(ω0t − k0z)}ε0 χ̃ (3)

cn0ε0
I (r, t)A(r, t). (3.12)

The second time derivative of nonlinear polarization in (3.1) takes the form

1

ε0c2
∂2P(3)(r, t)

∂t2
= −1

2
e exp{i(ω0t − k0z)}2k

2
0

n0
T̂ 2Δnk(r, t)A(r, t), (3.13)

where

T̂ = 1 − i

ω0

∂

∂t
(3.14)

is the operator of wave-nonstationarity [18], which provides more accurate descrip-
tion of short pulse propagation compared to commonly used approximation of this
operator by unit.

In case of instant response the nonlinear (Kerr) addition to the refractive index
Δnk(r, t) = n2 I (r, t), where n2 = 3χ̃ (3)

/

4cn20ε0.
Delayed (Raman) response can be taken into account by special convolution with

oscillating kernel H(τ ) [19]:

Δnk(r, t) = (1 − g)n2 I (r, t) + gn2

+∞∫

0

H(τ )I (r, t − τ)dτ, (3.15)

where

H(t) = Θ(t)
1 + Ω2

Rτ 2
k

ΩRτ 2
k

sin(ΩRt) exp{−t/τk} (3.16)

and g—weighting factor, H(t)—convolution kernel,Θ(t)—Heaviside step function,
ΩR—rotating frequency of molecules, τk—characteristic response time.

Conduction current density j depends on plasma appearing in filamentation
regime. Using simple Drude’s model we can write motion equation for electron
gas including elastic electron-ion interactions with collision frequency νei:

dj(r, t)
dt

= e2

me
E(r, t)Ne(r, t) − νeije(r, t), (3.17)

where Ne is free electron concentration; e and me—charge and mass of electron.
Substituting (3.3) into (3.17), we obtain:
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J (r, t)ω0

(

i + νei

ω0
+ 1

ω0

∂

∂t

)

= e2

me
Ne(r, t)A(r, t). (3.18)

Note that i + νei
/

ω0 + ω−1
0 ∂

/

∂t = i T̂ + νei
/

ω0. Factor νei
/

ω0 is small, because for
dielectrics νei ∼ 1014 s−1 and central frequency for near infrared radiation is about
ω0 ∼ 5 × 1014 s−1. After some algebra we obtain expressions for conduction current
density:

j(r, t) = 1

2
e
e2

me

1

iω0 + ∂
∂t

(

1 + i
νei

ω0
T̂−1

)

Ne(r, t)A(r, t) exp{i(ω0t − k0z)}
(3.19)

and its derivative:

1

ε0c2
∂j(r, t)

∂t
= 1

2
e exp{i(ω0t − k0z)}×

×
(

−2k20
n0

Δnpl(r, t) − i T̂−1σ(r, t)
)

A(r, t), (3.20)

where we denoted ω2
pl(r, t) = e2Ne(r, t)

/

meε0 as plasma frequency, Δnpl(r, t) =
−ω2

pl(r, t)
/

2n0ω2
0 as nonlinear plasma addition to refractive index and σ(r, t) =

−ω2
pl(r, t)

/

c2 × νei
/

ω0 as bremsstrahlung cross-section.
Substituting the expressions (3.10), (3.13) and (3.20) to (3.1), assuming ∇ ·

E(r, t) = 0 and expanding the Laplace operator to transverse and longitudinal parts
Δ = Δ⊥ + ∂2/∂z2 we obtain nonlinear wave equation, which can be written in
retarded time t ′ = t − k1z and z′ = z coordinates as

∂2A(r, t ′)
∂z′2 − 2ik0

(

1 − ik1
k0

∂

∂t ′

)
∂A(r, t ′)

∂z′ + Δ⊥A(r, t ′) =

= −2k20
n0

Δnpl(r, t)A(r, t ′) − i T̂−1σ(r, t)A(r, t ′)−

− 1

2π

+∞∫

−∞

(

k2(ω0 + Ω) − (k0 + k1Ω)2
)

Ã(r,Ω) exp{iΩt ′}dΩ−

− 2k20
n0

T̂ 2Δnk(r, t ′)A(r, t ′), (3.21)

where k1 = dk/dω|ω=ω0 . We neglect the second derivative of the field A on z′ due
to slowly varying amplitude approximation, assume the factor k1/k0 in brackets
approximately equals to 1/ω0 and redesignate t ′, z′ back to t , z.

Equation (3.21) lacks dissipation terms. We can account for the energy loss due
to plasma generation by adding the following equation:



50 S. A. Shlenov et al.

− ∂ I (r, t)
∂z

= ∂Ne(r, t)
∂t

K�ω0, (3.22)

where K = 〈

Ui
/

�ω0 + 1
〉

—number of photons on frequency ω0 needed to put elec-
tron out from the ionization potential Ui .

Passing from intensity I to field amplitude A after some algebra we obtain:

2ik0
∂A(r, t)

∂z
= −ik0

∂Ne(r,t)
∂t K�ω0

I (r, t)
A(r, t). (3.23)

On the right-hand side of the (3.23)wecandistinguish the nonlinear absorption coeffi-
cient as α(r, t) = (∂Ne(r, t)/∂t)K�ω0

/

I (r, t). Adding linear extinction coefficient
δ we finally obtain the nonlinear wave equation for simulation of optical vortex
self-action:

2ik0
∂A(r, t)

∂z
= T̂−1Δ⊥A(r, t)+

+ T̂−1 1

2π

+∞∫

−∞

(

k2(ω0 + Ω) − (k0 + k1Ω)2
)

Ã(r,Ω) exp{iΩt}dΩ+

+ 2k20
n0

T̂Δnk A(r, t) + 2k20
n0

T̂−1ΔnplA(r, t) + i T̂−2σ A(r, t)−
− ik0(α + δ)A(r, t). (3.24)

Obtained wave equation contains several operators of wave nonstationarity T̂ as
in [18], but the important feature of this equation is the presence of terms responsible
for medium ionization, depending on concentration of generated electrons. To cal-
culate electron concentration Ne we need cinetic equation for plasma electrons. The
increment of electron concentration is proportional to difference between neutrals
concentration N0 and current electron concentration Ne with ionization rate W (I ):

∂Ne(r, t)
∂t

= W (I )(N0 − Ne(r, t)). (3.25)

Electrons generationmay be enhanced by the avalanchewith nonlinear coefficient
νi [20]:

νi (I ) = 1

Ui

e2νei
me(ω

2
0 + ν2

ei)

I

cn0ε0
. (3.26)

Recombination of plasma electrons is taken into account as a negative term which is
proportional to current electrons concentration with some constant coefficient β.

Finally we obtain the cinetic equation for plasma electrons:

∂Ne(r, t)
∂t

= W (I )(N0 − Ne(r, t)) + νi (I )Ne(r, t) − βNe(r, t). (3.27)
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It should be noticed that ionization rateW (I ) is calculated according to the Keldysh
model [21].

3.2.2 Problem Statement and Initial Conditions

Numerical simulations of optical vortex self-action are connected with experimental
setup shown in Fig. 3.1.

Femtosecond laser systemgeneratesGaussianbeam,which travels through special
vortex lens, providing annular beam with topological charge m at the focal plane,
where the input face of the silica glass sample is at z = 0. Femtosecond pulse with
vortex beam propagates further in the bulk fused silica experiencing self-action.

General case of the problem is computationally complex. If we consider pulse
propagation before it breaks up due to azimuthal instability, we can save computing
resources using axial symmetry of the beam and introducing one spatial coordinate
r = √

x2 + y2 instead of two cartesian coordinates x and y. It should be noticed that
described approach forbids initialization of asymmetric vortex phase. But we can
make a substitution A(r, z, t) = A′(r, z, t) exp{imϕ} in (3.24) and obtain a nonlin-
ear wave equation for A′(r, z, t). The only difference from (3.24) will be the new
expression for the transverse laplacian:

Δ⊥ = ∂2

∂r2
+ 1

r

∂

∂r
− m2

r2
. (3.28)

We suppose that at the focal plane of vortex lens there is an annular beam with
topological charge m in a bandwidth-limited Gaussian pulse:

AV(r, t) = A0

(
r

r0

)2

exp

{

− r2

2r20

}

exp

{

− t2

2t20

}

exp

{

imϕ

}

, (3.29)

where r0 = 120µm, t0 = 60 fs, ϕ = arctan(y/x). Intensity and phase profiles of this
vortex beam are shown in Fig. 3.2.

Fig. 3.1 Schematic experimental setup for numerical simulations of optical vortex self-action
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Fig. 3.2 Intensity (a) and phase (b) spatial distribution and spatiotemporal intensity distribution
(c) for optical vortex with topological charge m = 1 at z = 0. Line profiles are shown by dashed
lines

Self-action of optical vortex in fused silica is studied in the region of anomalous
group velocity dispersion at the wavelength of 1900nm, where k2 = −80 fs2/mm.
The critical power of self-focusing for vortex beam with topological charge m can
be calculated by formula [9]:

P (m)
V = 22m+1Γ (m + 1)Γ (m + 2)

2Γ (2m + 1)
PG, (3.30)

where PG = 3.77λ2/8πn0n2 is a critical power of self-focusing for Gaussian beam.
We consider topological chargem = 1 and P (1)

V = 4PG. The peak power of the pulse
was taken substantially higher than critical power, P = 6P (1)

V , which corresponds to
the pulse energy of E = 27µJ. For comparison reasons we also considered propaga-
tion of two other beams: annular AR(r, t) and Gaussian AG(r, t) pulsed beams with
the same excess of peak power on respective critical power. They can be described
by the following formulas:

AR(r, t) = A0

(
r

r0

)2

exp

{

− r2

2r20

}

exp

{

− t2

2t20

}

, (3.31)
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Fig. 3.3 Spatiotemporal profiles for annular (a) and Gaussian (b) beams at z = 0

AG(r, t) = A0 exp

{

− r2

2r20

}

exp

{

− t2

2t20

}

. (3.32)

Note that AR = AG(r/r0)2 and AV = AR exp
{

imϕ
}

. Spatiotemporal intensity dis-
tributions of annular and Gaussian beams are shown in Fig. 3.3.

3.3 Spatiotemporal Dynamics and Spectral Broadening
of Optical Vortex in Fused Silica at 1900 nm

3.3.1 Evolution of Intensity Distribution in Vortex, Annular
and Gaussian Beams

Figure3.4 shows intensity distributions for different beams on the logarithmic scale
with initial intensity I0 = 2.81 × 1011 W/cm2 at distances corresponding to local
maxima along z axis.

In the initial stage of vortex beam propagation, the self-action yields narrowing
ring of practically the same radius. This is clearly seen in Fig. 3.4a at z = 1.41 cm,
when the first local maximum of intensity 1.5 × 1013 W/cm2 is reached, its localiza-
tion in time domain being shifted to the pulse tail. Two mechanisms are responsible
for the pulse delay. Both of them are connected with Kerr effect. These are delayed
nonlinear response and operator of the wave-nonstationarity. The further propagation
of the pulse is accompanied by a decrease in the radius of the ring structure contain-
ing the focusing part of the pulse energy. The next intensity maximum of almost the
same value is reached at z = 4.68 cm (Fig. 3.5). The global maximum is reached in
a few millimeters. It exceeds 5 × 1013 W/cm2 and the radius of the ring structure
is reduced to approximately 10 µm. On the one hand, phase dislocation prevents
energy localization on the optical axis. On the other hand, the achieved intensity val-
ues are sufficient for plasma generation, which defocuses pulse tail. Together these
factors lead to the cessation of the emergence of high-intensity ring structures in the
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IIIIII

z = 1.41 cm z = 4.68 cm z = 4.96 cm

z = 7.72 cm z = 7.89 cm z = 8.42 cm

z = 1.85 cm z = 2.49 cm z = 3.20 cm

(a)

(b)

(c)

Fig. 3.4 Spatiotemporal intensity distributions for vortex (a), annular (b) and Gaussian (c) beams

Fig. 3.5 Maximum intensity dependence on coordinate z along propagation distance for vortex,
annular and Gaussian beams

beam profile and widening of the pulse (Fig. 3.4a III). Note that a noticeable plasma
concentration (Fig. 3.6) is achieved only in the last narrowest ring with maximum
intensity. Defocusing of the two previous high-intensity rings occurs without plasma
generation.
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Fig. 3.6 Peak plasma concentration dependence on coordinate z along propagation distance for
vortex, annular and Gaussian beams

The spatiotemporal dynamics of annular beam in the initial stage of self-action
is qualitatively similar. Again we can see a narrowing ring in the cross section due
to self-focusing (Fig. 3.4b I). However, because the critical power for the annular
beam is significantly less than for the optical vortex (it is about 1.2 times higher than
the critical power for the Gaussian beam), the absolute value of its peak power is
also less. This leads to the fact that the maximum intensity in the narrowing ring
is achieved at the significantly greater distance z = 7.72 cm. The absence of phase
singularity ultimately leads to the appearance of the maximum intensity on the beam
axis (Fig. 3.4b II). After that, the self-focusing of the annular beam becomes similar
to the self-focusing of the Gaussian beam (Fig. 3.4c).

Intensity increases up to 5 × 1013 W/cm2, plasma with concentration 0.6 ×
10−3N0 appears. Peak plasma concentration is 6 times higher than in the vortex
beam, intensity maximum being on the level of optical vortex, but it remains on
longer time interval. Parts of this high-intensive structure self-focus, deviding it to
two light bullets, which start to compete for pulse energy. Light bullets’ life cycle is
connected with movement towards pulse tail, so the last bullet finally extinguishes
the first one, after which we can see approximately typical for gauss pulse evolution.
Specified bullet dies at the tail of the pulse, background energy forms the new one
at the front and the process repeats until there is enough power (Fig. 3.4b III).

Gaussian beam propagation starts with self-focusing at the optical axis at time
slices slightly shifted to pulse tail due to delayed response of Kerr nonlinearity and
influence of operator T̂ (Fig. 3.4c I). The intensity reaches values 6 × 1013 W/cm2,
plasma electrons appear at the trail of the pulse (Figs. 3.5 and 3.6). Ring structure
in the pulse cross-section is formed due to interference of radiation moving towards
and backwards the optical axis. Nonlinear focus drifts backwards on time coordinate
while there is enough power and then disappears (Fig. 3.4c II). Such relatively stable
in space and time domain structures are usually cited as a “light bullets”. Background
energy gives the birth to new light bullet on the pulse front and the process repeats
several times (Figs. 3.4c III and 3.7a). Anomalous group velocity dispersion keeps
these spatiotemporal bullets from splitting into sub-pulses. The number of light bul-
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Fig. 3.7 Spatiotemporal evolution of light bullets in Gaussian (a) and vortex (b) beams

Fig. 3.8 Maximum intensity dependence on coordinate z along propagation distance for vortex
with topological charge m = 1 (green line), m = 2 (black line) and m = 2 in the model without
operator T̂ in instant Kerr effect (dashed line)

Fig. 3.9 Peak plasma concentration dependence on coordinate z along propagation distance for
vortex with topological chargem = 1 (green line),m = 2 (black line) and withm = 2 in the model
without operator T̂ in instant Kerr effect (dashed line)

lets in the vortex beam is significantly less than inGaussian one. They have an annular
structure and quickly shift to the tail of the pulse (Fig. 3.7b).

The propagation of an optical vortex with a higher topological charge (m = 2)
has the peculiarity that the maximum intensity along the propagation direction z is
approximately twice less than that of a vortexwith a chargem = 1.This is clearly seen
in Fig. 3.8, which shows the maximum intensity for beams with different topological
charges. This is enough for the maximum plasma concentration in a beam with
m = 2 to be 30 times less than in a beam with m = 1 (Fig. 3.9). This case can be
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considered as an ionization free mode of self-focusing of the optical vortex. The peak
intensity and concentration of the plasma can be “returned” to the “ionization values”,
if we cross out the operator of the wave-nonstationarity T̂ from the mathematical
model in the term describing Kerr nonlinearity (Figs. 3.8 and 3.9, dashed curve).
This demonstrates the importance of this operator for the correct description of the
self-action of a femtosecond optical vortex.

3.3.2 Fluence of Optical Vortex and Gaussian Beams

The spatial distribution of light energy is characterized by fluence

F(r, z) =
+∞∫

−∞
I (r, z, t)dt (3.33)

Linear divergence of optical vortex beam is the same as Gaussian beam [22]. The
diffraction length in fused silica glass for both beams is 6.8cm. At smaller distances,
the divergence of the optical vortex is weak (Fig. 3.10).

Fluence distributions for vortex and Gaussian beams in nonlinear medium are
shown in Fig. 3.11.

Initial self-focusing of optical vortex taking place on z = 1.4 cm is characterized
by ring narrowing. Its radius doesn’t practically change, fluence inside the ring being
increased. We can see the first nonlinear focus as a hot point in Fig. 3.11a at z =
1.4cm. The intensity in this non-linear focus does not exceed I = 1.5 × 1013 W/cm2,
despite the fact that the plasma defocusing lens in this place is not formed. After
passing the first nonlinear focus, most of the pulse energy flows to the beam axis.
However, the pace of this flowing is different. Thus, two rings are formed in the
cross section. The inner ring reaches the minimum radius in the vicinity of z = 2cm.

Fig. 3.10 Fluence distribution for optical vortex in case of linear propagation
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Fig. 3.11 Fluence distribution for optical vortex (a) and Gaussian beam (b)

However, the energy in it is not enough to form pronounced hot spots. Then the
radius of this inner ring begins to grow, and fluence inside it decreases. The outer
fluence ring at the same distances continues to shrink at a gradually increasing rate.
Ultimately, this ring is narrowed to the smallest radius up to 10 µm, providing the
nonlinear focus with the highest fluence F = 0.31 J/cm2 at approximately z = 5cm.
The peak intensity in this location sufficient for plasma generation, which defocuses
the tail of the pulse. Note that at a short distance before this point there is another
local maximum of fluence in the ring of the intermediate radius. Thus, in the process
of self-action of the optical vortex, a multi-focus structure is formed consisting of
several rings of different radius arising at different distances z.

This multi-focus structure is significantly different from the self-focusing of a
Gaussian beam inwhich a collapse occurs on the beamaxis (Fig. 3.11b). In aGaussian
beam, moving foci and refocusing form a sequence of almost continuous hot spots
with fluence F = 0.48 J/cm2, in each of them a noticeable plasma concentration is
reached. Note that the distance between the first and the last hot spots in both beams
turns out to be the same. Recall that despite the significant energy difference, the
excess over the critical power in both pulses is also the same.
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3.3.3 Evolution of Frequency Spectrum and Energy
Transformation in Optical Vortex

Spectral dynamics as a function of the propagation distance z for vortex beam is
shown in Fig. 3.12 in logarithmic scale. It is clearly seen as due to self-phase modu-
lation the spectrum begins to gradually expand mainly into the Stokes region. Sharp
broadening of the spectrum occurs when the beam reaches a nonlinear focus at
z = 1.4cm. At this point, an annular light bullet is formed, which implies strong
pulse self-steepening, and a noticeable broadening of the spectrum in the anti-Stokes
region is observed. With further propagation, this process is repeated when other
nonlinear foci are reached in the vicinity z = 5cm.

To describe pulse spectrum dynamics quantitatively, we devided spectrum with
full energy E0 to three bands: central (λ = 1900 ± 145nm with energy Ec), anti-
Stokes (λ < 1755nm with energy Ea) and Stokes (λ > 2045nm with energy Es).
Thus, the width of the central band is 5 times greater than the width of the input pulse
spectrum (1/e level). So, initially pulse energy E0 is located entirely in the central
band (Fig. 3.13).

Fig. 3.12 Evolution of frequency spectrum for optical vortex in logarithmic scale

Fig. 3.13 Energy transformation from central spectral band (1745 – 2045nm) towards anti-Stokes
(<1745nm) and Stokes (>2045nm) regions
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First centimeters of propagation distance are characterized by energy transforma-
tionmostly from central to Stokes region. After the first nonlinear focus at z = 1.4cm
most of the pulse energy is in the Stokes region, 5–10% of the total energy being
transformed into the anti-Stokes region. In the end more than 70% of the energy is
converted into Stokes region and less than 10% into anti-Stokes region.

3.4 Conclusions

In this paper, we considered the self-action in fused silica glass at a wavelength of
1900nm of a femtosecond optical vortex—annular beam with a phase singularity
under conditions of preserving the axial symmetry of its intensity profile. In com-
puter simulations, we used the model including slowly varying wave approximation
for propagation equation with the operator of wave-nonstationarity T̂ and delayed
response of Kerr nonlinearity. This turns out to be critical for correct describing the
multi-focus structure of an optical vortex in a nonlinear medium.

It is shown that for a six-fold excess of the pulse peak power over the critical
one, rings with high fluence are formed sequentially in nonlinear foci along the opti-
cal axis. At the beginning of the propagation, these rings have a larger radius. The
maximum intensity in these nonlinear foci is several times lower than in filament of
Gaussian beam. This is not sufficient to produce appreciable plasma concentration
that results in ionisation free propagation of the pulse through nonlinear focus. The
frequency spectrum of the pulse is broadening mainly into the Stokes band. A rela-
tively strong broadening of the spectrum into the anti-Stokes region is observed in
nonlinear foci.

This research was supported by the Russian Foundation for Basic Research, grant
18-02-00624.Calculationswerepartly conductedusingSupercomputer “Lomonosov”
in MSU.
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Chapter 4
Picosecond Pulsed High-Peak-Power
Lasers

Nikita G. Mikheev, Vyacheslav B. Morozov, Andrei N. Olenin,
Vladimir G. Tunkin and Dmitrii V. Yakovlev

Abstract Recent trends in the use and development of advanced schemes of high
peak-power picosecond lasers are reviewed. Pulsed (pulsed repetitive) high-peak-
power picosecond lasers of millijoule and multi-millijoule single pulse level oper-
ating at reasonably high repetition rates are required in a number of scientific and
technological applications. The developed approach utilizes active-passive mode-
locked and negative feedback controlled oscillator that provides generation of stable,
closed to transform limited pulses with pulse duration of 25 ps (with Nd:YAG) and
16 ps (with Nd:YLF). Oscillator—regenerative amplifier scheme based on the com-
mon diode-end-pumped laser crystal generates pulses up to 1.2 mJ with Nd:YAG
and up to 2 mJ with Nd:YLF crystals. Two-pass Nd:YAG diode-end-pumped ampli-
fier provides output radiation of 4 mJ single pulse energy at 300 Hz repetition rate,
that was converted in the second harmonic with more than 60% efficiency. Numer-
ical modeling allows adequate description of the pulse formation process. Using
300 μm thickness Fabry-Perot etalons with different reflection coatings inside oscil-
lator provided generation of pulses with increased up to 120, 180 and 400 ps dura-
tions. Aberrative character of thermal lens andmode structure at end-pump geometry
were analyzed using decomposition on embedded beams. It was supposed that res-
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onator stability range might be enhanced owing to adaptive action of the aberration
lens. Optimized pulse diode-end-pumped double-pass amplifier schemes utilizing
Nd:YLF, Nd:YAG and Nd:YVO4 crystals are discussed.

4.1 Introduction

Powerful picosecond lasers are in growing use recent years in awide range of research
and practical applications.High-peak-power laserswere effectively used for studying
fast dynamics of physico-chemical processes [1, 2], for nonlinear high-resolution
time-domain spectroscopy [3, 4].Modern high repetition rate and high average power
picosecond lasers provide new level of micromachining technologies, based on high
ablation rates, excellent accuracy and minimal thermal impact on the material at
such processes as micro-drilling and surface structuring in precision manufacturing
and engineering [5–8], microelectronics [9], semiconductor [10] and photovoltaic
[11, 12] industries.

Picosecond lasers of the highest average power usually utilize standard MOPA
(master oscillator and power amplifier) schemes starting from a cw oscillator, gen-
erating low energy pulses (of sub-μJ/nJ/pJ level) with high repetition frequency,
typically 50–100 MHz, based on Nd-doped bulk crystals [13–17], Yb-doped fibers
[18–20] or a gain-switched diode laser [21, 22]. Then the power can be boosted up
to multi-W and kW level applying advanced diode pumped amplifier stages based
on bulk crystal [5, 14, 23–25], fiber [21, 22, 24, 26–28], Innoslab [29, 30], thin disk
[32–35]modules. Using a pulse picker scheme based on a Pockels cell and a polarizer
switching selected pulses one can reduce repetition rate of the initial sequence down
to desired frequency while maintaining at further amplification high average power,
and accordingly, substantially increasing single pulse energy. This can be important
e.g. for the efficiency of an ablation processes [5, 8]. For power amplification at
several orders of magnitude, amplifier stages can utilize regenerative or multipass
amplifier schemes. At high enough output repetition frequencies, the average laser
power may be independent on the frequency.

Due to the limitations associated with the manifestation of nonlinear self-
modulation effects and damage threshold in rather thin cores of optical fibers, high
average power fiber amplifiers are usually seeded with radiation on the initial high
repetition rates and the single pulse energy is within a few microjoules [26–28].
Induced thermal lens and birefringence due to thermomechanical stresses at high
pump average power limit average output power of continuously pumped laser rod
amplifiers while single pulse energies are usually well below the mJ level [5, 14].
Innoslab picosecond amplifiers represent advanced scheme for effective multi-pass
amplification that can provide multi-Watt average output power combined with rea-
sonably high single pulse energy. The latter, however, is limited due to narrow aper-
ture of laser crystals and accordingly output beam diameter. The highest single pulse
energy value, equal to only 0.8 mJ, was obtained using Nd:YVO4 Innoslab [31].
Brightest sub-picosecond high thin-disc Yb:YAG amplifiers are capable of produc-
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ing output of multi-Watt average power and multi-millijoule single pulse energy
[34, 35]. It should be noted that due to high saturation fluence near 5 J/cm2, opera-
tion conditions of disk Yb:YAG ps/fs amplifiers are far enough from the saturation
regime. Thus, thin disk application is reasonable at either multi-kHz repetition rates
or continuous wave regimes.

Some scientific and technological applications such as time-resolved laser spec-
troscopy [36], precise satellite laser ranging [37, 38], lunar laser ranging [39, 40],
some special ablation issues [41], electron sources in photo-injectors [42, 43] and
pulsedmicrowave sources [44], require picosecond lasers with single pulse energy of
mJ and multi-mJ level operating at reasonably low repetition rates, typically within
1 kHz or somewhat higher. Despite the high peak power close to GW, average power
amounts only to a fewwatts. Then, the schemes based on obtaining ofmillijoule level
pulses using a thin disk amplifier or directly from thin disk oscillator [33] seem to
be unreasonably complex and excessive. While diode pumped bulk crystal amplifier
schemes remain acceptable [45]. Usual approach involves using seeding laser of low
energy and subsequent effective amplification.

Seeding picoseconds radiation can be produced taking into account specific appli-
cation conditions and requirements for wavelength, repetition rate, energy, pulse
duration, spectral width etc. One can choose the most appropriate approach from the
following:

(i) Mode-locked diode pumped oscillator on a Nd:YAG, Nd:YVO4 or Nd:YLF
crystal [13–17, 45].

(ii) Yb-doped mode-locked fiber laser [46] operating on the proper wavelength for
further gaining in Nd:YAG, Nd:YVO4 or Nd:YLF amplifiers.

(iii) Diode-pumped microchip laser [45, 47] operating in sub-ns or in sub-100-ps
pulse regime.

(iv) Gain-switched diode laser [21, 22].
(v) Mode-locked semiconductor laser [48, 49].

Preparation of the seeding picosecond pulses trainwith the required repetition rate
can be realized using two different operation regimes: continuous wave or pulsed
(pulsed repetitive) (see Fig. 4.1).

In the continuous wave approach, seeding pulses are split off the self-reproducible
pulse sequence of the mode-locked cw master oscillator by means of a high contrast
pulse picker [5, 9, 14]. It should be noted that the establishment of stable cw operation
regime may require a certain time after starting lasing, typically within millisecond
time scale [45]. In this case, external triggering may be supported only with the
optical pulse jitter value respective to arbitrary synchro-pulse comparable to the
round trip time whereas the latter one should be long enough, at least of several
nanoseconds, what is necessary for reliable pulse picker operation usually governed
by high voltage pulses.

In the pulsed repetitive approach, unlike the cw one, each laser pulse starts from
the noise level without any phase connection to the previous pulse. At pulsed pump,
optical pulse formation is assumed to occur at the final stage of the pumping process
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Fig. 4.1 Continuous wave (a) and pulsed (pulsed repetitive) (b) operation regimes

and canbe quite short andunstable.Negative feedback schemes allow radical increase
of output pulse-to-pulse stability [50].

There are a lot of approaches using active, passive mode-locking and combined
schemes of cw and pulsed repetitive oscillators on Nd-doped crystals. Active mode-
locking may be realized by means of acousto-optical [45, 51] or electro-optical [45,
52] modulators. Passive mode-locking in bulk laser crystal oscillator schemes now is
mostly done by means of semiconductor saturable adsorber mirrors (SESAM) [53].
Active mode-locking maintains higher peak power inside oscillator while passive
mode-locking usually provides simpler oscillator scheme and pulse shortening close
to transform limited value [45, 54]. Standard schemes of passive and/or active mode-
locking in pulsed repetitive lasers with bulk active crystals and long cavities allows
generating near transform limited pulses with pulse width from several picoseconds
to several tens picoseconds. Hybrid active-passive schemes can be also effectively
used [55, 56]. Active mode-locking principally allows controlling, to some extent,
generated picosecond pulse time position respective to the phase of periodic mode-
locking voltage. The latter, in the pulsed repetitive regime, can be synthesized during
each pulse formation period. Then the optical jitter respective to an external trigger-
ing signal can be principally reduced. In the combined active-passive mode-locked
and negative feedback controlled scheme, optical jitter with respect to the external
synchro-pulse was as low as 40 ps [57]. It should be also noted that this scheme
allows stabilizing optical pulse formation process within~5 μs after the generation
uprising.

Diode-end-pumped passively Q-switched short cavity length microchip lasers
based on composite laser crystals like Nd:YAG/Nd:Cr4+ give simple, compact and
low-cost alternative to mode-locked laser systems for obtaining pulses of sub-nano
and picoseconds pulse duration [58]. Short oscillator length provides effective pulse
shortening at multi-kW peak power up to 290 ps [59], 218 ps [60]. Microchip lasers
oscillate in a single longitudinal mode ensuring transform-limited pulses and provide
high beam quality, linearly polarized output beams and outstanding pulse-to-pulse
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energy stability. Timing jitter value reflects time structure of the pump pulses and
can be quite high, up to approximately 0.01 of pump pulse duration [56] that can be
equal to several microseconds. Another type of microchip laser uses semiconductor
saturable absorber mirrors (SESAM) and may produce pulses as short as 50 ps at
1.064 nm [61]. Shortest pulses of 37 ps were obtained in [62]. SESAM parameters
can be specially designed according to the required properties and the absorption
coefficient can be high enough, while SESAM has essentially low damage threshold
in comparison with the composite crystals.

Advanced gain-switched laser diodes driven by radio-frequency pulses give poten-
tially attractive universal solution of simple and compact picosecond seeding arrange-
ment [63] adaptable to further amplifying stages.

Shortest way to rich millijoule single pulse energy level starting from the seed
pulses is to use the regenerative amplification. It is well established scheme for gen-
eration of stable, high-peak-power ultra-short laser pulses since 1980s [64]. Active
mode-locked cw flash-lamp pumped Nd:YLF laser provided 2.5 mJ, 37 ps pulses at
500 Hz repetition rate. The same scheme with Nd:YAG gain medium produced 80 ps
pulses with 1 mJ energy [65]. 85 ps duration pulses of 1.1 mJ energy at 1.064 nm at
up to 2 kHz repetition rates were produced by Nd:YAG regenerative amplifier with
acousto-optic injection [66]. Pulses of 100 ps duration and of 60 mJ energy were
achieved using Nd:YAG regenerative amplifier at 10 Hz repetition rate [67]. New
generation of powerful Nd-doped laser systems was based on diode pumping, pro-
viding lower thermal loading of laser crystals, and passive mode-locking by means
of SESAM, the schemes ensured reliable operation at higher power and repetition
rates. Longitudinally diode-pumped Nd:YAG system worked at repetition rates up
to 5 kHz, maximum single pulse energy of 1.1 mJ at 2 kHz was accompanied by the
pulse lengthening from seeded 12 ps to output 25 ps, it was attributed to the gain
narrowing [68]. Single pulse output energy of 0.35 mJ at a minimal pulse repetition
rate of 5 kHz was achieved with a diode end-pumped Nd:YVO4 regenerative ampli-
fier, the output pulse duration was 19 ps, if seeded by a 7 ps oscillator, repetition
rate can be extended up to 80 kHz [69]. In [70], 10 ps pulses of 0.5 mJ energy at
20 kHz were produced in Nd:YLF regenerative amplifier pumped with 42 W total
power fiber coupled laser diodes. Single pulse energy up to 1.7 mJ was obtained with
Nd:YVO4 laser system with an adjustable pulse duration between 217 ps and 1 ns
[71]. Pulses of more than 1 mJ energy and of 14.2 ps pulse width were produced
with Nd:YVO4 regenerative amplifier at 10 kHz repetition rate [16].

The use of laser diodes or laser diode arrays for pumping became fully justified at
standard repetition rates higher than 100 Hz. They provide much higher efficiency,
excellent stability and reduced thermal load on the active crystal [45, 58]. In com-
parison with the diode-side-pumped geometry, end-pumping produces pumped zone
mainly in the central part of laser crystal [45, 72]. These gives better matching of
laser mode with the pump profile and, accordingly, better pump efficiency. But how-
ever, end-pumping may be principally accompanied by essentially inhomogeneous
intensity distribution in radial direction, aberrational component of thermal lens even
at low pump powers, increased aberrations with the pump power, that leads to laser



68 N. G. Mikheev et al.

beam quality degradation and falling down of the pump power efficiency. Thus,
appropriate analysis of diode pumping configurations looks quite important.

To summarize the introduction, we note that pulsed (pulsed repetitive) high-peak-
power picosecond lasers of millijoule and multy-millijoule single pulse energy level
operating at reasonably high repetition rates are required in a number of scien-
tific and technological applications. The development of such systems based on
neodymium-doped bulk laser crystals and advanced mode-locking schemes remains
quite reasonable owing to characteristics appropriate for effective picosecond pulse
amplification.

In the present paper, we consider schematic solutions and modeling maintaining
development of such energy-effective, compact, robust and easy integrated pulsed
diode-pumped picosecond lasers.

4.2 Experiment. Pulsed Repetitive Oscillator, Regenerative
and Two-Pass Amplifiers

Simplified scheme of pulsed repetitive laser with operation control by means of
active and passive mode-locking and negative feedback through induced radiation
losses is illustrated by Fig. 4.2 and uses approach described in [55]. Stable transform
limited pulses are formed in the master oscillator and then gained in regenerative
amplifier. Oscillator cavity of 1.5 m length is formed by fully reflective mirrors M1,
M3 and semiconductor saturable absorber mirror M2.

Regenerative amplifier cavity of similar length is based on mirrors M1, M3, M4
and polarizers P1 and P2. Both the oscillator and the regenerative amplifier cavities
utilize one common active laser crystal. At convexM3mirror with focal length about
1 m the resonator stability range with Nd:YAG continues up to~100 Hz [73]. The
present scheme may use replaceable crystals Nd:YAG and Nd:YLF of 10 mm length
and 5 mm diameter, longitudinally pumped by means of fiber coupled qcw 70 W
peak-power array of diode lasers [74] with wavelength centered on 808 nm (for
Nd:YAG) or 806 nm (for Nd:YLF).

On the stage of pulse formation in the oscillator cavity, active mode-locking
sinusoidal voltage is applied to one crystal of electro-optical modulator EOM on
RTP crystals made under double-crystal thermo-compensated scheme. Sine wave
frequency should correspond to the round trip time~10 ns in the oscillator cavity. To
reduce sine wave generator frequency, it is reasonable to fit it to the double round
trip. Active mode-locking only can provide generation with single pulse duration
of 300–500 ps. Additional pulse shortening is achieved by means of passive mode-
locking which is realized with the saturable absorber mirror SAM (BATOP GmbH).
To provide stable mode-locking at pulsed pump regime, SAM absorbance should
be high enough. We used SAM with absorbance up to 13% and modulation depth
up to 8%. All the elements: SAM, oscillator mirrors, RTP modulator are suited for
operation on the wavelengths of 1064 and 1053 nm. Small part of oscillator radiation
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Fig. 4.2 Simplified optical scheme of picoseconds laser. M1–M4: laser mirrors; P1, P2: prism and
thin-film polarizers; SAM: semiconductor saturable absorber mirror; EOM: two-crystal thermo-
compensated electro-optical modulator; EOS1, EOS2: electro-optical switchers; PD: photodiode;
UAML: active-mode locking voltage; UOFFSET: bias voltage; UNFB: negative feedback voltage;
lower right waveform: pulse development inside the oscillator; upper left waveform: gaining pulse
in the regenerative amplifier after the cavity switching; upper right waveform: output pulse after
the cavity dumping

is taken off by the beam-splitter S to the photodiode PD and the signal from the
negative feedback loop is applied in proper polarity to the second crystal section
of the EOM. Negative feedback results in Q-factor correction which is opposite to
the oscillator radiation variations. This results in extending pulse formation time up
to several microseconds. At the same time, this allows to support energy of pulse
circulating in the oscillator on the level corresponding to themost effective shortening
in the SAM. In order to improve negative feedback efficiency, feedback voltage is
combinedwith additional adjustable offset voltage applied to the EOM. The resulting
transmission function gets a complex shape and has one main maximum during the
round trip. Maximum pulse shortening up to 25 ps (Nd:YAG) or 15 ps (Nd:YLF) is
provided with SAM of 8% modulation depth.

Pulse formation in the oscillator takes up to 5μs and utilizes only small part of the
stored population inversion. After that, prepared picosecond pulse of approximately
1 μJ energy is directed from the oscillator to high-Q cavity of the regenerative
amplifier. The cavity switching is fulfilled bymeans of electro-optical switcher EOS1
on DKDP crystal and polarizer P1. Remaining population inversion goes to the
regenerative amplification stage. Single round trip unsaturated amplification factor is
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Fig. 4.3 Two-pass diode end-pumped amplifier optical scheme: PBC is a pump beam condenser,
CM is a convex mirror with AR at pump wavelength and HR at laser wavelength, LC is a laser
crystal, TS is a telescope, PP is a polarizing prism from calcite

equal to 2–2.5 andgradually decreases to 1 as the pulse energy rises. The amplification
up to the maximum corresponding to the population depletion takes about 10 round
trips. Then the pulse of up to 2 mJ energy is ejected from the amplifier cavity by
means of electro-optical switcher EOS2 on DKDP and polarizer P2. Output single
pulse energy within repetition rates stability range below 100 Hz is up to 1.2 mJ with
Nd:YAG and up to 2 mJ with Nd:YLF crystals.

Stability range can be shifted to higher repetition rates if to compensate thermal
lens in laser crystal, e.g., by means of replacing plane mirror M1, next to Nd:YAG
laser crystal, by convex one. InstallingM1with curvature radius−0.8mextended sta-
ble operation range up to approximately 400 Hz. However, repetition rate increase
also resulted in higher aberrational losses of radiation (see Sect. 4.5) and in cor-
responding output energy falling down. At 300 Hz, maximal single pulse energy
was~0.5 mJ.

Further increase of single pulse energy can be realized either by using the same
optical scheme with more powerful pump and larger pump area or by means of
additional multipass amplifier stage. We arranged two-pass amplifier according to
the scheme shown in Fig. 4.3. Nd:YAG crystal of 10mm length and 5mmdiameter is
longitudinally pumped through the convex mirror by fiber coupled qcw 100W peak-
power array of diode lasers [74] with wavelength centered at 808 nm. Telescope is
used for reducing diameter of the input laser beam to~0.5 mm and simultaneously
to collimate the output beam. Reflecting convex mirror curvature radius is chosen
−400 mm to compensate strong thermal lens in the amplifier crystal and to prevent
focusing amplified output beam on the optical surfaces. At 300 Hz repetition rate,
measured single pulse energy was 3.5 mJ with the beam qualityM2 � 1.15 (Fig. 4.4).
Conversion of output beam with diameter of 1.2 mm into second harmonic yielded
2.4 mJ at 532 nm what corresponded to the efficiency of more than 65%.

4.3 Numerical Modeling. Pulse Formation in the Oscillator

Models describing the evolution of time pulse profile in lasers with active and passive
mode-lockingwere proposed in [75]. Equations canbe solved analytically in the cases
of stationary generation with purely active or purely passive mode-locking. Under
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Fig. 4.4 Beam profiles after
lens with focal distance of
15 cm at the output of
Nd:YAG picosecond laser
and two-pass diode
end-pumped amplifier. Laser
generates pulses with energy
of 3.5 mJ at pulse repetition
rate of 300 Hz

the joint action of two mechanisms, only numerical solution is possible. Simplified
one-dimensional model was designed [76] for numerical calculation of generation
process in advanced pulse-periodic high-peak-power picosecond lasers.

Themodel describes pulse formation governedwith both active and passivemode-
locking and negative feedback with adjustable modulation depth. Laser radiation is
characterized by complex amplitude Ã(z, t) of electric field depending on time t and
axial coordinate z. Birefringent effect in the electro-optical modulator is described
by phase shift �ϕ(z, t) between o and e field components. Elements of the optical
system are considered as independent blocks numerated with index l taking values
EOM (electro-optical modulator), G (gain medium), P (polarizer), SAM (saturable
absorber mirror), BS (beam splitter). There are two kinds of elements: active and
passive. Effect of the active ones depends on incoming radiation or electric signals,
while the passive elements action remains fixed. Pulse propagation between two
consecutive elements is considered as a transfer of the current pulse profile Ã(z, t)
with speed of light. Modification of radiation pulse when passing the next optical
element can be generally expressed by:

Ãn(z
out
l , t)/ Ãn(z

in
l , t) � Kl

[
t,�ϕ(z, t), Ãn(z, t),UEOM(t), . . .

]
(3.1)

�ϕn(z
out
l , t) − �ϕn(z

in
l , t) � �Φl

[
t,�ϕ(z, t), Ãn(z, t),UEOM(t), . . .

]
(3.2)

where zl is coordinate of element l, n corresponds to a roundtrip number, indexes
in and out denote values before and after modification respectively, Kl denotes
complex amplitude modification factor and �Φl describes phase shift between o
and e components, attributed to element with index l, UEOM(t) is voltage applied to
EOM. Figure 4.5 illustrates the model structure corresponding to the experimental
scheme.
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Fig. 4.5 Scheme of radiation transformation in the numerical model, corresponding to the real
optical scheme. Outer contour illustrates transformation of complex amplitude and the inner contour
shows phase transformations. Solid lines show area, where field amplitude Ã(z, t), phase shift
Δϕ(z, t) between o and e components in the EOM and electric voltage are calculated. Dotted line
corresponds to region of constant phase. Elements of resonator affecting the radiation are considered
as a dot sources and their locations are indicated with open circles. Vertical arrows indicate action
of resonator elements on radiation. M1, M2 are resonator mirrors, g0 is a gain in line center, Δ� g
is the gain bandwidth, I is a radiation intensity on SAM, ISAT is the SAM saturation intensity

The details of the modeling approach can be found in the previous paper [76].
Typical pulse energy evolution governed by active and passive mode-locking, neg-
ative feed-back and bias voltage is shown in Fig. 4.6a. Enlarged fragment of the
uprising beginning part between trip numbers from 50 to 90 is given in inset (b). On
the first stage there is pulse formation by active mode–locking and very fast energy
growth from noise level (c). Then, negative feedback stabilizes pulse energy at a
certain level, pulse energy remains almost the same within round trip number region
from 100 to 500, and the developed radiation pulse is gradually compressed by SAM
and its intensity correspondingly grows. Pulse shortening with the round trip number
is illustrated by insets (d) and (e).

Comparison of the calculated and experimental dependences, pulse width mea-
surements data and additional verification of the model by means of “switching off”
active mode-locking and negative feedback and comparing to the results of the pulse
width estimations on the basis of [76] confirm understanding adequacy of the pulse
formation processes and the described model validity.

4.4 Pulse Width Controlling with Fabry-Perot Etalon

Minimum pulse duration obtainable with mode-locking is determined by the inverse
value of the gain spectrum width. Actually, generated pulses are somewhat longer
due to several factors such as gain narrowing, phase self-modulation etc. which can
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Fig. 4.6 Pulse evolution
under active and passive
mode-locking and negative
feedback action. Pulse
energy evolution within the
generation process (a), pulse
train snapshot during
transformation from noise to
steady level (b), pulse profile
at different stages: noise at
early generation stage (c),
long pulse in the beginning
of the stabilization region
(d), short pulse formed at the
end of the pulse formation
(e) and experimental
waveform of laser output (f)

be taken into account when making estimations for cw regime [75, 77]. In some
practical cases, controllable variations in the pulse width can be required. To vary
picosecond pulse width, one can use intracavity Fabry-Perot etalon. Pulse shortening
was observed in the case of tuning etalon transparency minimum to the center of the
gain spectrum owing to effective increase of the gain width [78]. On the contrary,
overlaying intracavity etalon transmission peak with the gain spectrum results in
spectral narrowing and corresponding pulse length extending. Pulse width tuning in
the range 8–80 ps was made using uncoated etalons of different thicknesses [79].

In the present work, we realized generating picosecond pulses with variable dura-
tions in range of 16–400 ps by use of a thin Fabry-Perot etalons with different
reflection coatings. The etalons were made from fused quartz plates with a diameter
of 10 mm and 300 μm thickness. The thickness was chosen so that the optical round
trip path inside the plate was at least several times shorter than the original pulse
width. Partially reflected coatings were applied on both sides of the plates. Reflec-
tion coefficient R was made equal to 72, 79 and 89%. The etalons were installed
into protective metal frames and then placed into oscillator shown in Fig. 4.2 close
to the EOS1. Fine tuning of the etalon transmission line was carried out by its slight
inclination. Figure 4.7 demonstrates results of the output pulse time profile measure-
ments in the case of Nd:YLF laser crystals. The measurements were made using
2 ps time resolution streak camera. The leftmost picture shows scan of 16 ps length
pulses obtained without etalon. Using etalons with the reflection of 72, 79 and 89%,
we obtained pulse durations correspondingly 120, 180 and 400 ps.

The results obtained with Nd:YAG are similar to that with Nd:YLF. It should be
noted that we used the same etalons in both cases but the fine tuning was realized
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Fig. 4.7 Time profiles of
output pulses recorded with
streak-camera of 2 ps
resolution and corresponding
chronograms at different
Fabry-Perot etalons coatings
reflection values. Inside
oscillator resonator with
Nd:YLF laser crystal and
active-passive mode-locking

at different inclinations. Laser operation with and without the etalons has the same
pulse-to-pulse energy stability with the mean square value within 1%.While the time
duration dispersion increases from 1.5 up to 3%.

4.5 Thermal Lens at the End-Pump Geometry

Using end-pump geometry usually provides better pump efficiency in comparison
with the side-pumping but, at the same time, is accompanied by aberrational heat–in-
duced lens due to inhomogeneous pump distribution over laser beam cross-section.
Heat generation depends on average pump power and accordingly on pump pulse
repetition rate, when pulsed (qcw) pump with fixed peak power is used. If pumped
volume length is much shorter than resonator length then aberrational lens may be
treated as a phase screenwith nonparabolic radial phase shift dependence in an axially
symmetrical resonator. Parabolic contribution can be governed with standard spheri-
cal lenses or mirrors. While non-parabolic part of phase distortion is quite small, one
can consider it as additional diffraction losses for fundamental Gaussian mode [73].
At this condition, range of obtainable pulse repetition rates can be estimated under
the assumption that the resonator is stable and generation of fundamental Gaussian
mode is possible. With heat generation increase at growing up pump pulse repeti-
tion rate, this approach will not reflect the real picture. Laguerre-Gaussian beams
which are self-reproducing on each roundtrip of resonator with spherical mirrors, do
not satisfy mode stability criteria in aberrational resonator since wave front of each
beam is spherical in any cross-section. Generally speaking, presence of an aberra-
tional element in resonator leads to non-Gaussian fundamental and higher modes
uprising. Each mode is uniquely defined by its specific field distribution in any
cross-section. Such modes representation however is not illustrative and is difficult
to analyze. One can assumemore convenient and visual interpretation. Non-Gaussian
mode field structure can be represented by decomposition into Laguerre-Gaussian
beamswith arbitrary initial Gaussian beamwidth. Tomake such decompositionmore
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Fig. 4.8 a Simulation of heat induced phase shift in axially symmetrical Nd:YAG laser crystal at
diode-end-pumping. Parabolic part inside pumped region is replaced by logarithmic dependence in
the rest of crystal volume. Phase shift corresponds to 1 Hz and is scaled by means of multiplying
on pump pulse repetition rate. b Resonator equivalent optical scheme: M1 is the convex mirror, R1
� 1.5 m; M2 is the concave mirror; R2 � 2 m; M3 is the plain mirror; LC is the laser crystal with
heat induced lens. Distances are L1 � 0.015 m, L2 � 0.7 m, L3 � 0.75 m

reasonable one can choose beamwidth as equal towidth of embeddedGaussian beam,
which is in

√
M2 times smaller than mode width in any cross-section [80]. In this

case, the resonator mode field in some cross-section is represented by the complex
decomposition coefficients. Squared amplitude coefficients represent intensities of
the Laguerre-Gaussian components. In the axially symmetric case, the lowest com-
ponent is Gaussian and the higher ones have different number of concentric rings.
It should be noted that the mode decomposition remains unchanged when passing
through nonaberrative elements or resonator sections and is modified at transition
through the aberrative elements.

In our simulations, we use model of heat induced phase shift [73] that suggests
homogeneous heat generation inside cylindrical pumped region in laser crystal with
radial direction of heat flows. Phase profile that corresponds to diode-end-pumping
process of Nd:YAG laser crystal with heating average power of 4mW inside cylindri-
cal region of radius 0.4 mm is shown in Fig. 4.8a. This heating power due to quantum
defect corresponds to 1 Hz pump repetition rate and can be scaled by means of multi-
plying on pumppulse repetition rate. Resonator equivalent optical scheme that is used
for picosecond pulses generation at pulsed diode end-pumping is shown in Fig. 4.8b.
Real resonator optical scheme may contain several plain folding mirrors for com-
pactness. Convex mirror M1 near laser crystal provides compensation of parabolic
part of the heat induced lens and allows laser to oscillate in a certain range of the
pump pulse repetition rates corresponding to the stability range. Choosing concave
mirror M2 one can adjust the mode size inside the laser crystal that is necessary for
good mode overlapping with the pump region.
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Fig. 4.9 Experimentally
registered (a) and simulated
with taken into account heat
induced aberrational lens in
laser crystal (b) beam
profiles at Nd:YAG laser
output depending on pump
repetition rate

In the experiment,we varied pumppulse repetition rate and recorded beamprofiles
behind a plain folding mirror that is located in the middle of distance between LC
and M2 and is not shown in Fig. 4.8b. Beam profiles are close to Gaussian at pulse
repetition rate up to 400 Hz (average pump power 5 W) (see Fig. 4.9).

Then abrupt profile transformation occurs inside very narrow range of repetition
rates. Generated mode gets a ring structure around the central part. To explain this
effect one can analyze the resonator mode structure at heat induced aberrations. Let’s
sort modes in order of decrease of roundtrip modification factor which is expressed
as:

Gn � |γn|2
∫
In(r)g(r)rdr

∫
g(r)rdr∫

In(r)rdr
∫
g2(r)rdr

(5.1)

where n is a mode index, γn is the mode n eigenvalue, In(r) is the mode intensity pro-
file at the laser crystal location, g(r) is the gain profile. Fraction in (5.1) is the pump
and the mode overlap integral [45]. That is, at each pump pulse repetition rate (or
pump average power) we classify the modes on the basis of their best amplification
conditions. Generated mode corresponds to highest value of Gn . Figure 4.10 illus-
trates calculated intensity profiles for two modes with highest Gn at different pulse
repetition rates: (a, b) well below, (c) slightly lower and (d) higher the frequency
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Fig. 4.10 Intensity profiles of two resonator modes inside laser crystal that have highest roundtrip
modification factors Gn at different pump pulse repetition rates (PRR). Respective beam quality
factors and the pump beam width are indicated for reference

of the mode change. Corresponding M2 factor values are also indicated. Solid line
profiles in Fig. 4.10 (inside laser crystal) and calculated profiles in Fig. 4.9b (on
the resonator output) at proper pump pulse repetition rates correspond to the same
generated modes. One can see that at repetition rate of 434 Hz generation of mode
with higher M2 factor containing more pronounced ring structure is maintained.

According to the beginning part of the current Section, we decompose the cal-
culated mode with the highest Gn value into Laguerre-Gaussian beams with the
embedded Gaussian beam width for each pump pulse repetition rate. Corresponding
dependences for weights coefficients of four lowest Laguerre-Gaussian components
are shown in Fig. 4.11.

Figure 4.11 illustrates that the aberrational mode corresponding to the best ampli-
fication conditions (that is, to the generated beam) is composed mainly of Gaussian
component at the pulse repetition rate below 400 Hz. At higher pulse repetition rate,
it radically changes its structure to several Laguerre-Gaussian component composi-
tion, and the Gaussian contribution drops sharply. Therefore, the sharp mode profile
changing with the increase of pump pulse repetition rate takes place due to falling
down roundtrip gain for quasi-Gaussian mode and its growing up for ring mode at
fixed geometry of the pumped volume. This situation differs cardinally from the case
of resonator with spherical mirrors when modes are Laguerre-Gaussian beams and
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Fig. 4.11 Normalized
intensities |c1|2, |c2|2, |c3|2,

|c4|2 of four lowest
Laguerre-Gaussian
components as functions of
pump pulse repetition rate
(PRR) for the mode
decomposition in the case of
resonator with aberrational
heat induced lens. |c1|2

corresponds to the Gaussian
component

they keep transvers profiles proportions in every cross-section at any pump pulse
repetition rate.

One more notice can be done for resonator with aberrational element that is char-
acterized by phase distortion curve shown on Fig. 4.8a when parabolic shape inside
homogeneously pumped region turns to slower logarithmic drop on the wings. In
agreement with [81], any beam phase distortion has effective spherical contribution
that depends on phase derivative averaged over beam intensity distribution. Consid-
ering heat-induced aberration corresponds to an effective lens with the optical power
for the aberrational mode decreasing from the crystal axis to the periphery. That is,
the greater the optical power of the lens at the center, the more radiation goes into the
peripheral region of the mode, for which the lens turns out to be weaker. In compar-
ison with the ideal case of spherical heat-induced lens in resonator when its optical
power depends only on pump average power and does not vary in radial direction
and resonator loses stability at certain pump pulse repetition rate, the aberrational
element has in a manner “adaptive” property for passing beam. It means that the
beam width increases relatively slow to the case of spherical lens when the heating
power grows up. Thus, resonator with aberrational element is stable in wider range
of pump pulse repetition rates than it would be predicted by the assumption of a
proportional dependence of the optical power on the heating power.

4.6 Energy Gain and Saturation Condition

Realization of high peak-power and energy effective single picosecond pulse ampli-
fication using diode pumping schemes is very important for practical laser system
designing. Regenerative amplification approach allows increasing picosecond pulse
energy from pico- to millijoule level that is limited basically by optical damage of
resonator and electro-optical elements at mode diameter of the order of 1 mm. In
turn, this mode size roughly corresponds to the resonator length of 1–2 m which
seems to be a good compromise in view of limited operation speed of the electro-
optical switching, from one side, and of complexity and poor stability of long
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and wide-aperture resonators, from the other side. Laser pulse energy is growing up
during 10–100 roundtrips while population inversion depletion is not still achieved.
Gain saturation brings to higher pump efficiency and energy stability of the output
pulses. Regenerative amplifier setup complexity is quite compensated by obtaining
overall gain of 104–109 that is hard to obtain in another ways. Energy fluence of
millijoule level pulse in about millimeter width beam is consistent with saturation
fluence:

Fsat � hνlas

γ σlas
(6.1)

which is approximately equal to some fractions of 1 J/cm2 for commonly used Nd-
doped laser crystals. Here νlas and σlas are laser frequency and stimulated emission
cross-section respectively, γ is a factor of population inversion change 1 or 2 after
one photon emission. It should be noted that parameter γ is equal to 2 due to finite
lifetime of laser transition terminal level in Nd ion therefore its relaxation can be
neglected during picosecond pulse amplification process.

Powerful end-amplifying cascades of over- and multi-millijoule levels may use
multipass schemes providing effective depletion of population inversion.

Then let us consider single picosecond pulse double-pass amplification in a diode-
end-pumped active crystal (see Fig. 4.12) and determine acceptable focusing the
pump beam into the laser crystal so that the gain is at maximum, but the output energy
density does not exceed the damage threshold of the laser crystal. Diode pump pulse
with duration approximately equal to spontaneous luminescence time τlum and peak
power Ppump is focused into active laser crystal in spot of radius rpump and is absorbed
on the length labs. For simplicity, we neglect losses and assume homogeneous laser
intensity over beam section and density distribution of population inversion inside
cylindrical volume πr2pump × labs:

n � ηlumPpumpτlum

hνpumpπr2pumplabs
(6.2)

Factor ηlum takes into account luminescence losses and is equal to 1 − e−1 for
amplification process at the end of pump pulse with duration τlum [45]. Beam radius
is assumed to be equal to the pumped region radius. Laser beam goes through the
pumped region, is reflected by the mirror and goes back. One may write the first pass
gain using expression [82]:

F1 pass � Fsatln

{
1+

[
exp

(
Fin

Fsat

)
− 1

]
exp(σlasnlabs)

}
(6.3)

where Fin and F1 pass are the laser pulse fluencies of input and passed one-way trough
the laser crystal radiations correspondingly. Parameters σlas and τlum of mainly used
Nd-doped materials are shown in Table 4.1.
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Fig. 4.12 Qcw (pulsed) pump pulses diagram (a) and double-pass diode-end-pumped scheme of
picosecond pulse amplification (b)

Table 4.1 Active crystals characteristics [81]

Fluorescence
lifetime τlum, μs

Emission cross
section σ, ×1019

cm2

Thermal lens
host factor, ×
106

Thermal shock
R, W/cm

Nd:YAG 230 2.8 0.9 7.9

Nd:YLF 485 π: 1.8
σ: 1.2

1.6–2.1 1.3

Nd:YVO4 90 15 0.2–0.4 3.2

Then population inversion depletion may be taken into account as follows:

n1 � n − γ
F1 pass − Fin

labshνlas
(6.4)

To describe the gain on the return pass, one may substitute n1, F1 pass and FLIDT

instead of n, Fin and F1 pass correspondingly into (6.3), where maximum possible
output energy fluence FLIDT due to laser induced optical damage (LIDT) limitation is
taken into account. Input and output pulse energies are expressed asWin � πr2pumpFin

and Wout � πr2pumpFLIDT. Finally, implicit equation for finding rpump may be written
as:

ln

{
exp

(
FLIDT

Fsat

)
− 1

}
− ln

{
exp

(
F1 pass

Fsat

)
− 1

}
� σlasn1labs (6.5)

On the basis of Win and rpump one can find overall gain G � Fout
Fin

and pump

efficiency ηeff � Wout−Win
Ppumpτlum

. Considering commonly used qcw (pulsed) pump with
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Fig. 4.13 Simulation of picosecond pulse amplification in two consequent double-pass diode-end-
pumped active crystals. Input pulse with energy in the range of 0.1–1 mJ is amplified to LIDT
energy fluence in first stage by appropriate choosing of pump beam radius at fixed peak power.
Output of first stage is the input for second stage with the same limiting condition

diode fiber coupled laser modules with peak power e.g. of 120W [e.g. 74] and LIDT
value 3 J/cm2 for picosecond pulses [83, 84], which we assume to be approximately
the same for the crystals under consideration, one can simulate optimized pulse
diode-end-pumped double-pass amplifier for the range within 0.1–1 mJ of input
pulse energies.

Simulation results for optimized in the samewayNd:YLF,Nd:YAGandNd:YVO4

two-pass amplifiers are shown in the left column of Fig. 4.13 and indicated as the “1st
stage”. For Nd:YAG, they are in a good correspondence with the experimental results
presented in the Sect. 4.2. In the right column of Fig. 4.13 we present calculation
results for the optimized scheme of similar “2nd stage” amplifier operating near
saturation and below damage threshold conditions with the same pump peak power
and respectively enhanced pump beam diameter.

Maximum energy output at fixed peak pump power can be obtained with Nd:YLF
active crystal due to longest lifetime of upper laser transition level. At the same time
Nd:YVO4 has highest pump efficiency due to largest stimulated emission cross-
section. Nevertheless, maximal pump efficiency does not exceed 25% because of
three factors: 37% spontaneous luminescence losses, 24% quantum defect losses and
only 50% of stored energy available due to quasi-three-level scheme at picosecond
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pulse amplification. Nd:YAG active crystal is a compromise between pulse energy
and pump efficiency.

When pump pulse repetition rates increase, heat generation starts playing essen-
tial role in achievable amplifier performance. Most important limiting factors are
heat induced aberrative lens, depolarization and fracturing due to internal stresses.
Amplified beam divergence is affected by the heat induced lens that brings to inten-
sity increase and laser induced damage. Parabolic contribution into heat induced
phase incursion can be compensated by convex mirror (see Fig. 4.12) with curvature
radius approximately equal to the lens focal distance:

fT � 2πr2pump

ηheatPabs

[
KT

dn
dT + (n − 1)(1 + ν)αT

]
(6.6)

where Pabs is an absorbed average pump power, ηheat is a heating efficiency, KT is a
heat conductivity, dn/dT andαT is a thermo-optic and thermal expansion coefficients
correspondingly, n is a refraction index, and ν is a Poisson ratio.

Values for material factor in square brackets are presented in Table 4.1 [81].
Nd:YLF crystals are characterized by weak lensing properties, but its worst thermal
shock parameter is accompanied with low stress resistance and high fragility that
often results in destroying Nd:YLF crystals even at reasonably low pump power.
Nd:YAG crystal has optimal combination of thermo-lensing and stress resistance at
moderate (below 1 kHz) repetition rates. Nd:YVO4 amplifier crystals are character-
ized by highest efficiency but at the same peak power provide lower single pulse
energy due to lower fluorescence lifetime. At the same time, they may maintain
effective pulsed operation regime at a higher repetition rates up to several kHz with
the use of appropriate diode laser pump systems. The limiting factors associated
with the thermal lens manifestation can be analyzed on the basis of the approaches
presented in the paper.

4.7 Conclusions

Picosecond laser with single pulse energy of millijoule andmulti-millijoule level and
repetition rates from sub-kilohertz to multi-kilohertz are required in a numerous sci-
entific and technological applications.We reviewed basic approaches to development
of such high peak-power pulsed diode-pumped picosecond laser systems based on
Nd-doped bulk active crystals and advanced mode-locking schemes. We developed
approach utilizing active-passive mode-locked and negative feedback control oscil-
lator scheme operating with Nd:YLF and Nd:YAG, that can provide generation of
stable, closed to transform limited pulses with pulse duration of 25 ps (with Nd:YAG)
and 16 ps (with Nd:YLF). Oscillator—regenerative amplifier scheme based on the
common end-diode-pumped laser crystal generates pulses up to 1.2mJwith Nd:YAG
andup to 2mJwithNd:YLFcrystals. Two-passNd:YAGdiode end-pumped amplifier
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provides output radiation of 4 mJ single pulse energy at 300 Hz repetition rate. Out-
put radiation is converted into the second harmonic with more than 60% efficiency.
Numericalmodelingwhich describesmain factors determining picosecond pulse for-
mation allows better understanding of the process. Installing Fabry-Perot etalons of
300 μm thickness and of different reflection coating inside oscillator provided gen-
eration of pulses with enhanced up to 120, 280 and 400 ps pulse width. Aberrative
character of thermal lens and mode structure at end-pump geometry were analyzed
using non-Gaussian mode decomposition into Laguerre-Gaussian beams with the
width equal to the embedded beam value. We supposed that adaptive action of the
aberration lensmight enhance the resonator stability range. Comparison of optimized
pulse diode-end-pumped double-pass amplifier schemes utilizing Nd:YLF, Nd:YAG
and Nd:YVO4 crystals was developed and discussed.

Funding The work was partly granted by M.V. Lomonosov Moscow State University Program of
Development.
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Chapter 5
Gravitational-Wave Astronomy
by Precision Laser Interferometry

Norikatsu Mio

Abstract Gravitational waves are thewaves of gravitational interaction, whichwere
predicted by Einstein’s theory of general relativity. One hundred years after the theo-
retical prediction, in February 2016, theUSLIGO (laser Interferometer Gravitational
Wave Observatory) project reported that LIGO had detected a gravitational wave
occurring at the coalescence of a black hole binary. Furthermore, the Nobel Prize in
Physics in 2017 was awarded to three American physicists who made an outstanding
contribution to the LIGO project. Since then, six gravitational wave events have been
observed during two observation periods. Moreover, astronomy combined with the
observation of electromagnetic waves in a wide wavelength range from radio waves
to gamma rays is beginning. In this chapter we will outline the fundamental nature
of gravitational waves, their detection method, and this new astronomy.

5.1 Introduction

Gravitational waves (GWs) are the waves of gravitational interaction, which were
predicted by Einstein’s theory of general relativity (GR)1 more than 100 years ago.
According to GR, a GW appears as strain propagating as a transverse wave with the
speed of light.When the theorywas proposed, the effect of GWswas considered to be
too small to be detected. However, pioneers had started to experimentally investigate
the possibility of GW detection in the 1960s. The most famous attempt to detect
GWs was by Weber using a cylindrical aluminum body; this detector is known as a
Weber bar. He observed the vibration of an elastic mode of the detector. When a GW
is incident to the detector, this mode is excited. If the frequency of the GW is close
to its resonance, the excitation will be enhanced. In 1969, Weber reported that he
could detect GWs; he found coinciding events that were detected by two independent
detectors operated at distant locations, one in Maryland and the other in Argonne

1The basics on GR are described in the well-known textbook “Gravitation” [1].
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[2]. After his report, several experiments to confirm his result were performed but no
plausible events were detected. In addition, theoretically unreasonable points were
found. Thus, Weber’s events are not considered to have been GWs. We had to wait a
further 50 years before their actual detection. In 2016, the LIGO project announced
that they had detected a GW emitted upon the coalescence of a black hole (BH)
binary [3].

Since the first detection, six events have been observed: five from BH binaries
and one from a neutron star (NS) binary [3–8]. The information obtained from GWs
is different from that obtained from observations using an electromagnetic wave
(EMW). We are now strongly convinced that GW astronomy is a powerful tool for
understanding our Universe.

5.2 Sources of GWs

What can we discover by observing GWs? To discuss this issue, we need to know
the mechanism of GW generation. Although a strict discussion requires GR, here we
will proceed with a discussion by analogy with EMWs.

EMWs are generated when an electric charge distribution varies with time. For
example, charged particles emit an EMW when accelerated, which is derived from
the radiation process called electric dipole radiation. An electric dipole moment is
defined by

p(t) =
∫

rρe(r, t)d3r, (5.1)

where ρe(r, t) is the electric charge distribution. The electric power radiated from a
dipole moment is calculated as

W = μ0

6πc

∣∣∣∣d
2p
dt2

∣∣∣∣
2

, (5.2)

where μ0 is the vacuum permeability, c is the light velocity [9], and the overline
represents the time average.

According to GR, a GW is due to the time variation of the mass distribution
ρm(r, t). Since the mass distribution is always positive, the dipole moment always
vanishes when we take a centroid coordinate system. Therefore, a GW is generated
by the time-dependent mass-quadrupole moment defined by

Qi j (t) =
∫

(xi x j − 1

3
δi j r

2)ρm(r, t)d3r, (5.3)

where i, j = 1, 2, 3 and x1 = x , x2 = y, x3 = z, r = |r| = √
x2 + y2 + z2.
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The radiation power of a GW can be calculated using the following quadrupole
formula:

WGW = G

5c5

3∑
i, j=1

d3Qi j

dt3
d3Qi j

dt3
. (5.4)

For example, for the system where two point masses of mass m are performing
circular motion with radius a and angular velocity ω around their center of mass, the
energy released per unit time is given by

WGW = 128G

5c5
m2a4ω6. (5.5)

Since gravitational interaction is weak compared with electromagnetic interaction,
the energy emitted from artificial objects on the Earth never reaches the detectable
level. The energy released from typical objects on the Earth (a = 1m, m = 100kg,
ω/2π = 100Hz) is

WGW = 4.3 × 10−31 W. (5.6)

The energy emitted during one rotation is calculated as

�E = 4.3 × 10−33 J = 0.03�(2ω). (5.7)

Here,� is the Planck constant divided by 2π , and if the gravitational field is quantized,
�(2ω) represents the energy of one quantum.2 This result shows that it is impossible
to effectively generate GWs on the Earth.

Thus, we expect detectable GWs from astronomical objects; the larger the scale
concerned, the more dominant the gravitational interaction. As a model calculation
of the GW energy from an astronomical phenomenon, we consider a binary system.

Two stars are bound by gravity and move around their center of mass. For sim-
plicity, we consider the case where stars of equal mass are moving circularly. Since
the rotation speed is determined by the balance between the centrifugal force and
gravitational force, the relation

maω2 = G
m2

(2a)2
(5.8)

must be satisfied. Using this formula, we obtain the radiated GW energy as

Wbinary = 2G4m5

5c5
1

a5
. (5.9)

This equation shows that the smaller the radius of the orbit the greater the energy
released.

2The angular frequency of the generated GW is 2ω.
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Since the radius is limited by the size of the star, systems that emit a lot of GWs
are binaries composed of compact stars such as an NS and a BH.

NSs are thought to be formed by a supernova explosion that produces a core that
is made of highly compressed materials mainly composed of neutrons. A typical
mass of an NS is considered to be 1.4M� and a typical radius is 10km (M� is the
solarmass, 2.0 × 1030 kg). Then, assumingm = 1.4M� and a = 1000km,we obtain
Wbinary = 5.6 × 1038 W. Since the radiant energy of the Sun is 3.9 × 1026 W, it can
be understood that an extremely large amount of energy is released. If this source is
at the center of our galaxy (the distance from the earth is about 10kpc3), the energy
density on the earth is 4.7 × 10−4 W/m2. Sirius, known as a bright star, emits 20
times more energy than the Sun. Since its distance is 2.6pc, only a photon energy of
9.8 × 10−8 W/m2 reaches the Earth.

Despite the very weak gravitational interactions, such a large energy is released
because a GW is generated by the movement of the mass of a whole star. Indeed, in
the above example, objects of the mass with the Sun move at a speed of 2% of the
light speed.

A GW carries information reflecting the state of motion of such a system. Since
thewaveform of aGW from a binary system can be predicted, the detection efficiency
can be increased by data processing. By analysis of the waveform, it is possible to
determine the mass of the original stars, the angular momentum of motion, the state
of the star, and so forth, as astronomical information that cannot be obtained from
EMWs.

In this system, energy is lost by the emission of GWs, and the state of the orbit
changes. Since the total energy of the system is given by

E = 2 × 1

2
ma2ω2 − G

m2

2a
= −G

m2

4a
, (5.10)

and the rate of the change in energy is given by (5.9), we obtain

dE

dt
= G

m2

4a2
da

dt
= −2G4m5

5c5
1

a5
. (5.11)

Solving the above equation, we obtain the equation for the change in a as

da

dt
= − �

4a3
(5.12)

� = 32G3m3

5c5
. (5.13)

Assuming that when t = t0, a = 0, we obtain

a(t) = [�(t0 − t)]1/4 (5.14)

31pc is a distance commonly used in astronomy. 1 pc = 3.08 × 1016 m = 3.26 light years.
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Fig. 5.1 Schematic view of
the binary pulsar
PSR1913+16

and

ω(t) =
√
Gm

2
[�(t0 − t)]−3/8. (5.15)

These equations show thata is decreasing as a function of t , while the angular velocity
of the rotation is increasing.

The existence of GWs was confirmed by observing such a celestial body.
Figure 5.1 is a schematic representation of the NS binary system containing a pulsar
called PSR1913+16.

A pulsar is a high-speed rotating NS that generates periodic pulses. However, a
large fluctuation was observed in the signal cycle of this pulsar, and it turned out
that it is a binary system. Then, by observing the state of the pulse signal, the state
of the orbit of the binary system was determined very precisely. The orbital period
is about 8 h and the radius of the orbit is approximately the diameter of the Sun
(about 109 m). Furthermore, it was found that the orbital period of this NS binary is
gradually decreasing at a rate of

dPobs
dt

= (−2.425 ± 0.002) × 10−12 s/s. (5.16)

When calculating the emission energy of the GW using the parameters obtained
from theobservation, the observed reduction in the orbital period is in good agreement
with the theoretical prediction by GR of

dPGR
dt

= (−2.41958 ± 0.005) × 10−12 s/s. (5.17)

These values coincide with an accuracy of about 0.2% [10]. The Nobel Prize in
Physics in 1993 was given to the discoverers of this NS binary.

A variety of relativistic theories of gravity have been proposed since GR was
formulated. The observation of GWs is considered to be important for verifying the
dynamical properties of theories of gravity [11].

The binary system is continuing to emit GWs. As a result, the two stars will finally
merge and will coalesce in about 3 × 108 years.

Just before the coalescence, the orbital cycle will reach millisecond order and a
large GW will be generated. All the events that have already been observed are due
to this coalescence of the binary system.
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5.3 Detection of GWs

How can we actually detect GWs? Since the equivalence principle holds, the effects
of gravity on objects that are freely falling vanishes. For a person riding in an elevator
freely falling, gravity disappears. However, an elevator has a finite size. If the gravity
field is not uniform, the magnitude of the gravity force will be different at the ceiling
and the floor. Therefore, we will feel as if we are stretched when we ride on a freely
falling elevator. This effect is the same as the force that causes tides and is called the
tidal force.

In Newtonian mechanics, two objects at positions r and r + �r, they satisfy the
following equations of motion:

d2r
dt2

= −∇φg(r),
d2(r + �r)

dt2
= −∇φg(r + �r), (5.18)

where φg is the Newtonian gravitational potential. Thus, the relative acceleration is
given by

�a = d2�r
dt2

= −[∇φg(r + �r) − ∇φg(r)]. (5.19)

The right term expresses the tidal force and can be expressed as

�ai = −
3∑
j=1

∂2φg

∂xi∂x j
�x j (5.20)

with the first-order approximation of �r.
If this tidal force is detected, the effect of gravity can be reliably detected. Since

the influence of GWs is also known to be tidal, to detect GWs, it is necessary to
measure the relative change between the two points.

Figure 5.2 shows the effect of a GW as field lines of the tidal force; these lines of
force represent the relative force acting between two points. As mentioned above, a
GW is a transverse wave and has two polarization components similarly to EMWs.
The polarizations in the twofigures have independent components, called the+mode
and × mode, which correspond to linear polarizations of EMWs. The polarization
of GWs can be expressed as the superposition of + and × modes, similarly to the
way that any polarization state of EMWs can be expressed as the superposition of x
and y polarizations.

Now considering a GW in the + mode traveling along the z axis with amplitude
h, the relative acceleration of two points separated by (�x,�y) in the x–y plane is
given by

�ax = 1

2

∂2h

∂t2
�x, �ay = −1

2

∂2h

∂t2
�y. (5.21)
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Fig. 5.2 Force lines of GW

For example, if two points separated by L in the x direction on the plane z = 0
change their distance by �L , �x = L + �L(t) and

�ax = d2�L

dt2
= 1

2

d2h

dt2
(L + �L) ≈ 1

2

d2h

dt2
L . (5.22)

Integrating the above equation with respect to t , we obtain

�L = 1

2
hL . (5.23)

Also, in the y direction, the phases of expansion and contraction are inverted. By
utilizing this property, we construct a GW detector.

According to a theoretical prediction, the expected value of h is on the order
of 10−21 or less [12]. If we take L as the distance between the sun and the earth
(1.5 × 1011 m), �L = 7.5 × 10−11 m; this is almost the same as the Bohr radius. In
other words, it is necessary to detect a relative change that is equivalent to the ratio
of the size of a hydrogen atom to the distance between the sun and the earth.

To detect such a weak effect, various detection methods have been developed.
Ultimately, laser interferometric detectors successfully detected GWs.

5.4 Laser Interferometric Detectors

As discussed in the previous section, a GW slightly changes the properties of
space-time. To detect this effect, we accurately measure the distance between two
distant points. For this purpose, a laser interferometer is a powerful tool.

A schematic view of an interferometer is shown in Fig. 5.3. We set two orthog-
onal optical paths as the x and y axes, When a GW is incident from the direction
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Fig. 5.3 Interferometric
GW detector based on
Michelson interferometer
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perpendicular to the x–y lane (z axis), the x and y directions expand and contract in
the x–y plane in opposite directions. A GW oscillates at a certain frequency, which
can be observed as a change in the interference fringe of a Michelson interferome-
ter.4 Mirrors and a beam splitter, which define the optical path length, are suspended
similarly to a pendulum. In such a setup, they behave as free masses. By doing so,
the interferometer correctly responds to the GW. In addition, it is possible to reduce
the influence of external disturbances.

The phase change of the interferometer �φ is given in terms of the optical path
difference �Lx − �Ly as

�φ = 4π

λ
(�Lx − �Ly) = 4π

λ
hL (5.24)

where (5.23) is used to calculate the optical path change as

�Lx = −�Ly = hL/2. (5.25)

These equations show that the sensitivity increases as the value of L increases.
However, if the time for light to travel back and forth through the optical path (τ =
2L/c) becomes longer than a half period of the GW, the phase change due to its
effect is integrated and reduced. When τ is on the same order as the period of the
GW, the phase change in the Michelson interferometer should be calculated more
rigorously using

�φ = 4πc

λω
sin(ωτ/2) exp(−iωτ/2)h0 exp(iωt). (5.26)

4Here, we assumed that the GW is polarized in the + mode. In this configuration, the detector has
no sensitivity to GWs in the × mode.
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Fig. 5.4 Interferometric
GW detector based on
Michelson interferometer

Here, we assume that the GW is monochromatic and can be expressed by

h(t) = h0 exp(iωt), (5.27)

whereω is the angular frequency of the GW. Ifωτ � 1, (5.26) becomes (5.24). Also,
from (5.26), |�φ| becomes maximum if ωτ = π ; this gives the optimal condition
for the arm length of the interferometer. When we assume that the frequency of the
GW is 1kHz, the optimum value for L is 75km. In an actual detector, as shown in
Fig. 5.4, by incorporating Fabry-Perot optical cavities in both arms of a Michelson
interferometer, the sensitivity can be enhanced even for short L of km order. In
addition, it is necessary for the laser used as the light source to realize high power
and high stability. There is an optical resonator called a mode cleaner (MC) between
the interferometer and the laser that shapes the spatial mode of the emitted light and
is also used as a reference for frequency stabilization [13]. A power-recycling mirror
(PRM) between the MC and the interferometer returns the light to the interferometer
again, increasing the effective optical power. It is possible to suppress the influence
of shot noise by this technique (called power recycling). There is another recycling
mirror at the output port of the beam splitter (BS) called the signal-recycling mirror
(SRM), which controls the frequency dependence of the detector sensitivity to GWs.
Since very small signals must be measured, to avoid disturbance, the interferometer
is housed in a vacuum chamber. The reference mirrors are strictly vibration-isolated.
Furthermore, the interferometer requires various control systems so that it can operate
stably.
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5.5 Noise of the Interferometric Detector

In this section, the noise sources that limit the sensitivity of the interferometer are
discussed. In the interferometer, the displacement of the mirror is measured by the
interference of light. There are various problems in reading small displacements; any
noise source may mask the signal. The main noise sources are shot noise, thermal
noise, and seismic noise (Fig. 5.5).

The shot noise determines the smallest detectable change in interference fringes.
The shot noise originates from the quantum nature of light, which is a collection
of photons; thus, this noise is one of the most fundamental noises. The intensity of
light, which is calculated from the number of incident photons N during a unit time,
does not become constant because N fluctuates in accordance with quantum effects.
The fluctuation of N is given by the square root of N (Poisson process), namely
δN = √

N . Since the magnitude of a signal is proportional to N , the signal-to-noise
ratio is determined by N/

√
N = √

N . Since N is proportional to the power of the
light source, a laser with a large power is necessary for the light source to read small
changes.

According to detailed calculations, the shot-noise-limited sensitivity of the inter-
ferometer to a GW of frequency f is

hshot = 10−21

(
f

1 kHz

)√(
λ

1µm

)(
1 kW

P

)(
� f

1 kHz

)
, (5.28)

where � f is the bandwidth of the measurement. Here, we assume that a laser with
power P at wavelength λ is used with the optimized optical path length.

Ground vibration has a large influence at low frequencies. The ground is continu-
ously shaking even when there is no earthquake. A device (referred to as a vibration

Fig. 5.5 Noise sources of
the detector
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Fig. 5.6 Sensitivity of the
detector shown as a function
of frequency

isolation system) for blocking this noise can attenuate the magnitude of vibration in
the measurement frequency band by a factor of about 108.

If the external disturbance is sufficiently removed, the thermal vibrations of the
reflection surface of the mirror and the hanging pendulum become the dominant
noise sources. These are due to thermal statistical mechanical fluctuation and are
also considered also as a principal source of noise.

To reduce this noise, the most direct method is to lower the temperature. In addi-
tion, it is necessary to select materials with low mechanical loss. For this reason,
high-purity synthetic silica is currently used. For the low-temperature environment,
sapphire or other monocrystalline substrates must be used. The properties of single-
crystal sapphire have been studied for use in the KAGRA interferometer being con-
structed.

The dominant noise changes with the frequency. At low frequencies (10Hz or
less), ground vibration is the largest noise. At intermediate frequencies (10–100Hz
order), thermal noise is high. At higher frequencies, shot noise becomes the main
noise source. Figure 5.6 represents a schematic sensitivity curve limited by the noise
source of the interferometer as a function of frequency.

5.6 Major Projects

An interferometer that can actually detect GWs is extremely large; such an interfer-
ometer is qualitatively different from ordinary optical devices used in laboratories.
The construction of such an interferometer is amajor project requiring a large amount
of human resources, a huge budget and a very long time.

The LIGO project has two 4-km interferometers that have been constructed on the
east coast (Livingstone, Louisiana) and west coast (Hanford, Washington) of the US.
The budget was approved in 1990 and the construction began in 1992. In the autumn
of 2000, the first interference fringe was observed. After that, the system, called
initial LIGO, achieved its designed sensitivity in 2005. Advanced LIGO started in
2008, in which new vibration isolation systems, newmirrors, new lasers, and so forth
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Table 5.1 Web sites of GW
projects

LIGO http://www.ligo.caltech.edu/

LSC https://www.ligo.org/

VIRGO http://www.virgo-gw.eu/

KAGRA http://gwcenter.icrr.u-tokyo.
ac.jp/en/

were developed and installed to the detectors. These efforts resulted in the successful
detection of GWs [14].

In Europe, France and Italy are collaborating to build a detector named VIRGO,
located near Pisa in Italy, with an interferometer of length 3 km. To detect low-
frequency GWs, a special vibration isolation device was being introduced.

LIGO andVIRGO are nowworking together as LIGO-VIRGO collaboration. The
first detection of a GW was simultaneously announced in the US and Europe.

In Japan, a 3-km interferometer named KAGRA is being constructed inside
Kamioka mine. Many research institutes are participating.

The web URLs of these projects are shown in Table 5.1. For details, see these
web pages.

5.7 KAGRA

Here, the Japanese project KAGRA is discussed [15]. This project was started in
2010 with the aim of constructing a 3-km-long interferometer at the underground
site of Kamioka mine in Gifu prefecture, shown in Fig. 5.7.

To suppress thermal noise, a cryogenic technology to cool the arm mirrors has
been introduced. Owing to their suitability for use in a cryogenic environment, large
sapphire crystals are used as substrates for the arm mirrors. The target sensitivity is
sufficient to detect GWs from the coalescence of an NS binary. When the KAGRA
detector is operated, it will provide valuable information to the worldwide network
of GW detectors because the distant location of KAGRA from the other detectors is
advantageous in determining direction of the GW sources.

The construction of the tunnel of KAGRA was finished in 2014 and the huge
vacuum system was installed. The first trial to obtain an interference signal was
carried out in 2016, which was successful [16]. After that, the cryogenic system was
installed. In 2018, an end test mass made of a single-crystal sapphire was installed in
the KAGRA system. The first trial operation of the cryogenic interferometer without
arm cavities has started in May 2018.

KAGRA requires many advanced technologies concerning optics, mechanics,
cryogenics, control systems, and so forth. Our group is working on the development
of the light source for KAGRA. In the following section, we describe the light source.

http://www.ligo.caltech.edu/
https://www.ligo.org/
http://www.virgo-gw.eu/
http://gwcenter.icrr.u-tokyo.ac.jp/en/
http://gwcenter.icrr.u-tokyo.ac.jp/en/
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Fig. 5.7 Overview of KAGRA (offered by Shinji Miyoki at ICRR, the University of Tokyo)

5.8 Light Source for KAGRA

To realize the target sensitivity of KAGRA, the noise level must be controlled to
the target value. For shot noise, the laser power limits the noise level and must be
larger than 180Wwith single-frequency and single-mode CWoscillation assuming a
laser wave length of 1064nm. There are two ways of realizing such laser oscillation:
one is to use a master oscillator and power amplifier (MOPA) and the other is by
injection locking. We have developed a laser system based on injection locking and
achieved a 100 W single-frequency output [17, 18]. However, the injection-locking
system requires a servo control system to maintain the injection-locked state and
needs fine tuning in alignment. Since the complexity of the allover detector system
should be minimized, we adopted a MOPA system for KAGRA. A schematic view
of the KAGRA laser system is shown in Fig. 5.8; the system consists of a seed laser
(NPRO), two fiber-laser amplifiers, and a three-stage solid-state laser amplifier.
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Fig. 5.8 Laser system for KAGRA

The seed laser emits a small power (about 400mW) with very high frequency
stability at 1064nm. The output of the seed laser is divided into two optical paths
using an optical-fiber-based system. An EOM and a fiber stretcher are placed on
each optical path to control the phase of the laser light. The two outputs of the
divided optical paths are introduced into two fiber-laser amplifiers with 40 W output
power. These two laser beams are coherently combined to obtain a higher power than
that necessary for the solid-state laser to work in the saturated amplification regime.
After the coherent combination, the laser light is incident to the three-stage solid-state
amplifier, which is composed of LD-pumped Nd:YAG laser modules. As mentioned
above, by adopting the MOPA scheme, the operation of the laser becomes easier
than that based on injection locking. Also, we can use fiber laser technology, which
enables high-quality amplification. However, narrow-band amplification with a fiber
laser sometimes becomes unstable because of nonlinear effects, mostly stimulated
Brillouin scattering. Thus, single-frequency amplification to the level required for
KAGRA is very difficult and we adopted a simple solid-state laser for the last stage
of amplification. We have succeeded in high-efficiency coherent combination. As
shown in Fig. 5.9, we obtained 78W output from two 41 W outputs with a good
optical mode. The efficiency of the coherent combination was 95%.

Although we have also performed amplification using the solid-state laser, the
output power with the fundamental optical mode was limited to about 150W, which
is not sufficient for use in KAGRA. We are currently considering how to improve
the system to obtain the target laser power.

Regarding the frequency noise, we have confirmed that the noise level of the
combined and amplified output was almost the same as that of the NPRO as shown
in Fig. 5.10.
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Fig. 5.9 Results of the
coherent combination

Fig. 5.10 Frequency noise
of the laser system

5.9 GW Astronomy

Observation usingGWs can clarify the state ofmotion of a global mass that cannot be
determined by other means; this is the most advantageous feature of GW astronomy.

However, the detection ofGWs is extremely rare. Toobtain a sufficient observation
rate (several times a year), we have to observe a wide area of the Universe, and
sufficient sensitivity to observe very distant objects is necessary.

Actually, before the first detection of GWs, their most promising source was
considered to be the coalescence of NS binaries. Furthermore, from the event rate
estimated on basis of the observations of the NS binaries, GWs can be detected
several times a year using detectors with a detection distance of about 200 Mpc.

However, the first event for which GWs were observed was BH binary coales-
cence. BHs of 36M� and 29 M� located at a distance of 410Mpc from the Earth
merged into a single BH of 62M�. The energy of the emitted GWwas about 3M�c2;
a very large amount of energy was carried by the GW. The detected amplitude of the
GW at LIGO was about 10−21. This was the first proof that BH binaries really exist.
The masses of the BHs observed here were heavy; the masses of stellar-mass BHs
observed before the first GW detection were smaller than 20M�.
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Since the first detection, six events have been observed in two observation runs
of LIGO and VIRGO. Five of the events were the coalescence of BH binaries. In
addition, the coalescence of an NS binary has also been observed; this occurred at a
distance of 44Mpc, which was much closer than expected. From these findings, we
consider that the prediction of the abundance ofGWsources before the actual detector
operation was very conservative; the population of possible sources of GWs seems
to be much larger than previously estimated. Regarding the mass of the observed
BHs, we found that the BH masses are extremely large among the stellar-mass BHs
observed so far; the in-depth understanding of the evolution of BHs is expected to
rapidly increase as a result of GW observations.

With regard to the observed coalescence of the NS binary, gamma rays were
detected at almost the same time, which arrived at the Earth with 1.7 s delay; this
indicates that the speed of GWs coincides with that of EMWs within an uncertainty
of (−3

+0.7) × 10−15 [19]. This is the first time that the speed of GWs has been experi-
mentally determined.

Moreover, since the direction of a celestial source was first determined from the
signal of a GW, observations of the source have been carried out with a wide range of
EMWs. The Hubble constant H0 has been estimated as H0 = 70.0+12.0

−7.0 km/s/Mpc
on the basis of these observations; this is consistent with previously determined
values [20].

A new astronomy, called multi-messenger astronomy involving the simultaneous
observation ofGWs andEMWshas been developed and is providing valuable results.

5.10 Summary

GW astronomy is in its infancy. In the period of over two years since the first
observation of GWs, there have been six further observations, and the information
obtained could not have been obtained by other means. Their simultaneous obser-
vation with EMWs has already been achieved, providing new knowledge on the
Universe. Advanced photon science and technology have played an important role
in the detection and will continue to contribute to improving detection sensitivity.
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Chapter 6
Phosphorescence Lifetime Imaging
(PLIM): State of the Art and Perspectives

Pavel S. Chelushkin and Sergey P. Tunik

Abstract This chapter reviews the status and perspectives of phosphorescence life-
time imaging (PLIM), an advanced imaging strategy that relies on phosphorescence
lifetime measuring as a function of some particular biological microenvironment
parameters. PLIM should be regarded as a functional imaging technique, as opposite
to various forms of “localization” techniques, because it provides not only informa-
tion on distribution pattern of the probe but also determines its “status” (via lifetime
reporting).

6.1 Introduction

Luminescence imaging methods are among the most indispensable tools in the bio-
sciences nowadays since they provide a unique combination of sensitivity and reso-
lution in live experiments. The most common probes for luminescence imaging are
fluorophores, singlet emitters featuring short lifetimes (0.1–10 ns) and small Stokes
shifts (<100 nm) that results in strong interference of their emission with autofluo-
rescence of the endogenous emitters. On the contrary, the triplet (phosphorescent)
emitters based on luminescent transition metal complexes display both longer life-
times (up to milliseconds) and larger Stokes shifts (>100 nm) that pave the way to
efficient separation of their signals from background fluorescence. This improve-
ment in signal-to-noise ratio is of particular importance for intensity measurement
mode widely used in luminescent microscopy. However, application of this mode
in quantitative measurements is considerably restricted because of uneven spatial
distribution of the probe across the sample under study and uncertainty in emitting
light intensity due to variations in media absorption characteristics.
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Application of lifetime-based techniques, referred to as fluorescence (FLIM) and
phosphorescence (PLIM) lifetime imaging, makes possible to use the lifetime as
a function of some particular biologically relevant microenvironment parameters.
Thus, FLIM and PLIM should be regarded as “functional imaging” techniques, as
opposite to various forms of “localization” imaging, because they provide not only
information on distribution pattern of the probe in the sample but also determine its
“status” (via reporting of lifetime).

While FLIM is awell-established part ofmodern biomedical studies [1, 2], its cog-
nate, PLIM, is just an emerging area [3]. In this Perspective review, we will highlight
the cutting edge research which use this method, without intention to cover exhaus-
tively all the existing literature on PLIM, and present our vision of the prospectives
of further development in this area with special focus on novel generations of PLIM
probes and sensors.

6.2 State of the Art in PLIM Research

As for any other advanced bioimaging techniques, the overall progress in PLIM
is a result of mutual synergistic stimulation of at least three areas of knowledge
(Fig. 6.1), namely, physics (development of instrumentation and data treatment),
chemistry (synthesis of advanced probes), and biomedicine (formulation of acute
research directions and development of relevant models). Progress in a particular
field opens up novel horizons and poses challenging requirements for the other fields
thereby stimulating the overall progress. We will briefly describe in this section state
of the art for each of the above fields; for historical survey of PLIM, the reader is
referred to [4].

Fig. 6.1 Representation of PLIM as a multidisciplinary research area
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6.2.1 PLIM Instrumentation: Confocal PLIM with TCSPC

To date, the most established approach for PLIM implementation is the use of
raster scanning (confocal) technique accompanied with time-correlated single pho-
ton counting (TCSPC). Despite several promising alternatives (such as wide-field
TCSPC PLIM [5] or frequency-domain PLIM [6] that can be performed on commer-
cially available “LIFA-X” instrument from Lambert Instruments BV, Netherlands)
this technique suggests at least two key advantages: (i) confocal scanning provides
improved axial resolution inaccessible by wide-field techniques, and (ii) well estab-
lished TCSPC data acquisition mode [7] makes possible robust and precise lifetime
measurements compared to frequency-domain approaches although comes short in
acquisition rate.

The up-to-date TCSPC FLIM/PLIM microscopy is described in detail elsewhere
[8]; herein we briefly outline the essence of the routine. To collect the phosphores-
cence photons and emission decay of the probe molecules, the sample is scanned
pixel-by-pixel, and during the pixel dwell time, the phosphors are first pumped by a
high-frequency pulsed laser (the “laser ON” period); the laser is then switched off
(the “laser OFF” period)‚ phosphorescence photons are collected, and lifetime dis-
tribution is built up (Fig. 6.2a). Notably, the process described above allows simul-
taneous implementation of FLIM experiment by analyzing the distribution of the
fluorescent photons during the “laser ON” period i.e. FLIM and PLIM data can be
obtained simultaneously within the same acquisition time (Fig. 6.2b). Using of pulse
train instead of single pulse for pumping the phosphorescence is highly advanta-
geous since it maintains high sensitivity while decreasing photo damage and some
undesirable processes (such as pile-up effect and detector overload) [8].

Thus, the combined TCSPC FLIM/PLIM experiment simultaneously provides
information on the characteristics of fluorophores and phosphors presented in the
object studied, it enables correlative mapping of metabolic information (so-called
“optical redox ratio” [9]‚ which measures ratio between flavin adenine dinucleotide,
FAD, and nicotinamide adenine dinucleotide, NADH), and oxygen distribution
derived from luminescence quenching of exogenous phosphorescent probe such
as ruthenium tris-(2,2′-bipyridyl) dichloride [10], or covalent conjugates of human
serumalbuminwithPt(2-phenylpyridine)(triphenylphosphine)Cl complex that exerts
“luminescence switch-on” effect via selective binding to histidine residues [11].

The raster scanning TCSPC approach can be extended to the macroscopic
TCSPC PLIM. Moreover, confocal PLIM macro scanners (for example, “DCS-120
MACRO”, Becker andHickl, GmbH, Germany) have recently become commercially
available. Nevertheless, there are only a few reports on the confocal macroscopic
TCSPC PLIM to date [12, 13].
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Fig. 6.2 Principle of simultaneous FLIM/PLIM with TCSPC. a Modulation scheme: a high-
frequency pulsed laser is on-off modulated synchronously with the pixels. FLIM is recorded in
the “Laser ON” phases, PLIM in the “Laser OFF” phases. b Scheme of simultaneous determination
of fluorescence and phosphorescence lifetime distributions. Reprinted with permission from [8].
Copyright 2017 Springer

6.2.2 Biomedical Models

To date, PLIM was used for the variety of biomedical models, including monolayer
cell cultures [10, 11], 3D tissue models (cell spheroids and organoids [14]), and
living organisms (small animals [15]). In the case of 2D and 3D cell cultures (as well
as in the case of in vivo microscopy) confocal TCSPC PLIM (or its FLIM/PLIM
version) is the method of choice. In the case of macroscopic PLIM, to date the
majority of studies were carried out using the wide-field macroscopic instruments
that lack spatial resolution [15]. We believe that dissemination of confocal PLIM
macro scanners mentioned above will change this area and eventually will lead to
high-resolution in vivo PLIM.
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6.2.3 Probes for Practical PLIM

Numerous phosphorescent probes designed for various PLIM applications have been
described to date [3], but only one class of these compounds, namely, O2 PLIM sen-
sors, have been developed into commercial products applicable for oxygen mapping
in biological samples. There are twomajor properties of the phosphorescent emitters,
which made possible to use them as O2 sensors in PLIM mode. The first one is that
the excited state of phosphorescent compound and ground state of molecular oxygen
are triplets that allows for energy transfer from excited state of the phosphor to O2

molecule thus quenching the emission of triplet probes. Because the quenching is a
dynamic process, it changes phosphorescence lifetime, making these probes excel-
lent candidates for O2 sensing by PLIM. The second reason consists in a relatively
easy design of the probes with the combination of strong lifetime response onto oxy-
gen concentration and minor dependence on other environment variables, including
pH, temperature, interactions with proteins, etc.

To date, two approaches for the design of practically applicable PLIM O2 sen-
sors have been elaborated, which combine high lifetime sensitivity and selectivity
with respect to oxygen. The first one was developed by Prof. D. Papkovsky’s group
and consists in solubilization of hydrophobic organometallic PLIM sensors (various
platinumporphyrins, e.g. Pt(II)-meso-tetrakis(pentafluorophenyl)porphyrin, PtPFPP,
Fig. 6.3) through their incorporation into nanoparticle-forming polymers (for exam-
ple, cationic polymer Eudragit RL-100, Fig. 6.3) [16]. The resulting nanosensors
(e.g. NanO2, Fig. 6.3) easily penetrate into cells in 2D and 3D cell cultures, but are
hardly applicable for whole-body in vivo imaging since (i) systemic administration
of NanO2 is doubtful because opsonization and phagocytosis caused by positive net
charge of sensor nanoparticles [17–19] lead to accumulation cationic nanosensors in
liver [20] and (ii) excitation wavelengths of NanO2 (excitation maximum at 395 nm)
are far from the first window of transparency of biological tissues (650–900 nm [21]).

The second approach was developed by Prof. Vinogradov’s group and includes
dendronization of Pd- (referred to as “Oxyphors” [15, 22], Fig. 6.4) or Pt-porphyrins
[23, 24] with subsequent modification by polyethylene glycol (PEG) arms. PEGy-
lation is prone to endow macromolecules with prolonged circulation in blood [25].
Though being cell-impermeable and thus inapplicable for intracellular oxygen mea-

Fig. 6.3 Schematic structure of NanO2 oxygen nanosensor described in [16]
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surements, “Oxyphors” and related sensors are suitable for systemic administration
and consequently promising for in vivo oxygenation measurements [15, 22].

The both approaches are based on essentially similar Pt/Pd-porphyrin emitters,
which demonstrate phosphorescence in NIR area of the spectrum, display strong
response to oxygen concentration and are rather insensitive to variations in temper-
ature and pH. Additionally, the outer polymer “shell” (either polymer nanoparticle
or branched dendrons) provides steric protection of the luminescent center from
interaction with biomolecules, which may considerably and uncontrollably change
the probe sensitivity to oxygen. However, this type of protection does not elimi-
nate phosphor’s sensitivity to oxygen since O2 molecule is small enough to easily
diffuse through the protective polymeric “shell” and get in contact with the triplet
chromophore.

Nevertheless, in the context of increasing PLIMpotential for in vivo imaging (vide
supra) further tuning of photophysical and physico-chemical properties of prospec-
tive probes is highly desirable. Several key ideas have already been realized. The
first one consists in variations in the structure and composition of metal porphyrins,
e.g. in development of the porphyrine aromatic system, which may shift excitation
and emission wavelengths into the first window of transparency of biological tis-
sues (650–900 nm). As an example, the structure of Pd-tetrabenzoporphyrins [15]
is presented in Fig. 6.4, which differs from standard porphyrin core (drawn by red
color) by its conjugation with four benzo-groups (drawn by green color). This idea
has led to several near-infrared sensors, including “NanO2-IR” (Excitation/Emission
wavelengths are 615/760 nm [26]) and “Oxyphor G4” (Excitation/Emission wave-
lengths are 637/813 nm [15]), and enabled whole-body tumor hypoxia imaging [15].
Unfortunately, excitation bands of the above probes still do not exactly fall into the
window of transparency of biological tissues, and, to the best of our knowledge, there
are no phosphors with one-photon excitation wavelength over 650 nm.

Fig. 6.4 Chemical structures of Oxyphors R4 and G4 described in [15]
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Fig. 6.5 Chemical structure of two-photon PLIM oxygen sensor—platinum porphyrin-coumarin-
343 described in [23] and used in [28, 29] (see Fig. 6.6). Two-photon absorbing antenna (Coumarin
343) is depicted by blue, phosphorescent acceptor (Pt porphyrin core) is depicted by red color

The second improvement consists in the synthesis of molecular ensembles con-
taining triplet chromophore with the excitation spectrum fit in the 350–500 nm range
and two-photon absorbing antenna excited by femtosecond lasers operating at the
wavelengths from 700 to 1000 nm, see Fig. 6.5. Two-photon antenna excitation fol-
lowed by the resonance energy transfer to the triplet emitter gives resulting emission
above 650 nm. In this case both excitation and emission fall into the first window
of transparency of biological tissues. This approach requires extremely high density
of photon flux, which is a major drawback of the probes of this type, because high
light scattering in biological tissues makes it highly diffuse at the depths higher than
1 mm and inapplicable for multiphoton confocal experiments [21]. Consequently,
in vivo use of this type of oxygen sensors is restricted to the measurements at depth
not exceeding 1 mm [27].

Nevertheless, several two-photon O2 sensors were developed either via cova-
lent bonding of two-photon absorbing antenna (Coumarin 343, [23]; Coumarin 307,
[24]) to PEGylated shell of Pt porphyrins (platinum analogs of “Oxyphors”) or via
simultaneous incorporation of two-photon antennas (polyfluorene) andPt-porphyrins
into either cationic nanoparticles made of Eudragit RL-100 (MM2 [30]) or anionic
poly(methyl methacrylate-co-methacrylic acid) nanoparticles, referred to as PA2
[31]. Application of these sensors enabled direct in vivo measurements of local O2

concentration in the bone marrow through the intact animals skull [28] (Fig. 6.6a), as
well as high-resolution measurements of O2 partial pressure in cerebral vasculature
of animals (Fig. 6.6b) [29].
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Fig. 6.6 Examples of in vivo two-photon PLIM oxygen sensing of platinum porphyrin-coumarin-
343 (see Fig. 6.5 for structure). a Maximum intensity projection image montage of a blood vessel
entering the bone marrow (BM) from the bone. Bone (blue) and blood vessels (yellow) are delin-
eated with collagen second harmonic generation signal and Rhodamine B—dextran fluorescence,
respectively. The two arrows point to locations of pO2 measurements just before and after the vessel
enters the BM. Scale bar: 100 μm. Reprinted with permission from [28]. Copyright 2014 Nature
Publishing Group. bMeasurement of pO2 in cortical microvasculature. Left: measured pO2 values
in microvasculature at various depths (colored dots), overlaid on the maximum intensity projection
image of vasculature structure (grayscale). Digital processing was performed to remove images
of the dura vessels. Edges of the major pial arterioles and venules are outlined in red and blue,
respectively. Right: composite image showing a projection of the imaged vasculature stack. Red
arrows mark pO2 measurement locations in the capillary vessels at 240 μm depth. Orange arrows
point to the consecutive branches of the vascular tree, from pial arteriole (bottom left arrow) to the
capillary and then to the connection with ascending venule (top right arrow). Scale bars: 200 μm.
Reprinted with permission from [29]. Copyright 2010 Nature Publishing Group

Another prospective way to obtain the NIR excitation/emission probes consists
in the use of up-converting antenna instead of two-photon one. This approach also
allows shifting of both excitation and emission maxima into the first window of
transparency, but, contrary to the previous case, excitation of up-converting antenna
requires much less intense laser power and can be used for deep in vivo imaging.
Despite the high promising potential of this approach, only a few publications have
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described this method [32, 33], with only one example of PLIM oxygen imaging by
up-converting sensors [32].

In conclusion, themost advanced to date application of PLIM is sensing of oxygen
and imaging of its distribution in biological samples. A limited amount of probes
based on the Pt/Pd porphyrins have found practical application in biomedicine; their
derivatives containing tetra-benzoporphyrins as emitters and either two-photon or up-
converting antennae display excitation and emission wavelengths in the windows of
transparency of biological tissues that makes them applicable for in vivomicroscopic
experiments.

6.3 Perspectives of PLIM

As mentioned above, the general progress of PLIM is a result of mutual synergistic
influence of at least three major research areas, including development of instrumen-
tation, biological models, and phosphorescent probes.

In the field of instrumentation, we believe that further progress will focus on
implementation of more affordable instruments, which will provide shorter acqui-
sition times (now typical PLIM experiment takes from minutes to tens of minutes)
accompanied by enhanced spatial resolution. This could be achieved via optical
schemes allowing more efficient photon harvesting, using multiple detectors, etc.

In the field of biological models, on the one hand, new animal models are being
intensely developed, especially in the areas of neuro- and cancer imaging; so PLIM
techniques must progress concurrently to match requirements of new objects to be
studied. The ultimate goal in this area is performing of single cell visualizationwithin
living and intact body [34]. On the other hand, more sophisticated cell constructs are
evolved, and increasing tendency of switching from 2D and “quasi-uniform” (i.e.
consisting of one cell type) 3D models, to highly differentiated 3D tissue models
including “organoids” and artificially engineered tissues. Reference [14] presents
excellent recent overview of implementation and perspectives of PLIM and related
imaging techniques in the field of 3D tissue modelling.

The progress in the above-mentioned fields is definitely posing novel challenges
for the development of phosphorescent probes compatible with requirements of
biomedical experiments (solubility and stability in physiological media, biocom-
patibility, retaining of sensitivity to analytes in biological samples) and best suitable
for effective acquisition of the data in lifetime domain. Below we will highlight the
main challenges and emerging areas of design and development of phosphorescent
probes.
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6.3.1 Non-oxygen Sensing

The most obvious idea in this field is application of PLIM for sensing of various
microenvironment parameters (such as pH, temperature, ionic strength) and biolog-
ically relevant analytes other than oxygen (cations/anions, biothiols etc.). The latter
area includes but not limited to development of sensors to low molecular ions (Zn2+,
Cl−, F−, ClO−), biologically important molecules (including H2S, cysteine as well
as other biothiols, DNA, miRNA, etc.) and selective stains for different organelles
(nucleus, nucleoli, mitochondria, lysosomes, and cell membrane). The key achieve-
ments in bioanalytics of this sort are exhaustively reviewed in the recent publication
[3], however neither of these probes have become a commercial product yet. One
of possible explanations (in addition to exceptional youth of this area) is that, con-
trary to oxygen sensor, other sensors and trackers do not possess such a robust and
unambiguously interpretable lifetime correlations with appropriate analytes (as it
was achieved in the case of oxygen sensing) and often display concomitant lifetime
dependence on other microenvironment characteristics.

Two possible strategies may be used to decouple/avoid the cross-talk between
target and obstructive parameters and to design effective non-oxygen PLIM sensors.
The first strategy consists in rational design of the probe architecture (choice of
appropriate luminescent center and ligand environment selectively responsive to the
target analytes) while the other one should be based on embedding of phosphors into
responsive matrix (various kinds of nanoparticles, conjugation to polymers, etc.).
Below (in the rest of this Section) we describe both approaches in detail.

6.3.1.1 Rational Design of Phosphor Architecture

Molecular thermometers. One of the challenging tasks in functional bioimaging
is preparation of PLIM molecular sensor with lifetime response onto temperature
variations in physiological interval. The design of this type of probes relies on
the recent findings of strong luminescence intensity [35] and lifetime [36] depen-
dence of europium complexes on temperature within the 30–45 °C range. More-
over, the europium compounds luminescence was found to be nearly indepen-
dent of oxygen concentration that allows avoiding cross-talking of these physio-
logical parameters. Consequently, europium complexes are very attractive candi-
dates for PLIM temperature sensing. For example, Eu-tris(dinaphthoylmethane)-
bis-(trioctylphosphine oxide) complex (Fig. 6.7a) incorporated into poly(methyl
methacrylate)-based nanoparticles demonstrated variations of luminescence lifetime
from 230 to 170 μs in response to the temperature increase from 30 to 40 °C [36].
Though these PLIM experiments were restricted to investigation of sensor nanopar-
ticles embedded into poly(vinyl alcohol) films [36], this example demonstrates high
potential of Eu complexes in temperature tracking in biological samples, e.g. in liv-
ing cells, in response to stimuli of various nature, using PLIM technique. Aside from
Eu complexes, various nanomaterials, such as silicon nanoparticles [37] or gold nan-
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Fig. 6.7 Structures of a Eu(III) thermometer described in [36] and b Tb(III) viscometer described
in [39]

oclusters [38], also demonstrate substantial lifetime temperature dependences and
are promising for application as PLIM molecular thermometers.

Molecular viscometers. In the case of microviscosity measurements, an effective
strategy consists in the development of probes bearing ligands with auxiliary rotors.
In the case of correct design, the rotor’s internal rotation can contribute into one of
nonradiative relaxation channels. As a result, increase in microviscosity slows down
internal rotation to give the decrease in nonradiative relaxation rate, and, ultimately,
elongation of luminescence lifetimes and increase in luminescence intensity. This
concept was exemplified by Tb(III) complex bearing biaryl rotors (Fig. 6.7b) that
exhibited statistically significant increase in lifetimes within the nuclei compared to
the cytoplasm [39].

Molecular pHmeters. Incorporation of protonatable groups into ligands of phos-
phorescent complexes renders them pH sensitive. For example, two Ir(III) complexes
bearing N,N ligands featuring β-carboline motif (Fig. 6.8) displayed both pH depen-
dence and accumulation in lysosomes as a result of secondary amino group proto-
nation [40]. The complexes are thus regarded as promising pH sensors though their
sensitivity to oxygen quenching and interaction with lysosomal constituents should
be investigated to avoid potential misinterpretations of lifetime changes.

6.3.1.2 Polymer-Based Environmentally Responsive Sensors

An alternative idea of sensors development consists in the use of phosphor conjugates
with environmentally responsive polymers. This approach was successfully exem-
plified by molecular thermometer based on the conjugate of luminescent iridium
complexes with thermally responsive polymer [41]. The polymer undergoes confor-
mational coil-to-globule transition in physiological temperature range that results
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Fig. 6.8 Structures of pH-sensitive Ir(III) complexes described in [40]

in dramatic change in luminescence intensity. This approach was implemented in
both ratiometric and PLIM imaging modalities for temperature measurements, but
generally this idea can be broadened to other microenvironment parameters such as
pH, ionic strength, and viscosity provided that at least two requirements were met.
First, luminescent complex should be as little as possible environmentally sensitive
by itself. Second, the core-shell architecture with environmentally responsive core
conjugated with the phosphor and hydrophilic outer shell that sterically protects
labels from unwanted interactions seems to be more preferable compared to linear
polymers.

6.3.2 Towards Live Imaging of Cell/Tissue Metabolism

Another growth point in the PLIM research will be the switching from “concen-
tration measurement” to “metabolic” imaging, i.e. obtaining of information on the
status of organelle, cell or tissue rather than just quantitative imaging of the dis-
tribution of oxygen or other analytes. In fact, such metabolic imaging has already
been implemented in FLIM, where the “optical redox ratio”, the term encompassing
ratios between free and protein-bound NADH (electron donor) and FAD (electron
acceptor), directly calculated from FLIM, is intensely investigated and was proved
to differentiate between normal and precancerous cells [9]. In analogy to the above
term, we believe that it is possible to design PLIM probes, which would respond to
some metabolic shifts or processes by corresponding changes in lifetimes. To date,
there is no clear understanding of what kind of metabolic response could be used
for such analysis but we would highlight several emerging applications that have the
potential of transformation into metabolic imaging.

The first of these examples is the real-time sensing of newly synthesized proteins
[42]. To realize this analytical instrument, the authors first forced cells to produce
proteins withmethionine substituted by L-azidohomoalanine (AHA), themethionine
structural analog, by incubating them in methionine-free media supplemented with
AHA (Fig. 6.9a) [43]. The newly synthesized proteins contained azido groups and
thus were able to conjugate with iridium complex containing alkynyl groups via
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Fig. 6.9 Experimental scheme of bioorthogonal labelling of newly synthesized proteins for fluo-
rescence visualization in cells. a Schematic diagram of metabolic labelling of newly synthesized
proteins in mammalian cells using L-azidohomoalanine (AHA) incorporation and then over the Cu
(I)-catalyzed [3+2] azide–alkyne cycloaddition to label fluorescence. Reprinted with permission
from [43]. Copyright 2017 Elsevier. b Chemical structures of L-methionine and AHA. C. Scheme
of click reaction between Ir-alkyne complex and AHA residue described in [42]

click reaction directly inside cells (Fig. 6.9b). Upon this conjugation the lifetime of
iridium complex dramatically decreased from 600–800 (free complex) to 400–600 ns
(conjugated complex) without variations in the energy of emission. As a result,
monitoring of protein synthesis dynamics became possible. This example shows
not only principal ability to perform selective bioconjugation inside living cells but
also paves the way to the design of sensors with lifetime response onto changes in
essential characteristics of biomolecules and organelles including complex formation
or disintegration, dimerization, conformational changes, etc.

In this context, metabolic DNA imaging looks particularly attractive. DNA is
the molecule that undergoes substantial conformational transitions during cell cycle,
and elaboration of PLIM sensors changing their lifetimes in response to DNA com-
paction/unfolding would eventually lead to creation of “PLIM cell cycle clocks”. To
date, such complexes are not found yet, though there are some significant results
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obtained in closely related area. The most promising example consists in develop-
ment of dinuclear ruthenium “light-switch” DNA probes [44] (Fig. 6.10a). These
complexes demonstrate strong luminescence enhancement accompanied by almost
two-fold increase in lifetimes upon interaction with DNA but, unfortunately, do not
show any significant lifetime variations during DNA transformations characteristic
for different cell cycle stages. Nevertheless, other chemistry can be offered to gain
desirable lifetime sensitivity, and using of chiral isomers would be advantageous in
this context, since DNA is also chiral molecule, and this hypothesis is corroborated
in part by demonstration of the fact that interaction of DNA with � and � enan-
tiomers of another (but similar) ruthenium complex resulted in substantially different
lifetimes [45] (Fig. 6.10b).

Analogously to the above example related to DNA, metabolic PLIM imaging
can be adapted for other biologically relevant biomolecules, as well as to cell com-
partments (e.g., inner or outer membranes) or even organelles, such as mitochon-
dria, lisosomes, Golgi apparatus, adiposomes, etc. Despite numerous reports on
organelle-specific phosphors, there are only a few attempts to evaluate applicabil-
ity of these probes in PLIM. Potential metabolic sensors may respond to different
stimuli such as variations on redox potential or degree of membrane polarization,
activation/inhibition of proteases, esterases, or any other ferments, polarity, etc.

For example, we have shown [46] that lipohilic homoleptic Au-alkynyl cluster
(Fig. 6.11a) demonstrates rather unexpected behavior in lipid droplets. While dis-
tributing rather uniformly between lipid droplets (based on intensity measurements;
Fig. 6.11b), the complexes demonstrate two distinct domains in lifetime distribution
(Fig. 6.11c–d), with one lifetime drastically different from that observed in model
lipid media (vegetable oil) [46]. Though there is no experimentally supported expla-
nation of the appearance of the additional lifetime mode, this observation clearly
shows advantageous nature of PLIM functional imaging over usual “localization”

Fig. 6.10 Chemical structures of Ru complexes described in [44] (a) and [45] (b)
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Fig. 6.11 a Schematic structure of lipophilic Au cluster. Visualization of adipocytes in the chicken
subcutaneous adipose tissue (b, c): b Signal detection with spectral imaging. c Phosphorescence
lifetime image. d Distribution of the phosphorescence lifetimes across the image (c). Two-photon
excitation at 710 nm. Scale bar: 100 μm. Reproduced with permission from [46]. Copyright 2017
Elsevier

mode: in addition to visualization and “localization” of cell compartments provided
by both modalities, functional imaging also provides information on the “status” of
the region of interest, provided that there is an unambiguous correlation between the
specific environmental property and lifetime.

6.3.3 Dual (Ultimately—Multiple) Sensors

Another approach that seems to be developed rapidly in the nearest future is elab-
oration of dual emission probes, which could perform simultaneous sensing of two
independent parameters for correlative mapping. In a remote perspective multiple
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sensors have a clear prospective to become an advanced tool in functional bioana-
lytics. In the case of dual sensors, two principal constructions can be offered.

6.3.3.1 Dual-Modality FLIM/PLIM Probes

As it was demonstrated above (Sect. 6.2.1), modern PLIM equipment allows parallel
performing of PLIM and FLIMmeasurements. Consequently, it is natural to suppose
that dual emission fluorescent-phosphorescent probe would be an ideal candidate for
simultaneous FLIM/PLIM experiment. This candidate should meet the following
requirements: (i) excitation bands of both luminophores should overlap to make
possible simultaneous excitation; (ii) emission band of the fluorophore should not
overlap with excitation band of phosphor to avoid self-quenching; (iii) lifetimes of
both probes should demonstrate a wide dynamic range in response to two mutually
orthogonal microenvironment changes within physiological interval.

To date, despite numerous papers describing dual emission fluorescent-
phosphorescent constructions, there was no reports on their application in dual
FLIM/PLIM sensing mode: the overall majority of such dual probes are used as
ratiometric sensors for oxygen. The conceptually closest example to the above ideas
was demonstrated in thework describing simultaneous FLIM/PLIMmapping of tem-
perature and oxygen by two simultaneously administered sensors: the FLIM sensor
on temperature and PLIM sensor on oxygen [47].

6.3.3.2 Dual and Multiple PLIM Probes

Since lifetime range characteristic of phosphorescent emitters and potentially appli-
cable in PLIM is at least of 5 orders of magnitude (from 10−8 to 10−3 s; Fig. 6.12),
simultaneous acquisition of lifetime information from several phosphors is possi-
ble. For example, Lakowicz and co-workers clearly demonstrated PLIM differenti-
ation of three Ru complexes displaying rather close lifetimes (7, 17, and 42 ns for
tris(5-amino-1,10-phenanthroline)ruthenium(II), tris(2,2′-bipyridine)ruthenium(II),
and tris(2,3-bis(2-pyridyl)pyrazine))ruthenium(II), correspondingly) individually
incorporated into silver nanoshells (SiO2 nanoparticles covered by Ag nanolayer)
[48]. Hence, upon appropriate intracellular targeting, simultaneous multi-tracker
imaging is possible, with the number of trackers sufficiently exceeding currently
available range of fluorescent ones (up to 4 species in FLIM mode; up to 6 species
in spectral imaging mode). In the case of phosphorescent sensors working in much
broader lifetime interval (up to 10-fold change of lifetime upon variation of analyte
concentration) differentiation of at least four phosphors with lifetimes differing by
at least one order of magnitude (e.g., 10–100 ns, 0.1–1, 1–10 and 10–100 μs) is
possible.

Regarding the combination of several phosphors into one construction, several
different Eu–Ir dual phosphors were involved in assessment of their applicability in
PLIM to date (Fig. 6.13) [49–51]. Unfortunately, PLIM experiments were described
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Fig. 6.12 Typical time intervals characteristic for FLIMandPLIM, and typical lifetimes of different
classes of phosphors

Fig. 6.13 Structures of dual Eu–Ir complexes described in [49] (a), [50] (b) and [51] (c), respec-
tively

for Ir-based luminescence solely while Eu-based luminescence was used in time
gatingmode [49].Most probably, thiswas because of a very long emission lifetimes of
Eu chromophore that turned image acquisition time unacceptably long. Nevertheless,
this approach seems to be very promising, and other luminophore combinations are
anticipated.



126 P. S. Chelushkin and S. P. Tunik

6.4 Conclusions

In conclusion, this brief review is aimed to demonstrate that PLIM is an emerging and
rapidly growing molecular imaging modality as well as to outline still unexplored
areas of the method application. Contrary to the majority of molecular imaging
modalities, PLIM is the functional imaging, i.e. it is the approach that visualizes
not only distribution of a probe, but also its functional state in one or another way
related to physiological status of the sample under study. Despite its relative youth,
this approach has already become an important tool in the area of molecular imag-
ing with the alternative and quite robust methodology of oxygen sensing/mapping.
We envision that nearest future will see not only step-by-step progress in this area
(i.e. improvement of equipment, sophistication of biomedical models, appearance
of novel commercial probes and selective trackers suitable for PLIM) but also qual-
itative transition of PLIM to a new stage—the era of metabolic phosphorescence
lifetime imaging.
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Chapter 7
Optical Control of G Protein-Coupled
Receptor Activities in Living Cells

Hideaki Yoshimura and Takeaki Ozawa

Abstract Membrane receptors transmit external signals into cells in response to
extracellular stimuli and their activities are controlled spatiotemporally. In recent
years, it has become possible to control activity of a target membrane receptor by
external light using a photoreceptor protein. It forms oligomers or interacts specifi-
cally with its binding partners after light absorption. Controlling receptor activities
by external light is now a powerful approach to elucidating the role of receptor activ-
ities and its dynamics in various life phenomena. In this review, we describe a new
technology of optically controllable receptor using a photoreceptor protein, CRY2,
and its application to the interaction of GPCR with β-arrestin in living cells.

7.1 Introduction

Basic knowledge of biochemistry of bioluminescence becomes driving forces behind
development of basic tools used for modern life science. A typical example is the
discovery of the light source of firefly luciferase; the light source is composed of
an enzymatic reaction of luciferase with its substrate, D-luciferin [1]. Since ATP
and oxygen molecules are necessary for this reaction, luciferase has been used for
highly sensitive luminescence analysis of ATP. Also, the luciferase enzyme is still
one of the most versatile proteins as a reporter of gene expression, which is used
for measuring transcriptional activities in living cells [2]. Another example is the
green fluorescent protein (GFP) discovered in the 1962 [3], which is now indispens-
able as a tool to visualize target molecules and proteins in living cells and animals.
Furthermore, various amino acid mutants of GFP and identification of analogues
thereof have advanced the development of fluorescent proteins showing new optical
properties [4], which support the current fluorescence imaging technologies. Thus,
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the technical basis of modern biological science is strongly dependent on the results
of photobiological research.

It has been well known that plant cells and algae include many light-absorbing
proteins. The proteins contain organic molecules as their chromophore originated
from metabolites in the cells. When the chromophore in the proteins absorbs light
in a visible region, the proteins undergo dynamical changes in their structure, and
translate the light signal into activation of intracellular signaling. Retinal in an ion
channel (Fig. 7.1a), for example, absorbs light with a specific wavelength region,
and then the channel protein transduces the light signal into the activation of visual
cells. Based on the knowledge of light-absorbing ion channel, new technologies
called optogenetics have been emerged by artificially expressing such ion channels
in neurons [5]; a specific nerve activity in living animals can be controlled by turning
on and off of external light. Since the appearance of optogenetics technology, it has
spread into various ion channel proteins and their applications [6]. In parallel with
the ion channel technologies, various new photoreceptor proteins have also been
utilized for directly controlling intracellular enzyme activity and gene expression in
living cells and animals [7].

Receptor proteins embedded in the plasma membrane in living cells recognize
extracellular ligandmolecules and transmit signals into cells, thereby inducing appro-
priate cellular responses according to environmental differences. One of the impor-
tant membrane receptor families is G protein-coupled receptors (GPCRs), which
are widely distributed in different organs and mediate numerous hormones, neu-
rotransmitters and odor molecules, etc., into intracellular signaling [8]. Although
the elucidation of the structure of GPCR is progressing [9], most of the details of
the mechanism such as binding with G protein or β-arrestin regulating its function,

Fig. 7.1 Different types of optogenetics tools. a Structure of retinal and different types of ion
channels. Arrows in the bottom figure indicate direction of each ion flow. b Structure of FMN and
FAD and character of CRY2. Upon blue light absorption, CRY2 forms oligomers or interacts with
its specific binding protein, CIBN
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its accompanying intracellular signals, and dynamic process of the translocation to
endosomes. Many studies using specific ligands and inhibitors for GPCRs have been
carried out so far, it is difficult to manipulate these compounds in the spatiotemporal
way. Therefore, it is desirable to develop new technologies for simultaneous analysis
of GPCR and its related proteins in living cells. We herein focus on a new method-
ology of the analysis of GPCR and β-arrestin interactions using a photoreceptor
proteins, CRY2 and new insight into the mechanism of intracellular trafficking of
GPCRs.

7.2 Optogenetics Tool of CRY2

Many photoreceptor proteins undergo their structural changes upon light absorption
by their chromophores. In optogenetics, the property of photoreceptor proteins is used
for controlling activity of specific proteins of interest in living systems. In particular,
photoreceptor proteins that form dimers and oligomers by light absorption are widely
used as a module that induces protein-protein interactions and localization changes
of a target protein in living cells.

Photoreceptor proteins responsive to blue light are often used as optogenetics
tools. Of various photoreceptor proteins absorbing blue light, the light-oxygen-
voltage sensing (LOV) domain is a representative: Aureochrome 1a derived from
Vaucheria frigida which is a kind of yellow-green alga has a LOV domain (AU1)
enveloping flavin mononucleotide (FMN) as a chromophore (Fig. 7.1b). Blue light
irradiation induces the protein dimer formation reversibly, which was applied for
manipulating gene expression by external blue light [10].

On the other hand, Cryptochrome is a family of photoreceptor proteins having
flavin adenine dinucleotide (FAD) as a chromophore. Among them, Cryptochrome 2
(CRY2) derived from Arabidopsis thaliana is widely used as a light control module
in response to blue light. CRY2 exhibits two important characteristics with blue
light absorption; one is a reaction in which CRY2 forms an oligomer (Fig. 7.1b).
Particularly in plant cells, it forms agglomerates in a microscopic observable sizes
called Photobody in the nucleus. Until now, the CRY2 protein has been used as an
optogenetics module to control activities of tyrosine kinase and membrane receptors
such as Trk and DCC receptors [11, 12]. The other is a character of interaction
between CRY2 and CIB1 protein, which is a target protein of CRY2. Because CRY2
interacts with the N-terminal domain of CIB1, the truncated domain (called CIBN) is
used as a tool for lightmanipulation. The interaction ofCRY2withCIBN is reversible
and their complex dissociates promptly upon turning off the light (Fig. 7.1b). Taking
these advantages of CRY2-CIB1 interactions, some researchers have demonstrated
their application to controlling kinase activities such as intracellular kinases Akt and
Ras [13, 14].
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7.3 Signal Transduction of GPCR and Downstream
Molecules

GPCRs represent the largest protein family and mediate large number of external
stimuli such as hormones, and neurotransmitters, which are therefore implicated in
myriad of physiological functions and diseases in our body [15, 16]. Even though
the GPCR family consists of nearly 1000 members, their structural features and
the signal transduction pathways through them are highly conserved throughout the
members. GPCRs consist of single polypeptide chain that spans 7 times across the
cell membrane. The GPCRs activated with a specific agonist lead to interaction
with heterotrimeric G proteins inside of the cells and stimulate signal transduction
through G proteins. The activated GPCRs are then C-terminally phosphorylated
by GPCR kinases (GRK), and then β-arrestin is recruited through interaction to the
phosphorylated site on the GPCRs. The β-arrestin recruitment induces stimulation of
the MAP/ERK signaling pathway, receptor desensitization, and clathrin-dependent
endocytosis.

Hetero trimeric G proteins are typical downstream proteins of activated GPCRs,
consisting of three subunits, Gα, Gβ, and Gγ. Upon an agonist binds to GPCR, the
Gα subunit in heterotrimeric G protein, which are tethered to the inner leaflet of
the plasma membrane are associated with the active GPCRs. Then, the signal is
transduced from the GPCR to the heterotrimeric G protein, leading activation and
dissociation of the heterotrimeric G protein into a Gα and a Gβγ dimer.

GPCRs in an active form undergo the function of G protein-coupled receptor
kinase (GRK) and are phosphorylated at the C-terminal region [17]. Then, β-arrestin,
another downstreammolecule of GPCRs, interacts with the phosphorylation site and
forms a complex with the GPCRs. β-arrestin attaching to a GPCR has different
functions. First, β-arrestin inhibits the activity of GPCRs to transduce signal to G
proteins by preventing GPCR-G protein interaction (desensitization) [18]. Second,
upon attaching to GPCRs, β-arrestin transduce signal to its downstream molecules
such as ERK1/2. In addition, β-arrestin provides a scaffold to concentrate clathrin
and its related proteins, and induces endocytosis of the GPCRs [19]. Beside the
importance of the G-protein signaling pathway, the roles of β-arrestin are thus also
critical to regulate GPCR functions.

7.4 Light Regulation of GPCR-β-Arrestin Interactions

The interaction betweenGPCRs and β-arrestin is crucial for GPCR signaling, regula-
tion of GPCR activity, and GPCR trafficking in the cells. Artificial control of GPCR-
β-arrestin interaction is a promising approach to control the function of GPCRs
comprehensively. We have established a method to manipulate GPCR-β-arrestin
interaction through photo irradiation in living cells. We introduced briefly the work
of photo regulation of GPCR-β-arrestin interaction in living cells [20].
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β2-adrenergic receptor (ADRB2), which is one of the most investigated GPCRs,
was selected as a target GPCR. ADRB2was fusedwith CIBNwhereas β-arrestin was
connected to CRY2. Upon blue light irradiation, photo-induced interaction between
the CRY and CIBN leaded association between ADRB2 and β-arrestin (Fig. 7.2)
[21, 22]. In addition, a SNAP tag, which is a tag protein to conjugate an organic
fluorescent dye, and a red fluorescent proteinmCherry were attached to ADRB2-CIB
and β-arrestin-CRY, respectively, to monitor their localization in cells. The SNAP
tag was conjugated with SNAP-Cell 647-SiR, which is a far red fluorescent dye, in
microscope observation, allowing simultaneous localization analysis ofADRB2-CIB
and β-arrestin-CRY in the same living cells.

Before blue light irradiation, ADRB2-CIB and β-arrestin-CRY were localized on
the plasmamembrane and in the cytosol, respectively. This localization property was
consistent with those of ADRB2 and β-arrestin in the resting state without stimu-
lation. Upon blue light irradiation, interaction of CRY2 and CIBN led to β-arrestin
recruitment to the plasma membrane within 2 min, then particle-like structures that
include ADRB2 and β-arrestin appeared in the cytoplasm 15 min after the light irra-
diation (Fig. 7.3). Treatment of the sample cells with a dynamin inhibitor, Dingo4a,
before the blue light irradiation hampered the generation of the particle-like struc-
tures in the cytoplasm, indicating that the particle-like structures were endosomes
that form through clathrin-dependent endocytosis of ADRB2-β-arrestin complexes.

In endocytosis on various receptor molecules including ADRB2, some cytosolic
proteins were recruited to endosomes to initiate, compose, and/or maintain the endo-
somes. To assess the recruitment of the endocytosis-related proteins to the photo-
induced endosomes of ADRB2-β-arrestin complexes, localization of one of such
proteins, Mdm2 [23], was monitored during the photo-induced ADRB2 endocytosis
under a fluorescence microscope. Upon blue light irradiation of the sample cells,
Mdm2 was recruited to the photo-induced endosomes. After the blue light irradia-
tion stopped, Mdm2 relocated to the cytosol homogenously as the endosomes were
decomposed. This result showed that the photo-induced interaction between ADRB2
and β-arrestin induced formation of endosomes of the same properties as those gen-
erated upon physiological stimulations.

Fig. 7.2 Schematic of the optogenetic tool to control ADRB2-β-arrestin interaction
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Fig. 7.3 Light-induced endocytosis of ADRB2-CIB. Scale bar, 20 μm. Blue light was irradiated
for 30 min to the cells expressing ADRB2-CB and Arrestin-CRY under a confocal fluorescence
microscope

Considering the reversibility of CRY-CIB interaction, dissociation of photo-
induced ADRB2-β-arrestin complex after stopping light irradiation was tested. The
cells expressing ADRB2-CIB and β-arrestin-CRY were irradiated with blue light
for 30 min, which was sufficient to form endosomes in the cytosol. Then the light
irradiation was quitted and the cells were kept in dark. In the dark condition, the
endosomes disappeared in 20 min, and ADRB2-CIB and β-arrestin-CRY relocated
to the plasmamembrane and the cytosol, respectively (Fig. 7.4). The same endosome
disappearing and relocation of ADRB2 and β-arrestin occurred in case of stimula-
tion with an agonist, isoproterenol (ISO). ISO treatment for 60 min led to reduction
of ADRB2 on the plasma membrane, whereas ADRB2 recovered on the plasma
membrane over time after washing ISO out. Thus the photo-regulation system on
ADRB2-β-arrestin interaction reproduces the trafficking dynamics of ADRB2 and
β-arrestin upon agonist stimulation.

Next, the dependency of endosome trafficking on blue light irradiation time was
assessed [20]. The cells expressing ADRB2-CIB and β-arrestin-CRYwere irradiated
blue light for 120 min and colocalization of generated endosomes with lysosome
marker protein LAMP1 were monitored. In the fluorescence microscope images
of LAMP1 and ADRB2-CIB, ADRB2-CIB predominantly localized on lysosomes,
which were represented as particles including LAMP1. This result suggests that pro-
longed ADRB2-β-arrestin interaction leads the endosomes to lysosomal degradation
pathway.

Finally, biochemical activity of ADRB2-CIB as a GPCR upon blue light irra-
diation was estimated. In the assay of ADRB2 activity to transduce the signal to
G protein pathways, nanobody 80 (Nb80), which selectively bind to the active state
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Fig. 7.4 Recycling of ADRB2-CIB after quitting light irradiation. Scale bar, 20 μm. The cells
expressing ADRB2-CIB and β-arrestin-CRY was illuminated with blue light for 30 min and kept
in dark for further 20 min under a confocal fluorescence microscope

ADRB2 interacting toG proteins [24], was used. The gene ofGFP-fusedNb80 (GFP-
NB80) was introduced and expressed in the cells stably expressing ADRB2-CIB and
β-arrestin-CRY, and the localization of GFP-Nb80 was monitored upon blue light or
ISO stimulation under a fluorescence microscope. Whereas 30 min ISO stimulation
led to formation of endosomes that contained GFP-Nb80, the endosomes formed
after blue light irradiation did not include GFP-Nb80. In addition, the signal trans-
duction activity through the β-arrestin pathway was assessed by Western blotting
analysis to detect ERK1/2 phosphorylation, which is a downstream of the β-arrestin
signal pathway. Different from ISO stimulation, blue light irradiation of ADRB2-
CIB and β-arrestin-CRY-expressing cells failed to induce ERK1/2 phosphorylation.
Phosphorylation on the C-terminal region of ADRB2, which occurred upon ISO
stimulation, was also assessed by Western Blotting analysis. Even upon blue light
irradiation, the C-terminal region did not phosphorylated. These results indicates that
the photo activation system of ADRB2-CIB and β-arrestin-CRY induces endocytosis
of ADRB2-β-arrestin complex, even though such biochemical activities of ADRB2
as signal transduction through G-protein pathway, ERK1/2 pathway stimulation, and
phosphorylation of the ADRB2 C-terminal region were not introduced.

The study described above shows a potential of the optogenetics tool based on
CRY and CIB to induce a particular physiological event. In the case of ADRB2
and β-arrestin, CRY-CIB interaction upon blue light irradiation induces ADRB2-β-
arrestin complexes formation, resulting in endocytosis of the complexes (Fig. 7.5).
It is noteworthy that the light irradiation triggers complex formation of ADRB2 and
β-arrestin and following endocytosis, a downstream event of ADRB2—β-arrestin
complex formation. On the other hand, upstream phenomena of the endocytosis, such
asG-protein pathway signaling, the C-terminal phosphorylation, or ERK1/2 pathway
signaling, were not induced. These results imply two aspects of GPCR endocytosis.
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Fig. 7.5 Schematic on trafficking of ADRB2-CIB and β-arrestin-CRY upon photo irradiation

First, formation of endosomes is induced upon GPCR-β-arrestin complex forma-
tion, which would provide a scaffold to recruit various endocytosis related proteins
to the endosomes. Second, endocytosis of GPCR does not require other upstream
biological activation, such as signaling activity through G-proteins and ERK1/2, and
phosphorylation of the GPCR. These finding are newly provided as a GPCR func-
tioning mechanism, and would not be revealed without a photo-activation system
based on CRY and CIB.

7.5 Perspective

Upon an extracellular signal is induced into a cell, the signal is transmitted through
many molecules and also branched multiple pathways. In addition, temporal pat-
tern of signal input causes a variety of signal outputs. Analyses of the function and
mechanism of each signaling molecule are still difficult in conventional methods.
Recent development of optogenetic tools allows for spatiotemporally-specific signal
input, as well as stimulation of a particular target molecule in the middle of a sig-
naling pathway. As shown in the case of optogenetic control of ADRB2-β-arrestin
interaction, different duration time of molecular-molecular interaction results in var-
ious outputs; ADRB2 was recycled after β-arrestin dissociation whereas continuous
ADRB2-β-arrestin interaction for 60 min or longer led them to a degradation path-
way in lysosomes. Activation of ADRB2-β-arrestin interaction, which is a mid-point
in whole signaling cascades starting from ADRB2, revealed that upstream signal-
ing events such as activation of G-protein signaling and ERK1/2 signaling are not
required to initiate and control ADRB2 trafficking. Such analyses were realized
by artificial manipulation of ADRB2-β-arrestin interaction by the CRY-CIB-based
optogenetic tool.



7 Optical Control of G Protein-Coupled Receptor … 137

Further development of optogenetic tools and their practical application will pro-
vide much suggestive information in biological studies. Variation of spatial and tem-
poral patterns in signal input generated by an optogenetic technique and quantitative
analysis of signal output will provide clues to establish a mathematical model on
a target signaling cascade, which will highly contribute to works on systems biol-
ogy. Optogenetic signal input to a particular cell in living organ will also be useful to
investigate cell-cell communication and intercellular signal transduction. Thus, opto-
genetic techniques will provide new aspects in investigation on signal transduction
and mechanisms in biological phenomena of living animals.
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Chapter 8
Perspective Tools for Optogenetics
and Photopharmacology: From Design
to Implementation

Dmitrii M. Nikolaev, Maxim S. Panov, Andrey A. Shtyrov,
Vitaly M. Boitsov, Sergey Yu. Vyazmin, Oleg B. Chakchir, Igor P. Yakovlev
and Mikhail N. Ryazantsev

Abstract Optogenetics and photopharmacology are two perspective modern
methodologies for control and monitoring of biological processes from an isolated
cell to complex cell assemblies and organisms. Both methodologies use optically
active components that being introduced into the cells of interest allow for opti-
cal control or monitoring of different cellular processes. In optogenetics, genetic
materials are introduced into the cells to express light-sensitive proteins or protein
constructs. In photopharmacology, photochromic compounds are delivered into a
cell directly but not produced inside the cell from a genetic material. The develop-
ment of both optogenetics and photopharmacology is inseparable from the design
of improved tools (protein constructs or organic molecules) optimized for specific
applications. Herein, we review the main tools that are used in modern optogenet-
ics and photopharmaclogy and describe the types of cellular processes that can be
controlled by these tools. Although a large number of different kinds of optogenetic
tools exist, their performance can be evaluated with a limited number of metrics that
have to be optimized for specific applications.We classify these metrics and describe
the ways of their improvement.
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8.1 Introduction

Modern photonics provides versatile tools for control and monitoring of biologi-
cal processes from an isolated cell to complex cell assemblies and organisms. The
most straightforward approach is to use intrinsic optical properties of molecules and
molecular aggregates that are produced naturally in the cell. Several implementations
of this approach have been developed and used for biological and medical applica-
tions [1–3]. However, the real progress was made by using specially designed tools
with desired optical, chemical, and biological properties that, being incorporated
into the cellular processes, allow changing them after absorption of a photon at the
specific wavelength.

Two main methodologies have been proposed for such optical monitoring and
control of cellular processes: optogenetics and photopharmacology. Their key dif-
ference is in the tools employed. In optogenetics, light-sensitive proteins or protein
constructs are genetically introduced into the cells of interest becoming an inte-
gral part of the cellular machinery [4]. Illumination of cells modified in such way
allows for the change of various cellular properties and processes, for example,
the membrane potential or gene transcription. In photopharmacology, photochromic
compounds are delivered into the cell or to its surface [5, 6]. Such compound has to
satisfy two requirements: the compound can be transferred from one form to another
form by a light stimulus, and physiological activities of these two forms must differ.
One of the interesting examples is photochromic ion channel blockers—compounds
that block a channel in one form and open in another one, allowing for the change
in ion transport from extracellular to intracellular regions.

The development of both optogenetics and photopharmacology is inseparable
from the design of improved tools (protein constructs or organic molecules) opti-
mized for specific applications. These improvements regard either to the biological
features, such as expression levels, toxicity, an efficiency of localization at the tar-
get sites, either to the properties of the light-induced response. In this review, we
will cover the main factors determining the functionality of both optogenetic and
photopharmacological tools and consider the commonly applied methods for their
improvement.

This review is organized as follows. First, we will introduce the types of cellular
processes that can be controlled with modern optogenetic and photopharmacological
tools. For each target process, the applicable tools will be described. Although a
large number of different kinds of optogenetic tools exist, their performance can be
evaluated with a limited number of metrics. In the following subsections, we will
classify these metrics in the Tables 8.1 and 8.2. For each metric, we will consider
challenges and proposed solutions.
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Table 8.1 The performance metrics of optogenetic tools and possible approaches for development
of optogenetic tools with improved performance

Performance metrics Optogenetic tools Possible solution

Signal intensity (increasing) Microbial rhodopsins as
neural actuators or inhibitors

• Conversion of proton pumps
into anion channels [21, 22]

• Finding natural
anion-conducting microbial
rhodopsins [23, 24]

• Shifting ion selectivity to
divalent ions [86]

• Rational mutagenesis near
the active site [20, 87, 88]

Microbial rhodopsins as
fluorescent reporters

• Subject protein to the
directed evolution [89]

• High-throughput screening
of mutants [90]

• Combining microbial
rhodopsins with bright
fluorescent proteins in
FRET system [75]

LOV domains • Rational mutagenesis near
the active site [91, 92]

Cryptochromes • Rational mutagenesis near
the active site [93, 94]

UVR8 receptors • Coupling two UVR8
receptors [95]

Sensors based on fluorescent
proteins

• Finding brighter FPs [96]
• Increasing the expression
levels and plasma
membrane localization [97]

• Mutation of existing FP
[98–100]

Kinetics (acceleration or
deceleration)

Microbial rhodopsins (ms
timescale)

Acceleration of kinetics:
• Rational mutagenesis of the
residues involved into the
photocycle [90, 101, 102]

• Using faster rhodopsins
from other organisms [103]

• High-throughput screening
of mutants [90]

Deceleration of kinetics:
• Site-directed mutagenesis of
residues involved in the
photocycle [104, 105]

(continued)
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Table 8.1 (continued)

Performance metrics Optogenetic tools Possible solution

GPCRs (second-minutes
timescale)

Acceleration of kinetics:
• Using GPCRs from
vertebrate cone opsins [28,
106]

Deceleration of kinetics:
• Using bi-stable GPCRs with
long-living open states [30,
107]

• Expression of high levels of
GPCRs leading to the
saturation [108]

LOV domains (minutes–hours
timescale)

Acceleration of kinetics:
• Rational mutagenesis
altering hydrogen-bonding
network near the active site
[49, 109–112]

Sensors based on fluorescent
proteins

Acceleration of kinetics:
• Finding faster functional
domains [113–115]

• Change the position of
fluorescent protein [97]

• Optimize linker between
fluorescent protein and
functional domain [116]

• Rational mutagenesis [98]
• Random mutagenesis [100]

Activation wavelength
(red-shifting or obtaining
tools with substantially
different on/off activation
wavelengths)

Microbial rhodopsins • Natural variation of
wavelengths [103, 117, 118]

• Rational mutagenesis near
the active site [89, 119, 120]

• Creating protein chimeras
[121, 122]

• Subject protein to the
directed evolution [68]

GPCRs • Applying OptoXR
approach, choosing visual
rhodopsin with required
absorption maximum [31,
34, 123]

LOV, BLUF, Cryptochromes • Activation wavelength is not
altered

• Switching to phytochromes
that perform same functions
[60]

(continued)
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Table 8.1 (continued)

Performance metrics Optogenetic tools Possible solution

Phytochromes • Using a different bilin
chromophore [124, 125]

Tools based on fluorescent
proteins

• Mutations of GFP [126]
• Choosing FP with different
absorption wavelength [127]

Stability of the signal
(increasing)

Microbial rhodopsins as
neural actuators or inhibitors

• Rational mutagenesis [123]
• Shifting ion selectivity to
divalent ions [86]

Microbial rhodopsins as
fluorescent reporters

• Rational mutagenesis [90]
• Decreasing illumination
intensity [128]

GPCRs • Switching to opsins from
invertebrates [106, 123]

LOV domains • Very stable optogenetic
sensors [85, 129, 130]

Tools based on fluorescent
proteins

• Decreasing illumination
brightness [131]

Sensitivity of the signal
(increasing)

Microbial rhodopsins as
neural actuators or inhibitors

• Using rhodopins with
slower kinetics [87, 105]

• Shifting ion selectivity to
divalent ions [86]

• Using more sensitive
GPCRs [106, 132]

Microbial rhodopsins as
fluorescent reporters

• Mutating residues involved
in the photocycle [90, 102]

Tools based on fluorescent
proteins

• Mutating fluorescent protein
near the active site [98, 133,
134]

• Mutating functional domain
[72, 100]

• Optimizing linker between
fluorescent protein and the
functional domain [100]

• Replacing fluorescent
protein or functional domain
with homologs [97, 113,
127]

Measurement of absolute
values

Tools based on fluorescent
proteins

• Ratiometric measurements
[135, 136]

• Preliminary calibration
[137]

(continued)
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Table 8.1 (continued)

Performance metrics Optogenetic tools Possible solution

Microbial rhodopsins • Monitoring the change of
signal upon alteration of
illumination wavelengths
[138]

Compatibility of optogenetic
tools

Two microbial rhodopsins • Using two independent
actuators [122, 139]

• Using actuator/inhibitor
system in a single neuron
[140]

• “Closed-loop optogenetics”:
combination of the actuator
and the reporter of neural
electrical activity [90, 141]

• Using outward proton pump
and inward chloride pump
for pumping chloride ions
from neurons [142]

Two fluorescent proteins • Using several fluorescent
sensors for simultaneous
monitoring of different
processes [143]

Expression and plasma
membrane localization levels

Microbial rhodopsins • Finding natural analogs with
higher expression and
localization levels [66, 140,
144]

• Creating chimeras with
highly expressing protein
[122]

• Using additional sequences
in expression system [145,
146]

Tools based on fluorescent
proteins

• Using smaller functional
domains [72, 73]

• Optimization of coupling
between a fluorescent
protein and a functional
domain [97]

• Replacing a fluorescent
protein with analogs [147]

Availability of the
chromophore

Microbial rhodopsins and
GPCRs

• Retinal chromophore is
available in animals or can
be delivered into their
organisms with food [10]

LOV, BLUF, cryptochromes • Flavin chromophore is
available in animals or can
be delivered into their
organisms with food [130]

(continued)
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Table 8.1 (continued)

Performance metrics Optogenetic tools Possible solution

Phytochromes • Bilin chromophores need
extra synthesis in animals
[148, 149]

UVR8 receptors • Do not use chromophores
for light absorption

Toxicity Microbial rhodopsins For ion pumps:
• Shifting to potassium or
sodium ions [16–18]

• Using anion channels [21,
24]

For sensors:
• Rational mutagenesis to
eliminate residual
photocurrents [66]

LOV, BLUF, cryptochromes • Using natural analogs with
reduced dark activity [46,
47]

• Expressing sensors with
additional constructs which
will suppress dark activity
[150]

Tools based on fluorescent
proteins

• Reducing expression levels
[151]

Table 8.2 The performance metrics of photopharmacological tools and possible approaches for
development of photopharmacological tools with improved performance

Performance metrics Possible solution

Efficiency of the pharmaceutical (increasing) • Increasing the isomerization efficiency of
a molecular photoswitch [181]

• Altering the conformational change upon
isomerization [182]

Activation wavelength (red-shifting) • Extending π-conjugated system [183]
• Introducing electron-donating or
electron-withdrawing groups [184, 185]

• Adding bridge between the ring moieties
of the molecular photoswitch [186, 187]

Kinetics of thermal relaxation (acceleration or
deceleration)

Acceleration:
• Introducing electron-donating or
electron-withdrawing groups, creating
“push-pull” molecular systems [184, 185]

Deceleration:
• Adding bridge between the ring moieties
of the molecular photoswitch [186]

• Functionalizing molecule with
ortho-fluorine [190]

Stability (increasing) • Inserting electron-donating moieties
[193–195]
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8.2 Optogenetics. Properties to Control or Monitor
and Applied Tools

In this sectionwewill consider cellular properties andprocesses that can be controlled
ormonitoredwith optogenetic tools. For each application,wewill describe the classes
of tools and briefly describe the molecular mechanisms of their functioning.

Control of electrical activity of excitable cells (neurons and cardiomyocytes). In
order to achieve this goal, one has to activate ion currents through the cell membrane
[7, 8]. Two main protein families are used for this purpose.

Microbial rhodopsins. Microbial rhodopsins are heptahelical transmembrane pro-
teins naturally found in archaea, algae, fungi, and bacteria (Fig. 8.1a).Working as ion
pumps or ion channels, microbial rhodopsins allow effective activation and inhibition
of neural electrical activity by changing ion currents through the membrane.

Activation of neural excitability is achieved by intracellular transport of cations,
leading to the neural depolarization. Proton-pumping channelrhodopsins are themost
commonly used actuators of neural activity [9–12].

The detailed molecular mechanism of proton pumping in channelrhodopsin has
not been determined yet. However, it is known that at some stages of the photocycle
the retinal chromophore becomes deprotonated and the opsin converts into an open-
gate state, allowing for proton transfer from the chromophore into the cell (neuron).
Afterward, the retinal chromophore can be reprotonated with a proton from the
intracellularmediumand the opsin converts back into a closed-gate state [13]. Several
studies demonstrated that channelrhodopsins can function not only as proton pumps
but also as cation channels, allowing for cation transfer inside a cell [12]. The pumped
protons (or other cations) change the membrane potential of the neuron, leading to
its depolarization.

Inhibition of neural activity with other microbial rhodopsins can be achieved via
three mechanisms.

(1) Neural hyperpolarization achieved by outward cation transport or inward anion
transport. Tools for outward cation transport: proton-pumping archaerhodopsins
[14, 15], natural and engineered sodium pumps [16, 17], and potassium pumps
[18]. Tools for inward anion transport: chloride-pumping halorhodopsins and
cruxhalorhodopsins [19, 20]. Here, the conformational changes in proteins trig-
gered by light absorption lead to the formation of an ion pore, which is highly
selective to a certain ion type [18–20]. This selectivity is determined by the
amino acids forming the pore, however, exact mechanisms are not always clear.

(2) Blocking neural depolarization by triggering “shunting” currents of chloride
ions through light-gated chloride channels. Initially, light-activated chloride
channels were engineered on the basis of proton-pumping channelrhodopsins
[21, 22]. A single replacement of a negative residue on a positive one led to the
change of protein ion specificity. Later natural chloride channels with increased
conductance were found [23, 24]. While the exact working principle of these
anion-conducting channelrhodopsins is not clear yet, recent site-directed muta-
genesis studies support the idea that two mechanisms are involved.
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Fig. 8.1 Structure of main classes of optogenetic tools. a Microbial rhodopsin N. pharaonis
halorhodopsin (PDB entry 3A7K) with an all-trans retinal chromophore, b Visual rhodopsin from
T. Pacificus (PDB entry 2Z73) with an 11-cis retinal chromophore, c–e LOV domain (PDB entry
5EFW) (c), BLUF domain (PDB entry 2IYG) (d) and cryptochrome (PDB entry 2J4D) (g) are opto-
genetic tools with a flavin-based chromophore, flavin mononucleotide is presented in the figure,
f Phytochrome (PDB entry 4OUR) with bilin chromophore, g UVR8 receptor (PDB entry 4DNW)
utilizing tryptophan clusters for light absorption
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Fig. 8.1 (continued)

The first mechanism is mostly regulated by the protonation of a single Glu68
residue [25]. The slight change of conductance efficiency with pH supports
the idea that another pH-dependent group is also involved into the channel
dynamics. The second mechanism is fully regulated with a conserved Cys102
residue. Probably, Cys102 residue forms a hydrogen bond with a conserved
Asp156 residue in a closed-gate state. Upon light absorption, the hydrogen bond
dissociates, and the subsequent conformational changes lead to the formation of
an open-gate state [25]. The channel opening leads to the occurrence of “extra”
flow of cations, which decreases the local electrical resistance of the cellular
system and, subsequently, decreases the excitatory postsynaptic potential.
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(3) Excitation of inhibitory interneurons with proton-pumping channelrhodopsins
[26]. The activation of interneurons leads to the silencing of local areas of the
brain [27].

GPCRs. G protein-coupled receptors constitute a large class of transmembrane
proteins found in eukaryotes (Fig. 8.1b). Upon activation with photon absorption
or binding to a specific signaling molecule, GPCRs activate signaling transduction
by interacting with a specific G protein. GPCRs are most commonly used for the
inhibition of neural activity through intrinsic Gi/o and Gs pathways. Usually, visual
rhodopsins from vertebrates and invertebrates are used [28, 29].

Specifically, light activation triggers the interaction of visual rhodopsin with
G proteins. G proteins are involved in the regulation of G protein inward rectify-
ing potassium (GIRK) channels and presynaptic calcium channels. Thus, the light-
activated interaction between rhodopsins and G proteins leads to the light-activated
ion flow through GIRK and presynaptic calcium channels that induces neural inhi-
bition [28].

In other studies bi-stable melanopsins, neuropsins, and parapinopsins that can be
switched on and off with brief pulses of light with different wavelengths are used
[30].

In order to change the G protein-coupling specificity of GPCR, an OptoXR
approach is used. In the OptoXR method, rhodopsin intracellular or extracellu-
lar loops are replaced with corresponding parts of the ligand-activated GPCR
with required specificity [31–33]. Alternatively, the ligand-activated GPCR can be
attached to the C- or N-terminus of the light-activated rhodopsin [34].

Control of synaptic transmission between neurons. In order to achieve this goal,
modern optogenetic tools that can change pH levels in the presynaptic region of
neurons are used. Up to date, only proteins from the family of microbial rhodopsins
were utilized for this purpose.

Microbial rhodopsins. Microbial rhodopsin archaerhodopsin-3 expressed in
presynaptic terminals demonstrated light-activated inhibition of neurotransmitter
release via increasing intracellular pH levels [35, 36]. The substantial increase of
pH levels at the presynaptic terminals is induced by the light-activated proton pump-
ing activity of archaerhodopsin-3.However, the exactmechanismof neurotransmitter
release inhibition via pH increase is not determined yet, even though several specu-
lations have been made [35].

Control of enzyme activity. In order to achieve this goal, modern optogenetic tools
mediate a light-induced structural reorganization of a target enzyme. This allows con-
trolling intracellular concentrations of second messengers, such as cyclic adenosine
monophosphate (cAMP). Proteins from five protein families are used for this pur-
pose.

LOV proteins. LOV proteins, naturally found in plants, bacteria, algae and fungi,
absorb blue light with a flavin mononucleotide (FMN) chromophore (Fig. 8.1c).
For optogenetic applications they are attached to specific functional domains. Light
activation triggers structural reorganization in the LOV protein.
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Specifically, this reorganization starts from the formation of a covalent bond
between the FMN chromophore and the conserved cysteine residue [37]. The reorga-
nization is then transmitted via hydrogen bonds and salt bridges to the alpha-helical
linker, leading to its rotation. The rotation of the linker in its turn causes the reorien-
tation of the functional domain, triggering its activation or inactivation. The induced
effect depends on the number of coils in the alpha-helical linker, but does not critically
depend on the linker length. Thus, addition of seven coils conserves the rotational
angle of the linker and has a little effect on the signal transmission from the LOV
domain to the functional domain.

In one of the examples, LOV domain was attached to histidine kinase (HisK)
instead of its natural chemosensory domain, which allowed light activation of the
enzyme [38].Here, LOV-HisK constructswere paired in order to achieve the effective
lightmodulation ofHisK activity. It was demonstrated, that alteration of alpha-helical
linker length led to three different cases: activation, deactivation or independence of
HisK activity upon blue light illumination, supporting the assumption of crucial
dependence of LOV-triggered effects on the linker rotational angle.

In other applications to modulate calcium concentrations, LOV proteins were
attached to calcium-binding proteins, altering their calcium-binding capability [39].
The same strategy was used to activate Rac1, regulating cell protrusions [40].

Blue Light Utilizing Flavine adenine dinucleotide (FAD) (BLUF) domains. The
action mechanism of BLUF domains is similar to that of LOV proteins (Fig. 8.1d).
Photon absorption by the flavin chromophore also triggers structural reorganization
of these proteins, which is transferred to distinct functional domains. It is proposed
that the first steps of this photoactivated reorganization involve the electron transfer
between FAD and the conserved tyrosine amino acid, leading to the formation of
two radicals.

Subsequently, the formation of the radicals leads to the alteration of a hydrogen-
bonding network of the protein and induces significant conformational alterations.
However, the mechanism describing how this structural reorganization is transmitted
to the linker between BLUF and functional domains remains is completely unclear
[41].

In one of the experiments considering blue light triggered enzyme activation,
BLUF domain was coupled to the catalytic domain that produces cAMP second
messenger, which allowed blue-light mediated cAMP production [42, 43].

Cryptochromes. Cryptochromes are the third class of optogenetic tools that use the
flavine chromophore (FAD) for blue light absorption (Fig. 8.1e). Cryptochromes are
naturally found in plants and animals. Their functioning is based on the same prin-
ciples as the functioning of LOV proteins and BLUF domains. Thus, attachment of
cryptochromes to specific enzymes allows for light-induced activation of these pro-
teins. For example, the light-inducible region of Arabidopsis thaliana cryptochrome
attached to its binding partner allowed for the activation of the tropomyosin-related
kinase, which regulates neurotrophin signaling [44].

Phytochromes. Phytochromes are photoreceptors naturally found in plants. They
use bilin chromophore for light absorption and are attached to distinct functional
domains in optogenetic experiments (Fig. 8.1f). In a recent study, a red light-activated
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bacterial phytochrome was linked via an alpha-helical linker to an effector module
ofHomo sapiens phosphodiesterase 2A. Resulting light-activated phosphodiesterase
(LAPD) modulated the hydrolysis of cAMP and cGMP [45]. The mechanism of sig-
nal transduction here is similar to that of LOV domains; however, it is not completely
described yet.

Microbial rhodopsins. The microbial rhodopsin from fungus Blastocladiella
emersonii fused to the guanylyl cyclase catalytic domain allowed green light-
activated modulation of cGMP levels [46, 47]. These unique eight alpha-helical
rhodopsins allowed for the light-modulated control of cyclic nucleotide gated chan-
nels opening, modulating the intracellular cGMP levels.

Recruitment of protein to plasma membrane or organelles. In order to achieve
this goal, one has to alter protein binding to specific functional proteins that are
attached to the membrane or an organelle in a light-dependent manner. This allows
controlling protein availability to its binding partners, modulating its activity. Three
main protein families are used for this purpose.

LOV proteins. Light-activated interaction of LOV domain from Arabidopsis
thaliana with GIGANTEA protein mediated the recruitment of yellow fluorescent
protein to the plasma membrane, which led to the dimerization of the target protein
[48]. In other works light-induced protein binding was used for activating scaffold
proteins, kinases, and nucleotide-exchange factors [49].

Phytochromes. Plant photoreceptor phytochrome B from Arabidopsis thaliana
coupled with phytochrome interaction factor 3 (PIF3) was attached to the cellular
membrane. Red-light illumination regulated the binding of PIF3 to target proteins,
in this way regulating attachment of target proteins to the membrane. This approach
was used to modulate intracellular signaling by changing protein availability to its
binding partners and to control nuclear localization of proteins [50–52].

Cryptochromes. The activation of Raf kinase occurs when the protein is bound
to the cellular membrane. In a recent study, Raf proteins were labeled with cryp-
tochromes. Upon blue-light absorption, cryptochromes attached to their interaction
partners, whichwere recruited to the plasmamembrane. Thus, Raf kinase recruitment
and activation occurred [53].

Light modulated organelle relocalization. In order to achieve this goal, one has
to induce organelle binding to specific functional proteins that are attached to mobile
intracellular structures. Control of organelle relocalization allows the modulation of
cellular signaling, cell growth, and other vital cellular activities. Up to date, only
LOV proteins and cryptochromes were used for this purpose.

Light-oxygen-voltage (LOV) proteins. In order to achieve blue-light induced relo-
calization of peroxisomes, they were fused to the LOV domain from Avena sativa
phototropin 1. Upon blue-light absorption, LOV domain attached to the cytoskeletal
motor protein kinesin, which moved the peroxisome [54].

Cryptochromes. In one of the experiments, organelles were labeled with cryp-
tochrome 2. Upon blue-light activation, cryptochrome bound to its interaction part-
ner CIB1. CIB1 in its turn was fused to intracellular molecular motor kinesin. Thus,
blue-light activation bound organelles to kinesin, which resulted in their translocation
[55].
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Control of protein-protein interactions. In order to alter protein-protein interac-
tions, one has to change the position of the target protein relative to its interaction
partner. This allows for modulation of protein activation and deactivation, and can
be used for light-modulated opening of ion channels. Two main protein classes are
used for this purpose.

LOV proteins. In one of the experiments, the photoswitch consisted of a LOV
domain bound to a peptide toxin that blocks ion channels. Upon light activation, the
photoswitch unfolded, lowering toxin concentration near the cell membrane. The
lack of toxin near the cell membrane led to unblocking of ion channels [56]. In
another study, target protein was bound to the localized LOV domain. Upon blue-
light absorption, target protein detached from LOV domain and moved to the site of
action [49]. LOV domains bound to peptides allowed for blue-light mediated control
of peptide binding affinity [57].

Phytochromes. Phytochrome B from Arabidopsis thaliana with its interaction
partner PIF3 was combined into a conditional protein splicing system. Red light
absorption led to the attachment of phytochrome to the specific intein,which triggered
protein splicing processes [58].

Control of gene transcription and expression. In order to induce gene transcrip-
tion or expression in a light-dependent manner, modern optogenetic tools activate
specific DNA binding proteins. Four main protein classes are used for this purpose.

LOV domains. Fusion of a LOV domain with DNA-binding protein EL222 pre-
vented the dimerization of the latter protein. Upon blue-light absorption EL222
detached from the LOV domain, underwent dimerization, which led to DNA-binding
and triggering of the gene transcription [59]. Light-induced interaction of LOV
domain from Arabidopsis thaliana with GIGANTEA protein bound to the DNA-
binding domain also allowed to regulate gene transcription [48].

Phytochromes. Red light absorption triggers interaction of phytochromeBwith its
interaction partner PIF6, reconstituting a factor mediating gene transcription. Upon
far-red light absorption, the interaction breaks, silencing gene transcription [60].

Cryptochromes. Plant cryptochrome 2 bindsArabidopsisCIB1 protein upon blue-
light absorption. This system allows for light-activated DNA binding and activation
of gene expression and DNA transcription [61].

UV Resistance locus 8 (UVR8) receptors. UVR8 receptors are naturally found in
plants. These proteins utilize tryptophan clusters for UV-light absorption (Fig. 8.1f).
UVR8 receptors from A. thaliana in the dark-adapted state are organized in homo-
dimers. Light activation leads to UVR8 monomerization.

As it was demostrated in recent mutational studies supported by dynamic crys-
tallography and quantum chemical calculations, in the dark adapted state the two
UVR8 monomers are coupled together with a network of hydrogen bonds and salt
bridges [62, 63]. Upon light absorption, the charge separation in the conserved
Trp233/Trp285 residues occurs, which leads to the disruption of salt bridges between
arginine and aspartic acid residues that connected the two monomers. The molecu-
lar dynamics simulations also support the idea that upon light absorption the water
molecule located at the interface of two UVR8 monomers is released, which also
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results in the dissociation of hydrogen bonds between the monomers. However, these
assumptions have to be proved experimentally in further investigations [62].

In a construct for UV-activated gene expression, the monomeric form of UVR8
receptor interactswith theE3-ubiquitin ligaseCOP1 factor activatinggene expression
[64]. Specifically, upon light absorption the monomeric UVR8 receptor binds to the
WD40 domain of the COP1 factor, which activates the target promoter and starts the
gene expression [64].

Monitoring the electrical activity of excitable cells (neurons). In order to detect
the changes of cellular membrane potential, modern optogenetics uses tools that alter
their fluorescent signal upon the change of external electric potential.

Microbial rhodopsins. Several microbial rhodopsins—archaerhodopsin-3, green
light-absorbing proteorhodopsin, and Gloebacter violaceus rhodopsin demonstrate
the voltage-dependent intensity of fluorescence [65–68]. They absorb light with the
retinal chromophore that can be either in all-trans or 13-cis conformations in the
dark-adapted state (corresponding to two coexisting conformations of proteins).

The fluorescence spectroscopy and near-IR resonance Raman confocal
microscopy studies of archaerhodopsin-3 suggest that the fluorescent Q-form of
the protein is an intermediate that is generated after the photoexcitation of the 13-
cis archaerhodopsin-3 conformation [69, 70]. Specifically, during the photocycle of
archaerhodopsin-3 the deprotonation of the retinal chromophore occurs (M-state).
Subsequently, the chromophore is reprotonated (N-state), and the photoexcitation of
the N-state generates the Q-state. In its turn the photoexcitation of the Q-state results
in the fluorescent signal.

It is assumed that membrane voltage regulates the equilibrium between the
deprotonated M and the protonated N-states, thus regulating the concentration of
the Q-form. However, the exact mechanism of potential-dependent fluorescence of
archaerhodopsin-3 and other similar proteins is not clear yet [69].

Sensors based on fluorescent proteins. A fluorescent protein or two fluorescent
proteins (FPs) are attached to a functional voltage-sensing domain. Membrane volt-
age triggers structural reorganization in the functional domain, which is transferred
to FPs via a connecting linker, altering the fluorescent signal [71–73]. For example,
in VSFP1 voltage sensor, two fluorescent proteins (CFP and YFP) connected with a
flexible linker were fused to the fourth alpha-helix of the Ciona intestinalis voltage-
sensing domain [74]. The alteration of membrane voltage induced the rotation of the
fourth alpha-helix of the domain and consequently changed the relative orientation
of the two fluorescent proteins. In its turn the change of orientation altered the Flu-
orescence Resonance Energy Transfer (FRET) efficiency between the proteins, and
caused the alteration of the output fluorescent signal [74].

In recent studies, GFP was introduced into the neuron in combination with the
fluorescent voltage-dependent microbial rhodopsin archaerhodopsin-3. Membrane
voltage altered the intensity of the fluorescent signal of archaerhodopsin-3 that was
absorbed with the GFP via FRET, which caused a more substantial alteration in the
GFP fluorescence [75].
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Monitoring the intracellular pH levels. In order to detect the changes of pH levels,
modern optogenetics uses fluorescent proteins that alter their signal properties upon
the change of intracellular or extracellular pH level.

Sensors based on fluorescent proteins. Specific mutations in the vicinity of fluo-
rescent protein active site shift the pKa values of the protein chromophore and endow
the GFP and its analogs (such as YFP, RFP) with the pH sensitivity [76].

Specifically, the intensities of absorption peaks at twowavelengths, corresponding
to the protonated and deprotonated states of the protein chromophore, change with
the alteration of the intracellular pH value [77].Most probably, intracellular pH value
regulates the relative concentration of the protonated and deprotonated states of the
fluorescent protein.

Optical detection of redox reactions. In order to detect redox reaction, modern
optogenetics uses tools that change the properties of their fluorescent signal upon
oxidation or reduction.

Sensors based on fluorescent proteins. Redox reactions are indicated by H2O2

concentrations. Fluorescent reporters either consist of a fluorescent protein and a
distinct H2O2 sensor, which undergoes structural reorganization upon oxidation,
either is represented by mutated fluorescent proteins [78, 79]. In the latter case,
additional peptides for the structural stabilization of the fluorescent protein after
oxidation are required [79].

Specifically, the first H2O2 sensor consisted of a circularly permutated yellow
fluorescent protein (cpYFP) that was inserted into the regulatory domain (RD) of
the H2O2 sensitive protein (OxyR). Upon oxydation, the Cys199 converted into a
sulfenic acid derivative and formed a disulfide bond with the Cys208 of the RD. The
formation of the disulfide bridge dramatically changed the conformation of the RD,
leading to the increase of the cpYFP fluorescence [78].

In further investigations, the cpRFPwasmodified in such a way that the oxydation
led to the disulfide bridge formation between cysteines located at the N- and C-
termini of the protein, and the induced conformational change led to the alteration
of the protein fluorescent signal [79].

Monitoring the intracellular ion concentrations. In order to achieve this goal,
modern optogenetics uses fluorescent proteins that change their signal properties
upon binding to specific ions.

Sensors based on fluorescent proteins. Specific mutations created fluorescent pro-
teins with conformational changes of their chromophore upon ion binding. This con-
formational change leads to the change of the fluorescent signal. For example, the
chromophore of the GFP S65T/T203Y mutant in chloride-unbound form forms a
hydrogen bond with the Tyr203 residue of the apoprotein [80]. The bond dissoci-
ation upon chloride binding to Tyr203 leads to the increased distance between the
GFP chromophore and the Tyr203 residue and causes the increase of absorbance at
400 nm.

In other constructs, more complex systems involving several fluorescent proteins
were developed. For example, in one of the experiments, increase of chloride con-
centration reduced the excitation efficiency of YFP which was connected with CFP
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in a FRET system. Thus, the increase of chloride concentration led to the increase
of CFP fluorescence relative to the YFP fluorescence [81].

Sensors for a number of ions were developed, including calcium, cadmium, zinc
ions [80–82]. Here, two general types of sensors exist. In the sensors of first type, ions
interact not with fluorescent proteins, but rather with distinct modules. For example,
in a calcium sensor the CFP-YFP FRET system was linked to the calmodulin-M13
(CaM-M13) system [81, 83]. In the absence of calcium ions CaM was not bound
to M13 and the two fluorescent proteins were located far away from each other, not
allowing FRET to occur. Interaction of CaM with calcium ions led to the CaM-M13
binding, decrease of the distance between CFP and YFP and the occurrence of FRET
between the two proteins [81].

The second type of sensors does not involve distinct domains for ion binding. For
example, in one of zinc sensors, specific mutations were introduced into CFP and
YFP, creating zinc-binding sites at their surface. These two fluorescent proteins were
linked in a single FRET system. Upon zinc binding, the two proteins stuck together
via zinc bridges, which led to the sufficient change of FRET efficiency between the
two proteins [84].

Opticalmonitoring protein expression and protein-protein interactions. In order
to achieve this goal, the tool must to change the properties of its fluorescent signal
upon binding or interacting with specific proteins.

LOVproteins. LOVproteins have intrinsic dimfluorescence.Rationalmutagenesis
of the protein active site increased this fluorescence and allowed using LOV proteins
as fluorescent reporters of protein-protein interactions [85].

8.3 Optogenetics. Main Properties to Optimize

In this section, we will consider the main properties that define the performance of
optogenetic tools. For each property, we will briefly describe the main directions
of improvement and the approaches that are usually used for the optimization of
this property to specific experimental conditions. This information is summarized in
Table 8.1.

Signal intensity. A lot of studies were aimed at increasing the signal intensity of
optogenetic tools. For tools that are aimed at the control of cellular processes, the
increase of signal intensity is required to achieve the desired effect upon moderate
illumination. For fluorescent reporters of cellular processes or properties, the increase
of fluorescent signal intensity allows for more reliable measurements.

Microbial rhodopsins for control of neural activity. Ion pumping microbial
rhodopsins usually demonstrate suboptimal currents, because a single ion is con-
ducted upon absorption of a single photon. Weak ion currents cannot trigger strong
action potentials or completely inhibit neural electrical activity.

One of the solutions is increasing the conductivity of microbial rhodopsins. For
example, proton-pumping channelrhodopsins were converted into light-gated anion
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channels. In an open-gate state, these constructs allowed chloride ions to move freely
through the pore, shunting excitatory ion currents.

Substitution of a single acidic residue with a basic residue in the ion-pumping
region led to the halide selectivity of channelrhodopsin-2 [21, 22]. While the first
variants demonstrated residual proton currents, additional mutagenesis solved this
problem, leading to variants with even more intense photocurrents [119]. Natu-
ral anion selective channelrhodopsins were even more efficient [23, 24]. Another
approach to obtain large ion currents is shifting the ion selectivity of ion pumps from
monovalent to divalent ions [86].

Site-directed mutagenesis combined with screening assays increased the
channelrhodopsin-2 photocurrents by introducing T159C point mutation [87]. In
other studies, rational mutagenesis in the vicinity of protein active site also led to the
increased signal [20, 88].

Microbial rhodopsins as sensors of membrane potential. Wild-type microbial
rhodopsins used as fluorescent reporters of membrane potential are very dim and
unsuitable for in vivo experiments [66]. Application of directed evolution approach
[89], high-throughput screening of mutants in combination with site-directed muta-
genesis [90] allowed to increase the fluorescence of archaerhodopsin-3. Red-shifting
the absorption spectrum also led to the increase of fluorescence intensity; however,
the mechanism of such improvement is unclear [68].

Another approach is combining microbial rhodopsin with bright fluorescent pro-
tein in a FRET system, monitoring only the change of FP fluorescence intensity [75].
In future studies, computational methodologies can help to develop a protein with
increased signal intensity. Such development can be based on the rational mutagen-
esis or on application of more efficient artificial chromophores with higher quantum
yields [152–163].

LOV proteins and cryptochromes. The intensity of LOV signal is defined by
the change of the regulatory functions, e.g. of target protein binding affinity, upon
light illumination. Rational structure-based mutagenesis of the LOV2 domain from
Avena sativa increased the change of binding affinity of the corresponding functional
domain to DNA upon light illumination in 14 times. Increased change of binding
affinity allowed better control of gene transcription and other DNA-related processes
[91].

Structure-guided mutagenesis in combination with screening assays led to LOV
domain with increased control of interaction between to peptides [92]. The rational
design also increased the light-induced oligomerization of proteins bound to Ara-
bidopsis photoreceptor cryptochrome 2 [93, 94].

UVR8 receptors. The enhancement of UVR8 receptor activity was achieved by
coupling two UVR8 receptors via a flexible peptide linker [95].

Sensors based on fluorescent proteins. The signal intensity of fluorescent sensors
must also be high enough for reliable monitoring of cellular processes. Finding
brighter fluorescent proteins, inserting mutations or circular permutating GFP are
possible solutions [96, 98–100], along with finding sensors with higher levels of
expression and plasma membrane localization [51, 97].
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Photoreceptor kinetics. The desired on/off kinetics of an optogenetic tool greatly
depends on the application of interest. Generation of frequent neural spikes or moni-
toring action potentials requires tools with on/off kinetics faster than 1 ms. When the
inhibition of neural activity is concerned, long off-kinetics is preferable. Long-living
open states of neural silencers allow maintaining neural inhibition with brief pulses
of light, reducing the photodamage and increasing the stability of the tool.

Microbial rhodopsins. Natural microbial rhodopsins have millisecond-timescale
photocycle kinetics. However, generation of frequent spikes can require additional
protein engineering. For example, channelrhodopsin-2 could not stably generate
action potentials with frequencies higher than 40 Hz. Rational mutagenesis of the
channelrhodopsin-2 active site allowed stable generation of action potentials with
frequencies up to 200Hz [87, 101]. Finding faster natural analogs in another possible
approach [103].

Considering microbial rhodopsins used for sensing membrane potential, site-
directed mutagenesis of residues involved in the photocycle along with screening
assays generated variants with submillisecond kinetics [90, 102]. The mutant of
archaerhodopsin-3, QuasAr1, demonstrated response time constants of only 0.05ms,
which is close to the limitations imposed by electronics [90].

Site-directed mutagenesis of C128 and D156 positions of channelrhodopsin-2,
which are involved in the protein photocycle, led to the variants with substantially
decreased off-kinetics [104, 105, 164]. Thus, D156A mutant had open-gate state
lasting for several minutes, compared to about 19 ms of the wild-type protein. Such
great elongation of the protein photocycle is supposed to be related to the alteration
of hydrogen-bonding network between protein helices [104]. Rhodopsins with long-
living open states allowed the engineering of step-function rhodopsins, which are
rapidly turned on and off with brief pulses of light [104, 105].

GPCRs. GPCRs have slower kinetics compared to microbial rhodopsins, with
photocycle lasting for seconds or minutes. Among them, vertebrate cone opsins
have faster responses compared to other types of GPCRs [28, 106]. On the other
hand, melanopsins, neuropsins and parapinopsins have very long open states.

Moreover, these three classes of GPCRs are bistable, i.e. can be turned on and off
with brief pulses of light [30, 107]. In order to obtain even more stable inhibition of
neural activity, sufficient levels of GPCRs were expressed in the target tissue. High
expression levels led to the saturation—there always were proteins in active state,
which led to constant neural inhibition [108].

LOV and BLUF sensors. Activation kinetics of LOV and BLUF sensors is rela-
tively slow and can last from minutes to hours [48, 165]. The slow off-kinetics of
these sensors is related to the long thermal decay of their flavin chromophore to the
dark-adapted state [166]. Rational mutagenesis, e.g. altering the protein hydrogen-
bonding network in the vicinity of the flavin chromophore, allowed altering the
signaling lifetimes of LOV and BLUF sensors by orders of magnitude [109, 110]. It
allowed increasing the activation kinetics of protein recruitment to cellular compart-
ments [49, 111], gene expression [112].

Sensors based on fluorescent proteins. If a fluorescent protein is attached to a dis-
tinct functional, e.g. voltage-sensing, domain, finding faster domains [72, 113–115],
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changing the position of fluorescent protein relative to the functional domain and the
cellular membrane [97], and optimizing the linker between fluorescent protein and
the functional domain [116] are possible solutions. Different mutation techniques,
such as random [100] and rational [98] mutagenesis are also applicable here.

The activation wavelength. A large number of works were aimed at shifting the
activation wavelength of optogenetic tools towards the IR region. This direction is
related to two issues. First of all, the ability of deep tissue imaging requires the red-
shifted activation wavelength, ideally in the IR spectral range, because biological
tissues are almost transparent for radiation in the 700–900 nm spectral range [167].
While the modern solutions to this problem include using highly invasive optical
fibers or application of a two-photonmicroscopy technique [168, 169] the availability
of deep tissue single-photon activation could be much more effective.

Another reason for obtaining red-shifted optogenetic tools is related to the reduc-
tion of phototoxicity—photons with longer wavelength have lower energy and less
affect the biological tissues.

Simultaneous applications of two different optogenetic tools also can require
tuning of their absorption properties. In this case, it is very important to use variants
with substantially different activation wavelengths in order to prevent the spectral
cross-talk (see Compatibility of optogenetic tools).

Microbial rhodopsins. Activation wavelengths of microbial rhodopsins alter in a
wide range evenwithout additional protein engineering. For example, choosing chan-
nelrhodopsin from different bacteria allows varying the activation wavelength from
436 to 590 nm [103, 117, 118]. Rational mutagenesis of the active site and engineer-
ing protein chimeras allowed obtaining red-shifted variants of different microbial
rhodopsins [89, 120–122]. Rational mutagenesis was also used to obtain bi-stable
channelrhodopsin with sufficiently different on/off wavelengths (488/600 nm) [119].
Computational methodologies can be a prospective approach for the rational spectral
tuning of rhodopsins [153, 160, 170–174].

Directed evolution demonstrated itself as a powerful method for shifting protein
absorption maximum. Thus, directed evolution of Gloebacter violaceus rhodopsin
generated mutants with absorption maximum red-shifted at 80 nm relative to the
wild-type protein [68].

GPCRs. Engineering of GPCRs with required G protein specificity and activation
wavelength exploits OptoXR approach. As described above, in theOptoXR approach
visual opsinwith required absorptionmaximumwavelength is combinedwith parts of
ligand-activatedGPCRof interest. Thus, an independent variationof neural inhibition
pathway and activation wavelength is possible [31, 34, 123].

LOV proteins, BLUF, cryptochromes. Color tuning of optogenetic tools with flavin
chromophore is impossible. An alternative is using red light absorbing phytochromes
that perform the same functions [60].

Phytochromes. Modulation of activation wavelength of phytochromes can be
achieved by changing the protein chromophore or finding a natural phytochrome
with different absorption [124, 125].
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Sensors based on fluorescent proteins. For tools based on fluorescent proteins,
choosing FPs with naturally different absorption wavelength or insertion mutations
in the current FPs are the two possible options [126, 127].

Stability. There are two important parameters of the stability of optogenetic tools
that need to be considered: the stability of the signal during long-lasting experiments
and the independence from the cellular environment.

Microbial rhodopsins. Signal intensity of all microbial rhodopsins used for the
control of the neural electrical activity, decrease upon prolonged illumination. This
instability has two reasons. First, the photocycle of microbial rhodopsins has inactive
intermediates with slow recovery kinetics, and these intermediates accumulate with
time [175]. Second, because microbial rhodopsins work as intracellular or extracel-
lular ion pumps or ion channels, the change of corresponding ion concentrations
leads to the decrease of the current [142].

Finding more stable natural variants or introducing mutations in the existing
ones are possible solutions. For example, a channelrhodopsin-1/channelrhodopsin-2
chimera with crossover site at E-F loop exhibited significantly less inactivation upon
prolonged light stimulation [176]. Switching to divalent ions also led to the increase
of signal stability [86].

Fluorescence of microbial rhodopsins used as sensors of membrane potential also
decreases very fast [66, 90]. The speed of photobleaching depends on the illumination
intensity and wavelength, and time-varying modulation of the illumination [128].
Less photobleaching variants can be obtained by insertion of specific mutations
[90], however, even the most stable mutants available up to date are unsuitable for
long-term experiments.

GPCRs. GPCRs demonstrate unstable signal, which adapts under repetitive stim-
ulation [28]. Switching to opsins from invertebrates, e.g. box jellyfish opsin or using
specific cone opsins partially solved this problem [106, 123].

LOV proteins. LOV protein can be used as stable fluorescent reporters of protein-
protein interactions. LOV proteins have very low photobleaching levels, and their
signal is stable over a wide range of pH, temperatures and does not depend on the
availability of molecular oxygen, i.e. they can work in the hypoxia conditions [85,
129, 130].

Sensors based on fluorescent proteins. In case of tools based on fluorescent pro-
teins, using brighter FPs and thus decreasing illumination brightness is a possible
solution [131].

Sensitivity. The sensitivity of an optogenetic control tool is defined by the change
of the signal upon the change of illumination intensity. On the other hand, the sensi-
tivity of fluorescent reporters is defined by the change of fluorescent intensity upon
the change of the property of interest. The sensitivity should be maximal in the
desired physiological range of the target property [143].

Microbial rhodopsins. The sensitivity of microbial rhodopsins used as actua-
tors/inhibitors of neural activity was achieved by the accumulation of rhodopsins
with slow kinetics at the site of interest [87, 105]. Shifting to divalent ions also
increased the sensitivity in 70 times compared to the corresponding monovalent
ion-pumping rhodopsins [86].
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Mutating the residues of fluorescent voltage-dependent microbial rhodopsins,
which are involved in the photocycle, increased their sensitivity [90, 102].

GPCRs. GPCRs as a tool for the control of neural activity are on orders of mag-
nitude more sensitive than channelrhodopsins [106, 132].

Sensors based on fluorescent proteins. Considering sensors based on fluorescent
proteins the following approaches are applied to increase the sensitivity of the tools.

1. Mutation of fluorescent protein at the periphery of the chromophore or circular
permutation of the protein [98, 133, 134].

2. Mutation of the distinct functional domain, e.g. voltage-sensing domain [72,
100].

3. Changing the linker between fluorescent protein and the functional domain [100,
151].

4. Replacingfluorescent protein or functional domainwithmore sensitive homologs
[97, 113, 127].

For example, mutations that alter the chromophore pKa values change the pH
sensitivity of the protein [177, 178]. Mutations that alter the affinity of chloride ions
to the chromophore change the values of halide sensitivity [80, 179].

Measurement of absolute values. Most of the modern fluorescent sensors are
capable of monitoring the changes of the target property, being incapable of mea-
suring the absolute values. A commonly used technique, applied both for measuring
absolute pH and membrane potential values, is ratiometric measurements. Here, the
relative response of the sensor to illumination with two different wavelengths is
measured [135, 136]. However, this approach is quite unstable and has slow signal
detection fidelity.

Attempts to measure absolute values of membrane potential using preliminary
calibration of sensors were performed, however, such calibration is very unstable
and is extremely challenging for in vivo applications [137].

Finally, a complicated reliable approach for measuring absolute values of mem-
brane potential was presented for microbial rhodopsin sensors [138]. The response of
archaerhodopsin-3 mutant upon alteration of two wavelengths was measured. Such
measurements were possible because of a complex nature of archaerhodopsin-3,
which has two dark-adapted conformations.

Compatibility of optogenetic tools. Several studies were aimed at combining
optogenetic tools for a more complex interaction with the target cells. Five different
combinations are used in the experiments.

Two actuators of neural activity. First of all, two kinds of actuators of neural
electrical activity can be simultaneously introduced into different cell types. This
allows independent actuation of distinct neural subpopulations and can be applied
for studying interactions between these subpopulations [122, 139].

Actuator and inhibitor of neural activity. Second, actuator and inhibitor can be
simultaneously introduced into a single neuron. This allows the researchers to easily
turn on and off neural activity with the light of different wavelengths as it was
demonstrated for the channelrhodopsin/halorhodopsin system [140].
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Actuator and sensor of neural activity. The third approach, so-called “closed-loop
optogenetics”, combines an optogenetic actuator and a fluorescent voltage sensor in
a single system [90, 141]. Ideally, the activity of the actuator must depend on the
output signal from the fluorescent sensor.

Several fluorescent sensors. Fourth, several fluorescent sensors can be combined
for simultaneous monitoring of different cellular processes [143].

Combination of ion pumps for a complex effect. Fifth, two tools can be combined
in order to achieve some complex effect. For example, outward proton-pumping
archaerhodopsin was combined with inward chloride pumping halorhodopsin in
order to pump chloride ions out from the cell [142].

Requirements for the combined optogenetic tools. The combined optogenetic tools
must satisfy certain requirements. First of all, the activation spectrumof the combined
tools must be sufficiently different in order to prevent their spectral cross-talk [90,
121]. The only exclusion here is when two tools must be activated simultaneously in
order to achieve the desired effect, as in the case of archaerhodopsin/halorhodopsin
outward chloride pump [142].

Second, while illumination of a tool with red-shifted activation wavelength can-
not trigger the blue-shifted tool, the reverse effect is often observed. Such residual
activation can be suppressed by mutations [141].

Finally, when two different tools are expressed into a single cell, the question
of using single or separate expression systems occurs. In a recent study, it was
demonstrated that a single expression system leads to more stable expression and
plasma membrane localization [180].

Biological problems. In this section we will consider four main classes of prob-
lems that are related with the functioning of optogenetic tools inside the cell.

(a) Expression levels and plasma membrane localization. High expression levels
and excellent plasma localization are of key importance for the efficient and
intensive work of the optogenetic tools. Improving these characteristics is an
especially acute problem for in vivo applications [114].
Microbial rhodopsins. The first solution is finding natural analogs with higher
expression and membrane localization levels. For example, N. pharaonis
halorhodopsin has superior expression levels compared to archaerhodopsins
from different organisms. Both protein types are used for the inhibition of mem-
brane potential [140, 144]. Between fluorescent sensors of membrane poten-
tial, archaerhodopsin-3 demonstrated better membrane localization than green-
absorbing proteorhodopsin in eukaryotic cells [66].
The second approach is creating chimeras with highly-expressing proteins. For
example, replacing the first two helices of green light-absorbing Volvox carteri
rhodopsin with the corresponding part of highly expressing channelrhodopsin-
1 resulted in chimeric rhodopsin with superior expression levels compared to
wild-type Volvox carteri rhodopsin [122].
Using additional sequences in an expression system, e.g.Golgi export sequences
or plasma membrane targeting motifs, can also increase the membrane local-
ization levels [145, 146].



162 D. M. Nikolaev et al.

Sensors based on fluorescent proteins. In case of optogenetic sensors based on
fluorescent proteins, which utilize distinct functional domains, using smaller
domains [72, 73], optimization of coupling between the functional domain and
the fluorescent protein [97], or replacing the fluorescent protein with analog
that do not lead to accumulation of intracellular aggregates [147] are possible
solutions.

(b) Availability of the chromophore. Except for UVR8 receptors, which absorb
light via intrinsic tryptophan clusters, optogenetic tools require a chromophore
cofactor for functioning. This cofactor cannot be encoded in the expression
system of the protein-based tool and binds to the protein inside the cells. For
this reason, the availability of chromophore molecules in the cells of interest is
of critical importance for the tool functioning.
The retinal chromophore, which is required for the functioning of microbial
rhodopsins and GPCRs, and the flavin chromophore required for LOV-based
tools and cryptochromes, are available in animal tissues or can be easily deliv-
ered into their organisms with food [10, 130].
On the other hand, phytochromes, one of the common tools for altering protein-
protein interactions, exploit bilin chromophores, which are absent in animals
and require additional two-stage synthesis [148, 149]. Because of this obstacle,
phytochromes were rarely used for the modulation of protein-protein interac-
tions in animals, giving the preference to LOV-based protein constructs and
cryptochromes.

(c) Undesirable altering the cellular physiology. Another challenge is related to
minimizing the side effects imposed by optogenetic tool functioning on the cell.
Microbial rhodopsins. Proton and chloride pumpingmicrobial rhodopsins, such
as archaerhodopsins and halorhodopsins, alter intracellular pH level, proton, and
chloride concentrations during functioning [14, 15]. Changing of ion specificity
to sodium or potassium is a possible solution [16].
Anion conducting channelrhodopsins, which inhibit neural excitations via
shunting (decreasing ionic flux) rather than hyperpolarization of the cell mem-
brane, also do not cause chloride concentration changes [119, 181].
Light illumination of microbial rhodopsins which are used as fluorescent
reporters of membrane potential can cause the emergence of residual photocur-
rents. These photocurrents can be blocked bymutating a single residue involved
in the photocycle of the rhodopsin [66].
LOV, BLUF, cryptochromes. Optogenetic tools with a flavin chromophore, i.e.
LOV, BLUF domains, and cryptochromes, demonstrate significant dark activity
[43]. Using alternative BLUF domains with reduced dark activity [46, 47] and
truncated versions of cryptochromes [94] can help to solve the problem.Another
approach is expressing these sensors with additional constructs which suppress
dark activity [150].
Sensors based on fluorescent proteins. Fluorescent sensors of membrane volt-
age increase the capacitance of cellular membrane and alter the properties of
the cellular electrical activity [182]. Solving this problem can be achieved by
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reducing the expression levels of the tool, which should be compensated by
increased fluorescence intensity.

(d) Phototoxicity. Another source of cellular damage during optogenetic experi-
ments is light. Phototoxicity involves altering cell morphology and physiol-
ogy, DNA damage [183, 184]. Light photons of longer wavelength contain
less energy, and for this reason, cause less damage [185]. Unfortunately, red-
shifting the activation wavelength is not applicable to all kinds of tools, but only
to microbial rhodopsins, GPCRs, phytochromes, and tools based on fluorescent
proteins.
Other approaches for decreasing phototoxicity include the decrease of illumi-
nation time and the decrease of illumination intensity [87, 105].

8.4 Photopharmacology. Some Tools and Ways for Their
Improvement

Photopharmacology is a new and fast developing area of medicine [6]. The
workhorses of photopharmacology are different types of organic molecules,
which change their conformation upon light illumination, such as azobenzenes,
diarylethenes, azonaphthalenes [186–188]. In order to control specific functions in a
light-dependent manner, these compounds are attached to different pharmaceuticals.
Two types of constructs aremost commonly used. In the first variant, the photoswitch
is used as a linker between two distinct parts of the drug. Upon light absorption, the
photoswitch isomerizes, and the distance between the pharmacores change leading
to drug activation [187]. For example, in several experiments, azobenzene-based
switches were inserted between acrylamide moiety and quaternary ammonium ions
(AAQ) (Fig. 8.2). In the trans-conformation of the photoswitch, the AAQ confor-
mation allows the quaternary ammonium ions to effectively block neural potassium
channels. Upon light illumination, trans-to-cis conversion of azobenzene takes place,
leading to the unblocking of potassium channels [189, 190]. Such optical control of
neurons can be used for the treatment of vision loss caused by neural degradation
[190–193]. In the second type of constructs, molecular photoswitch is bound to
the one-piece drug, altering its affinity to the receptor upon light illumination. For
example, this strategy was used for the control of drugs acting on glutamate and
GABAA receptors [194, 195]. The variation of molecular photoswitches is obtained
by chemical modification of various molecules, which have already proved their
effectiveness. These modifications are aimed at optimization of key characteristics
of the photoswitches for different experimental requirements. Belowwewill consider
these characteristics and run over the standard methods used for their optimization
(Table 8.2).

The efficiency of the photopharmaceutical. The efficiency of the photopharma-
ceutical depends on two key parameters: the efficiency of the photoswitch isomeriza-
tion and the change in the drug activity upon light activation. The efficiency of isomer-
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Fig. 8.2 Structural formula of a commonly used in photopharmacology azobenzene derivative,
AAQ

ization is defined by the difference between relative concentrations of active/inactive
states of the molecular photoswitch in the dark and illuminated conditions. Ideally,
only non-active form must be present in the dark-adapted state, and only active form
in the light-adapted state. However, such situation is prevented by the laws of ther-
modynamics. The presence of a small fraction of the active state in the darkness is
not critical if this fraction is below a certain biological threshold [5].

Studies are aimed at increasing the isomerization efficiency of molecular pho-
toswitches because this will allow increasing the activity of the drug along with
decreasing the required illumination intensity. Up to date, chemical modification of
azobenzene photoswitches allowed obtaining more than 95% cis-isomer upon light
activation [196]. Themagnitude of activity change of the drug can be varied bymodi-
fication of the photochromic compound. For example, in case of AAQ and the similar
switches used for blocking of potassium channels, their efficiency can be altered by
increasing the geometry change upon trans-to-cis isomerization. This alteration can
be obtained by adding proper moieties into azobenzene linkers [197].

Activation wavelength. As in the case of optogenetic tools, numerous works were
aimed at red-shifting the absorption maximum of photochromic switches, which is
related to less phototoxicity and the possibility of illuminating deeper tissues. Unfor-
tunately, most of the switches used nowadays, such as azobenzenes, are activated by
UV light that is extremely harmful to cells [167].

Activationof the drugprior injecting it into the organism is oneof the possible solu-
tions. However, this methodology is not always applicable. Extending π-conjugated
system of the molecule is one of the mechanisms that leads to the red-shift of the
absorption [198]. Thus, azobenzenes para-substituted with phenylacetylene absorb
in the visible spectrum range. Another mechanism, which is commonly applied to
azobenzenes, is introducing electron-donating (ED) or electron-withdrawing (EW)
groups at ortho or para positions relative to the double N-N bond [199]. Two variants
of azobenzene derivatives are generated with these methods—“amino” azobenzenes
with one or both rings functionalized with ED groups or “push-pull” azobenzenes
with AD group at one ring and AW group at another one. Both modifications lead
to substantial red-shift of absorption spectrum to the visible region [200]. Another
approach is providing an additional bridge between the ring moieties of the molecule
[201, 202]. Finally, ortho-methoxy and ortho-fluoro azobenzenes also demonstrated
absorption in the visible spectrum range [203].



8 Perspective Tools for Optogenetics and Photopharmacology … 165

Red-shifting the absorption spectrum is usually related to alteration of other char-
acteristics. Thus, an extension of a π-conjugated system or adding ED and EW
groups leads to faster thermal relaxation times [200]. On the other hand, adding a
ring strain into the molecule led to the inverse thermal stability of the isomers [201].
Finally, ortho-fluorinating azobenzenes led to both isomerswith approximately equal
stability [203].

Kinetics of thermal relaxation. The optimal kinetics of the thermal relaxation of
molecular photoswitches depends on the application of interest. For example, control
of neural excitability, e.g. applied for the vision restoration, requires very fast (of
millisecond timescale) thermal relaxation time constants [204]. On the other hand,
obtaining active conformations with very long relaxation kinetics allows creating
bi-stable molecular photoswitches, which can be turned on and off with the light of
different wavelengths [161, 201, 205].

The kinetics of thermal relaxation is directly related to the energy difference
between the two conformations of the molecular photoswitch. Decreasing the energy
gap leads to slower relaxation kinetics. If the energy of two conformations is equal,
both forms remain stable. The variation of thermal isomerization time constants can
be controlled by adding different functional moieties, which alter electronic and
steric nature of the molecules. For example, adding electron donating and electron
withdrawing groups, creating “push-pull” azobenzenes, led to a much faster kinetics
of thermal relaxation [199, 200].Modern quantum chemical methodologies allow for
high quality investigation of different chemical reactions [206–208] and can greatly
facilitate the development of molecular photoswitches with altered kinetics.

Other issues. Other issues related to the use of synthetic photochromic compounds
as light-activated drugs are the stability of their work in living organisms and their
toxicity. Studying molecular mechanisms of the photoswitch degradation allows
finding modifications that prevent the very first steps in the degradation process. For
example, the mechanism of azobenzene degradation under the influence of different
enzymes and glutathione were thoroughly investigated. Subsequently, insertion of
specific electron-donating moieties prevented the degradation initiation reactions
[209–211].

If the application of interest requires long-term work of the photopharmaceutical,
the intrinsic stability of the photoswitchmust be considered. In this case, themolecule
should not lose the efficiency of conversion even after billions of transitions. For
example, in visual restoration single photocycle of a photoswitch corresponds to the
single action of photon acquisition by the eye retina [69]. In this case, millisecond
timescale of the photocycle is required and efficient work of the drug for at least
several days is desirable.

The toxicity of various azobenzenephotoswitcheswas tested, and themain sources
of their toxicity were defined [212]. In order to prevent the toxicity of azobenzenes,
different chemical modifications are performed.
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8.5 Conclusions

Large progress of optogenetics and photopharmacology achieved since the begin-
ning of the XXI century is inseparably related with the development of improved
tools. This improvement, guided by the experiment requirements, applied numerous
approaches for achieving the goal. Unfortunately, in most cases these were solely
experimental techniques, usually not based on solid surface of understanding the
molecular mechanisms, which define the certain property of the tool. For example,
in a number of experiments structure-guided rational design of channelrhodopsin-
2, which applied as an actuator of membrane potential, was based on the crys-
tallographic structure of channelrhodopsin-1/channelrhodopsin-2 chimeric protein
[160]. However, FTIR and electrophysiological experiments demonstrated that this
chimeric protein has different light-induced responses and biophysical properties
[12]. Luckily, in November 2017 the high-quality crystallographic structure of
channelrhodopsin-2 was published, and its analysis has already shed light on the
molecular mechanisms of channelhrodopsin-2 functioning [213].

Extensive computational techniques can also facilitate the progress in this area.
Thus, modern homology modeling techniques can be applied for the prediction of
the proteins of interest if their crystallographic structure is not available, and for
prediction of structural changes caused by mutations. On the other hand, techniques
for the accurate calculation of protein absorption properties also exist. These two
methodologies can be combined for in silico search for new protein-based tools
with altered activation wavelength. Moreover, complex computational simulations,
includingmolecular dynamics and hybrid quantum-mechanics/molecular-mechanics
calculations can help to understand themolecular mechanisms of protein functioning
and greatly facilitate the rational design approach.
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Chapter 9
Molecular-Plasmon Nanostructures
for Biomedical Application

Alexey Povolotskiy, Marina Evdokimova, Alexander Konev, Ilya Kolesnikov,
Anastasia Povolotckaia and Alexey Kalinichev

Abstract The development of modern nanotechnology opens new opportunities in
the design of hybrid structures. This review is devoted to the general view on hybrids,
which are based on metal nanoparticles and molecules. Functional properties of
nanostructures that have a biomedical application are presented, including singlet
oxygen generation for photodynamic therapy, photo-induced heating for photother-
mal therapy, photo-induced reactions for chemotherapy, luminescent thermometry
and surface enhanced Raman scattering for drug delivery control etc. The associa-
tion of nanostructures into hybrids allows to combine their functional properties and
create universal preparations for controlled complex therapy.

9.1 Introduction

Over the years, the development of new cancer treatment strategies has been a priority
for health care system. There are a number of issues and problems of oncology, the
solution of which will significantly improve therapy methods. The central concern of
scientists is to overcome multiple drug resistance, reduce anti-cancer drugs toxicity,
and develop non-invasive methods. In order to demonstrate the effectiveness of the
abovementioned strategy, materials should have specific physicochemical proper-
ties and ability to integrate different anti-cancer modalities, such as chemotherapy,
photothermal therapy (PTT) and photodynamic therapy (PDT) into a single nanoplat-
form [1, 2]. Currently, latest publications and studies have demonstrated successful
synthesis and in vivo experiments of these multifunctional systems based on hybrid
metallic nanostructures in biomedical applications [3–7]. To create hybrid nanos-
tructures, noble nanoparticles are usually used as nanocarrier forming the basis of
surface coatings for various functionalities [8–10]. Different components have been
used to modify nanomaterial surfaces for reaching desired properties and applica-
tions: small molecule drugs, biologic medical products, luminescent and photosensi-
tive components. According to this approach, such class of nanohybrids is attracting
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considerable attention because of the possibility for controlling the incorporation of
light-activated nanoparticles into tumors, minimizing the damage in the surround-
ing healthy tissue, combining both diagnostic and therapeutic capabilities in one
structure, known as theranostics approach [11].

9.2 Photothermal Therapy

Photothermal therapy (PTT) is a growing therapeutic method which leads to cell
death in malignant tumor by an increase in temperature caused by hybrid metallic
nanostructures upon NIR laser irradiation. The fast thermalization of gold nanopar-
ticles (AuNPs) when selective absorption of light occurs, combined with the NIR
plasmon resonance makes them ideal candidate as contrast agents for photothermal
therapy (Fig. 9.1) [12, 13].

At present, four major types of AuNPs demonstrate efficient NIR photothermal
heat conversion, including gold nanospheres [14, 15], nanorods [16, 17], nanoshells
[18, 19], and nanocages [20, 21]. When the works deal with in vitro photother-
mal experiments, the effective destruction of the diseased tissue can be achieved by
changing treatment conditions such as the power density, laser exposure duration,
and the response time after irradiation. For photothermal treatment, typical intensi-
ties are considered to range from 1 to 100 W/cm2 using continuous wave laser [22].
Kang’s group synthesized novel GNRs-porphyrin-trastuzumab complexes (TGNs)
using gold nanorods (GNRs) conjugatedwith porphyrin and trastuzumab (anti-HER2
antibody) to target to HER2-positive breast cancer for NIR light-activatable pho-
tothermal therapy [16]. The nanohybrids had an excellent photothermal effect in vitro
under 808 nm (with an intensity of 6.07 W/cm2) laser exposure for 12 min. A sig-
nificant photothermal effect had induced tumor reduction, which was reached after
TGNs-injection into tumor-bearing mice models. Compared with alone GNRs or
porphyrin, the hybrid TGNs with lower cytotoxicity showed durable elevated tem-
perature to around 56 °C, high enough to cause tumor ablation. As expected, the

Fig. 9.1 Photo-induced
thermalization of gold
nanoparticles
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in vivo experiments showed different effects for the following control groups such as
TGNs nanohybrids only, TGNs + laser, and GNR + laser. The breast cancer-bearing
nude mice in TGNs + laser group were nearly healed at 12 days. Moreover, the
pathological changes in tumors indicated the significantly higher apoptosis index of
cancer cells when compared with the control group. Therefore, the TGNs nanohy-
brids represented a great agent for photothermal treatment of tumor in vivo.

In addition, gold nanoparticles coated over a silver core exhibited even better
photothermal conversion properties than the free gold nanoparticles. Shi et al. [23]
synthesized Au@Ag/Au nanoplatform assembled with activatable probes containing
thiolated aptamer and fluorophore-labeled complementary DNA for image-guided
cancer therapy in vitro and in vivo. In these nanohybrids, Au@Ag/Au nanoparticles
manifested dual functionality as both fluorescence quenchers and optical heaters.
They obtained excellent results in selective activation of fluorescence signal dur-
ing conformational reorganization of aptamer and targeting activatable theranostic
nanoprobe to A549 lung cancer cells. Recently, in addition to selective destroy of
targeted cancer cells through photothermal therapy, other mechanisms of AgNP-
induced cancer cell death have extensively been proposed, such as endoplasmic
reticulum stress (ER), reactive oxygen species (ROS), upregulation of autophagy
genes [24–26]. Platinum-based nanomaterials could also be applied for PTT. For
example, Chen’s group realized green one-step synthesis of biocompatible fluores-
cent platinum nanoclusters (Pt NCs) by reducing chloroplatinic acid with ascorbic
and glutathione acid for the bio-imaging and photothermal treatment of target cancers
[27]. In other work, Chen et al. established a new effect of spontaneous synthesis of
platinumnanoclusters by cancer cells and tissues via their propensity to generate both
H2O2 andROS through dioxygen reductions.Also, they improved image-guidedPTT
by combining porphyrin derivative 5,10,15,20-tetrakis(4-sulfonatophenyl)porphyrin
(TSPP) with Pt NCs [28]. However, in most cases, systemic toxicity and large size of
platinum nanoparticles doesn’t allow them to be used for anti-cancer therapy [29].

9.3 Photodynamic Therapy

The integration of photoactivemolecules (photosensitizers) in hybridmetallic nanos-
tructures allow to significantly improve therapeutic efficacy of nanoparticles and
apply them not only in photothermal (PTT), but also in photodynamic therapy (PDT).
Therefore, photosensitizer-coated nanoparticles (NPs) have been reported to achieve
highly promising results for PDT in several animal models [30]. This approach
requires selective absorption of the photosensitizers (PSs) by the cancer cell and its
further laser irradiation. As a result, photoactive molecule goes into excited triplet
state, transfers accumulated energy to the surrounding oxygen molecules for pro-
ducing reactive oxygen species (ROS) such as singlet oxygen (1O2) (Fig. 9.2) or free
radicals, thus killing cancer cells [31].
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Fig. 9.2 Photo-induced
generation of singlet oxygen

Moreover, introduction of some heavy atoms (e.g. Br and I) on a PS has been
reported to increase intersystem crossing rates, leading to higher ROS generation
[32, 33]. It should be noted that many examples combine NPs and photosensitiz-
ers, especially porphyrins and phtalocyanines. Several groups [34–36] demonstrated
both PDT efficacy of porphyrin-functionalized GNPs and significant influence on
the viability of different class of cancer cell line in vitro and in vivo in compar-
ison with the free ligands. In these published works, protoporphyrin, hematopor-
phyrin, and brucine–porphyrin derivatives were used to functionalize GNPs. Dis-
symmetrical porphyrin derivatives having one alkyl chain with a thiol end group
incorporating to phenyl group is proposed in the search for new photosensitizers.
Penon’s group synthesized novel water-solublemultifunctional nanosystemwith low
intrinsic toxicity comprising of gold nanoparticles (GNP-PR/PEG) immobilized 5-
[4(11-mercaptoundecyloxy)-phenyl-10,15,20-triphenylporphyrin (PR-SH) and thi-
olated polyethylene glycol, which were used as advanced nanotheranostic agents for
PDT [37]. Thus, they proved the capability to incorporate a lipophilic PS onto the
GNP surface that increases the water solubility of the nanosystem. To evaluate the
photodynamic activity nanohybrids, various chemical quenchers are used to charac-
terize the amount of ROS after laser irradiation by monitoring fluorescence intensity
of dyes [38, 39].

For enhancing the photodynamic therapy (PDT) efficacy in the near infrared
(NIR) range against human breast cancer cells (MDA-MB-231), Hua and co-workers
reported a layer-by-layer (LbL) assembly method to realize precise microfabrication
of nanostructures consisted of gold nanorings (AuNRs) coated with two layers of
Al(III) phthalocyanine chloride tetrasulfonic acid (AlPcS4) [40]. It is revealed that
deposition of two AlPcS4 layers had increased the PDT of cancer cells in the NIR
by a factor of 8 (is about ~85% cancer cells) compared with AlPcS4 only or the
Au NR-AlPcS4 mixture. In absence of NIR radiation, the porphyrin photosensitivity
adsorbed on the Au NR surface is inhibited due to charge-transfer induced quench-
ing. During NIR irradiation, the dye is highly activated upon release of the PS from
and in the immediate vicinity of the Au NRs resulting in field-enhanced ROS gener-
ation. Thus, this strategy, recommended by other researchers, has been successfully
employed for constructing interesting nanostructured assemblies that display a high
ROS yield [41, 42].
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9.4 Combined Photothermal and Photodynamic Therapies

The integrated PTT and PDT nanoplatform is designed to achieve moderate hyper-
thermia (<45 °C) for less invasive cancer cell death and reactive oxygen species
(ROS)-mediated intracellular damage, thus obtaining improved anti-cancer efficacy
[43]. The treatment efficiency and the synergistic effect of PDT and PTT can be
reached, if the photosenstisizer and photothermal agent are simultaneously delivered
to cancer cells in a specific location. Thus, recent investigations are primarily focused
on the PS-photothermal agent hybrid nanostructures for collaborative PDT/PTT ther-
apy triggered by a single NIR laser [43, 44]. Using abovementioned strategy, Kumar
et al. developed hybrid core-petal nanostructures (CPNs) for PDT–PTT-based apop-
totic therapeutics realized through the gold chloride-induced oxidative disassembly
and rupture of the polydopamine corona around Au nanoparticles and subsequent
anisotropic growth of Au nanopetals with various protrusion lengths and densities.
It was reached the efficient killing of cancer cell with CPN-4 (with maximum den-
sity of nanopetals) at mild increase in temperature (~42 °C) under 785 nm laser
power density of 2 W/cm2 for 6 min [45]. Photosensitizer-conjugated gold nanos-
tars have been prepared by Wang’s group, showing combined PDT and PTT effects
using single wavelength NIR laser and improved cancer therapy efficacy in MDA-
MB-435 tumour-bearing mice [44]. Nevertheless, the simultaneous synergistic ther-
apy directly depends on the overlap both optical absorption of photosenstisizer and
photothermal agent. Unfortunately, there are almost no articles conceptualizing the
PDT/PTT combination treatment because of the particular requirement and compli-
cated synthesis [46, 47].

Many NIR dyes from porphyrin family are clinically approved by the U.S. Food
and Drug Administration (FDA). Their molecules can convert the absorbed light
energy to local hyperthermia for PDT and PTT and ROS generation. Therefore,
porphyrin derivatives could be considered as a kind of ideal theranostic platform
for biomedical applications. Recently, several research groups have applied gold
nanoparticles as nanocarriers to prepare porphyrin-coatedNPs for improving stability
and tumour-specificity.

For example, gold-nanoclustered hyaluronan nanoassembly (GNc-HyNA) has
been developed as a nanomedicine platform. For the synthesis of the hybrid nano-
materials were employed amphiphilic hyaluronan-polycaprolactone (Hy-PCL) con-
jugates as a drug carrier for a hydrophobic photodynamic therapy agent verteporfin
(Vp), a polymeric reducing agent and an organic nanoscaffold, into a single nanoplat-
form [48]. Both in vitro and in vivo experiments demonstrated that GNc-HyNA
loaded verteporfin exhibited excellent stability in the bloodstream and exerted a
great potential to treat tumors with a 100% survival rate. Thus, it is proved that Vp-
GNc-HyNA can potentially be applied for photothermally boosted photodynamic
tumor ablation.

In addition, Zeng’s and Lokesh’s group reported that Au NPs coated with cobalt
andmanganese porphyrin derivatives can be used for the development of the artificial
photosynthetic and catalytic materials [49, 50]. Recently, it has been reported that
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combination of meso-tetrakis(4-sulphonatophenyl)porphyrin (TPPS) and chitosan-
coatedAuNPs (TPPS/QCS-SH/AuNPs) contributed to development novel nanoplat-
form system with improved photoproperties, including excellent biocompatibility,
stability, high 1O2 generation and photothermal conversion efficiency, due to syn-
ergistic effect of PDT and PTT [51]. Lin’s group synthesized Chlorin e6 (C6)-
encapsulatedplasmonic gold vesicles (GV-Ce6) for dual-modality PTT/PDT cancer
treatment. The tumor treatment efficiency of the GV-Ce6 nanohybrids were demon-
strated be higher than the sum effect of individual GVs and Ce6 components, repre-
senting a more effective tumor localized therapy [52].

9.5 Combined Chemo-photothermal Therapy

In contrast to traditional chemotherapy, in which drugs spread freely in the blood-
stream resulting in the cytotoxicity both cancer and healthy cells [53, 54], a new
approach enable the optically controlled delivery of drugs based on photothermal
reaction mechanism. It means that drug delivery could be achieved through the light-
heat activation of nanoparticles after they absorb light. The activation causes the local
temperature increase and the release of drugs from the drug carrier along with pho-
tothermal ablation treatment due to thermal energy production. This approach can
not only potentially increase drug bioavailability and capacity to overcome physical
barriers, but also reduce the dosage to be used for treatment, thus reducing the toxic
side effects [55].

Several nanocarrier options have been pursued, depending on the type of tumor
cells and desired functions [10, 56, 57]. Khandelia’s group studied the possibility
to use AuNS–protein agglomerate-based nanohybrids as multimodal drug-delivery
vehicles against cancer cells. Albumin stabilized agglomerated structures of gold
nanoparticle (Au NP)–lysozyme (Lyz) have been fabricated, showing high drug-
loading and-releasing capabilities for both hydrophilic doxorubicin (DOX) and
hydrophobic pyrene (PYR) molecules [10]. DOX release was done via changes in
pH value of the media inside the cell and was 35% at pH 4.0 and 27% at pH 7.4 up
to 24 h, while any release of PYR wasn’t observed in both the buffers due to strong
binding of PYR in the hydrophobic regions of agglomerates. In another study, Lee
and co-workers proposed AuNPs as carriers in target-specific systemic treatment of
hepatitis C virus (HCV) infection [58]. New developed HA-AuNPs/IFNα complex
for targeted systemic treatment based on interferon α (IFNα) loaded on thiolated
HA-modified AuNPs (HA-AuNPs) have demonstrated an enhanced serum stability
in human serum and prolonged efficacy in liver tissue for the treatment of chronic
HCV infection.

DOX is one of the most widely used anti-cancer agents, causing inhibition of
the progression of the enzyme topoisomerase II which leads to inhibition of cell
growth and reproduction by interferencing DNA replication. The mechanism of drug
release to cause DNA damage is the key of combined chemo-photothermal therapy.
Chen et al. developed the tumor-targeting nanoplatform AuNS-pep/DOX@HA by
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using gold nanostar (AuNS) bearing peptide TPP-KLA and DOX encapsulated in
hyaluronic acid (HA) protective shell [56]. It was proved that nanoplatform selec-
tively accumulates at tumor site and the internalization mechanism into tumor cells
occurs via CD44 receptor-mediated recognition. Followed degradation of HA by
hyaluronidase (HAase), the therapeutic AuNS-pep/DOX@HA system demonstrated
the ability to release DOX for chemotherapy and mitochondria-targeting/anchoring
heat generator AuNS-pep for NIR light triggered subcellular photothermal therapy
(PTT). Both in vitro and in vivo experiments showed that the AuNS-pep/DOX@HA
nanoplatform has an ability to be a prominent non-resistant or resistant tumor inhibi-
tion. New nanotheranostic agent of DOX@PLA@Au-PEG-MnP has been developed
by Jing et al. [7] integrating different functionalities in single nanoplatform. Hybrid
drug delivery system made of various components, including: (1) poly(lactic acid)
(PLA) as biodegradable drug carrier; (2) gold nanoshell as NIR photo-absorber to
perform photothermal therapy and trigger an instant drug release; (3) Mn-porphyrin
(MnP) asT1 contrast agent to enhanceMR imaging, andPEG to extend the circulation
time in vivo experiments. Thismultifunctional nanoparticlemanifested its photother-
mal therapeutic potential and triggered DOX release activated during NIR irradiation
of Au nanoshells on both cellular experiments and HT-29 tumor-bearing nude mice.
Systemic toxicity studies conducted in mice revealed that hybrid DOX@PLA@Au-
PEG-MnP nanoparticle combinedDOXand photothermal treatment weremore cyto-
toxic than either agent alone in the treatment.Wang’s group used the same chemother-
apeutic agent inmulti-stimuli responsive nanoplatform for targeted, non-invasive and
pinpointed intracellular DOX release, which consisted of Au nanocages, hyaluronic
acid (HA) and DOX encapsulated in gold nanocages@hyaluronic acid (AuNCs-
HA) [59]. In vitro results confirmed efficiently drug-loaded nanohybrids uptake by
cancer cells via interactions of hyaluronic acid with CD44 active sites holding signif-
icant importance in modulating targeting ability of hyaluronic acid to different can-
cer types and subsequently intracellular degradation into small fragments, releasing
DOX. On the other hand, in vivo experiments have further revealed that AuNCs-HA
nanohybrids demonstrate biocompatibility,CD44-targetability,multi-stimuli respon-
siveness, pinpointed drug release and chemo-photothermal synergistic effects and
thus, have a great potential application in cancer therapy.

9.6 Triple Combination Nanotherapeutics

Although combined therapy of PTT/PDT, PDT/chemotherapy, and
PTT/chemotherapy has been reported to enhance therapeutic efficiencies, it
remains in the early stages and certain limitations still exist, including of the
residual cancer cells survival after photothermal damage, the PDT-induced hypoxia
microenvironment and hypermethylated cancer cell resistance to chemotherapeutic
drugs [60, 61]. Therefore, an alternative approach was created for further improving
therapeutic efficacy. Zeng’s group used core–shell gold nanorod@metal–organic
frameworks (AuNR@MOFs) made up of gold nanorods functionalized with
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lipoic acid and poly(ethylene glycol) (PEG)-SH polymer to develop organic
nanotheranostic agents with triple-modal therapy. As a photodynamic agent was
used tetrakis (4-carboxyphenyl)porphyrin) consisting of 6-connected Zr6 cluster
(Zr6O4(OH)4(H2O)6(OH)6(COO)6) and tetratopic linker (TCPP) and drug (CPT:
camptothecin) through π–π stacking and electrostatic interaction were loaded
[6]. In this as-prepared nanoparticle, not only the loading of porphyrinic MOF
on AuNR@(PEG)-SH could accelerate cellular uptake, but also the photothermal
effect of porphyrinic MOF could promote drug delivery, enabling combined photo-
dynamic, photothermal and chemotherapy for synergistic damaging the tumor cells
in vitro and in vivo.

Park and co-workers prepared doxorubicin-loaded hollow gold nanoparticles
(DOX-HGNPs) that demonstrated the effects of combined chemotherapy, thermal
and radiotherapy [62]. The DOX release mechanism was triggered by an NIR laser
and increased with irradiation. The triple-combination therapy strategy reduced
tumor’s weight by 6.8-fold and showed delayed tumor growth by 4.3-fold for A549
bearing mice compared to control groups. The radio-enhancing effect of DOX-
HGNPs was confirmed by the high level of γ-H2AX (phosphorylated histone) foci
than before the irradiation. CT imaging studies obtained were compared to the clini-
cally available Ultravist 300 andHGNPs, showing a linear dependence of the absorp-
tion on the concentration and an attenuation coefficient higher than that of Ultravist
300.

9.7 Luminescent Probes and Sensors for Temperature

Temperature is one of themost fundamental parameter in all kinds of science.Respec-
tive sensors [63, 64] arewidely used in daily life, inmetrology, aerodynamics, climate
and marine research, in chemistry, medicine, biology, military technology, air condi-
tioning, in practically all devices for heating and cooling. The share of thermal sensors
can be estimated as 75–80%of theworld’s sensormarket [65]. Types of thermometers
include liquid-filled glass thermometers based on the thermal expansion of materials
[66]; thermocouples based on the Seebeck effect [67, 68]; and optical sensors [69].
All contact measurements require convective heat transfer and thus need to reach
equilibrium between the sensor and the object. This procedure can alter the actual
temperature of the object during themeasurement, especially if the size of the sample
is small. Moreover, traditional liquid-filled and bimetallic thermometers, thermocou-
ples, pyrometers, and thermistors cannot be easily miniaturized and therefore are not
suitable for temperature measurement with a spatial resolution of <10 μm which
is desirable for micro/nanoelectronics, photonic devices and especially for various
biological application.

Thermometry at the nanoscale requires, therefore, a new paradigm in the use
of both materials and thermometric properties. Moreover, new synthetic techniques
are helping to reduce materials limitation for sensing temperature at the nanoscale
by either improving qualitatively inherent materials properties, e.g., size dispersion,
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Fig. 9.3 Schematic representation of the possible effects caused by a temperature increment on the
luminescence. Red lines correspond to higher temperatures

surface roughness, or by opening entirely new possibilities based on new materi-
als with new properties. Recently luminescence thermometry becomes one of the
most popular approaches to thermal sensing at nanoscale. This technique possesses
unique properties including noninvasive, contactless, and simplicity of read-out [70].
Luminescence is the emission of light from a given substance, occurring from elec-
tronically excited states that have been populated by an external excitation source.
The properties of the emitted photons depend on the characteristics of the electronic
states involved in photon emission [71, 72]. These, in turn, depend on the local tem-
perature and thus luminescence nanothermometry exploits the relationship between
temperature and luminescence properties to achieve thermal sensing from the spatial
and spectral analysis of the light generated from the object to be thermally imaged.
Luminescence thermal sensors can be grouped into different classes based on the
particular luminescent parameter which is analyzed and from which the thermal
reading is ultimately extracted. Figure 9.3 schematically depicts the six parameters
that characterize the emission of a given material: intensity, band-shape, spectral
position, polarization, lifetime and bandwidth.

Figure 9.3 also qualitatively demonstrates how the luminescence emission spec-
trum is modified when each of these parameters is varied. Thus, based on these
variations it is possible to define the following luminescence nanothermometry sub-
classes.

Intensity Luminescence Nanothermometry. In this case, thermal sensing is
achieved through the analysis of the luminescence intensity. When temperature
changes, there is an overall change in the number of emitted photons per second
such that the emission spectrumbecomes less (ormore) intense. Temperature induced
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changes in the luminescence intensity are generally caused by the thermal activation
of luminescence quenching mechanisms and/or increases in the non-radiative decay
probabilities.

One of the first examples reported the temperature dependence of the luminescent
intensity of a naphthalene fragment covalently linked to a Ni(II) tetraazamacrocyclic
complex, cyclam [73]. The intensity of the cyclam emission is partially quenched by
an energy transfermechanismwhose efficiency decreaseswith temperatures between
300 and 338 K, resulting in a temperature dependent emission with a maximum
relative sensitivity of 3.6% K−1 at 300 K. The luminescence intensity of Rhodamine
B, which can be used as liquid solution or thin film, reduces linearly with temperature
at a rate close to 2%perC,which is similar to that found forQDs [74–76]. Fluorescein
covalently linked to starch responds linearly to temperature in the range from 273 to
333 K [77].

Band-Shape Luminescence Nanothermometry. The term “band-shape” refers to
the relative intensity between the different spectral lines that make up the lumines-
cence spectrum. Thermally induced variations in the band-shape usually take place
when the electronic states from which emission is generated are very close in energy
such that they are thermally coupled. It can be also present in mixed systems, i.e.
systems containing more than one class of emitting centers. There are a great variety
of examples in the literature that report on ratiometric luminescent systems including
lanthanide complexes, quantum dots and organic dyes.

[Tb0.99Eu0.01(hfa)3(dpbp)]n (hfa: hexafluoroacetylacetonato, dpbp: 4,4′-
bis(diphenylphosphoryl) coordination polymer is a ratiometric probe (emission at
543 nm is sensitive to temperature, but the emission at 613 is not) with relative
sensitivity of 0.83% K−1, which can be utilized in temperature range of 200–500 K
[78]. An example of a ratiometric highly sensitive molecular thermometer based on a
platinum octaethyl porphyrin was described by Lupton [79]. The intensity ratio uses
two transitions of the PtOEP (2,3,7,8,12,13,17,18-octaethyl-21H,23H-porphyrin
platinum(II)): the first excited triplet level, at 650 nm, and one band, at 540 nm,
which origin is not entirely clear. PtOEP is able to monitor temperature changes
in the range 290–320 K with a maximum relative sensitivity of 4.6% K−1 at
305 K. A trizwitterionic dicationic Cu5 cluster exhibits an excellent thermochromic
temperature-dependent luminescence in the range between 228 and 353 K with a
high sensitivity and temporal (sub-millisecond) as well as spatial (sub-micrometer)
resolution [80]. Chromium(III)-based dye was used an unprecedented molecular
ratiometric thermometer in the 210–373 K temperature range in organic and in
aqueous media [81].

Spectral Luminescence Nanothermometry. It is based on the analysis of the spec-
tral positions of the emission lines,which are unequivocally determined by the energy
separation between the two electronic levels involved in the emission. In turn, this
depends on a large variety of temperature dependent parameters of the emitting
material including refractive index and inter-atomic distances (density). Thus, in any
emitting material the spectral positions of the luminescence lines are expected to
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be temperature dependent, and this is exploited by spectral luminescence nanother-
mometry to translate spectral shifts into temperature. It should be noted that Spectral
Luminescence Nanothermometry is not based on the analysis of absolute or rela-
tive intensities but on the determination of the spectral position of the luminescence
lines. Consequently, temperature reading is not affected by luminescence intensity
fluctuations caused by variations in the local concentration of emitting centers.

A pyrene-containing triarylboron molecule, DPTB (dipyren-1-yl(2,4,6-
triisopropylphenyl)borane), dissolved in 2-methoxyethyl ether, shows temperature-
dependent green to blue luminescence over the temperature range 223–373 K. The
temperature can be determined by the blue-shift of the broad emission spectra,
ascribed to the thermal equilibrium between twisted intramolecular charge transfer
and local excited state of the DPTB molecule with 40 μm resolution [82]. Copper(I)
cluster complexes give visually observable thermochromic shifts in luminescence
[83–85]. Such probes cover a whole range from 8 to 290 K.

Polarization Luminescence Nanothermometry. In anisotropic media, the emitted
radiation is generally non-isotropically polarized and consequently, the shape and
intensity of emitted radiation are strongly dependent on its polarization. This allows
the definition of the “polarization anisotropy” parameter, which is the ratio between
the luminescence intensities emitted at two orthogonal polarization states. As a result,
polarization luminescence nanothermometry is based on the influence of temperature
on this polarization anisotropy.

One of the molecules used in the past for Polarization Luminescence Nanother-
mometry is fluorescein [86]. Its polarization anisotropy is modified by more than a
100% making it a highly sensitive temperature sensor. The green fluorescent pro-
tein (GFP) can also act as a thermal sensitive intracellular nanoprobe [87], because
its fluorescence polarization anisotropy (FPA) depends on temperature. The method
was applied to GFP-transfected HeLa and other cancer cell lines to monitor the heat
generated after photothermal heating using gold nanorods surrounding the cells. A
spatial resolution of 300 nm and a thermal resolution of about 0.4 K were achieved.

Bandwidth Luminescence Nanothermometry. The width of the various emission
lines that make up any luminescence spectrum is determined by the properties of the
material (such as the degree of disorder) and temperature. It is well-known that as
the temperature of a luminescent material is increased, a corresponding increase in
the density of phonons occurs resulting from the spectral contribution of homoge-
neous line broadening. Generally, in the vicinity of room temperature, homogeneous
line broadening leads to a linear relationship between bandwidth and temperature.
The change in the bandwidth of the luminescence spectra is exploited in bandwidth
luminescence nanothermometry to achieve a thermal reading.

The magnitude of the temperature induced luminescence line broadening is in
general small and thus, can be only observed in systems showing inherent narrow
emission lines and in which homogeneous line broadening dominates over the inho-
mogeneous one. This is the case of rare earth ions incorporated in some crystalline
hosts [88–91].
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Lifetime Luminescence Nanothermometry. Luminescence lifetime is defined as
the time that the emitted luminescence intensity decays down to 1/e of its initial value
after a pulsed excitation. This is an indication of the total decay probability of the
emitted intensity (indeed this probability is defined as the inverse of the luminescence
lifetime). Decay probabilities from electronic levels depend on a great variety of
factors and many of them are related to temperature (such as phonon assisted energy
transfer processes and multiphonon decays). This temperature dependence makes it
possible to extract temperature readings from the determination of the luminescence
lifetime.

The temperature-induced reduction of the observed lifetime of luminescent
organic dyes is a well-known phenomenon and is especially noticeable in the case of
the Rhodamine B dye [92–94]. A luminescence lifetime reduction close to 75%
is observed in the 10–70 °C range. The terbium(III) tris[(2-hydroxybenzoyl)-2-
aminoethyl]amine chelate was found to be a viable probe for lifetime temperature
sensing [95]. Molecular thermometer consists of [Eu(btfa)3 (MeOH)(bpeta)] and
[Tb(btfa)3(MeOH)(bpeta)] β-diketonate chelates (btfa: 4,4,4-trifluoro-l-phenyl-1,3-
butanedione, bpeta: bis(4–pyridyl)ethane) embedded into organic-inorganic hybrid
nanoclusters formed by a maghemite (γ-Fe2O3) magnetic core coated with a
tetraethyl orthosilicate/aminopropyltriethoxysilane organosilica shell demonstrated
temperature dependence of luminescence lifetime in 14–300K range [96]. A tetrade-
canuclear copper(I) cluster compound demonstrated temperature dependence of the
emission decay lifetimes with Mott–Seitz model fitting [97].

Thus, we can conclude that luminescence nanothermometry provides several
options to achieve thermal sensing from the analysis of the emission spectrum gen-
erated by the system under study.

One of the most promising thermal sensing techniques is based on Band-Shape
Luminescence. Ratiometric temperature sensing can be achieved with three design
concepts: (i) a combination of two emissive dyes (temperature-responsive probe and
temperature-inert reference); (ii) a combination of two dyes which interact by a
distance-dependent process, such as fluorescence resonance energy transfer (EnT)
in systems, in which distance between dyes is modified by temperature; and (iii) a
single dye displaying dual emission (Fig. 9.4) [72, 98–100].

First concept is commonly achieved by combining two phosphors in a fixed ratio
(Fig. 9.4a). For example, both dyes must be excitable at the same wavelength and
show spectrally distinguishable emission bands to allow separating and integrat-
ing the luminescence signals for the calculation of the temperature sensitive ratio
Iprobe/I ref.

Fluorescent temperature sensors, which exploit temperature-dependent structural
features connected with changes in fluorescence intensity of the reporter dyes are
fluorophore-labeled molecular beacons (MBs) (Fig. 9.4b) [101–104]. These flexible
single-stranded oligonucleotides are either dually labeled at their 5′- and 3′-ends
with a fluorophore and a nonemissive quencher (nonratiometric MBs) or with two
spectrally distinguishable emitters (ratiometric MBs). The fluorescence properties
of these MBs are determined by the temperature-dependent conformation of the
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Fig. 9.4 Principles of dual-emission optical thermometers: a two distinct dyes; b two fluorophores
interacting through energy transfer EnT; and c single dye with two equilibrating excited states

stem region, which defines the label distance. Because large molecular motions are
involved, thermometers based on MBs are only operative in solution. The third sce-
nario, internal referencing of the temperature-sensitive optical signal of a single dual
emissive fluorophore, is principally more straightforward approach than the use of
two separate emitters (Fig. 9.4c). Herein, nonspecific environmental factors affecting
the dye luminescence differently, concentration variations, and a different photosta-
bility are eliminated [98]. This design concept is seldom realized, particularly for
small molecular sensors, because most emitters display only a single-luminescence
band.

9.8 Surface-Enhanced Raman Scattering Diagnostics
of Cancer

Currently, surface-enhanced Raman scattering (SERS) has been proved to be an
ultrasensitive tool for noninvasively cancer cell detection and imaging in vitro and
in vivo [105]. Successful realization of SERS experiments depends on interaction
between adsorbedmolecules and nanoparticles surface. Development of new synthe-
sis methods of hybrid SERS-active nanostructures have the potential to improve the
visualization, diagnostics of various diseases, therapy and drug delivery. SERS labels
consisted of a hybrid material with Raman-active probe and a molecule capable of
specific binding to the studied biological objects (antigen-antibody, ligand-receptor,
enzyme-inhibitor), have a number of advantages over fluorescent labels, as they have
greater sensitivity when detecting biological molecules.

For Raman tracking and imaging of drug release in tumors after nanodelivery,
some of themost significant investigations have employed doxorubicin. For instance,
Wang and co-workers synthesized folic acid (FA)-coated AgNPs in which FA acted
as a specific targeting agent of the folate receptor expressed in the KB cancer cell and
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a Raman-active molecule [106]. Besides, they conjugated the chemotherapeutic drug
doxorubicin (DOX) to FA-AgNPs and investigated the efficiency of DOX delivery
to the cancer cells using fluorescence lifetime imaging (FLIM). Thus, FA-AgNPs-
DOX system showed excellent receptor-mediated cellular uptake. For the first time,
Hossain et al. proposed biohybrid DOX-loaded gold nanoparticles with improved
cell recognition by adding a penetrating trans-activator of transcription cysteine-
modified (Tat-C) peptide in combination with the antibody-antigen targeted HER2
receptor [107]. They showed the possibility to characterize the intracellural DOX
release inside SKBR-3 breast cancer cells by the releasing action of glutathione
using in situ SERS monitoring.

Taking into account active targeting concerns, instead of doxorubicin, the other
drugs have been suggested by other researches based on the principle of antibody-
antigen recognition [108–110]. For Raman spectroscopy, one such drug is cetux-
imab, an epidermal growth factor receptor (EGFR) inhibitor used as anti-cancer
agents. Molecular-plasmon hybrids using for SERS diagnostics of cancer have sim-
ilar structures and integrate into single nanoplatform components having defined
functional properties: (1) metallic nanoparticles as a core to perform photothermal
therapy (PTT) and control a drug release; (2) PEG as biologically inert shell, protect-
ing nanoparticles from immune system; (3) Raman-active molecule to enhance the
intensity of SERS signal; and (4) anti-cancer agents for chemotherapy. For exam-
ple, Conde et al. prepared gold nanoparticles coated by Raman-active molecule
DTTC (3,3′-Diethylthiatricarbocyanine iodide) inside a polymer shell (HS-PEG)
and after that covered with FDA approved cetuximab bonded via EDC (1-Ethyl-
3-(3-dimethylaminopropyl) carbodiimide)/NHS (N-hydroxysuccinimide) coupling
reaction, occurring between the carboxylated PEG and the terminal NH2 group of
the antibody. In such system they investigated in vivo ability of cetuximab attached at
the surface of gold nanoprobes to target specific markers at the tumor surface [111].
Characteristic Raman spectra of drug–Raman NPs in HT-adenocarcinoma cells from
colorectal cancer revealed a 4.5-fold higher signal of the characteristic Raman “fin-
gerprint” of DTTC from the nanoparticles on the cell membrane than Raman-NPs
only, showing a characteristic SERS peak at 518 cm−1.

Also, hybrid nanostructures can be used in the construction of Raman scatter-
ing (SERS) nanotags for the photosensitizer’s distribution in biopsied human can-
cerous and non-cancerous tissues. Using SERS technique, it may be possible in
photosensitizer-functionalized GNPs to realize in real-time the following options,
such as: (1) detection of the disease; (2) delivery the ROS agent directly to the tumor
site; and (3) the quantitative dosage of photosensitizer required for efficient ROS
conversion and damage [112, 113]. It has been reported that porphyrin derivatives
are widely used as photosensitizers [114]. For example, Farhadi’s group studied the
palladium-doped photosensitizer pheophorbide A (Pd-pyrolipid) encapsulated at the
surface of spherical AuNPs for monitoring the PDT by SERS [115]. Without using
a Raman reporter, the researchers achieved the enhanced signal of the Pd-pyrolipid
spectrum upon 638 nmwavelength laser excitation and generation of ROS species for
PDT aswell. SERS-active gold nanochains (AuNCs) consisted of AuNPs functional-
izedwith aRaman reporter (2-naphthalenethiol) and a photosensitizer (Pheophorbide
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Fig. 9.5 The diagram of
bio- and medicine hybrid
nanostructures application

A) covalently attached to a polymeric chain of hyaluronic acid and hydrocaffeic acid
(HA–HCA) has been synthesized [116]. Compared with the laser irradiated free pho-
tosensitizer, conjugated AuNCs exhibited the best absorption and SERS properties
in the NIR spectral region as well as 99% cellular uptake and excellent phototoxicity,
even at low photosensitizer concentrations.

Nowadays, newly synthesized analogues of heptamethine dyes such as
2-[2-[2-Chloro-3-[(1,3-dihydro-3,3-dimethyl-1-propyl-2H-indol-2-ylidene)
ethylidene]-1-cyclohexen-1-yl]ethenyl]-3,3-dimethyl-1-propylindolium (IR780),
2-[2-[2-Chloro-3-[[1,3-dihydro-1,1-dimethyl-3-(4-sulfobutyl)-2H-benzo[e]indol-
2-ylidene]-ethylidene]-1-cyclohexen-1-yl]-ethenyl]-1,1-dimethyl-3-(4-sulfobutyl)-
1H-benzo[e]indolium (IR820), and 2-[2-[2-Chloro-3-[2-[1,3-dihydro-3,3-dimethyl-
1-(5-carboxypentyl)-2H-indol-2-ylidene]-ethylidene]-1-cyclohexen-1-yl]-ethenyl]-
3,3-dimethyl-1-(5-carboxypentyl)-3H-indolium bromide (MHI-148), which
presents an opportunity in photothermal therapy (PTT), photodynamic therapy
(PDT), and other combinatorial therapeutic methods, are promising materials for
fabrication of hybrid nanoplatform due to its ability to generate heat upon laser
irradiation, and generation of reactive oxygen species (ROS), such as singlet
oxygen, acting as excellent photothermal and photodynamic agent simultaneously
[117–119]. New theranostic nanoplatforms based on gold nanoparticles covered
by different stabilizing agents and hydrophobic near infrared (NIR) dye, IR780
iodide, able to perform live cell imaging through surface-enhanced resonance
Raman scattering (SERRS) microscopy [120, 121]. Subsequently, many researchers
demonstrated the possibility to provide an accurate mapping of the cell using hybrid
nanostructures due to strong, distinct intensity of SERS signal inside cells upon
laser (785–808 nm) excitation.

All the examples considered can be summarized in the form of the diagram shown
in the Fig. 9.5.
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The diagram shows the correlation between composition, functional properties
and application of hybrid nanostructures. The modern trends in hybrids design leads
to the creation of universal structures in terms of controlled complex therapy. Thus, in
the near future, the hybrids, which allow simultaneous implementation of PDT, PTT
and chemotherapy, as well as local temperature control and tracking of the cancer
cells destruction by SERS, will be constructed.
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Chapter 10
Methods for the Simulation of Coupled
Electronic and Nuclear Motion
in Molecules Beyond
the Born-Oppenheimer Approximation

Erik Lötstedt, Tsuyoshi Kato and Kaoru Yamanouchi

Abstract We review theoretical methods which can be used for the simulation of
time-dependent electronic and nuclear dynamics of gas-phase molecules beyond
the Born-Oppenheimer approximation. We concentrate on methods which allow
for a description of extensive electronic excitation and ionization. Particular em-
phasis is placed on the extended multiconfiguration time-dependent Hartree-Fock
(Ex-MCTDHF) method. We provide a derivation of the equations of motion of the
Ex-MCTDHF method, and discuss its advantages and disadvantages over the meth-
ods based on the Born-Huang expansion.

10.1 Introduction

When molecules are irradiated with intense laser light, one or more electrons in the
molecule absorb energy from the laser pulse. The motion of electrons is excited and
the electrons can be ejected from molecules, and the molecules as well as the result-
ing molecular ions can be electronically and/or vibrationally excited. The acquired
energy is subsequently transferred to the nuclei, which triggers a variety of nuclear
motion within the molecule: vibrational motion, structural deformation, and disso-
ciation. An interesting example is a process called hydrogen migration, in which a
hydrogen atom or a proton in an excited molecule moves in the wide spatial range
within the molecule on a fast time scale. In [1, 2], the hydrogen migration process
in methanol was studied. In [1], it was revealed that, after the ionization CH3OH
→ CH3OH+ of a methanol molecule by an 800 nm, 60 fs laser pulse, a hydrogen
atom moves within a molecule, so that CH+

2 and OH+
2 fragments are formed af-
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ter a double ionization. The hydrogen migration was found to proceed within the
laser pulse, that is, on a time scale shorter than 60 fs. By employing a pump-and-
probe scheme, the time scale of the hydrogen migration was found to be shorter than
25 fs [2].

Another example is the experiments on the asymmetric dissociation of H2 into H
+ H+ or H+ + H [3, 4], in which H2 is first ionized to H

+
2 by a short laser pulse, and

then, in the course of the dissociation of H+
2 , the remaining electron is driven by the

later part of the laser field so that it ends up with being caught by either one of the
two protons. It was shown that the final position of the electron (on the left proton or
on the right proton) could be controlled by varying the carrier-envelope phase of the
driving laser field. We stress that ionization, electronic excitation and dissociation in
this case proceed within the same laser pulse.

The complex interplay between electronic excitation, ionization, and nuclear mo-
tion has also been shown in experiments on other molecular species, such as I2 [5],
N2 [6], H

+
3 [7], and C4H6 [8, 9].

In order to interpret the experimental results showing that laser-driven molecules
undergo complex dynamical processes such as electronic excitation, ionization, nu-
clear vibration and dissociation, we need to develop a theoretical framework inwhich
both electronic and nuclear motion are included in a general way without imposing
any constraints on the electronic motion and the nuclear motion, so that arbitrary
electronic excitation (including ionization) and nuclear motion (including dissocia-
tion) can be simulated. Presently, an efficient quantum mechanical method fulfilling
fully these requirements has not been known. However, a few attempts have been
made along this direction in these years. In this article, we first review in Sect. 10.2
the standard theoretical method for dealing with laser-molecule interaction based on
the Born-Oppenheimer (BO) approximation. After discussing the advantages and
the disadvantages of the BO approximation, we will review several attempts at going
beyond the BO approximation. In Sect. 10.3, we give a detailed account of the ex-
tendedmulticonfiguration time-dependent Hartree-Fock (Ex-MCTDHF)method, in-
cluding a derivation of the equations ofmotion. In the remaining sections, we provide
brief overviews of three related methods, i. e., the multiconfiguration time-dependent
Hartree (MCTDH) method (Sect. 10.4.1), the multi-configuration electron-nuclear
dynamics (MCEND) method (Sect. 10.4.2), and the MCTDHF method for diatomic
molecules (Sect. 10.4.3).

10.2 Born-Oppenheimer Approximation

The BO approximation is the standard method for simulating laser-molecule inter-
action. In order to derive the working equations for the BO approximation [10], we
start with the Hamiltonian of a general molecule consisting of Ne electrons with
mass me and NN nuclei with masses Mk and charge numbers Zk (k = 1, . . . , NN),

H = TN + VNN +UN(t) + He +Ue(t), (10.1)
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where

TN =
NN∑

k=1

−�
2

2Mk
∇2

Rk
(10.2)

is the nuclear kinetic energy operator with Rk denoting the spatial coordinate of
nucleus k,

VNN =
NN∑

k=1

∑

l<k

Zk Zle2

4πε0|Rk − Rl | (10.3)

is the nuclear-nuclear repulsive Coulomb potential,

UN(t) = −
NN∑

k=1

ZkeE(t) · Rk (10.4)

is the nuclear-laser interaction expressed in the dipole approximation with the laser
field E(t),

He =
Ne∑

k=1

(
−�

2

2me
∇2

rk −
NN∑

l=1

Zle2

4πε0|rk − Rl | +
∑

l<k

e2

4πε0|rk − rl |

)
(10.5)

is the electronic Hamiltonian with rk denoting the spatial coordinate of electron k,
and

Ue(t) =
Ne∑

k=1

eE(t) · rk (10.6)

is the electron-laser interaction. In the following discussion, we introduce for conve-
nience a collective coordinate R = (R1, R2, . . . , RNN) to denote the spatial coordi-
nates of all the nuclei, and similarly r = (r1, r2, . . . , rNe) for the electrons. We also
define the spin coordinate of electron k as sk , the combined spatial-spin coordinate
as xk = (rk, sk), and the collective spin-spatial coordinate as x = (x1, x2, . . . , xNe)

In theBOapproximation,wefirst construct a set of LBO electronic statesΦ j (x; R),
j = 1, 2, . . . , LBO, which parametrically depends on the nuclear coordinate R. The
electronic states are calculated by solving the eigenvalue equation

E j (R)Φ j (x; R) = He(R)Φ j (x; R), (10.7)

where R is treated as a set of parameters (R1, . . . , RNN) taking fixed values. Because
He isHermitian, the electronic states are orthogonal.Wehave

∫
Φ∗

j (x; R)Φk(x; R)dx
= δ jk after appropriate normalization. Equation (10.7) has to be solved at each value
of the nuclear coordinate R, which may become a difficult task for large molecules.
This point is discussed more in detail later at the end of this section.

We make the ansatz here
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Ψ (R, x, t) =
LBO∑

j=1

χ j (R, t)Φ j (x; R) (10.8)

for the total wave function. The expansion (10.8) is commonly referred to as the
Born-Huang (BH) expansion [11]. The time-dependence of the wave function is
contained in the nuclear wave functions χ j (R, t). Inserting the ansatz (10.8) into the
time-dependent Schrödinger equation (TDSE)

i�
∂Ψ (R, x, t)

∂t
= HΨ (R, x, t) (10.9)

and integrating out the electronic degrees of freedom leads to a set of coupled equa-
tions for the nuclear wave functions,

i�
∂χ j (R, t)

∂t
= (

TN +UN(t) + V BO
j (R)

)
χ j (R, t)

+
LBO∑

k=1

(−E(t) · µ jk(R) + A jk + Bjk
)
χk(R, t), (10.10)

where
V BO
j (R) = E j (R) + VNN(R) (10.11)

is a BO potential energy surface defined using the electronic eigenenergy in (10.7),

µ jk(R) = −e
∫

dxΦ∗
j (x; R)

(
Ne∑

l=1

rl

)
Φk(x; R) (10.12)

is the transition dipole matrix element, and

A jk = −�
2
∫

dxΦ∗
j (x; R)

(
NN∑

l=1

∇Rl

Ml

)
Φk(x; R) · ∇Rl (10.13)

and

Bjk = −�
2

2

∫
dxΦ∗

j (x; R)

(
NN∑

l=1

∇2
Rl

Ml

)
Φk(x; R) (10.14)

are non-adiabatic coupling terms.
The BO approximation consists in neglecting the non-adiabatic coupling terms

A jk and Bjk . This neglection can be rationalized by (i) the small value of the 1/Ml

nuclear-mass factors in the expressions (10.13) and (10.14), and (ii) the small value
of ∇RlΦk(x; R), which is assured as long as the electronic states Φk(x; R) change
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Fig. 10.1 a Potential energy
curves for the ground and
first excited state of H+

2 .
b Transition dipole moment
between the 1sσg state and
the 2pσu state
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slowly with R. If we also neglect the term UN(t) in (10.10) by considering that it
only affects the center-of-mass motion, we arrive at the BO TDSE,

i�
∂χ j (R, t)

∂t
= (

TN + V BO
j (R)

)
χ j (R, t) − E(t) ·

LBO∑

k=1

µ jk(R)χk(R, t). (10.15)

The physical picture of (10.15) is that each nuclearwave packetχ j (R, t)moves on
a potential energy surface V BO

j (R). Transitions between different electronic states are

described by theR-dependent transition dipole matrix elementsµ jk(R). In Fig. 10.1,
we show an example of the BO potential energy curves and transition dipole moment
for a hydrogen molecular ion, H+

2 . In H+
2 , there is only one internal nuclear coordi-

nate, the internuclear distance. The potential energy curves shown in Fig. 10.1 were
calculated by solving (10.7) with the finite-difference method at each value of the
internuclear distance.

It is true that the BH expansion together with the BO approximation works well
for many cases of laser-molecule interaction, and is a standard method for the simu-
lation and interpretation of experimental results, but there are of course some limits.
We would like to point out a few of the disadvantageous points of the BO approx-
imation, which serve as a motivation for developing methods which go beyond the
BO approximation.

(i) The magnitude of the A jk and Bjk operators may become unrealistically large
at a nuclear geometry R where j-th and k-th BO potential energy surfaces are close
in energy to satisfy E j (R) ≈ Ek(R). By using (10.7), we can derive
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∫
dxΦ∗

j (x; R)

(
NN∑

l=1

∇Rl

Ml

)
Φk(x; R) =

∫
dxΦ∗

j (x; R)
(∑NN

l=1
(∇Rl

He)

Ml

)
Φk(x; R)

Ek(R) − E j (R)
,

(10.16)

fromwhich it becomes clear that both A jk and Bjk becomeextremely large ifEk(R) −
E j (R) approaches zero.

(ii) The calculation of potential energy curves is a very difficult task for large
molecules. A general, non-linear molecule with N atoms has 3N − 6 vibrational
degrees of freedom. If we assume that K points along the coordinate of each vi-
brational degree of freedom are required for a sufficiently accurate description of
the potential energy surface, (10.7) has to be solved K 3N−6 times, which increases
exponentially as N increases. Even for a tetratomic molecule (N = 4), we have
3N − 6 = 6, so that the complete potential energy surface would have to be repre-
sented as a 6-dimensional array. Although there are sophisticated methods for fitting
high-dimensional potential energy surfaces (see for example [12]), the accurate rep-
resentation of high-dimensional potential energy surfaces is a difficult problem.

(iii) Omission of electron excitation and ionization. In the BH expansion, we al-
ways have to limit the number of electronic states LBO included in the expansion of
thewave function (see (10.8)). Typically, LBO is set to be LBO < 5,meaning that only
the electronic states with the lowest energy (ground state + a few excited states) are
included. Extensive excitation to Rydberg states, doubly excites states, continuum
electronic states, which would be required to describe ionization, are difficult to be
treated. The omission of such highly excited states and continuum states becomes
particularly problematic when we describe the interaction of molecules with ultra-
short and intense laser pulses, because ionization and excitation occur with a high
probability. In the simplest case of a hydrogen molecule H2, there exist models by
which potential energy curves are calculated for quasi-stable doubly excited elec-
tronic states as well as for electronic states corresponding to the ionization [13, 14],
but for a general, polyatomic molecule, this approach is not practically applicable.

10.3 Extended Multiconfiguration Time-Dependent
Hartree-Fock Method

10.3.1 Basic Concepts

In this section, we describe one promising attempt to go beyond the BO approxi-
mation, called the extended multiconfiguration time-dependent Hartree-Fock (Ex-
MCTDHF) method [15]. The Ex-MCTDHF method is an extension of the multicon-
figuration time-dependent Hartree-Fock (MCTDHF) method for electron dynamics
[16, 17] (see also [18] for an overview of the method), which is a natural exten-
sion of themulticonfiguration time-dependent Hartree (MCTDH)method for nuclear
dynamics [19, 20].
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The basic idea of all the methods mentioned above is to introduce time-dependent
single-particle (or single-mode) functions for the description of the time-dependent
dynamics. This means that each degree of freedom is described by its own time-
dependent basis set. In this way, any kind of excitation can be described in a flexible
manner.

In the Ex-MCTDHF method, the total time-dependent wave function for both
nuclei and electrons is written as

Ψ (R, x, t) =
Le∑

J=1

χJ (R, t)ΦJ (x, t), (10.17)

using the same notation for the nuclear and electronic coordinates as adopted in
Sect. 10.2. In (10.17), χJ (R, t) is a time-dependent nuclear wave function, ΦJ (x, t)
is a time-dependent electronic wave function, and Le is the number of terms in-
cluded in the wave function expansion. In order to make the total wave function
antisymmetrized with respect to an exchange of electrons, ΦJ (x, t) is represented
as a Slater determinant, constructed from a set of time-dependent electronic spin-
orbitals φk(x, t) (k = 1, . . . , Ke),

ΦJ (x, t) = |φJ1(t) . . . φJNe (t)|, (10.18)

where the label J is a composite index J = (J1, . . . , JNe). We should have at least
as many spin-orbitals as the number of electrons in the molecule, that is, Ke ≥ Ne.
It is assumed that at all times, the spin-orbitals are orthonormal, 〈φ j (t)|φk(t)〉 = 0.

We point out here that the meanings of the electronic wave function ΦJ (x, t) in
(10.17) and the electronic wave function Φ j (x; R) in the Born-Huang expansion
(10.8) are different. In (10.8), Φ j (x; R) represents an electronic state, an eigenfunc-
tion of the electronic Hamiltonian He(R) at fixedR, which is usually expanded into a
linear combination of several Slater determinants, but in (10.17),ΦJ (x, t) is a single,
time-dependent Slater determinant.

It is frequently assumed that the same spatial orbitals are used to construct spin-
orbitals of both spin types. That is, we assume a set of Me spatial orbitals ϕk(r, t),
k = 1, . . . , Me, and construct Ke = 2Me spin-orbitals according to

φk(x, t) =
{

ϕk(r, t)α(s) if k ≤ Me,

ϕk−Me(r, t)β(s) if k > Me.
(10.19)

In (10.19), α(s) and β(s) denote spin-up and spin-down spin functions, respec-
tively. In this case, eachSlater determinant is labeled by a double index J = (Jα, J β),
with Jα = (Jα

1 , . . . , Jα
Nα
e
) and J β = (J β

1 , . . . , J β

Nβ
e
). The numbers Nα

e of α electrons

and Nβ
e of β electrons satisfy Nα

e + Nβ
e = Ne, and we assume that all Slater deter-

minants have the same value of Nα
e and Nβ

e . A determinant is written as
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ΦJ (x, t) = |ϕJα
1
(t)α . . . ϕJα

Nα
e
(t)α ϕJβ

1
(t)β . . . ϕJβ

N
β
e

(t)β|. (10.20)

The total number of electronic Slater determinants that can be constructed in this
way is Le = (Me

Nα
e

)(Me

Nβ
e

) = Me!2/[Nα
e !Nβ

e !(Me − Nα
e )!(Me − Nβ

e )!].
The wave function defined by (10.17) looks very similar to the BO wave function

in (10.8). The important difference is that the electronic wave function ΦJ (x, t) in
(10.17) does not depend on the nuclear coordinates R, but instead depends on time t .
This means that each electronic wave functionΦJ (x, t) is no longer associated with a
certain electronic state with a certain energy. At some moment in time,ΦJ (x, t)may
be a superposition of a bound part (consisting of both ground-state and excited-state
components) and a continuum part. This featuremakes it possible for awave function
of the type (10.17) to describe arbitrary electronic excitation, including ionization,
with a limited number of terms Le in the sum over J in (10.17). Moreover, because
the electronic wave functions do not depend on R, there is no need to calculate
potential energy surfaces in the Ex-MCTDHF method. The major drawback of an
ansatz like the one in (10.17) is that the equations governing the time-evolution of the
time-dependent orbitals become non-linear, as we will see below in (10.31), (10.46),
and (10.54).

In [15], the ansatz (10.17) was further adapted to describe “diatomic-like”
molecules, which refers to molecules consisting of two heavy atoms like O or C
and Np light hydrogen atoms. Explicit examples are C2H2 and CH3OH. The idea
proposed in [15] was that the protonic part of the wave function can be expanded in
terms of Slater determinants, because protons are also fermions whose wave function
needs to be properly antisymmetrized. The motivation of using Slater determinants
also for the description of the protonic motion is to make the structure of the wave
function as flexible as possible, which can allow us to simulate highly distorted
molecular structures such as those appearing in the course of hydrogen migration.

In order to describe the protonic part of thewave functionwith Slater determinants,
the wave function χJ (R, t) for the nuclear coordinate is expanded as

χJ (R, t) =
Lp∑

I=1

CI J (Rh, t)ΛI (X , t), (10.21)

where Rh is the collective coordinate for the two heavy atoms, X is the collective
spatial-spin coordinate for the Np protons, and Lp is the number of terms included
in the expansion of the nuclear wave function. The proton coordinate X is defined as
X = (X1, . . . , XNp)with Xk = (Rpk, Sk) expressed in terms of the spatial coordinate
Rpk and the spin coordinate Sk of the proton k. Similarly to the electronic part of
the wave function, ΛI (X , t) is taken to be a Slater determinant constructed from the
time-dependent protonic orbitals λi (X, t),

ΛI (X , t) = |λI1(t) . . . λINp (t)|, (10.22)
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with I = (I1, . . . , INp). In the same way as for the electronic Slater determinants,
it is convenient to assume that the same spatial orbitals are used both for α and β

spin-orbitals, that is,

λ j (X, t) =
{

κ j (R, t)α(S) if j ≤ Mp,

κ j−Mp(R, t)β(S) if j > Mp,
(10.23)

where we have assumed that there are Mp spatial protonic orbitals. The protonic
Slater determinants are in this case written as

ΛI (X , t) = |κI α
1
(t)α . . . κI α

Nα
p
(t)α κI β

1
(t)β . . . κI β

N
β
p

(t)β|, (10.24)

where there are Nα
p α-spin protons and Nβ

p β-spin protons in eachdeterminant. The to-

tal number of protons is Np = Nα
p + Nβ

p . Similarly to the electronic determinants, we

have a total number of Lp = (Mp

Nα
p

)(Mp

Nβ
p

) = Mp!2/[Nα
p !Nβ

p !(Mp − Nα
p )!(Mp − Nβ

p )!]
protonic Slater determinants.

Substituting (10.21) into (10.17), we find for the total wave function,

Ψ (Rh, X , x, t) =
Le∑

J=1

Lp∑

I=1

CI J (Rh, t)ΛI (X , t)ΦJ (x, t). (10.25)

Due to the similarity of (10.25) to the configuration-interaction expansion of a
many-electron wave function [21], we refer to the CI J (Rh, t) as time-dependent
configuration-interaction (CI) coefficients.

Because all factors [CI J (Rh, t), ΛI (X , t), and ΦJ (x, t)] depend on t , we have
to derive appropriate evolution equations. In order to derive the evolution equations,
also referred to as the equations ofmotion, we employ the time-dependent variational
principle [22, 23],

〈δΨ (t)|H − i�
∂

∂t
|Ψ (t)〉 = 0, (10.26)

where δΨ (t) is the variation of the total wave function with respect to parameters
CI J (Rh, t),ΛI (X , t), andΦJ (x, t), and the bra-ket in (10.26) implies the integration
over all variables Rh, X , and x . Orthogonality of the electronic and protonic orbitals,
〈ϕ j (t)|ϕk(t)〉 = 〈κ j (t)|κk(t)〉 = δ jk , is assumed by introducing suitable Lagrange
multipliers in (10.26).

Before we derive the equations of motion for the Ex-MCTDHF method, we first
define the single-proton Hamiltonian,

hp(R, t) = − �
2

2mp
∇2

R − eE(t) · R, (10.27)

where mp is the mass of the proton, the single-electron Hamiltonian,
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he(r, t) = − �
2

2me
∇2

r + eE(t) · r, (10.28)

and the Hamiltonian for the Nh = NN − Np heavy particles,

Hh(Rh, t) =
Nh∑

k=1

(
− �

2

2Mk
∇2

Rhk
− eE(t) · Rhk +

∑

l<k

Zl Zke2

4πε0|Rhk − Rhl |

)
, (10.29)

where Zk here represents the charge number of the heavy nucleus k. In [15], it was
assumed that Nh = 2. Then, the total Hamiltonian can now be written as

H =
Np∑

k=1

hp(Rpk , t) +
Np∑

k=1

∑

l<k

e2

4πε0|Rpk − Rpl |

+
Ne∑

k=1

he(rk , t) +
Ne∑

k=1

∑

l<k

e2

4πε0|rk − rl |

−
Np∑

k=1

Ne∑

l=1

e2

4πε0|Rpk − rl | −
Nh∑

k=1

Ne∑

l=1

Zke
2

4πε0|Rhk − rl | +
Nh∑

k=1

Np∑

l=1

Zke
2

4πε0|Rhk − Rpl |
+ Hh(Rh, t). (10.30)

We note that the Hamiltonian (10.30) is the same as that in (10.1), but the form is
rewritten so that the different interaction terms appear more clearly.

10.3.2 Equations of Motion

In order to obtain the equation of motion for the electronic orbitals, we take the
variation δΨ with respect to one spatial orbital ϕk in (10.26). The result is

i�
∂ϕk(r, t)

∂t
= Qe(t)

∑

lm

De−1
kl (t)

(
De

lm(t)he(r, t) + W ee
lm(r, t) + W ep

lm(r, t)

+ W eh
lm (r, t)

)
ϕm(r, t), (10.31)

where

De
lm(t) =

∑

I PQ

∫
dRhC

∗
I P(Rh, t)CIQ(Rh, t)E

e
PQlm (10.32)

is the spin-summed electronic first-order density matrix,
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W ee
lm(r, t) =

∑

pq

de
lmpq(t)g

ee
pq(r, t) (10.33)

is the electron-electron interaction defined using the spin-summed electronic second-
order density matrix,

de
klmn(t) =

∑

I PQ

∫
dRhC

∗
I P(Rh, t)CIQ(Rh, t)F

e
PQklmn, (10.34)

and the repulsive electron-electron Coulomb potential

geepq(r, t) = e2

4πε0

∫
dr′ ϕ

∗
p(r

′, t)ϕq(r′, t)
|r − r′| , (10.35)

the electron-proton interaction is

W ep
lm(r, t) =

∑

I J PQrs

∫
dRhC

∗
I P(Rh, t)CJQ(Rh, t)E

e
PQlmE

p
I Jrsg

ep
rs (r, t) (10.36)

defined with the attractive electron-proton Coulomb potential

geppq(r, t) = − e2

4πε0

∫
dR

κ∗
p(R, t)κq(R, t)

|r − R| , (10.37)

and the attractive electron-heavy nuclei interaction is

W eh
lm (r, t) = − e2

4πε0

∑

I PQ

E e
PQlm

∫
dRhC

∗
I P(Rh, t)CIQ(Rh, t)

(
Nh∑

k=1

Zk

|Rhk − r|

)
.

(10.38)

In (10.32), (10.34), (10.36) and (10.38), we have used the following matrix ele-
ments of the spin-summed excitation operators Êpq and F̂pqrs [21],

E e
PQlm = 〈ΦP(t)|Êlm |ΦQ(t)〉, (10.39)

E
p
I Jrs = 〈ΛI (t)|Êrs |ΛJ (t)〉, (10.40)

and
F e

PQklmn = 〈ΦP(t)|F̂klmn|ΦQ(t)〉. (10.41)

For later use, we additionally define

F
p
I Jklmn = 〈ΛI (t)|F̂klmn|ΛJ (t)〉. (10.42)
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The spin-summed excitation operators are defined using the creation and annihi-
lation operators â†pσ and âqσ as [21]

Êpq =
∑

σ=α,β

â†pσ âqσ (10.43)

and
F̂pqrs = Êpq Êrs − δqr Êps . (10.44)

Upon the operation of the creation operator â†pσ on a Slater determinant (either
electronic or protonic), the spatial orbital p with spin σ (=α or β) is created. On the
other hand, upon the operation of the annihilation operator âqσ , the spatial orbital
q with spin σ is annihilated if it exists in the determinant. The matrix elements
defined in (10.39)–(10.42) are equal to either 0,−1, or 1. We can derive their explicit
values for different combinations of indexes by using the orthonormality of the
spatial orbitals and by taking into account the sign change of a determinant upon the
permutation of the order of the orbitals. The matrix elements, E e

PQlm and E p
PQlm , can

take non-zero values only when the two determinants involved differ by at most one
orbitals, and the matrix elements, F e

PQklmn and F
p
PQklmn , are non-zero only when

the two determinants differ by at most two orbitals. We also note that E e
PQlm , E

p
PQlm ,

F e
PQklmn andF

p
PQklmn defined (in (10.39)–(10.42)) as matrix elements composed of

time-dependent determinants, are independent of time.
The symbol Qe in the equation of motion (10.31) is a projection operator whose

action on an arbitrary function f (r) is defined as

Qe(t) f (r) = f (r) −
∑

k

f (r)〈 f |ϕk(t)〉. (10.45)

The projection operator Qe(t) appears in the equation of motion (10.31) because
of the restriction of 〈ϕ j (t)|ϕk(t)〉 = δ jk imposed by the Lagrange multipliers. By
multiplying the equation of motion (10.31) by ϕ∗

j (r, t) and integrating over r, we
may confirm that 〈ϕ j |(∂/∂t)|ϕk〉 = 0 holds for arbitrary j and k if 〈ϕ j (t)|ϕk(t)〉 = δ jk

because of the presence of Qe(t), and therefore, 〈ϕ j (t)|ϕk(t)〉 = δ jk is satisfied for
all t provided that the orbital set {ϕ j (t)} is orthonormal at t = 0.

The equation ofmotion for the protonic orbitals κ j (R, t) is calculated by taking the
variation δΨ in (10.26) with respect to κ j on the condition that 〈κ j (t)|κk(t)〉 = δ jk .
We obtain the following equation of motion, similar to that for the electronic orbitals,
(10.31),

i�
∂κk(R, t)

∂t
= Qp(t)

∑

lm

Dp−1
kl (t)

(
Dp

lm(t)hp(R, t) + W pp
lm (R, t) + W pe

lm(R, t)

+ W ph
lm (R, t)

)
κm(R, t), (10.46)
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where

Dp
lm(t) =

∑

I J P

∫
dRhC

∗
I P(Rh, t)CJ P(Rh, t)E

p
I Jlm (10.47)

is the spin-summed protonic first-order density matrix,

W pp
lm (R, t) =

∑

pq

dp
lmpq(t)g

pp
pq(R, t) (10.48)

is the proton-proton interaction with the spin-summed protonic second-order density
matrix,

dp
klmn(t) =

∑

I J P

∫
dRhC

∗
I P(Rh, t)CJ P(Rh, t)F

p
I Jklmn, (10.49)

and the proton-proton Coulomb potential,

gpppq(R, t) = e2

4πε0

∫
dR′ κ

∗
p(R

′, t)κq(R′, t)
|R − R′| . (10.50)

Furthermore,

W pe
lm(R, t) =

∑

I J PQrs

∫
dRhC

∗
I P(Rh, t)CJQ(Rh, t)E

e
PQlmE

p
I Jrsg

pe
rs (R, t) (10.51)

is the proton-electron interaction defined using the attractive proton-electron
Coulomb potential,

gpepq(R, t) = − e2

4πε0

∫
dr

ϕ∗
p(r, t)ϕq(r, t)

|r − R| , (10.52)

and

W ph
lm (R, t) = e2

4πε0

∑

I J P

E
p
I Jlm

∫
dRhC

∗
I P(Rh, t)CJ P(Rh, t)

(
Nh∑

k=1

Zk

|Rhk − R|

)

(10.53)
is the repulsive proton-heavy nuclei interaction.

Finally, we take the variation with respect to the coefficients CI J (Rh, t), which
results in the equation of motion,

i�
∂CI J (Rh, t)

∂t
= Hh(Rh, t)CI J (Rh, t)

+
∑

K L

(
W he

I J K L(Rh, t) + W hp
I J K L(Rh, t) + W 0

I J K L(t)
)
CKL(Rh, t).

(10.54)
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In (10.54), Hh(Rh, t) is given by (10.29),

W he
I J K L(Rh, t) = −δI K

e2

4πε0

∑

lm

E e
J Llm

(
Nh∑

k=1

Zk

∫
dr

ϕ∗
l (r, t)ϕm(r, t)

|Rhk − r|

)
(10.55)

is the heavy nuclei-electron interaction,

W hp
I J K L(Rh, t) = δJ L

e2

4πε0

∑

lm

E
p
I Klm

(
Nh∑

k=1

Zk

∫
dR

κ∗
l (R, t)κm(R, t)

|Rhk − R|

)
(10.56)

is the heavy nuclei-proton interaction, and

W 0
I J K L (t) = δI K

⎛

⎝
∑

kl

E e
J Lkl 〈ϕk(t)|he(t)|ϕl (t)〉 + 1

2

∑

klmn

F e
J Lklmn〈ϕm(t)|geekl (t)|ϕn(t)〉

⎞

⎠

+ δJ L

⎛

⎝
∑

kl

E
p
I Kkl 〈κk(t)|hp(t)|κl (t)〉 + 1

2

∑

klmn

F
p
I Kklmn〈κm(t)|gppkl (t)|κn(t)〉

⎞

⎠

+
∑

lmrs

E e
J LlmE

p
I Krs〈ϕl (t)|g

ep
rs (t)|ϕm(t)〉 (10.57)

is an Rh-independent matrix. The CI coefficients CI J (Rh, t) are not orthonormal in
general, that is,

∫
dRhC∗

I J (Rh, t)CKL(Rh, t) �= 0 for I J �= K L . However, the total
wave function is normalized as

Le∑

I=1

Lp∑

J=1

∫
dRhC

∗
I J (Rh, t)CI J (Rh, t) = 1. (10.58)

We remark here that the equations of motion (10.31), (10.46), and (10.54) pre-
sented above are the same as those given in the original publication [15] even though
the notations are different.

The interaction potentials Wxy
lm (where x, y = e, p, h) in general arise from the

inter-particleCoulombpotentials (repulsive or attractive), but theCoulombpotentials
always appear as those averaged over the particle distributions. For example, in
the case of the electron-proton interaction term W ep

lm(r, t) defined in (10.36), the
Coulomb potential geppq(r, t) (defined in (10.37)) is not the bare Coulomb potential
−e2/(4πε0|r − R|), but is that averaged over the protonic orbitals κp(R, t) and
κq(R, t).

Even thoughwe have presented the general equations of motion forRh-dependent
CI coefficients as seen in (10.54), we can assume that the heavy nuclei, i. e., all nu-
clei except for the protons, in the molecule are immobile, which corresponds to
the clamped-nuclei approximation. In this case, the coordinates of the heavy nu-
clei should be treated as a parameter, and the heavy-nuclei Hamiltonian Hh(Rh, t)
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in (10.30) should be omitted. As a result, the first line of (10.54) involving the
term Hh(Rh, t)CI J (Rh, t) disappears, and the equation of motion for the CI coeffi-
cients becomes an ordinary differential equation (in t) instead of a partial differential
equation. Moreover, all integrations over the heavy nuclei coordinates Rh should be
dropped, so that the electron-heavy nuclei potential (10.38) and the proton-heavy-
nuclei potential (10.53) depend on a parameter Rh.

We can find the ground state wave function, that is, the Ex-MCTDHF wave func-
tion Ψ that minimizes the total energy E = 〈Ψ |H |Ψ 〉, by integrating the equations
of motion (10.31), (10.46), and (10.54) in imaginary time [17]. This means that the
time t is replaced by −iτ , resulting in i∂/∂t → −∂/∂τ , so that the TDSE takes the
form of a diffusion equation.

10.3.3 Applications of the Ex-MCTDHF Method

Thus far, only two reports [24, 25] have been published on the application of the
Ex-MCTDHF method. Both of these applications deal with the stationary properties
of ground-state wave functions. The equations of motion derived in the preceding
Sect. 10.3.2 are used in this section to obtain the optimal ground state via the imag-
inary time propagation.

10.3.3.1 CH3OH

In [24], the Ex-MCTDHF method was applied to the calculation of the electro-
protonic ground state wave function of methanol, CH3OH. The oxygen atom and
the carbon atom were treated as heavy nuclei, and rotation of the molecule was
neglected, whichmeans thatRh = RCO, the C–O internuclear distance. Furthermore,
the clamped nuclei approximation was assumed for C and O, so that RCO was treated
as a parameter. Since the C atom and the O atom define a molecular axis, and the
total Hamiltonian for the electrons and the protons is symmetric under rotations
around this axis, cylindrical symmetry around the C–O axis can be assumed for
the electronic and protonic orbitals. If we take the C–O axis to be the z-axis in the
cylindrical coordinate system, we have rk = (zek, ρek, φek) for the coordinate of the
electron k, and Rpl = (zpl, ρpl , φpl) for the coordinate of the proton l. We have

ϕk(re, t) = fk(ze, ρe, t)e
imekφe (10.59)

for the electronic spatial orbitals, and

κk(Rp, t) = gk(zp, ρp, t)e
impkφp (10.60)

for the protonic spatial orbitals. Both the electronic orbitals and the protonic orbitals
were discretized using the grid method. In (10.59) and (10.60), the quantum numbers
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mek and mpk determine the angular momentum around the molecular axis of the
respective orbital. In [24], the values |mek | ≤ 1 and |mpk | ≤ 3 were adopted. For the
electronic structure, a single closed-shell Slater determinant was adopted, meaning
that Le = 1 in (10.25). For the protonic wave function, a total of Mp = 16 spatial
orbitals were employed, and determinants with the highest possible protonic spin,
S = 2, were constructed. This means that Nα

p = 4 and Nβ
p = 0 in (10.24), and Lp =(16

4

) = 1820 in (10.25).
The main result obtained in [24] is that the molecular structure of a polyatomic

molecule such as CH3OH in the absence of a laser field can indeed be described by
the Ex-MCTDHF ansatz given in (10.25). This is a remarkable result, because the
spatial distribution of the protons is not determined from the energy minimum of a
potential energy surface, but is the result of the optimization of the Ex-MCTDHF
ground state wave function.

The protonic structure of CH3OH was elucidated first by calculating the 2-proton
spatial distribution,

Γp(Rp1, Rp2) = 1

2

∑

klmn

dp
klmnκ

∗
k (Rp1)κl(Rp1)κ

∗
m(Rp2)κn(Rp2), (10.61)

expressed in terms of the spin-summed protonic second-order density matrix dp
klmn

defined in (10.49). Γp(Rp1, Rp2) represents the probability distribution of find-
ing one proton at Rp1 and another one at Rp2. We can now define a conditional
1-proton distribution Dp(Rp|R0) = Γp(Rp, R0) by fixing one of the proton positions
in Γp(Rp1, Rp2) to R0. Dp(Rp|R0) represents the spatial proton distribution of the
three remaining protons, given that the position of the fourth proton is fixed to R0.

In Fig. 10.2, we show the conditional 1-proton distribution Dp(xp, yp|R0) =∫
dzpDp(Rp|R0) in the xy-plane, integrated along the z-axis (the C–O axis). The

fixed position R0 of one of the protons is taken to be the most probable position of
the proton in the hydroxyl group, R0 = (z0, ρ0, φ0) = (−2.02 a0, 1.78 a0, 0), where
a0 ≈ 0.53 Å denotes Bohr’s radius. As expected, the proton distribution in the xy-
plane exhibits three maxima, consistent with the protonic structure of the methyl
group in CH3OH. For comparison, we also show in Fig. 10.2 the conventional ball-
and-stick representation of CH3OH, corresponding to the positions of the nuclei
yielding the lowest total energy on the BO potential energy surface.

The results presented in [24] show that the spatial correlation among protons
in a molecule containing several protons can be correctly reproduced with an Ex-
MCTDHF wave function, provided that the number of protonic orbitals included
in the wave function expansion is sufficiently large. It was shown in [24] that the
spatial correlations among the four protons in CH3OHwere properly described when
Mp = 16 and |mpk | ≤ 3 as shown in Fig. 10.2a, and that the three distinct peaks seen
in Fig. 10.2a, corresponding to the methyl-group protons, were not reproduced when
a smaller set of Mp = 12 protonic orbitals including orbital angular momentum
|mpk | ≤ 2 was adopted.
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Fig. 10.2 a Conditional probability distribution Dp(xp, yp|R0), taken from [24]. One proton is
fixed at the point marked with a cross ×, corresponding to the most probable position of the proton
in the OH group. The peaks in the distribution labeled with α, β, and β′ correspond to the protons
in the methyl group on the side of the C atom. b Ball-and-stick model of CH3OH. The C–O axis
defines the z-axis, while the xy-plane is perpendicular to the C–O axis. c Ball-and-stick model of
CH3OH oriented so that the C–O axis (z-axis) becomes perpendicular to the plane of the paper. The
rightmost proton is the proton on the O atom side, corresponding to the position of the cross × in
panel (a)

10.3.3.2 H2

In [25], the Ex-MCTDHF method was applied to a one-dimensional model of an H2

molecule. The one-dimensional model means that all particles, that is, two protons
and two electrons, are restricted to move along one spatial dimension. A soft-core
potential

VSC(r) = ± e2

4πε0

1√
r2 + a2

(10.62)

with soft-core parametera is used for describing the attractive and repulsive potentials
instead of the Coulomb potential. This model of H2 contains only three degrees of
freedom, that is, one for the vibrational motion, and two for the motion of the two
electrons. Therefore, it is feasible to compute the total wave function of the system
directly in a numerically exact way without making a product expansion as in the
Ex-MCTDHF method. We may therefore compare the results of the numerically
exact calculation and the results obtained by the Ex-MCTDHF method and examine
the accuracy of the Ex-MCTDHF method in a rigorous way.

In the case of H2, it is not necessary to use Slater determinants for the description
of the protonic motion because there is only one vibrational degree of freedom
represented by the internuclear distance R. Therefore, we can set Lp = 1, Λl = 1,
Rh = R, and CI J (Rh, t) = CI (R, t) in (10.25), so that the total wave function for
H2 is written as
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Ψ (R, x, t) =
Le∑

I=1

CI (R, t)ΦI (x, t), (10.63)

where x is the collective spatial and spin coordinate for the two electrons, andΦI (x, t)
is a two-electron Slater determinant. If we assume a singlet state, we should have
one α and one β electron, and each Slater determinant is written as ΦI (x, t) =
|ϕI α (t)α ϕI β (t)β|. Therefore, once Me electronic spatial orbitals are given, we can
construct Le = M2

e different Slater determinants.
One of the main results of [25] was that a well-converged ground state of one-

dimensional H2 can be obtained already with Me = 3 spatial orbitals, corresponding
to Le = 9 determinants. The ground state wave function was obtained by imaginary
time-propagation, and the electronic orbitals were numerically discretized using the
grid method. At Me = 3, the difference between the numerically exact ground state
energy E (exact)

0 = −39.34 eV and the Ex-MCTDHF energy E (Ex−MCTDHF)
0 was found

to be E (Ex−MCTDHF)
0 − E (exact)

0 ≈ 10 meV, and at Me = 5, E (Ex−MCTDHF)
0 − E (exact)

0 ≈
0.5 meV.

Another feature of the Ex-MCTDHF wave function pointed out in [25] is that the
expansion (10.63) allows us to represent the total wave function in a compact form, in
the sense that the number of parameters needed to represent the wave function can be
smaller than the number of parameters needed for describing a wave function using
the Born-Huang expansion. If we assume for simplicity that both an electronic spatial
orbital ϕk(r, t) and a CI coefficient CI (R, t) are discretized using N grid points,
the total number of parameters needed to specify the Ex-MCTDHF wave function
becomes Ntot = LeN + MeN = MeN (Me + 1). On the other hand, in the case
of one-dimensional H2, when we employ a Born-Huang expansion to describe the
total wave function,

ΨBH(R, x, t) =
Le∑

I=1

CBH
I (R, t)ΦBH

I (x; R), (10.64)

we would need N BH
tot = LeN + MeN 2 = MeN (Me + N ) parameters, because

each spatial orbital ϕk(r; R) is a function of both r and R, and therefore needs N 2

grid points for the discretization. In practical calculations, the number of grid points is
typicallyN > 102, and the number of orbitals is typically Me ≤ 10. Therefore, the
number of parametersN BH

tot required in the Born-Huang expansion (10.64) is much
larger than the number of parameters Ntot required in the Ex-MCTDHF expansion
(10.63). If we assume thatN 
 1 and Me � N , then N BH

tot /Ntot ≈ N 
 1.

10.4 Related Methods

In this section, we give a brief account on methods similar to the Ex-MCTDHF
method, describing the coupled, time-dependent motion of both electrons and nuclei
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in a molecule in order that electronic and vibrational excitation are treated with a
larger extent of flexibility than the BO approximation.

10.4.1 Multiconfiguration Time-Dependent Hartree Method

The multiconfiguration time-dependent Hartree (MCTDH) method [19, 20, 26] is
a method originally invented for the simulation of vibrational motion of polyatomic
molecules. The total vibrational wave function is written as

Ψ (q1, . . . , qn, t) =
∑

i1,...,in

Ci1...in (t)η
(1)
i1

(q1, t) . . . η
(n)
in

(qn, t), (10.65)

where q j represents the coordinate for the vibrational mode j , and there is a set of
time-dependent basis functions {η( j)

k (qk, t)} for each mode. We have assumed that
there are a total of nmodes. The equations of motion for the coefficientsCi1...in (t) and
the basis functions η

( j)
k (qk, t) can be derived using the time-dependent variational

principle [20], similarly to the procedure described in Sect. 10.3.2. The MCTDH
method can be used to simulate the vibrational motion of large, many-dimensional
systems, as has beendemonstrated in the simulation of the 15-dimensional vibrational
motion of H5O

+
2 [27] and the 21-dimensional vibrational motion of C3H4O2 [28].

An extension of the MCTDH method is called the multi-layer MCTDH method
[26, 29, 30]. In the multi-layer MCTDH method, the vibrational coordinates are
combined into K groups of combined coordinates Q j as [26]

Q1 = (q1, . . . , qk1), Q2 = (qk1+1, . . . , qk1+k2), . . . , QK = (qn−kK+1, . . . , qn),
(10.66)

where k j is the number of coordinates in group j . The wave function is written
in the same way as in the original MCTDH method, but in terms of the combined
coordinates Q j ,

Ψ (q1, . . . , qn, t) =
∑

i1,...,iK

Ci1...iK (t)ζ (1)
i1

(Q1, t) . . . ζ
(K )
iK

(QK , t). (10.67)

The idea of the multi-layer MCTDH method is to express each time-dependent
basis function ζ

( j)
m (Q j , t) as a time-dependent multiconfiguration expansion,

ζ ( j)
m (Q j , t) =

∑

l1,...,lk j

C ( j)
m,l1...lk j

(t)η(1)
l1

(qaj+1, t) . . . η
(k j )

lk j
(qaj+k j , t), (10.68)

where a j = ∑ j−1
l=1 kl . Using the multi-layer MCTDH method, we can simulate the

vibrational motion of very large systems. For example, in [31], it was shown for
CH3I embedded in calix[4]resorcinarene (C28H24O8) that the full 189-dimensional
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vibrational wave function as well as its electronic absorption spectra can be obtained
by the multi-layer MCTDHF method.

In [32], it was shown that the expansion (10.65) can be applied to the coupled
electro-nuclear motion of H+

2 , if q1 represents the internuclear distance R and q2
represents the coordinate r of the electron. If we assume a one-dimensional model
like that described in Sect. 10.3.3.2, the total wave function becomes

Ψ (R, r, t) =
∑

I J

cI J (t)χI (R, t)ϕJ (r, t), (10.69)

where χI (R, t) and ϕJ (r, t) are orbitals describing the nuclear and the electronic
motion, respectively, and cI J (t) is a time-dependent expansion coefficient. If we
define an R-dependent CI coefficient by

CJ (R, t) =
∑

I

cI J (t)χI (R, t), (10.70)

(10.69) can take the same form as (10.63),

Ψ (R, r, t) =
∑

J

CJ (R, t)ϕJ (r, t). (10.71)

Thedifference of (10.71) and (10.63) is that the electronicwave functionϕJ (r, t) is
a single-particle orbital in (10.71),whileΦI (x, t) is a two-electron Slater determinant
in (10.63).

In [32], it was concluded that an accurate time-dependent wave function of H+
2

could be obtained when Me ≥ 8 electronic spatial orbitals with the same number
of protonic orbitals were included in the expansion (10.69). By comparing with
numerically exact wave functions obtained by a direct solution of the TDSE, it
was confirmed that both the time-dependent electronic and nuclear densities as well
as the high-harmonic spectra were well reproduced by the MCTDH method. This
conclusion was independently confirmed in [33, 34], in which methods based on the
same type of multiconfiguration expansion of the wave function shown in (10.69)
were used for investigating the strong-field induced dynamics in H+

2 .

10.4.2 Multi-Configuration Electron-Nuclear Dynamics
Method

Themulti-configuration electron-nuclear dynamics (MCEND)method wasproposed
by Nest in [35] for describing time-dependent coupled electron-nuclear motion. The
ansatz for the total wave function is written as
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Ψ (R, x, t) =
∑

I J

CI J (t)ξI (R, t)ΦJ (x, t), (10.72)

where R = (q1, . . . , qn) is a collective coordinate for the n vibrational modes of the
molecule,whereq j represents the coordinate of one vibrationalmode, andΦJ (x, t) is
a Slater determinant described as a function of the collective electronic coordinate x
and t . The Slater determinant is constructed from time-dependent electronic orbitals
ϕk(r, t) as in (10.20). Similarly to the MCTDH method introduced in Sect. 10.4.1,
the vibrational wave functions ξI (R, t) are written as a product of time-dependent
basis functions for representing the respective vibrational modes as

ξI (R, t) = η
(1)
I1

(q1, t) . . . η
(n)
In

(qn, t). (10.73)

The MCEND wave function ansatz (10.72) is similar to the Ex-MCTDHF ansatz
(10.25) if we regard the coordinate Rh of the heavy nuclei as a constant. However, it
should be noted that the nuclear motion is described in terms of vibrational modes
in the MCEND method, whereas the motion of the protons is described by protonic
orbitals in the Ex-MCTDHF method. For this reason, the Ex-MCTDHF method is
considered to be suited for the simulation ofmolecules containingmany (>3) protons
as well as for the discussion of quantum effects arising from the fermionic nature
of the protons, while the MCEND method could be suited for the simulation of
small molecules having only a few vibrational modes. For diatomic molecules with
only one vibrational degree of freedom, the nuclear motion is treated in exactly the
same manner in the MCEND method and the Ex-MCTDHF method. In [36], the
MCEND method was applied to investigate the time-dependent dynamics of LiH in
an ultrashort laser pulse.

10.4.3 MCTDHF Method for Diatomic Molecules

Haxton et al. [37] presented a modified version of the MCTDHF method, in which
the vibrational motion in a diatomic molecule is treated quantum mechanically in
addition to the electronic degrees of freedom. The total wave function is written in
a form similar to the Born-Huang expansion (see (10.8)) as

Ψ (R, x, t) =
∑

J

χJ (R, t)ΦJ (x, t; R), (10.74)

where R is the internuclear distance, χJ (R, t) is a nuclear wave function, and
ΦJ (x, t; R) is a time-dependent Slater determinant, which depends parametri-
cally on the internuclear distance R. This parametric dependence on R makes this
method different from the Ex-MCTDHF method, as can be seen from the compar-
ison of (10.74) with (10.63). The Slater determinants are constructed from time-
dependent electronic orbitals as in (10.20), but the spatial orbitals ϕk(r, t; R) depend
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parametrically on R in this case. However, differently from the Born-Huang expan-
sion, where the electronic orbitals are used to construct electronic eigenfunctions of
the electronic Hamiltonian at each R (see (10.7)), in the method presented in [37],
the R-dependence of the electronic spatial orbitals arises from the R-dependent basis
set adopted in the expansion of the orbitals. This means that each spatial electronic
orbital can be written as

ϕk(r, t; R) =
∑

i

cki (t)Fi (r; R), (10.75)

where cki (t) is a time-dependent coefficient which is independent of R, and Fi (r; R)

is an R-dependent basis function. The finite element method and the discrete variable
representation [38] in the prolate spheroidal coordinate systemwere used to construct
the basis functions Fi (r; R) in [37].

The MCTDHF method for diatomic molecules was employed in [37] to calculate
accurate vibronic eigenstates of HD+, HD, H2, and LiH. In [39], this method was
applied to the calculation of the cross section of dissociative photoionization of H+

2 .
It was found that the cross section at photon energies around 30 eV, corresponding to
vertical ionization, could not be well reproduced, although the cross section for large
photon energies was reproduced well. To the best of our knowledge, this method has
not yet been applied to coupled electro-nuclear motion in molecules in strong laser
fields.

10.5 Summary

We have presented several methods that have been developed for the simulation of
the coupled time-dependent motion of electrons and nuclei in molecules. In the case
of the Ex-MCTDHF method, the equations of motion were derived and presented in
a compact form. The two examples to which the Ex-MCTDHF method was applied
have been introduced, that is, the calculations of the ground state electro-protonic
wave functions of CH3OH and H2. In the case of CH3OH, it was shown that the
spatial proton distribution corresponding to three protons around the C atom and one
proton around the O atomwas reproduced well by the Ex-MCTDHFmethod without
using a potential energy surface. Brief overviews were also given on the three related
methods, the MCTDH method, the MCEND method, and the MCTDHF method for
diatomic molecules.

The real advantage of the Ex-MCTDHF method is expected to appear in the real-
time propagation of molecular wave functions under the influence of short and strong
laser pulses. Because the Ex-MCTDHF ansatz provides a very flexible form of the
total wave function, this method is suited for the simulation of extensive structural
change and dissociation of a molecule in the time domain. It is expected that the Ex-
MCTDHF method will be a powerful and general method for simulating ultrafast
dynamics of polyatomic molecules in intense laser fields.
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Chapter 11
Separable Potentials Model for Atoms
and Molecules in Strong Ultrashort
Laser Pulses

Yu. V. Popov, A. Galstyan, B. Piraux, P. F. O’Mahony, F. Mota-Furtado,
P. Decleva and O. Chuluunbaatar

Abstract In this contribution, we discuss a model based on the replacement of the
potential describing the interaction of a single active electron with the nucleus or the
nuclei of atoms or molecules, with a potential, separable in momentum space and
consisting of several terms. Each term supports only one single electron bound state
of the system.We apply this model to the description of the interaction of atomic and
molecular hydrogen, hydrogen anion and water molecule with an external ultrashort
laser pulse. As expected, this short range separable potential model works very well
for the hydrogen negative ion due to the short range nature of it real potential. In
the case of other systems, we show that, at high frequency, taking into account the
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long range interaction in the final state is equivalent to multiplying the ionisation
probability by a constant factor independent of the laser parameters.

11.1 Introduction

Nonlocal two-particle separable potentials are widely used in nuclear physics. For
more than two particle scattering processes, they might significantly simplify the
calculation of matrix elements, in particular if it involves the evaluation of the two-
body scattering amplitudes (see e.g. [1]). In some cases, one can even solve the
problem analytically, e. g. when a light particle interacts with two heavy ones (see
Takibayev [2]). This model was applied to study the structure of H+

2 by the same
author, but to our regret this paper exists only in Russian and does not have an online
version [3]. It is important to note at this stage that in the configuration space the
separable potential has a short range.

Given the simplicity of the calculations, the separable potentials can be applied to
treat the laser-matter interactions. In this case, the main difficulty is the long range
of the Coulomb interaction, which is usually dominating. Besides this problem, the
use of separable potentials raises additional questions:

• Can a separable potential be uniquely defined?
• The observables in the presence of the electromagnetic field should be gauge
invariant. In quantum physics the gauge invariance is assured by a property of
locality of the potentials. What to do with separable non-local potentials?

• What is the predictive power of this model? Does it allow to find new mechanisms
and processes in the domain of its validity?

These are the questions we are trying to answer in this chapter.
The model we consider here (we abbreviate it below by SPAM for Separable

Potentials for Atoms andMolecules), was first introduced in [4] to describe the inter-
action of atomic hydrogen with a laser pulse. The separable potentials are defined in
terms of the bound state wave functions, and the continuum functions are obtained
by solving the stationary Schrödinger equation. Subsequently in [5–8], more com-
plicated potentials have been considered and the calculation of different observables
in the case of atomic hydrogen interacting with a laser pulse has been discussed in
detail.

Electron energy and angular spectra in the case of atomic hydrogen, interacting
with an external electromagnetic field of fixed frequency, have beenmeasured [9–16].
On the other hand, a robust numerical code exists that is solving the time dependent
Schrödinger equation (TDSE) bydecomposing the initialwave function in aSturmian
basis and propagating it during its interaction with a laser pulse [17, 18]. Thus it is
possible to compare our SPAMresults to both experimental data and results of “exact”
numerical calculations, such as TDSE based simulations, which may be considered
as “numerical experiments”. Finally, separable potentials have been also used in
[19, 20], focusing, in particular, on the gauge invariance problem.
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It is worth noting that the SPAM model is related to the strong field approxima-
tion (SFA) [21]. We remind here that SFA neglects the Coulomb potential after the
emission of the electron when the electric field is sufficiently intense. In this case,
the solution of the TDSE with a time dependent dipole interaction potential is a
Volkov wave, so that the transition matrix elements in the length gauge and in the
velocity gauge can be easily calculated. We can generalise it and build an iterative
series in the Coulomb potential, which allows one to calculate the SFA wave packet
at different orders in the Coulomb potential [22]. This approximation has, however,
serious drawbacks:

• it is gauge dependent;
• the series has been shown to diverge in some situations [23].

Finally, within the single active electron (SAE) approximation, the SPAM can be
applied to many-electron systems. The SAE approximation is used in the case of a
single electron ionisation of a complex target by different projectiles, in particular
by a laser pulse. The main idea behind the SAE approximation is that only one
electron in the atomic (molecular) target is interacting with the projectile, and this
is the electron which leaves the target. All other electrons are frozen. This model
is working pretty well in the case of high energy projectiles, when the momentum
of the ejected particle is much higher than a characteristic velocity of the target
electrons, meaning that the transferred momentum has to be big. Conversely, if it is
not the case, then the slow electron inelastically interacts with other electrons, and
the SAE model is no longer applicable. For example, if the core electron is ejected
from the atom, this vacancy will be filled with outer electrons, which could lead to
cascade processes and, possibly, auto-ionisation. The SAE model would work well
only if the ejection of the electron is much faster than these subsequent processes.
We therefore expect that the SAE model can be successfully applied for the outer
orbital ionisation.

All these features will be discussed in more detail below. Atomic units (a.u.), in
which � = e = me = 1, are used throughout unless otherwise specified.

11.2 Atomic Hydrogen

11.2.1 Preliminary Remarks on Gauge Invariance

The property of gauge invariance of theories which include the electromagnetic field
is a central problem of such theories. This property allows one to obtain various
equivalent forms of the Schrödinger equation related to each other through unitary
transformations: this leads to the invariance of the physical observables. Let us recall
that the Maxwell equations can be written in terms of the scalar and vector poten-
tials,U (r, t) andA(r, t). These potentials determine unambiguously the electric and
magnetic fields. However, the potentials themselves are not uniquely defined. For
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example, two sets of potentials (A′,U ′) and (A,U ), where

A′ = A + ∇ f, U ′ = U − 1

c

∂ f

∂t
,

give the same electric and magnetic fields for an arbitrary scalar function f (r, t).
The electric field E is related to the potentials as follows:

E(r, t) = −1

c

∂

∂t
A(r, t) − ∇U (r, t). (11.1)

In the so-called Coulomb gauge it is assumed that

divA = 0.

Furthermore, one makes a physical assumption about weak dependence of the
scalar potential on the coordinate within the atom, i.e.

U (r, t) � U (0, t),

which allows one to neglect the gradient of the scalar potential in (11.1). In addition,
we write

A(r, t) � A(0, t) = A(t).

which is the well known dipole approximation.
In the following, we consider a linearly polarised pulsed field which means that

the vector potential can be written as A(t) = eA(t), where e is the unit polarisation
vector1 and

A(t) =
√

I

I0
sin2

(
π

t

T

)
sin(ωt), 0 ≤ t ≤ T .

Here ω is field frequency, T = 2πN
ω

is the total pulse duration where N is the
number of optical cycles and I is the peak intensity of the pulse with I0 = 3.5 × 1016

W/cm2. It is important to note that A(t)must be zero before and after the laser pulse.
Consider the TDSE in velocity form (V-form) describing the interaction between

an electric pulse and a hydrogen-like atom which is initially in its ground state,

[
i
∂

∂t
− 1

2

(
−i∇ + 1

c
eA(t)

)2

+ Z

r

]
ΦV (r, t) = 0, ΦV (r, 0) = ϕ0(r) =

√
Z3

π
e−Zr ,

∫
d3r |ΦV (r, t)|2 = 1, (11.2)

1The approach is not limited to linear polarisation of the external field or a particular form of the
envelope.
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where Z designates the nuclear charge. By using the well known unitary Göppert-
Mayer transformation that relates the full wave packet in velocity and length gauges,

ΦV (r, t) = exp

[
−i

1

c
A(t)(er)

]
ΦL(r, t), (11.3)

we obtain from (11.2) the length form (L-form) of the TDSE:[
i
∂

∂t
+ 1

2
� − E(t)(er) + Z

r

]
ΦL(r, t) = 0, ΦL(r, 0) = ϕ0(r).

Here E(t) = − 1
c

∂A(t)
∂t .

Usually one requires a good numerical algorithm to obtain a good agreement of the
computed observables (level populations, electron angular and energy distributions
etc.) in the L- and V- forms. In the exact theory they must be identical. In the
momentum space the V-form TDSE takes the form

[
i
∂

∂t
− 1

2
(p + 1

c
A(t)e)2

]
Φ̃V (p, t) +

∫
d3u

(2π)3

4π Z

|p − u|2 Φ̃V (u, t) = 0, (11.4)

Φ̃V (p, 0) = ϕ̃0(p) = 8
√

π Z5

(p2 + Z2)2
.

In (11.4), the function Φ̃V (p, t) designates the Fourier transform of the function
ΦV (r, t). Similarly, the L-form TDSE becomes

[
i
∂

∂t
− p2

2
− iE(t)(e · ∇ p)

]
Φ̃L(p, t) +

∫
d3u

(2π)3

4π Z

|p − u|2 Φ̃L(u, t) = 0,

Φ̃L(p, 0) = ϕ̃0(p), (11.5)

and the gauge transformation (11.3) becomes

Φ̃V (p, t) = Φ̃L(p + 1

c
A(t)e, t).

Equations (11.4) and (11.5) are the basic ones that we use in our SPAM model.

11.2.2 Definition of Separable Potentials

First of all and based on [24, 25], it is possible to show that the kernel of the Coulomb
potential may be expanded as follows
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4π Z

|p − u|2 = (2π)2Z

pu

∞∑
l=0

(l!)2
(

4qp

q2 + p2

)l+1 (
4qu

q2 + u2

)l+1

×

l∑
m=−l

Y ∗
l,m(θp, φp)Yl,m(θu, φu)

∞∑
n=0

n!
(n + 2l + 1)! C

l+1
n

[
q2 − p2

q2 + p2

]
Cl+1
n

[
q2 − u2

q2 + u2

]
.

(11.6)
In other words, this Coulomb kernel may be expanded as a sum of products

of separable potentials, given by Gegenbauer polynomials Cl+1
n (x). Note that this

expansion is not unique since it depends on the arbitrary parameter q. In practice, we
have to truncate the infinite expansion. In this case we deal again with a sum of the
short range separable potentials, and q determines their range in the configuration
space [8]. Equation (11.6) presents one way to define non-local separable potentials.
Here, however, we focus on a different method.

Before describing thismethod inmore detail, let us discuss a few important points.
The approximation of a singular local potential by a non-singular non-local potential
raises some questions about the validity of this approximation. Instead of the long
range Coulomb potential that gives rise to an infinite number of bound states, we
obtain a short rangepotentialwith afinite number of bound states. In fact, this problem
exists only in theory, as in the reality the potential is always truncated. Moreover, the
locality of the potential is an approximation as well. Finally, the gauge invariance is
a feature of a theory with a local potential only. Separable potential theories cannot
be gauge invariant. However, as we see below, separable potentials are very useful
for calculations, and they allow one to investigate the dominating mechanisms. In
the second method, we approximate the Coulomb potential in the following way

4π Z

|p − u|2 ≈
N∑

n=0

L∑
l=0

l∑
m=−l

vnl(p)Yl,m(θp, φp) v
∗
nl(u)Y ∗

l,m(θu, φu).

The components vnl(p) of the separable potential correspond to some eigenfunc-
tions of the Hamiltonian with the Coulomb potential

(
ε j − p2

2

)
ϕ̃ j (p) +

N∑
q=1

L∑
l=0

l∑
m=−l

vql(p)Yl,m(θp, φp)×
[∫

d3u

(2π)3
v∗
ql(u)Y ∗

l,m(θu, φu)ϕ̃ j (u)

]
= 0,

(11.7)

where ϕ̃ j (p) = ϕ̃ jl j (p)Yl j ,m j (θp, φp) are the Coulomb bound state eigenfunctions.
By substituting in (11.7), we get
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(
ε j − p2

2

)
ϕ̃ jl j (p) +

N∑
q=1

aq jl j vql j (p) = 0 (11.8)

with

aq jl j =
∫ ∞

0

u2du

(2π)3
v∗
ql j (u)ϕ̃ jl j (u). (11.9)

We see that a given angular momentum l defines a group of separable potentials.
For example, the states j = 1s, 2s, 3s, . . . enter the group l = 0, j = 2p, 3p, 4p, . . .

enter the group l = 1, etc. The functions g j (p) =
(
ε j − p2

2

)
ϕ̃ j (p) are called the

vertex functions. They define the components of the separable potentials.
We denote vn(p) = vnl(p)Yl,m(θp, φp) and redefine in (11.7)

∑N
q=1

∑L
l=0

∑l
m=−l

by
∑

n=1 (do not confuse n with the principal quantum number). Equation (11.7)
can be written in matrix form as follows

G + AV = 0,

or
V = −A−1G,

where the components of V are the unknown vn(p). For the matrix A we obtain a
matrix equation from (11.8)

Γ = AAT , (11.10)

whereAT denotes the transposematrix ofA. The elements of thematrixΓ are known
and given by:

Γi j =
∫

d3u

(2π)3
ϕ̃∗
i (u)

(
1

2
u2 − ε j

)
ϕ̃ j (u).

Equation (11.10) can have an infinite number of solutions for the elements of
matrix A within any �-block, if the number of states we take into account in each
block is more than one. If we choose matrix A to be triangular, we obtain a unique
solution for the components of the separable potentials. For example, let us consider
� = 0 and write from (11.8)

(
ε1s − p2

2

)
ϕ̃1s(p) + a11v1s(p) = 0,

(
ε2s − p2

2

)
ϕ̃2s(p) + a21v1s(p) + a22v2s(p) = 0.

This system of linear equations allows to determine components of the separable
potential, and the integrals (11.9) allow to determine all unique positive coefficients
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a11, a21, a22. We have tested our approach with several cases of symmetric matrixA,
but have not found any significant difference.

The continuum states for a separable potential follow from the definition of the
potential. They are important for the calculation of the ionisation yield and the elec-
tron energy spectrum. We get from (11.7)

(
k2

2
− p2

2

)
ϕ̃−(k,p) +

N∑
n=1

Cn(k)vn(p) = 0, Cn(k) =
∫

d3u

(2π)3
v∗
n(u)ϕ̃−(k,u).

(11.11)
and

ϕ̃−(k,p) = (2π)3δ(k − p) − 2

k2 − p2 − i0

N∑
j=1

Cn(k)vn(p) (11.12)

For the coefficients Cn(k), we obtain the linear system of algebraic equations

Cn(k)[1 + λnn] +
N∑
j 
=n

λnjC j (k) = v∗
n(k),

with

λnj = 2
∫

d3u

(2π)3

v∗
n(u)v j (u)

k2 − p2 − i0
.

For atomic hydrogen all the integrals can be evaluated analytically.

11.2.3 TDSE with Separable Potentials

Let us go back to the TDSE (11.4) in the momentum space and define the action

S(p, t) = 1

2

∫ t

0

(
p + 1

c
A(ξ)e

)2

dξ.

We also define the functions

Fn(t) =
∫

d3u

(2π)3
v∗
n(u)Φ̃V (u, t), (11.13)



11 Separable Potentials Model for Atoms and Molecules … 229

and write the solution of (11.4) as

Φ̃V (p, t) = e−iS(p,t)

[
ϕ̃0(p) + i

N∑
n=1

vn(p)

∫ t

0
dξFn(ξ)eiS(p,ξ)

]
. (11.14)

By inserting (11.14) into (11.13),we obtain a systemof coupledVolterra equations
for the functions Fn(t). We can write this system in matrix form as follows

F(t) = F0(t) +
∫ t

0
K(t, ξ)F(ξ)dξ.

The analytical expressions for the free term F0(t) and the kernel K(t, ξ) can be
found in [8].

Let us discuss (11.14). If we turn off the external field, then, from (11.4), we
obtain

Φ̃V (p, t) = ϕ̃0(p)e
−iε0t . (11.15)

It is thanks to the integral term in (11.14) that Φ̃V (p, t) tends to the hydrogen
ground statewhen thefield is zero. Itmeans thatwe cannot take the term e−iS(p,t)ϕ̃0(p)
as a zero order approximation and build an iterative series out of it. Indeed, this free
wavepacket in (11.14) disperses in the configuration space even in the absence of
the field, which contradicts the meaning of a stationary state. This observation is
discussed further in the context of SFA in [22].

If the separable potentials have been generated by imposing that they support N
bound states, the ionisation yield P(t) can be calculated as

P(t) = 1 −
N∑

n=1

|〈ϕ̃n|Φ̃(t)〉|2. (11.16)

11.2.4 Gauge Invariance and Separable Potentials

We have noted above that the TDSE with non-local separable potentials is not gauge
invariant. If we put Φ̃V (p, t) = Φ̃L(p + 1

c A(t)e, t) into (11.4), which we reproduce
here for clarity

[
i
∂

∂t
− 1

2
(p + 1

c
A(t)e)2

]
Φ̃V (p, t) +

∑
n=1

vn(p)

∫
d3u

(2π)3
v∗
n(u)Φ̃V (u, t) = 0,

(11.17)
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we get

[
i
∂

∂t
− 1

2
p2 − iE(t)(e · ∇ p)

]
Φ̃L(p, t) +

∑
n=1

vn(p − 1

c
A(t)e)×

∫
d3u

(2π)3
v∗
n(u − 1

c
A(t)e)Φ̃L(u, t) = 0.

(11.18)

There are two equivalent ways to obtain (11.18) from (11.5):

4π Z

|p − u|2 →
∑
n=1

vn(p)v∗
n(u),

or

4π Z

|p − u|2 →
∑
n=1

vn(p − 1

c
A(t)e)v∗

n(u − 1

c
A(t)e).

A question arises: how to generate the time dependent separable potential compo-
nents vn in terms of the (time independent) bound state wave functions? To answer
this question, we consider the following TDSE

[
i
∂

∂t
− 1

2
(p − 1

c
A(t)e)2 − iE(t)(e · ∇ p)

]
ϕ̃ j L (p, t) +

∫
d3u

(2π)3
4π Z

|p − u|2 ϕ̃ j L (u, t) = 0.

(11.19)

This equation has the same Coulomb spectrum when the external field is zero. It
means that in the configuration space, the solution ϕ̃ j L(r, t) is a Coulomb function,
multiplied by the phase factor, present inGöppert-Mayer transformation (11.3),while
in momentum space we have

ϕ̃ j L(p, t) = ϕ̃ jV (p − 1

c
A(t)e)e−iε j t . (11.20)

To the best of our knowledge, the first one who noticed that was Faisal in [26].
With time dependent separable potentials (11.19) writes

[
i
∂

∂t
− 1

2
(p − 1

c
A(t)e)2 − iE(t)(e · ∇ p)

]
ϕ̃ j L(p, t)+

∑
n=1

vn(p − 1

c
A(t)e)

∫
d3u

(2π)3
v∗
n(u − 1

c
A(t)e)ϕ̃ j L(u, t) = 0.

(11.21)
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By substituting ϕ̃ j L(u, t) by its expression (11.20) we obtain, after changing
variables (compare with (11.7))

[
ε j − 1

2
p2

]
ϕ̃ jV (p, t) +

∑
n=1

vn(p)

∫
d3u

(2π)3
v∗
n(u)ϕ̃ jV (u, t) = 0. (11.22)

Thus, if one has the TDSE (11.17) in theV-gauge, using the time-independent sep-
arable potentials, then (11.18) is its gauge partner, but with time dependent separable
potentials. It is a family of gauge invariant solutions.

Equation (11.18) can be written down, however, with time independent separable
potentials, defined by the same spectral functions. Equation (11.17)will be defined by
time-dependent components with p + 1

c A(t)e as an argument. We will have another
family of gauge invariant solutions as the operators in brackets of (11.17) and (11.18)
differ. This is a price to pay for using separable potentials.

11.2.5 Results

From the numerical point of view, the calculations both for atoms and molecules
are inexpensive. It can be seen from the form of the Fn(t) function in (11.13) that
the spatial dependence is treated analytically. The set of Volterra integral equations
of second kind in time for F functions are solved using a block-by-block method (a
grid in time), using the GPUs to evaluate the kernels K (t, ξ) for different time points
before propagation.

In Figs. 11.1 and 11.2 we compare the predictions of the SPAM model with the
experiment for a low frequency pulse, and with TDSE calculations for a high fre-
quency pulse correspondingly (more results are given in [5–8]). For reference, the
potential in the case 1s and 2p states included is given by

4π

|p − u|2 ≈ 16π

(p2 + 1)(u2 + 1)
+ 32π2

3

(p · u)

(p2 + 1/4)2(u2 + 1/4)2

In the experiment, presented in [15], the authors consider a hydrogen atom, inter-
acting with a laser pulse of frequency of 0.0723 a.u. (630nm wave length), 10 cycles
pulse duration and of peak intensity of 6.5×1013 W/cm2. In Fig. 11.1 a compari-
son of this experimental spectrum with a SPAM model calculation, with 1s and 2p
states included, is presented (the experimental spectrum is normalised to the theo-
retical one). One can notice an agreement for the peak positions for higher electron
energies (> 1 a.u.). At lower energies we do not observe a good agreement for two
reasons:

• the slow emitted electron is described by a planewavewhich neglects the influence
of the binding potential;

• the ac-Stark shift is not properly included in our SPAM model since it involves
only two levels (1s and 2p).
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Fig. 11.1 Electron energy spectrum resulting from the interaction of atomic hydrogen with a laser
pulse of frequency 0.0723 a.u. (630nm), 10 cycles duration and with peak intensity 6.5 × 1013

W/cm2. The red curve is the experimental data from [15], blue curve is the results of calculation
with a SPAMmodelwith 1s and 2p states included. Experimental data is normalised to themaximum
of the theoretical spectrum. Theoretical vector potential is described by a sine squared envelope

Fig. 11.2 Dependence of the ionisation yield of the H atom on the laser pulse frequency for a sine
squared pulse of 2 cycle duration and 1014 W/cm2 peak intensity. The solid line has been obtained
by using our SPAM method which includes only 1s state and the dots show the results of the full
TDSE calculation. The perturbation theory calculation in the same regime is given in [27]

In Fig. 11.2 the SPAM, containing only 1s state, is compared with the TDSE
calculation results. We consider a laser pulse of 2 cycles full duration and 1014

W/cm2 peak intensity. To obtain a better coincidence of the results, we divided the
prediction of SPAMby 2 and obtained the so-called corrected SPAM. This correction
is due to the lack of interaction in the final state of the system with the laser field,
and is obtained analytically for high frequencies in [27].
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11.3 Many-Electron Systems

11.3.1 SAE Approximation

The influence of the electron-electron correlations on the dynamics of the processes
of excitation and scattering is actively studied in helium atom, hydrogen anion and
recently in H2 molecules [28]. All other atoms and molecules are described with a
treatment where electrons are described independently and moving in the mean field
of the nuclei and of the all other electrons (see e.g. Hartree-Fock method and, more
recently, the multiconfiguration time-dependent Hartree-Fock method [29–31] and
the configuration interaction singles method [32, 33]). The best example of such a
treatment is the system of non-linear integrodifferential equations of Hartree-Fock.

This system of integrodifferential equations is very often reformulated in terms
of one electron local potentials with Coulomb tail. In this case we obtain a TDSE
which is particularly attractive to treat single ionisation of a molecule in a pulsed
field. This is essentially the SAE approximation, when this “active” electron under
the external perturbation, is leaving the atom, and all other electrons are frozen. This
approximation is of a particular interest for separable potential application when
the separable potentials are built in terms of vertex functions of a single electron.
Usually these separable potentials are generated numerically when the one-particle
wave function is taken from tables or generated with public codes.

When considering an external electromagnetic field as a perturbation that leads
to the emission of an electron from an outer atomic shell, one has to use more
complicated separable potentials that account for the excitation of the active electron.
It allows one to account for different processes which is more adequate in this case.
To find out what can be described with our SPAM model and in which frequency
and intensity domains, we consider below a rather complicated process of single
ionisation in a laser field, for the hydrogen anion, hydrogen molecule and water
molecule.

11.3.2 Hydrogen Anion

A full solution of a TDSE for H− is feasible at a current level of computer resources.
It has two electrons like a helium atom, for which the exact dipole approximation
calculations exist since the end of the last century [37–39]. For the hydrogen anion
several independent calculations have been made too [35, 39–41].

From the point of view of the applicability of the SPAM model, the hydrogen
anion has a major advantage: the anion becomes neutral once one of the electrons is
detached, implying that the SPAMmodel and the short range potential approximation
should work beautifully, as the potential does not have a Coulomb tail [42].

The ground state of the anion 1s2 is incredibly weakly bound, having binding
energy of −0.0277 a.u. only [43].
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The experiments on the photodetachment in a strong laser field are quite difficult
to carry out, but a few exist [44–48]. The main difficulty is the depletion of negative
ions by a low order detachment process at the fore front of the pulse [49, 50]. The
intensity there is low, but sufficient for a many photon detachment process. The
first observation of such many photon detachment, analogous to above threshold
ionisation, was reported in the F−, Cl−, Au− ions [44–47]. Their outer electron
binding energy is much higher than the one of H−, so it was simpler experimentally.

TheSPAMmodel calculations forH− are very similar to those for atomichydrogen
with only 1s state. However, the ground state wave function, as given by Yamaguchi
[51], is slightly different:

ϕ̃(r) =
√
2κβ(κ + β)

β − κ

e−κr − e−βr

r
Y00(θ, φ),

∫
d3r |ϕ̃(r)|2 = 1, (11.23)

with

κ = 0.235, ε = −κ2

2
= −0.0276, β = 0.913.

Here κ and β are fitting parameters. On the basis of this wave functionwe generate
the corresponding separable potential in the same way, like we do it for atomic
hydrogen (see (11.8) and after).

The comparison of the ionisation yield dependence on the intensity for different
calculations is presented in the Fig. 11.3. It has to be mentioned, that the SPAM result
in this case is not multiplied by any factor. The prediction of the SPAM model lies
quite close to the results obtained by Bachau et al. [34], Scrinzi et al. [35] that take
accurately into account the electron-electron correlations.

Fig. 11.3 Comparison of the SPAM ionisation yield intensity dependence with more sophisticated
calculations from [34, 35] that take electron-electron interaction into account. Hydrogen anion
interacts with a sine squared laser pulse of 8 cycles duration and 0.03 a.u. (1520nm) photon energy.
SPAM is presented by a red full line; calculation from [34]—blue triangles; calculation from [35]—
black circles
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Fig. 11.4 Ionisation yield of H− versus external field frequency. The duration of the pulse is fixed
to 2 cycles, the peak intensity is 3.5 × 1010 W/cm2 for the full red line (SPAM) and circles (full
TDSE [36]) and 3.5 × 1011 W/cm2 for the dashed blue line (SPAM) and triangles (full TDSE [36])

Fig. 11.5 Ionisation yield of the SPAMmodel of H− versus external field frequency. The duration
of the pulse is fixed to 64 cycles and the peak intensity is 3.5 × 1010 W/cm2. The cusps result from
the closing of different channels

The good agreement of the SPAM prediction with other approaches in the case of
the negative ion can be explained by the absence of the Coulomb interaction in the
final state. As shown analytically in [8], the difference between the SPAM prediction
for atomic hydrogen with respect to the full TDSE calculation is mainly due to the
short range of the approximate model potential. In the case of hydrogen anion this
approximation is much closer to the real system, leading to a much better agreement.

In Fig. 11.4, we consider the ionisation yield as a function of the frequency for
two intensities 3.5 × 1010 W/cm2 and 3.5 × 1011 W/cm2 and a total pulse duration of
2 optical cycles. The agreement with the full calculation is slightly worse, although
the shape of the curves is the same. The differences are attributed to the fact that the
Yamaguchi potential does not describe the electrons on the same footing as it should
be.

In Fig. 11.5, the ionisation yield for H− is plotted versus the external field fre-
quency for a very long pulse of 64 optical cycles full duration. Since the intensity
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Fig. 11.6 Ionisation yield
versus external field intensity
for H2 molecule, interacting
with a pulse of 6 cycles full
duration and 5 a.u. photon
energy. The red solid line is
corrected SPAM model
prediction and blue dots are
TDSE [53]

3.5 × 1010 W/cm2 is very low and the pulse is very long, the closing of different ion-
isation channels is clearly visible and manifests itself by the presence of a succession
of so-called Wigner cusps.2

11.3.3 Hydrogen Molecule

Molecular hydrogen is a very simple diatomic molecule. However, it is only very
recently that physicists suceeded to obtain exact numerical results for its evolution
in a laser field, taking into account all the electronic and nuclear degrees of freedom
[28, 54].

In Figs. 11.6 and 11.7 we compare the predictions for the ionisation yield of the
SPAM model (with a correction, discussed in detail in [27]) with the full TDSE
calculation [53]. In Fig. 11.6 the laser field frequency is fixed to 5 a.u. and the total
pulse duration is 6 optical cycles. The single ionisation probability, as a function of
the laser pulse peak intensity shows good agreement, despite the fact that in some
cases SAE fails to describe the H2 molecule [55].

In Fig. 11.7 the laser pulse peak intensity is fixed to 4 × 1014 W/cm2 and the
total pulse duration is 2 optical cycles. Again, the single ionisation probability, as
a function of the laser pulse frequency shows relatively good agreement. A strong
disagreement for lower frequencies around the ionisation threshold -0.566 a.u. is
attributed to the strong influence of the binding potential on the slow electrons,
and the important role played by the intermediate states in this region (there are no
intermediate states in this SPAM model).

2Cusp is an abrupt change of the photodetachment cross section which violates theWigner’s thresh-
old law [52].
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Fig. 11.7 Ionisation yield
versus external field
frequency for H2 molecule
interacting with a pulse of 2
cycles duration and 4 × 1014

W/cm2 peak intensity. The
red solid line is the corrected
SPAM model prediction and
blue dots are TDSE [53]

11.3.4 Water Molecule

In this contribution we also consider the 1b1 orbital (the HOMO—highest occupied
molecular orbital) of water molecule. As the water molecule has 5 occupied orbitals,
why do we choose the 1b1 orbital?

HOMO 1b1 is essentially a 2p atomic orbital of the oxygen atom with very lit-
tle influence of each hydrogen atom. Ionization of the water HOMO orbital leaves
the geometry of the molecule unchanged, thus allowing us to apply the fixed nuclei
approximation as the vibrational excitation is low. Farrell et al. showed that by con-
trast to the ionization of the HOMO, the single ionization of the second least bound
orbital 3a1 (HOMO-1) triggers a fast nuclear dynamics of the molecular ion and
strongly excites the bending mode at photon energies around 0.54 a.u. [57]. In fact,
the period of the fastest oscillation in the water molecule, namely the asymmetrical
stretching of the OH bonds, is 8.9 fs which is much longer than the pulse durations
we consider here. In other words, we can assume that the molecule is frozen during
its interaction with the pulse.

To generalize the separable model to the case of the water molecule, we first
generate the spatial part Φ0(r) of the HOMO 1b1 in the configuration space. The
molecule lies in the yz plane, with the z axis (and the polarisation vector) passing
through the oxygen atom, and the hydrogens are equally distanced from this axis. The
spatial part of the molecular orbital is obtained by geometry optimization with the
GAMESS(US) program in the Hartree-Fock approximation [58]. Instead of Hartree-
Fock one could use DFT, it would not change much, as long as one uses experimental
orbital energies instead of the ones generated by GAMESS(US) as they are strongly
influenced by the method while the wave functions are not.

The general expression of a molecular orbital α, denoted by Φα(r), is:
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Φα(r) =
3∑
j=1

∑
γ j

Cγ j ,α Gγ j (r − R j )

where index j designates each nucleus in the molecule. The second summation
runs over the atomic orbitals around each nucleus and Gγ j is a so-called contracted
gaussian from a 6–31G basis set in the present case. r − R j is the electronic coor-
dinate relative to the nucleus j . The coefficients Cγ j ,α are the ones generated by the
GAMESS(US) program.

Since, to the best of our knowledge, there is no experiment performed for a water
molecule in a laser field for frequencies above the water molecule ionisation thresh-
old, we compare our results to those obtained with another SAE calculation [56].
They use DFT LB94 exchange-correlation functional with a coulomb tail to generate
the Kohn-Sham orbitals that constitute the basis set. The Hamiltonian describes the
motion of the active electron in the potential formed by the nuclei and the remaining
frozen electrons. In the SAE approximation this leads to the frozen Hartree-Fock, or
static-exchange Hamiltonian.

Since the full final momentum wave packet is available in the SPAM model, any
information about the system can be easily extracted. The absence of the intermedi-
ate states means however that regimes where these states are important, like low fre-
quency ionisation, cannot be treated accurately. Being a SAE approach, one neglects
all the dynamical interactions between the particles. Finally, the Born Oppenheimer
approximation neglects all the processes related to the motion of the nuclei. Never-
theless, the SPAM model allows one to make predictions for any complex system,
where the aforementioned approximations are adequate, in the single photon and
ultrashort pulse regimes. The SPAMmodel is very scalable, so the limits on the size
of the system are given by the hardware resources only. All the calculations have been
performed in the 6-31G basis set. We are not aware of any significant discrepancies
in our calculations that could be attributed to the incompleteness of this basis.

In order to have some idea about how accurate is the prediction of the SPAM
model for high frequencies, we ran the SAE-TDSE code from [56] in the 1-photon
ionisation regime and compared the ionisation yield prediction of these two SAE
models (see Fig. 11.8). Laser pulse total duration was fixed to 2 optical cycles and
peak intensity was fixed to 4 × 1014 W/cm2. A significant difference between these
models is the fact that for SAE-TDSE the full Coulomb potential has been taken into
account in generating the one-electron orbital basis, thus we suggest to correct the
SPAM result with the same factor as for atomic hydrogen. In fact, we have perfect
agreement between these models for high frequencies, and poor agreement for the
photon energies near the ionisation threshold. This can be explained by the fact that
SAE-TDSE uses 6000 Kohn-Sham orbitals to propagate the wave function and thus
supports some intermediate configurations, while in SPAMmodel we don’t have any
intermediate state at all.

We can see in Fig. 11.9 that the corrected SPAM coincides with SAE-TDSE in a
wide intensity range as well. This agreement of the corrected SPAMmodel and SAE-
TDSE approach in a wide intensity and frequency range indicates that the SPAM
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Fig. 11.8 The molecule lies
in yz plane. Dependence of
the ionisation yield of two
water molecule models on
the photon energy for a sine
squared pulse of 2 cycles full
duration and 4 × 1014

W/cm2 peak intensity. The
solid line has been obtained
by using our corrected
SPAM method, the dots
show the results of
SAE-TDSE calculation [56]

Fig. 11.9 The molecule lies
in yz plane. Dependence of
the ionisation yield of two
water molecule models on
the laser pulse peak intensity
for a sine squared pulse of 6
cycles full duration and 5
a.u. photon energy. The solid
line has been obtained by
using our corrected SPAM
method, the dots show the
results of the SAE-TDSE
calculation [56]

correction factor does not depend on intensity or on frequency in the high frequency
regime.

11.4 Summary and Conclusions

Wehave developed the SPAMmodel in the case of the interaction of atomic hydrogen
with a laser pulse. In particular, we have analysed in depth the domain of validity of
this model and calculated electron energy spectra which have been compared to the
experimental one and to those obtained by solving the TDSE numerically.

Furthermore, we have extended SPAM method to the treatment, within the SAE
approximation, of the interaction of a complex quantum systemswith high frequency
ultrashort laser pulses.
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As a first application we have considered the photodetachment of H− which is a
quantum system that is particularly well adapted to our SPAM approach. We obtain
in this case a very good agreement with full TDSE results.

The SPAM model has also been applied to the case of the single ionisation of the
HOMO orbital of the hydrogen and water molecules by a high frequency ultrashort
laser pulse. Our results for the ionisation yield clearly show the pertinence of the
SPAM method in its application to more complex systems.
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Chapter 12
Effects of Hyperfine Interaction
in Atomic Photoionization

Elena V. Gryzlova and Alexei N. Grum-Grzhimailo

Abstract The chapter is devoted to theoretical consideration of the role of hyperfine
interaction in atomic photoionization. The interaction between nuclear spin and an
atomic shell considered to give a small correction in a variety of phenomena may
have significant effects on polarization and correlation parameters of a process. We
outline a theoretical approach based on statistical tensors and density matrices for
determination of photoelectron angular distribution in two-colour atomic ionization
accounting for their evolution caused by nuclear spin. As a practical example we
consider double resonant ionization of Xe through excitation via discrete and Ryd-
berg autoionizing states, as in the first isotope-selective experiment in VUV domain
(O’Keeffe et al in Phys Rev Lett 111:243002(1)–243002(5), 2013 [44]). Variations
in the angular pattern for the different isotopes and light polarization are shown. The
possibility to determine the hyperfine constant is discussed.

12.1 Introduction

One of the commonest and widely used technique in quantum mechanics, starting
fromBorn-Oppenheimer approximation inmolecular physics [9] up to single-particle
shell model [23] in nuclear physics is the separation of degrees of freedom. In atomic
physics scientists commonly separate nuclear and atomic-shell parameters by treating
their interaction as a hyperfine correction.

Even though the hyperfine interaction is widely considered to have only a small
effect or correction, it is crucially important for understanding of the interplay
between atomic and nuclear degrees of freedom aswell as formany applications. The
transition between hyperfine structure (HFS) levels of the ground state of a hydro-
gen atom produces famous 21cm radiation (Fig. 12.1) which is used for imaging
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Fig. 12.1 The Pioneer
plaques: a gold-anodized
aluminium plaques which
were placed on board the
1972 Pioneer 10 and 1973
Pioneer 11 spacecraft,
featuring a pictorial
message, to be intercepted
by extraterrestrial life. The
scaling is based on the
hyperfine transition of a
hydrogen atom whose
wavelength is 21cm

galaxies [10, 31, 39] and for serving as a metric to distance determination. Pumping
of HFS levels is of importance in generation of coherent radiation starting from the
first maser [47] to X-ray lasers [48]. The hyperfine interaction affects polarization of
spectral lines used in plasma diagnostics [30]; it may change a forbidden transition
to an allowed one [51, 55], or change the transition type [14], sometimes drastically
decreasing life-time of an excited state [7, 52]. The atomic clocks are based on tran-
sitions between the HFS levels since the early beginning [16] and up to now [11,
21, 58]. Investigations of hyperfine interaction are actively developing because of
possible implementation to quantum entanglement and quantum computations.

If an atomic nucleus possesses a nonzero spin, I , the interaction of the total angular
momentum of the electronic shell, J , with the magnetic field created by the atomic
nucleus leads to the hyperfine splitting. The HFS level is described by the state
vector | (J I )FMF 〉, where F, MF denote the total angular momentum of atom and
its projection, respectively. Each F-sublevel evolves with a frequency corresponding
to complex quasienergy EF − iΓF/2, where the real part corresponds to the energy
and the imaginary part describes the width of the HFS level. The density matrix of
the electron-shell momentum J , ρJM,J ′M ′ ≡ 〈JM | ρ | J ′M ′〉, is defined according to
the standard prescriptions by a trace of the density matrix of the total atomic angular
momentum, ρFMF ,F ′M f ′ ≡ 〈(J I )FMF | ρ | (J I )F ′MF ′ 〉, over the quantum numbers
of the unobserved subsystem, i.e., the atomic nucleus. We consider here an isotope
with a nuclear spin I . The decoupling of F and J leads to

ρJM,J ′M ′ =
∑

FF ′MFM ′
F MI

(JMJ , I MI | FMF )
(
J ′M ′

J , I MI | F ′M ′
F

)
ρFMF ,F ′M ′

F
, (12.1)

where the Clebsch-Gordan coefficients are introduced. The diagonal density matrix
elements evolve as ρFMF ,FMF ∼ exp(−ΓF t), decaying with time, while the non-
diagonal elements evolve as ρFMF ,F ′M ′

F
∼ exp

(
iωFF ′ t − 1

2 (ΓF + Γ ′
F )t

)
, decaying

and oscillating with time. Then each element of the density matrix of the electronic
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Fig. 12.2 Classical
interpretation of hyperfine
interaction. Projection MF of
the total angular momentum
is a well-defined quantum
number, presented as the
cone or rotation of F around
the quantization axis (gray
arrow). At any moment
F=J+I , but neither MJ or
MI is well-defined and
measurements at different
times give different values
for MJ and MI . (See text for
notations)

shell (12.1) oscillates with the number of frequencies, ωFF ′ = EF − EF ′ defined by
the energy splittings1 of the HFS levels.

When HFS levels of an atom are coherently excited, a beating in electronic shell
arises as result of the precession of the total angular momentum of the electronic
shell in magnetic field created by the atomic nucleus (Fig. 12.2). A typical evolution
of the density matrix elements of the electronic shell is shown in Fig. 12.3. The effect
is similar to the zero-field beating observed due to coherent excitation of different
magnetic sublevels split by an external magnetic field (Zeeman effect), and has been
known since the middle of 1960s. Alexandrov and Kulyasov [1] and Hadeishi and
Nierenberg [28] observed modulation of the fluorescence from atoms excited by
electron impact. Alexandrov and his colleagues also observed modification of spec-
tral profiles of the fluorescence lines after the excitation using optical laser [2, 3].
Resolving the time modulation of the fluorescence after photoexcitation was a much
more demanding experimental task and the first experiment was performed later by
Haroch, Paisne and Shawlow [29], two of them becoming later the Nobel laure-
ates (Shawlow in 1981; Haroch in 2012). Investigations of the quantum beats were
further stimulated by the development of time- and angular-resolved photoelectron
spectroscopy after the measurements of the photoelectron angular distributions in
two-photon resonant ionization became possible. In a series of papers by Berry with
coauthors, a general approach for description of the quantum beats was formulated
in terms of statistical tensor formalism and applied to lithium and alkaline earth met-
als [12, 40]. The applications finally became so numerous and various that the new
types of spectroscopy were developed into a broad research field named “quantum
beat spectroscopy” [27, 53].

The relative population evolution ofmagnetic substates | JMJ 〉 is the evolution of
the polarization of the atomic state with the total angular momentum of the electronic

1Atomic units are used hereafter � = e = me = 1, unless otherwise specified.
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Fig. 12.3 The evolution of
(unnormalized) density
matrix element ρ11,11 of the
electronic shell,
corresponding to the
population of state with
J = 1, M = 1 of a model
atom with nuclear spin
I = 1/2. The value
ω3/2,1/2 = E3/2 − E1/2 is
the energy splitting between
HFS levels F = 3/2 and
F ′ = 1/2. It is assumed that
Γ3/2 = Γ1/2 = Γ

shell J . To characterize this polarization and to obtain observable quantities, such
as photoelectron angular distributions, the density matrix and statistical tensor (state
multipole) technique is applied [6, 8]. The statistical tensor of the angularmomentum
J (which can take different values) is related to the density matrix of this momentum
as

ρkq(J, J
′) =

∑

MM ′
(−1)J

′−M ′(
JM, J ′ − M ′ | kq)

ρJM,J ′M ′ , (12.2)

where k = |J − J ′|, |J − J ′| + 1, ..., J + J ′ − 1, J + J ′ and −k ≤ q ≤ k. For
isotropic system only zero-rank tensor (12.2) (k = q = 0) is non-vanishing. The
angular momentum is polarized when at least one of the statistical tensors with
k �= 0 is nonzero.

Polarization of an atomic state can be produced by different means. One of the
methods is optical excitation, for example, by laser. The advantage of this method
is that polarization of optical and IR lasers is easy to control. Excitation of an atom
by light with definite polarization produces aligned or oriented state: in the dipole
approximation linearly polarized radiation excites an atom from a state with J = 0
to the magnetic substate with J = 1, M = 0 (quantization axis along the electric
vector of the radiation) and right(left) polarized radiation excites the same state to the
substate J = 1, M = +1 (J = 1, M = −1) (quantization axis along the radiation
beam).

Polarization of an atomic state may manifest itself, sometimes crucially, in dif-
ferent ways, for example, in the complicated angle dependence of electron emission
and fluorescence, generated by the higher rank (k > 2) statistical tensors (12.2) [43,
56], or in the modification of ionization probability and creation of inverse popula-
tion [57]. The quantum beats decrease the effect of the polarization (12.2) as time
goes on and can make the polarization disappear, on which a good overview can be
found in [18]. An interesting graphical approach was applied in [33, 35] to analysis
of the hyperfine quantum beats. It should be mentioned that depolarization occurs
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due to the collisions in the reaction volume and the radiation trapping in addition
to the HFS-caused depolarization. The former will not be discussed here: although
their influence may be strong [15, 37, 49], it will not be the case in the experiments
discussed below [44, 46].

Evolution of atomic polarization due to HFS can be determined in experiments
with two conjugate polarizations, for instance, in experiment on circular magnetic
dichroism [13, 20, 45]. The hyperfine interactions play a crucial role in realization of
different schemes of optical pumping [19, 36, 42]. The development of synchrotron
and free-electron laser facilities, producing brilliant XUV radiation, allows us to
change typical targets in the experimental studies on the effects of the hyperfine
interaction on the atomic processes from alkali and alkali earth elements to noble
gases. Experimental techniques are progressing, and recently, even the direct obser-
vation of the quantum beats in this energy domain became feasible [22].

Naturalmixtures of isotopes for neon and argon are dominated by the isotopeswith
zero nuclear spin, which do not generate the hyperfine splitting. Xenon containing
nine stable isotopes with the nuclear spins I = 0, 1/2, 3/2 with the corresponding
abundance ratios 53 : 26 : 21 is an appropriate target for the studies described below.
Conventional experiments on measurements of the photoelectron angular distribu-
tions in resonant ionization were performed with the Xe isotopes with the natural
abundance ratios [4, 38, 54]. The first measurements of photoelectron angular dis-
tributions for the selected isotopes [44] were performed at the French synchrotron
SOLEIL. The first VUV photon excited Xe∗(5p5 2P3/2)5d[3/2]1 state,2 and then,
a photon from the optical laser excited it into the Xe∗∗(5p5 2P1/2)4 f [5/2]2 Ryd-
berg autoionizing state, which subsequently decays with emission of an electron.
The key point is that these emitted electrons were detected in coincidence with a
mass-selected ion from which its spin (I = 0, I = 1/2, or I = 3/2) can be speci-
fied. The experiment was done using the photon beams with various polarizations.
The analysis of the experiment was given in [26]. Later, a similar joint experimen-
tal and theoretical investigation was performed using Kr [46] for the sequence of
discrete states [2P3/2]4d[1/2]1, [2P3/2]5d[1/2]1, [2P1/2]4d[3/2]1, [2P3/2]5d[3/2]1,
[2P1/2]6s[1/2]1 with the natural isotope mixture containing 11.5% of the isotope
with I = 9/2.

12.2 Formal Description

Weare going to present here detailed description of ourmethodon a practical example
of two-photon resonant ionization of xenon. The method has also been applied to
krypton [46] and can be applied to any initially unpolarized atoms or ions. The

2In the jK-coupling scheme, the nl[K ]J indicates, for the Xe atom, that the total angular momentum
j of the 5p5j core is first coupled to the orbital momentum of the excited electron �, j + � = K ,
with subsequent coupling of spin of this electron, K + s = J .
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theoretical approach is based on the formalism of the statistical tensors and the
polarization density matrix [6, 8].

In the first step, the atom is excited by a photon with ω1

ω1 + Xe (5p6) → Xe∗(5p5 2P3/2)5d[3/2]1 . (12.3)

Initially unpolarized atoms with the total angular momentum J0 (here J0 = 0)
become polarized after excitation into the intermediate state Xe∗ with the electron-
shell angular momentum Ji (here Ji = 1). The excited atom is further excited by the
photon ω2, followed by the autoionizing decay and emission of a photoelectron,

ω2 + Xe∗(5p5 2P3/2)5d[3/2]1 → Xe∗∗(5p5 2P1/2)4 f [5/2]2 ,

→ Xe+ (5p5 2P3/2) + e−(�j) . (12.4)

We emphasize that the method is applicable either with or without autoionizing
states at the second step, but it is important that the final state is described in the
representation | (L f S f )J f ; �j : J 〉, where L f , S f , J f are orbital, spin and total
angular momenta of the residual ion, respectively, and � and j are orbital and total
angular momenta of the photoelectron.

The scheme of the process is depicted in Fig. 12.4. It should be noted that, while
the discrete intermediate state can have either non-generate or degenerate HFS levels,
the HFS of the final continuum state can be considered to be degenerate.

Such a scheme in which HFS effects take place only in the intermediate stage for
the instantaneous and coherent excitation with long observation times allows us to
represent its polarization as a product3 of the resultant polarization of the electronic
shell,

ρk1q1(Ji ; J ′
i ) = Ĵ−1

0 (−1)J0+Ji+k1+1 Ĵi Ĵ
′
i ρ

(γ )

k1q1

{
1 Ji J0
J ′
i 1 k1

}
DJ0,Ji D

∗
J0,J ′

i
(12.5)

and the depolarization factor originating from the nuclear spin precession

hk(I ) = H
1

Î 2

∑

FF ′
F̂2 F̂ ′2

{
F F ′ k
J ′
i Ji I

}2

×
∫ ∞

−∞

∫ t2

−∞
E1(t1)E2(t2) exp[−iωFF ′ (t2 − t1) − Γ (t2 − t1)] dt1dt2 , (12.6)

3The easiest way to obtain this is to consider the system in the initial state as a product of two
subspaces, the electronic shell momentum and the nuclear spin Ĵ

⊗
Î , and then, couple them to

the total angular momentum F̂ only after the excitation.
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Fig. 12.4 Scheme of two-colour resonant ionization of xenon isotopes with different nuclear spin
in the region of the Xe∗∗(5p5 2P1/2)4 f [5/2]2 Rydberg autoionizing state

where the sum is taken over HFS levels F, F ′; E1(t) and E2(t) are envelopes of the
first (ω1) and second (ω2) laser fields, and the width Γ is supposed to be common for
all HFS levels. In the reduced dipole matrix element, DJ0 Ji = 〈αi Ji || D̂ || α0 J0〉, the
initial (excited) state is characterized by the total angularmomentum of the electronic
shell J0 (Ji ) and a set of other quantum numbers α0 (αi ); ρ

(γ )

k1q1
is a statistical tensor

of the photon (see Sect. 12.2.2). We have introduced the abbreviation â = √
2a + 1

and the standard notations for nj-symbols. The depolarization factor (12.6), which
includes also the depolarization induced by collisions (H ≈ 1), depends on the
nuclear spin, atomic angular momentum, energy, time and splitting (see Sect. 12.2.3
for further discussion).

The photoelectron angular distribution in the two-step resonant ionization4 can
be cast into the form [5].

dσ

dΩ
= πω

c

∑

kqk1q1
k2q2

hk1(I ) B(k1, k, k2) ρ
(γ )

k2q2
ρk1q1(Ji , J

′
i )

× (k1q1, k2q2 | kq)
1√
4π k̂

Ykq(ϑ, ϕ) , (12.7)

4The statistical tensor (12.5) has a dimension of probability per second, while the dimension of the
two-photon cross section (12.7) is cm2/s.
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where c−1 is the fine-structure constant. The parameters B(k1, k, k2) contain infor-
mation about the dynamics of the electron emission, including the interference of
direct and resonant ionization paths [17], and is given by:

B(k1, k, k2) = k̂1k̂2
∑

��′ j j ′
J J ′

(−1)J f +J+k−1/2�̂�̂′ ĵ ĵ ′ Ĵ Ĵ ′(�0, �′0 | k0)

×
{

k J J ′

J f L ′ L

}{
j � 1/2

�′ j ′ k

}
⎧
⎪⎨

⎪⎩

Ji 1 J

J ′
i 1 J ′

k1 k2 k

⎫
⎪⎬

⎪⎭
D�j JD

∗
�′ j ′ J ′ . (12.8)

where J is total angularmomentumof the systemafter photoemission.Thedynamical
parameters (12.8)5 satisfy the relationship B(k1, k, k2) = (−1)Ji−J ′

i +k1+k2+k B∗(k1,
k, k2). Discussion of the amplitudesD�j J of photoemission into a particular channel
is given in Sect. 12.2.1.

12.2.1 Role of Autoionization

Assume that discrete and continuum configurations of atom are mixed by inter-
action V , which is usually the Coulomb interaction. The decay of the autoioniz-
ing state with total angular momentum of the electronic shell Ja and other quan-
tum numbers αa is then described by the reduced matrix elements (’decay ampli-
tudes’) V�j J = 〈α f J f �j J || V̂ || αa Ja〉. The full autoionization width is given by
Γa = 2π

∑
�j J |V�j J |2, provided only one final ionic state α f J f is possible. The

interference between the direct and the resonant ionization paths in the region of an
isolated autoionizing state may be taken into account by presenting the dipole matrix
elements in (12.8) in the form [5, 32],

D�j J = eiδ�j J

(∑
�′ j ′ J ′ D�′ j ′ J ′V�′ j ′ J ′
∑

�′ j ′ J ′ |V�′ j ′ J ′ |2 V�j J
q − i

ε + i
+ D�j J

)
, (12.9)

where q is the Fano profile index [17], ε = 2(E − Ea)/Γa is the detuning from the
resonance position Ea , δ�j J is the scattering phase in the corresponding ionization
channel, and the reduced amplitudes of the direct ionization is denoted as D�j J =
〈α f J f �j J || D̂ || αi Ji 〉 (see (12.4) and (12.5) of [25]). The amplitude (12.9) turns into
the reduced dipole direct ionization amplitude far from the resonance (ε → ±∞):
D�j J → eiδ�j J D�j J .

5The first 6 j-symbol was missed in (6) of [26].
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Fig. 12.5 The coordinate system for arbitrary polarization of two collinearly propagating field (a)
and for particular case when both fields are linearly polarized in the same direction (b). Dashed
black lines mark the projection of the direction of electron emission on the xy-plane

12.2.2 Statistical Tensors of Photon

We choose z-axis along the radiation beams k1,2, see Fig. 12.5a, the direction of
the x-axis will be specified in the Sect. 12.3.1 (whether along synchrotron or laser
polarization vector, E1 or E2, respectively). In this coordinate system a general
form of the photon statistical tensors in the dipole approximation,6 expressed via the
Stocks parameters p1, p2, p3 was presented, for example, in [6]:

ρ
(γ )

00 = 1/
√
3 , ρ

(γ )

10 = p3/
√
2 , (12.10)

ρ
(γ )

20 = 1/
√
6 , ρ

(γ )

2±2 = −(p1 ∓ i p2)/2 . (12.11)

For the radiation linearly polarized in the direction determined by the angle φ

(see Fig. 12.5a), its statistical tensors with nonzero projection take the form ρ
(γ )

2±2 =
− exp(−2iφ)/2. There is one geometrically specified case when both fields are lin-
early polarized in the same direction. For this case it is convenient to choose the z-axis
along the polarization vectors (see Fig. 12.5b). Then, only two statistical tensors are
nonvanishing:

ρ
(γ )

00 = 1/
√
3 , ρ

(γ )

20 = −√
2/3 . (12.12)

6Statistical tensors of photon in the dipole approximation are defined according to (12.2) for a par-
ticle with the angular momentum J = 1 having zero projection on the direction of the propagation.
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12.2.3 Depolarization Factors

Suppose that all HFS levels are excited coherently and their decay does not affect
internal motions in the nucleus. Assuming that fields are monochromatic with con-
stant amplitudes and taking integrals in (12.6) one gets for the depolarization factor

hk(I ) = 1

Î 2

∑

FF ′
F̂2 F̂ ′2

{
F F ′ k
J ′
i Ji I

}2 (
1 + ω2

FF ′

Γ 2

)−1

. (12.13)

For the degenerate HFS (ωFF ′ = 0), the sum in (12.13) can be taken analytically with
the result hk(I ) = 1. Thus, there is no depolarization for overlapping HFS levels. In
the opposite limit, when the HFS levels are well separated (ωFF ′ � Γ ) only diagonal
terms with F = F ′ survive.

The main term of hyperfine energy correction may be expressed as A (F(F + 1)
−I (I + 1) − J (J + 1)) /2 [34], where A is the HFS coupling constant for the level
under consideration. For our case Ji = 1 and nuclear spin I = 1/2, 3/2 the depo-
larization factors are

h1(1/2) = 7

9
+ 2

9
· 1

1 + 2.25α
→ 7/9 , (12.14)

h2(1/2) = 1

3
+ 2

3
· 1

1 + 2.25α
→ 1/3 ,

h1(3/2) = 19

45
+ 5

18
· 1

1 + 2.25α
+ 3

10
· 1

1 + 6.25α
→ 19

45
, (12.15)

h2(3/2) = 37

150
+ 1

30
· 1

1 + 2.25α
+ 3

10
· 1

1 + 16α
+ 21

50
· 1

1 + 6.25α
→ 37

150
.

We introduced the parameter α = (A/Γ )2. Limits in (12.14), (12.15) are indicated
for the case when the energy splitting between the HFS levels are much larger than
the width Γ (α � 1). It is worth noting that these limits give lowest possible values
for the depolarization produced by the HFS. Partial overlapping of the HFS levels
reduces depolarization and increases the factors hk(I ). For a larger nuclear spin the
limiting values of hk(I ) are lower and the depolarization is more efficient.

12.3 Observable Quantities

The experiments were performed at the vacuum ultraviolet variable polarization
beam line DESIRS [41], the French synchrotron source, SOLEIL, whose scientific
scope includes the study of photoionization dynamics and circular dichroism. For
more experimental details see [26, 44], here we concentrate on theoretical analysis of
the experimental results. As mentioned above, the natural mixture of xenon contains



12 Effects of Hyperfine Interaction in Atomic Photoionization 253

Table 12.1 Natural abundance (%) of the xenon isotopes and their nuclear spin I
124Xe 126Xe 128Xe 129Xe 130Xe 131Xe 132Xe 134Xe 136Xe

I 0 0 0 1/2 0 3/2 0 0 0

0.00095 0.00089 0.0191 0.264 0.0407 0.212 0.269 0.104 0.088

two valuable species of stable isotopes with non-zero spins, 129Xe (I = 1/2) and
131Xe (I = 3/2) (see Table12.1).

Photoelectron angular distributions were measured in coincidence with a mass
(nuclear isotope) selected ion in the following five different combinations of the
polarizations of two collinearly propagating light beams: (i) two linearly polarized
light beams having the same polarization direction, (ii) two linearly polarized beams
whose polarization directions are perpendicular to each other, (iii) two left-handed
circularly polarized light beams, (iv) two right-handed circularly polarized light
beams, and (v) a left-handed circularly polarized light beam and a right-handed
circularly polarized light beam. In addition, two dichroisms integrated over the angles
of the electron emission, that is, integrated circular magnetic dichroism (CMD) and
integrated linear dichroism (LD) were measured.

12.3.1 Linear and Circular Dichroism and Determination
of Hyperfine Constant

When both of the fields are linearly polarized, we take z ‖ E1 and φ is the angle
between E1 and E2. For the angle-integrated photionization cross section one can
obtain from (12.7)–(12.8)

σ LL = πω

c

⎛

⎝
[
1 + h2

1 + 3 cos 2φ

20

] ∑

�j

|D�j J=2|2 +
[
1 − h2

1 + 3 cos 2φ

4

] ∑

�j

|D�j J=1|2+

+
[
1 + h2

1 + 3 cos 2φ

2

]∑

�j

|D�j J=0|2
⎞

⎠ . (12.16)

Linear dichroism is the difference in the cross-sections measured for parallel (φ = 0)
and perpendicular (φ = 90◦) polarization directions. One obtains from (12.16):

LD = σ ‖ − σ⊥

σ ‖ + σ⊥ (12.17)

= 3h2

∑
�j

(
1
20 |D�j J=2|2 − 1

4 |D�j J=1|2 + 1
2 |D�j J=0|2

)
∑

�j

(
(1 + h2

20 )|D�j J=2|2 + (1 − h2
4 )|D�j J=1|2 + (1 + h2

2 )|D�j J=0|2
) .
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Whenbothfields are circularly polarizedwith equal (++) or opposite (+−) helicities,
the angle-integrated cross section is

σ+± = πω

c

⎛

⎝
[
1 ± 3

4
h1 + h2

20

]∑

�j

|D�j J=2|2 +
[
1 ∓ 3

4
h1 − h2

4

] ∑

�j

|D�j J=1|2+

+
[
1 ∓ 3

2
h1 + h2

2

]∑

�j

|D�j J=0|2
⎞

⎠ . (12.18)

The circular magnetic dichroism follows from (12.18):

CMD = σ++ − σ+−

σ++ + σ+− (12.19)

= 3h1

∑
�j (|D�j J=2|2 + |D�j J=1|2 + 2|D�j J=0|2)

4
∑

�j

(
(1 + h2

20 )|D�j J=2|2 + (1 − h2
4 )|D�j J=1|2 + (1 + h2

2 )|D�j J=0|2
) .

Equations (12.17) and (12.19) allow to set limits for both of the two types of
dichroism. As a rule, autoionization significantly amplifies the channels with J =
Ja . In our case of resonant ionization in the vicinity of the autoionizing state
Xe∗∗(5p5 2P1/2)4 f [5/2]2, channels with J = 2 should be enhanced. Neglecting
channels with J = 0, 1, we obtain from (12.17) and (12.19),

LD = 3 h2
20 + h2

, (12.20)

CMD = 15 h1
20 + h2

. (12.21)

Measured values of dichroism are expected to be lower than defined by (12.20),
(12.21), because resonant approximation is not well satisfied on tails of the resonance
profile. Nevertheless, the resonance Xe∗∗(5p5 (2P1/2)4 f [5/2]2 chosen here is quite
strong with q-index from 4 to 10 in different models [26, 50]. Thus we believe that
comparison of the measured dichroism with the limit values is useful. It is seen from
Table12.2 that the agreement for CMD is surprisingly good for isotopes with I =
0, 1/2. As expected from (12.20), (12.21), and (12.14), (12.15), the experimental
values of CMD is much larger than of LD, therefore, meaningful conclusions may
be drawn only from the CMD values.

The accurate consideration of the weak channels with J = 0, 1 performed in
multiconfiguration Hartree-Fock approximation [26] gives only a little lower values
than in the resonance model. The agreement of the measured dichroism with the
algebraic expectation for 129Xe (I = 1/2) isotope means that the HFS levels for this
isotope are well separated and their depolarization are the strongest.

Surprisingly, the measured dichroism for 131Xe (I = 3/2) isotope is noticeably
above the expected value. This means that the HFS levels overlap, decreasing the
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Table 12.2 Measured and calculated linear and circular dichroism. Numbers in parenthesis give
experimental uncertainties

Experiment Theory

I 0 1/2 3/2 0 1/2 3/2

LD 0.11 (2) 0.03 (3) 0.04 (3) 1
7 ≈ 0.14 3

61 ≈ 0.05 111
3037 ≈
0.037

CMD 0.67 (2) 0.54 (4) 0.43 (4) 5
7 ≈ 0.71 35

61 ≈ 0.57 950
3037 ≈ 0.31

effect of depolarization. Based on this observation, we proposed a method to deter-
mine the hyperfine structure constant A for partly overlapping HFS levels, which
cannot be resolved spectroscopically. By substituting (12.15) into (12.21) and by
using the measured CMD, one can obtain a simple equation for α. Our estimate
gives A/Γ = 0.85 ± 0.14 and the depolarization factors, h1(3/2) = 0.58 ± 0.04
and h2(3/2) = 0.35 ± 0.04.

12.3.2 Photoelectron Angular Distribution

In this sectionwe consider three possible geometries: bothfields are linearly polarized
in the same direction, both fields are circularly polarized with equal helicities and
with opposite helicities. The last two cases imply collinearly propagating fields. For
these polarization sets the photoelectron angular distribution is axially symmetric
with respect to the polarization vector or propagation direction and, in each case, can
be determined by two corresponding dimensionless angular anisotropy parameters,
βν
2 and βν

4 as:

dσ

dΩ
= σ ν

4π

(
1 + βν

2 P2(cos θ) + βν
4 P4(cos θ)

)
, (12.22)

index ν = lin, ++, +− indicates cases when both of the fields are either linearly
polarized in one direction, or circularly polarized with equal or opposite helicities;
Pn(x) is the Legendre polynomial and θ measured from the symmetry axis. The
second-rank polynomial produces an ‘eight’-like form of the photoelectron angular
distribution, while the fourth-rank polynomial is responsible for its ‘butterfly’-like
component. The depolarization leads to the reduction of the value of β4.

For convenience,we introducemodified dynamical parameters instead of (12.8) as
follows:B000 = 1

3 B(0, 0, 0),B202 =
√
5
6 B(2, 0, 2),B022 =

√
10
12 B(0, 2, 2),B220 =√

10
12 B(2, 2, 0), B222 = 5

√
14

42 B(2, 2, 2), B242 =
√
70

672 B(2, 4, 2), B122 =
√
30
12 B

(1, 2, 2),B221 =
√
30
12 B(2, 2, 1),B101 =

√
3
2 B(1, 0, 1),B121 =

√
6
2 B(1, 2, 1). Then,

the angular anisotropy parameters can be presented in the following forms:
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Fig. 12.6 Angular anisotropy parameters as function of second (ionizing) laser energy measured in
coincidence with nuclear isotopes of the residual ion. Both fields are linearly polarized in the same
direction. Multiconfiguration Hartree-Fock results (red solid) are obtained by assuming that HFS
states for the isotopes with nonzero spin I = 1/2, 3/2 are well isolated (α � 1). Blue dashed curves
in the panels I = 3/2 present results with α obtained in Sect. 12.3.1. The dashed curves in panels
(a) and (b) show the results obtained when only the resonant channels with J = 2 are included.
The profile of the Xe∗∗(5p5 2P1/2)4 f [5/2]2 resonance in the angle-integrated cross section σ is
shown in panel (a) for comparison (black dotted line)

βlin
2 = −4

h2(B220 + B022) + B222

B000 + 4h2B202
,

βlin
4 = 192 h2B242

B000 + 4h2B202
, (12.23)

β+±
2 = 2B022 + h2(2B220 − B222) ± h1B121

B000 ∓ h1B101 + h2B202
,

β+±
4 = 48 h2B242

B000 ∓ h1B101 + h2B202
. (12.24)

Figures12.6 and 12.7 present the asymmetry parameters (12.23) and (12.24) in
the region around the Xe∗∗(5p5 2P1/2)4 f [5/2]2 resonance for isotopes with different
nuclear spins. The parameter βν

4 would vanish for an unpolarized intermediate Xe∗
(5p5 2P3/2)5d[3/2]1 state. The high values reached by βν

4 indicate high anisotropy
of this state.
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Fig. 12.7 The same as in Fig. 12.6, for circularly polarized fields. Red curves mark equal helicities
(++), blue curves mark opposite helicities (+−)

In the panels (a) and (d) of Figs. 12.6 and 12.7 we present angular anisotropy
parameters calculated in the complete model [26] and in the model when only the
resonant channels with J = 2 (“resonant model”) are included, with h1 = h2 = 1.
In the panels (a) and (d) of the same figures, the curves are closer in the vicinity of
the resonance, but deviate from each other significantly at tails of the resonance. For
opposite helicities, β2 in the resonant and the complete model even inverts the shape
(blue dashed and solid curves inFig. 12.7). For equal helicities theweak channelswith
J = 0, 1 are not excited for the isotope with I = 0 (i.e. without the depolarization)
due to the selection rules for the magnetic quantum number. Therefore only β+−

2,4 are
changed by inclusion of the weak channels and their influence is crucial (panels (a)
and (d) of Figs. 12.6 and 12.7). The resonance behavior of the β2 parameter changes
completely from the window-type to the resonance-type.

The calculation of the electronic structure does not differ for the different isotopes
and the results for the anisotropy parameters for the isotopes should be automatically
consistent once the depolarization factors due to the coupling between the electronic
and nuclear angular momenta are properly included (see Sects. 12.2.3, 12.3.1). As
can be seen in the panels (c)–(f) of Figs. 12.6 and 12.7, one do may use the same
atomic spectroscopic model for all the isotopes.

For the 131Xe (I = 3/2) isotope, the depolarization coefficients found above from
the analysis of the CMD data (see Sect. 12.3.1), lead to slightly better agreement
between theory and experiment than when the assumption of the separated HFS
levels (panels (e) and (f) of Figs. 12.6 and 12.7) is made. Note that the profiles for
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Fig. 12.8 Calculations for the isotope 131Xe (I = 3/2): Angular anisotropy parameters as function
of second (ionizing) laser energy and the depolarization factor α when both fields are linearly
polarized in the same direction (a, b); one field is right and other field is left polarized (c, d) and
both fields are right polarized (e, f). The position of the Xe∗∗(5p5 2P1/2)4 f [5/2]2 state is indicated
on the ω2 axis by a long tick, marked as 4f
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βν
2,4 for all isotopes are equally broadened and shifted with respect to the profile of

the resonance in the angle-integrated cross section in accordance with the scaling
theorem [24].

To further illustrate the sensitivity of the asymmetry parameters to the hyperfine
interaction, Fig. 12.8 presents the resonance profiles of βν

2 and βν
4 as function of

laser energy and the parameter α for the isotope with I = 3/2. As we have men-
tioned in Sect. 12.2.3, even for infinite α the HFS depolarization is restricted, there-
fore, βk does not change with further increasing α. From the limit value of h2(3/2)
(see (12.15)) one may expect that βν

4 decreases 4 times because of depolarization
(Fig. 12.8b, d, f), but does not vanish. Therefore only collisional depolarization may
completely demolish β4. Besides decreasing of high-rank anisotropy parameters, the
depolarization also opens some forbidden channels. In the case under considera-
tion, these are channels Xe+(5p5 2P3/2ε� : J = 1) for linearly polarized fields and
Xe+(5p5 2P3/2ε� : J = 0, 1) for circularly polarized light beams with equal helic-
ity. The values of βν

2 at the tails of the resonance are determined by a complicated
interplay of the contributing channels (Fig. 12.8a, c, e).

12.4 Future Directions

Recent rapid progress in generation of VUV and X-Ray light pulses as well as their
detection introduced an evolution in experimental studies on the effects of the hyper-
fine interactions from alkali and alkali earth atoms to noble gases. Even the inves-
tigation of positively charged ions became possible through sequential ionization
(see chapter [25] in this book). The free-electron laser facilities, which are currently
in operation, as well as those to be in operation in the near future can generate
pulses with good longitudinal coherence, high brightness and short duration, with
which we can investigate a variety of phenomena strongly affected by HFS by time-
and angular-resolved photoelectron spectroscopy in the high-frequency domain. For
example, by controlling and monitoring properties of the high-frequency radiation,
we can investigate the effect of hyperfine interactions in the decay process of inner-
shell vacancies.
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Chapter 13
New Trends in ‘Complete’ Experiment
on Atomic Photoionization

Alexei N. Grum-Grzhimailo and Elena V. Gryzlova

Abstract Complete experiments played a crucial role in the progress of the physics
of elementary atomic processes over decades, providing most detailed information
about the dynamics of the reactions. The overview of recent developments on com-
plete experiments in atomic photoionization is presented. The advent of free-electron
lasers operating in the XUV significantly increased the potential of these experi-
ments. Unprecedented intensity of the XUV radiation concentrated in femtosecond
pulses with variable energy and polarization opens the door to new type of complete
experiments, which are now becoming realistic: on the two-colour above threshold
ionization, on ionization by the fundamental frequency in the XUV and its second
harmonic, on photoionization of positive ions, on non-dipole contribution in pho-
toionization.

13.1 Introduction

A concept of complete experiment was formulated at the end of 1950s in a series of
papers on nuclear reactions, that is, scattering of nucleons by nucleons [64], extended
to the case of arbitrary spins of the colliding particles [7], inelastic processes [63],
the β-decay [70]. The quintessence of the complete experiment was formulated by
Yakov Smorodinskii as [70].

... how many experiments are required for the reconstruction of the scattering matrix for
scattering of nucleons by nucleons (the “complete experiment”).

The concept of complete (originally ‘perfect’) experiment in atomic physics was first
formulated 10year later, up to our knowledge independently, by Benjamin Bederson,
who put a similar question [5]
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How many independent differential scattering experiments are required in order to fully
determine all the parameters which are calculable from potential scattering theory?

This question was first related to electron-atom scattering [50]. Later the defini-
tion of complete experiment transformed into an equivalent, more transparent and
universal, as an experiment or set of experiments which allow to determine all the
quantum mechanical amplitudes related to the process. This implies measurements
of both, absolute values and relative phases of the amplitudes. From this information
any observable can be predicted and the most comprehensive test of theory can be
provided up to the degree allowed by quantummechanics. Later the concept of com-
plete experimentwas extended from scattering processes to half-scattering processes,
such as atomic photoionization [11, 19, 41, 42, 48], molecular photoionization
[12, 23, 65], and atomic Auger decay [27, 44, 46, 76], and generally played a cru-
cial role in the progress of the physics of elementary atomic processes over decades
[1, 4, 51].

Assume that a detector (or a set of detectors) is tuned to a state described by the
density matrix ε. According to quantum mechanics, the probability for the detector
to register an event isW = Tr ρε, where ρ is the density matrix of the final state after
the reaction. Introducing transition operator T , expressing ρ in terms of the initial
density matrix (ρ0) before the reaction, ρ = Tρ0T+, and choosing convenient basis
sets, | ξi 〉 and | χ f 〉, for the initial and final states of the system, respectively, we
obtain the measured intensity as

W =
∑

f f ′
〈χ f | Tρ0T

+ | χ f ′ 〉 〈χ f ′ | ε | χ f 〉

=
∑

f f ′i i ′
〈ξi | ρ0 | ξi ′ 〉 〈χ f ′ | ε | χ f 〉 Ti→ f T

∗
i ′→ f ′ , (13.1)

where the transition amplitudes Ti→ f ≡ 〈χ f | T | ξi 〉 have been introduced. The coef-
ficients in the bilinear combination of the amplitudes Ti→ f are to be determined
within a certain theoretical framework. Tuning the detector to a different state ε′,
another bilinear combination of the same amplitudes may be measured and so on.
To perform the complete experiment means to choose the detector states ε, ε′, ...
and/or to change the initial state ρ0 in order to find all the independent amplitudes
Ti→ f , relevant to the process under study, from the set of equations provided by the
measurements ofW,W ′, .... The concept of complete experiment at the present stage
implies ‘stationary’ amplitudes Ti→ f , i.e. the infinite time limit, when the process is
finished.

Having the full set of the amplitudes Ti→ f any observable Q in the final state can
be found according to the quantum mechanical prescription.

〈Q〉 = Tr (ρQ) =
∑

f f ′i i ′
〈ξi | ρ0 | ξi ′ 〉〈χ f ′ | Q | χ f 〉Ti→ f T

∗
i ′→ f ′ . (13.2)



13 New Trends in ‘Complete’ Experiment on Atomic Photoionization 265

In the case when Q describes a subsystem, the corresponding reduced density
matrix ρ should be taken.

It is clear from the above formulation that an experiment can be complete only
within a certain theoretical framework, because only a certain model, or a class of
models, allow to count the number of amplitudes. It follows that recipes for complete
experiments and, hence, justifying them are model dependent, as well as analyzing
their results and extracting the amplitudes from the measurements. This shows the
exceptional role of theory in the problem of complete experiment.

Actually, the complete experiment is not necessarily one experiment, but rather a
set of experiments, which could be performed at different time in different labs, mea-
suring different complementary quantities, in total giving enough data for extracting
the amplitudes. In this sense, any data on differential characteristics of the reaction
may be considered as a step towards the complete experiment.

The significance of the complete experiment on photoionization was eloquently
expressed by Katherine Reid [66]:

In experiments aimed at determining information about photoionization dynamics, the ‘Holy
Grail’ is the complete experiment.

A comprehensive review of the complete experiments on atomic photoionization was
published in 2013 [51]. The purpose of the present overview is to cover some recent
developments in the field.

The structure of the review is as follows. In Sect. 13.2 we remind some tradi-
tional issues of the complete experiment on photoionization; Sect. 13.3 discusses
generalization to the two-photon ionization; Sect. 13.4 presents a photoionization by
bichromatic light ω + 2ω as a method for the complete experiment, which incorpo-
rates final states with opposite parities; Sect. 13.5 discusses complete experiments
with positively charged ions, which became now feasible with free-electron lasers;
Sect. 13.6 generalizes the complete experiment beyond the dipole approximation;
Sect. 13.7 discusses additional information, electron density and electron current,
which can be found from the results of complete experiment; Sect. 13.8 contains
some concluding remarks.

13.2 Complete Experiment on Photoionization: A
Conventional Approach

Consider atomic photoionization

hν + A(αi Ji ) → A+(α f J f ) + e−
ph , (13.3)

where both the initial atomic state and the final ionic state are characterized by their
total electronic angularmomenta, Ji and J f , respectively. All other quantumnumbers
that are necessary for specifying the states are denoted by αi and α f . The natural
basis set for the initial atomic state is | ξi 〉 = |αi Ji Mi 〉, where Mi is the projection of
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the angular momentum Ji . The convenient basis set | χ f 〉 for the final state depends
on the transition operator. A standard method of theoretical description of atomic
photoionization uses multipole expansion of the vector potential in combination with
the perturbation theory with respect to interaction of the electromagnetic field with
the atom. It is implied that the radiation pulse contains many optical cycles and the
vector potential corresponds to the plane electromagnetic wave. Leaving the first
term in the multipole expansion leads to so-called ‘dipole’ approximation with the
transition operator Dλ = e

∑
i (rλ)i , where the summation is taken over all electrons

in the target; λ = 0, ±1 is a spherical component of a vector and r is the radius vector
of the electron. In this case the basis set | χ f 〉 = | (α f J f , E�j) JM 〉 is convenient in
order to use directly the conservation of the total angularmomentum and parity. Here,
E , � and j are the energy, orbital and total angular momenta of the photoelectron; J
is the total angular momentum of the final state in (13.3), J = J f + j, and M is its
projection. Due to the Wigner-Eckart theorem,

Ti→ f ∼〈(α f J f , E�j)JM | Dλ | αi Ji Mi 〉=(2J + 1)−
1
2 (Ji Mi , 1λ | JM) DE (J f �j, J ),

(13.4)
the dependence of the amplitudes on the magnetic quantum numbers is explicitly
given by the known Clebsch-Gordan coefficient. Thus, measurement of the partial
wave reduced amplitudes

DE (J f �j, J ) ≡ 〈(α f J f , E�j) J || D || αi Ji 〉 ≡ dE
J f �j J exp i δEJ f �j J , (13.5)

which contain the dynamics of the atomic photoionization, is the goal of the complete
photoionization experiment within the dipole approximation. In (13.5), dE

J f �j J
is the

(non-negative) absolute value of the amplitude and δEJ f �j J
is its phase. Expressions of

the type (13.1) for observable quantities in terms of the photoionization amplitudes
(13.5) can be obtained by standard algebra of the angular momentum. Many of such
expressions are presented, for example, in [2, 53].

Further simplification can be done by neglecting relativistic interactions, such as
spin-orbit interaction. Then the electron wavefunctions are independent of j , while
spin and orbital momenta are individually conserved. The amplitudes (13.5) then
reduce to

DE (L f �, L) ≡ 〈(α f L f , E�) L || D || αi Li 〉 ≡ dE
L f �L exp i δEL f �L (13.6)

and their total number essentially reduces too. In fact the amplitudes (13.6) can
still depend on S f and S via electron exchange and genealogy of the many-electron
atomic and ionic states (genealogy coefficients). Finally, assuming independence of
the electron wave functions of the global quantum numbers L (and S f , S) results
in not more than two amplitudes. In the cases of single-electron transitions, the
amplitudes can be written as (we omit the photoelectron energy E for brevity).

D� ≡ 〈E� || r || �i 〉 ≡ d� exp i δ� , � = �i ± 1 . (13.7)
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The latter approximation characterizes the so-called Cooper-Zare model [15, 16]
and has a rather large domain of applicability. Note that even with the noticeable
fine-structure splitting, one can still in many cases neglect the dependence of the
wavefunctions on the total angular momentum, because the energy splitting is much
more sensitive to spin-orbit interaction than the wave-functions. Intermediate situa-
tions are possible and often realized. For example, the amplitudes may be considered
as depending only on � and j , D�j . Furthermore, here the phases δ�j may be some-
times considered as independent of j , in contrast to the absolute value d�j and visa
versa. Note that the phases of the amplitudes δ�, δ�j , etc. are directly related to the
scattering phase of electron in the field of the residual ion and absolute squares
d�, d�j , etc. define the partial ionization cross sections in the corresponding channel.
Therefore, the phase and the absolute value of the amplitude have a clear physical
meaning. The general absolute normalization of the photoionization cross sections
is a separate procedure. This is a reason why nowadays most often the notion ‘com-
plete experiment’ is used with respect to extraction only dimensionless parameters:
absolute ratio and relative phases of the amplitudes.

Even in the simplest nontrivial case of two amplitudes, the complete information
on photoionization cannot be obtained, in general, by measuring only the photoelec-
tron angular distributions (PADs) and photoionization cross section, but additional
observables are required [3, 52]. For example, in the dipole approximation for lin-
early polarized light in the case of isotropic (unpolarized) target the PAD is of the
form

d2σ

dΩdE
= σ(E)

4π
(1 + β2(E)P2(cosϑ)) , (13.8)

where Pn(x) is the n-th Legendre polynomial, ϑ is the angle between the emission
direction of the photoelectron and the polarization direction of the photon beam. The
anisotropy (asymmetry) parameter β2 (hereafter we omit the argument E for brevity)
is expressed in terms of the photoionization amplitudes. Itmay be shown that the PAD
for arbitrary polarized photon beam is expressed in terms of the same dimensionless
parameter β2. For example, (13.8) holds for the circularly polarized light with the
substitution β2 → − 1

2β2 provided the angle ϑ is counted from the direction of the
photon beam. Nevertheless, the complete experiment was achieved by combining
angle- and spin-resolved photoelectron spectroscopy [40, 68], angle-resolved pho-
toelectron spectroscopy together with secondary electron spectroscopy [39, 54, 71],
together with secondary fluorescence polarimetry [6, 59], in photoelectron-Auger
electron [8, 47, 67] and photoelectron-fluorescence [73] coincidences.

If the initial state of an open-shell atom is polarized (i.e. the population of themag-
netic substates is not uniform), the measurement of the PAD allows one to perform
the complete experiment even without information on other observables, provided
the target polarisation can be accurately controlled [49]. More complicated PADs
and controlling the polarization of both, the target and the photons, give more inde-
pendent dynamical parameters (combinations of amplitudes), than for unpolarized
atom. This property was exploited to perform the complete photoionization experi-
ments with atoms polarized by inhomogeneous magnetic field [61], by laser optical
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pumping [25], and by single photon absorption [37, 60]. For example, the PAD in
the case of initially aligned P-states1 (i.e. states with A20 	= 0, A10 = 0) with the
axis of symmetry along the linear polarization of the photons is of the form

d2σ

dΩdE
= σ

4π
(1 + β2P2(cosϑ) + β4P4(cosϑ)) , (13.9)

containing one more parameter, β4, in comparison with (13.8).

13.3 Two-Colour Above-Threshold Ionization

So far it was assumed that only one photon participates in the reaction (see (13.3)).
The concept of complete experiment for the two-photon and, generally, multiphoton
ionization can be formulated in a similar way. The main formal difference would be
another tensor srtructure of the transition operator and, hence, other selection rules
and list of photoionization channels. However, the complexity of the multiphoton
case can come from the fact that the field is too strong to consider absorption of fixed
number of photons and use the lowest possible order of the perturbation theory. Then
the concept of complete experiment on multiphoton ionization needs reformulating,
using another language. Here we stay within the framework of the lowest possible
order of the perturbation theory.

In the simplest case of two-photon ionization the partial wave second-order pho-
toionization amplitude in the dipole approximation is expressed in terms of the
second-order reduced matrix elements

Sn(J f �j, J ;ω1, ω2) ≡ 〈(α f J f , �j)J || DGnD || αi Ji 〉 , (13.10)

where notations for the quantum numbers are similar to (13.5), n symbolizes symme-
try of intermediate virtual states, G is the corresponding part of the atomic Green’s
function and ω1,2 indicate that the amplitude depends on the frequencies of both
light sources. The number of independent two-photon amplitudes Sn is determined
by two sets of individual selection rules for two dipole momentum operators D
in (13.10). The generally larger number of the independent two-photon amplitudes
in comparison with the one-photon ionization is due to larger possible interval of the
angular momentum of ionization channels and various possible symmetries of the
intermediate states. From another side, the presence of the two photons, gives more
flexibility in using polarization properties of the radiation for the needs of complete
experiment.

1The alignment parameter of the P-state is defined asA20 = 2− 1
2 N−1 (N+1 + N−1 − 2N0), where

Nm is the number of atoms in the magnetic substate m of the P-state and N = N+1 + N0 + N−1
is the total number of atoms in the P-state. The orientation parameter for the P-state is defined as

A10 =
√

3
2 N−1 (N+1 − N−1).
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The complete experiments on the direct two-photon ionization has been realized
in Rb atom with elliptically polarized optical laser for the case when the photon
energy is below the ionization threshold [74]. It was not possible to analyse the
five relative amplitudes, which occur in the dipole approximation (s1/2 → p1/2 →
s1/2, d3/2; s1/2 → p3/2 → s1/2, d3/2, d5/2), but the PADs produced by the elliptically
polarized light were enough to measure the two relative cross sections for ionization
into s1/2, d3/2 and d5/2 channels and a phase difference between s and d amplitudes,
neglecting the phase difference between d3/2 and d5/2 amplitudes. The results of
this complete experiment were only partly in accordance with theory [13, 17]. The
authors of [74] demonstrate advantages of the elliptically polarized light for complete
experiment on the two-photon ionization.

It was mentioned in 2013 [51] that the complete experiments on two-colour two-
photon non-resonant ionization have not yet been performed, as well as complete
experiments for above threshold photoionization, when the energy of one of the pho-
tons is enough to ionize the atom. Such an experiment now has been performed.
The new brilliant XUV sources can produce high density of the photoelectrons in
ionization from the ground state providing a noticeable probability for the atom to
further absorb photons from an optical laser, producing sidebands in the photoelec-
tron spectra. If the optical laser field is not strong and produces only one pair of
sidebands, the photoelectrons in the first sideband may be considered as a result of
the two-photon two-colour above-threshold ionization (ATI), which can be treated
in the second-order perturbation theory. The complete experiment on the two-colour
ATI have been realized in helium atom [55] at free electron laser (FEL) FERMI. The
scheme of the transitions is shown in Fig. 13.1. By combining different polarizations

s
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p

d m = -2 m = +2
m = 0

m = -1 m = +1

m = 0

first
upper
sideband

main photoelectron line

ground state

FEL FERMI
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Fig. 13.1 Scheme of transitions betweenmagnetic substates in two-colour ATI of atomic helium by
circularly polarized photon beams [55]. Only the first upper sideband is shown. The light chirality
λ is indicated
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of the two lasers, FEL and optical, and measuring the PADs of the upper and lower
sidebands, the absolute ratio of transition amplitudes into Es and Ed continuum
channels, |Ds |/|Dd |, see (13.7), for the ATI from the ground state was determined,
as well as the relative phase between the two amplitudes. The extracted values are
in accordance with the numerical calculations in the second-order perturbation the-
ory [55]. The contribution into the ATI from s and d channels was found almost
equal for the sideband, in accordance with earlier observations [56], and deviating
strongly from the propensity rules predicting that, upon absorption of one photon,
transitions related to an increase in the angular momentum should be favored [20].
This was discussed in more detail in [56].

13.4 Ionization by Coherent First and Second Harmonics

In ‘conventional’ complete experiment on photoionization within the dipole approx-
imation, the amplitudes correspond to ionization into channels with one parity. In
the simplest case of ionization of the s electron, as in He, only one p-wave is possible
due to the selection rule for absorption of one photon. When ionizing p-electron, for
example, from the outer shell of the noble gas atom, the dipole transition leads to s-
and d-photoelectron waves with the two (in the Cooper-Zare model) corresponding
amplitudes. In the two-photon ionization also the channels with fixed (opposite to
the one-photon ionization) parity are accessible.

However, there is an interesting possibility to involve ionization channels of
both parities into the complete experiment. The scheme of the process is shown in
Fig. 13.2a and imply two-photon ionization by fundamental frequency (ω) and one-
photon ionization by its second harmonic (2ω), which are longitudinally coherent.

A
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e
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ω

2ω

ω

ω

ω

ω ω

2ω 2ω

p

s d

p fds(a) (b)

A+

e

Fig. 13.2 Scheme of simultaneous atomic ionization by the fundamental (ω) and its second har-
monic (2ω): the general scheme (a); five different paths for promoting p-electron to continuum in
the ω + 2ω ionization (b)
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The latter is necessary to generate interference between the amplitudes of the one-
photon and the two-photon ionization. Note that this interference term contributes
to the PAD and vanishes after integrating over the angle of the electron emission. In
the above examples, ionization of He leads to the p-wave in one photon ionization
(2ω) and to s- and d-waves in two-photon ionization (ω), giving three amplitudes:
two-photon amplitudes and one-photon amplitude. The ω + 2ω ionization from the
p-shell, for example, of the noble gas atom leads to the final channels with p- and
f-waves (ω) and s- and d-waves (2ω), giving three two-photon amplitudes of the
type (13.10) and two one-photon amplitudes, respectively (see Fig. 13.2b). With the
increased number of the amplitudes in comparison with ‘pure’ ω or ‘pure’ 2ω ion-
ization, the complete experiment seems becoming more difficult, but note that the
number of the independent measurable parameters also increases: the PADs con-
tain more anisotropy coefficients, while changing mutual polarization of the funda-
mental and its second harmonic gives even more parameters. Of course, individual
measurements for ω and 2ω ionization is another source of independent information
on the photoionization amplitudes. An important step to the ω + 2ω type of com-
plete experiment has been done in [75] in the optical range, based on the theoretical
prescriptions [58]: the relative phases δp − δd and δp − δs were determined in the
(ω + 2ω) ionization from the ground state of rubidium.

With the advent of FEL FERMI and having in mind other future seeded FELs,
generating pulses with the longitudinal coherence [24, 62], the ω + 2ω complete
experiments may be performed in the XUV and first attempts are under way [72].
These experiments are closely related to the coherent control of PADs in the XUV,
currently under study theoretically and experimentally [18, 31, 35, 62].

13.5 Complete Experiments on Photoionization of Ions

Asmentioned above, measurements of PADs from unpolarized atoms are not enough
to extract all complex photoionization amplitudes even within the dipole approxi-
mation. To overcome this obstacle different methods of producing polarized targets
have been applied, usually involving additional field(s). Up to very recently all the
complete experiments on photoionization have been performed with neutral targets.
However, atomic photoionization leads to a polarized residual ion [10, 21, 45], a
property that can be exploited for the complete photoionization experiment with
positively charged ions. This general idea now can be realized with the FELs. Due to
the exceptionally high intensity delivered by these light sources, ionic samples can be
created and probed by sequential photoabsorption within the very same femtosecond
FEL pulse [9, 57].

The simplest of such a process is the sequential two-photon double ionization
(Fig. 13.3). The PADs of the first- and the second-step electrons, e1 and e2, respec-
tively, have been many times observed and theoretically analysed for the noble gas
atoms (see [9, 30, 34] and references therein). The important feature of the pro-
cess is that the intermediate ion, A+, is either aligned or oriented depending on
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Fig. 13.3 General scheme
of atomic sequential
two-photon double
ionization

γ

γ

e2

e1

A+

A

A++

polarization of the VUV pulse. Accordingly, the stepwise mechanism is used in the
theoretical description of the sequential two-photon double ionization with creation
of a polarized intermediate single-charged ion. Then the PAD of the second electron
is described by (13.9), where β2 and β4 are not only functions of the second-step
ionization amplitudes, but also functions of A10 and/or A20 of the intermediate ion.
The latter parameters, in turn, are functions of the first-step ionization amplitudes. It
can be shown that by measurements of anisotropy parameters β2, β4 of the second
electron with circularly and linearly2 polarized FEL it is possible, within the Cooper-
Zare model, not only to perform the complete experiment on the photoionization of
ion, but also to extract one more independent parameter for the photoionization of
the neutral atom and thus to contribute to the complete experiment on photoioniza-
tion of neutral atom. The situation is even better: taking into account that within
the Cooper-Zare model, similar amplitudes describe the second-step ionization to
different multiplet levels (e.g. to A2+(np4 3P, 1D, 1S) for the noble gases), which
are distinguished experimentally by the photoelectron energy, information on the
amplitudes is even redundant and one can select most reliable data and perform a
cross checking.

We theoretically simulated such a complete experiment on photoionization of the
ionAr+ [29], taking calculated values of the anisotropy parameters, giving them 10%
‘experimental inaccuracy’ and solving the reverse problem of extracting the ampli-
tudes from the ‘measured’ parameters. Some of the results are shown in Fig. 13.4,

2In contrast to one-photon ionization, here β2 for circularly and linearly polarized light are inde-
pendent.
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R1
R1

Fig. 13.4 Results of simulated complete experiment on photoionization of Ar+ at the photon
energy of 1 keV. Left panel: Restrictions imposed by imagined measurements of dipole parameters
β2 (red) and β4 (green) in sequential two-photon double ionization by linearly polarized light and
β2 (blue) by circularly polarized light. Right panel: Corresponding restricted space of the absolute
amplitude ratios for the second ionization step, R2 = (dd/ds)2, and for the first ionization step,
R1 = (dd/ds)1. We suppose that each of the PAD parameters possesses a theoretical value with an
error-bar of 10%. The residual ion is in the Ar2+(3p4 3P) state

which demonstrates how the allowed space for the amplitudes is restricted by includ-
ing data from different measured quantities.

13.6 Beyond the Dipole Approximation

While complete photoionization experiments have been considered within the dipole
approximation, non–dipole effects should be taken into account in future research
within two respects. First, specific results may be modified by unwanted non-dipole
parts of the photoionization amplitudes (see reviews [36, 43]), and, second, in prin-
ciple one can put a task to extract the non–dipole parts of the photoionization ampli-
tudes.

Within the first order non–dipole corrections, i.e. taking into account electric
quadrupole (E2) and magnetic dipole (M1) ionization amplitudes the PADs from
unpolarized atoms, produced by linearly polarized light is usually parameterized
by [14, 69].

d2σ

dΩdE
= σ

4π

(
1 + βP2(cosϑ) + (

δ + γ cos2 ϑ
)
sin ϑ cosϕ

)
, (13.11)

where the angle ϑ is counted relative to the polarization of the incoming radiation,
similar to (13.8), (13.9), and ϕ is the azimuthal angle with respect to the direction
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of the photon beam. In addition to the single anisotropy parameter β in the dipole
approximation, (13.8), two new non-dipole parameters, δ and γ , appear, which arise
from the interference terms E1-E2 and E1-M1. The PADs from polarized atoms
have been derived in a general form for arbitrary field multipoles in [26, 28].

Let us turn again to the sequential two-photondouble ionization (Fig. 13.3). Taking
into account alignment of the intermediate ionic P-state generated at the first-step
ionization of a noble gas atom, one can derive for the PADof the second photoelectron
in the case of linearly polarized FEL [28].

dσ

dΩ
= σ

4π

(
1 + βL

2 P2(cosϑ) + βL
4 P4(cosϑ)

+ (δ + γ2 cos
2 ϑ + γ4 cos

4 ϑ) sin ϑ cosϕ
)

, (13.12)

which generalizes (13.9). The superscript ‘L’ denotes linear polarization of the FEL.
The first three terms here correspond to the pure dipole contribution; the last three
terms give the first-order non-dipole corrections and include E1-E2 and E1-M1
interference. Due to specific selection rules, the M1 photoionization amplitudes may
be neglected in the vast majority of cases. The last term with γ4 is a non-dipole cor-
rection specific for the two-photon ionization. The PAD for the circularly polarized
FEL takes the form [33]

d2σ

dΩdE
= σ

4π

(
1 +

5∑

n=1

βC
n Pn(cosϑ)

)
, (13.13)

where the angle ϑ is counted from the direction of the photon beam and superscript
‘C’ denotes circular polarization of the FEL. In (13.13), βC

2 and βC
4 represent the pure

dipole contribution, while βC
1 , β

C
3 βC

5 represent the first-order non-dipole contribu-
tion. Some of the 10 parameters in (13.12) and (13.13) may be not independent. For
example, within the Cooper-Zare model (were also the M1 photoionization ampli-
tudes identically vanish), the 10 independent anisotropy parameters characterizing
the PADs in the second-step ionization are expressed in terms of only four (com-
plex) amplitudes: two dipole ds , dd and two quadrupole qp, q f . Additionally, usually
unknown absolute ratio of the two dipole amplitudes of the first-step ionization are
also to be determined from the PADs (13.12) and (13.13).

Thus, the PADs in the second ionization step for linearly and circularly polar-
ized field are enough to extract three ratios of the complex second-step amplitudes
and the absolute ratio of the first-step dipole amplitudes, i.e. enabling the complete
experiment on the second-step photoionization. The latter absolute ratio, combined
with the PADs of the first ionization step, as mentioned above, completes also the
experiment on the first-step photoionization.

The PADs in the second ionization step have beenmeasuredmany times with FEL
for noble gas atoms [9] and the non-dipole effects in these PADs have been reported
recently in argon [38]. This opens a way, as recently proposed [29], to generalize
a complete experiment on photoionization for accounting the quadrupole amplitude
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δδ

γ2β1 β3

Re[Rf ](2)

Im
[R

f
]

(2
)

Re[Rf ](2)

|Rp | ~ 0.1(theoretical)(2) |Rp | ~ 0.5(2) 

Fig. 13.5 Theoretical simulation of complete experiment on photoionization of Ar+(3p5 2P)with
accounting for the quadrupole ionization amplitude. The photon energy of light, generating the
sequential two-photon double ionization is 1 keV. Left panel: Restrictions imposed on R(2)

f = q f /ds
by imagined measurements of non-dipole parameters in sequential two-photon double ionization
(see (13.12), (13.13)). δ (blue), γ2 (green) by linearly polarized light and β1 (red), β3 (orange) by
circularly polarized light, provided R(2)

p = qp/ds is close to theoretical expectation. Right panel

demonstrates the loosing of consistency when R(2)
p is assumed 5 times larger than the theoretical

expectation.Thevalue of R(1) = dd/ds is taken2.8 in accordancewith calculations. The superscripts
‘(1)’, ‘(2)’ indicate the first and the second ionization steps, respectively

by the measurement of PADs in sequential two-photon double ionization. Such a
complete experiment with extracting both dipole and non-dipole photoionization
amplitudes has not been yet realized. We theoretically simulated such an experiment
for the sequential two-photon double ionization of argon within the Cooper-Zare
model, similar to the case, described in Sect. 13.5. Some of the results of the simu-
lation are demonstrated in Fig. 13.5. It is seen how deviation of one of the absolute
amplitude ratio from correct value generates an inconsistency: the allowed amplitude
space vanishes, within prescribed 10% accuracy of the imaged measurements.

13.7 Spacial Electron Density

Besides observable quantities which are usually treated in connection with the com-
plete experiment, such as angular distribution and polarization of the reaction prod-
ucts, including secondary products, different kind of vector correlations, partial cross
sections, it is possible to find other physical values, characterizing the final system
or its subsystem using (13.2). One can find, for example, such formally observable
physical quantities as probability density of finding photoelectron at the coordinate
rph (‘photoelectron charge cloud’), or electron density of the residual ion, or elec-
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Fig. 13.6 Inner structure of
the spacial electron density
of the photoelectrons ejected
from Ne+(2p5 2P) at photon
energy of 56.5 eV with
leaving the doubly charged
ion in the Ne2+(2p4 3P)

state. The initial alignment of
the Ne+(2p5 2P) state was
taken as -0.1, in accordance
with the calculated
value [22]. The dashed line
indicates the radius 5 a.u.
(linear scale). The electric
vector of the linearly
polarized photons is directed
along the vertical axis

tric currents within the electron clouds. But to do this, we have to express the basis
functions | χ f 〉 in the coordinate representation.

Consider, for example, the photoelectron cloud. The starting point is (13.2)
〈nph〉 = Tr ρphn ph , where ρph is the density matrix of the photoelectron, which
is calculated as a trace of the density matrix of the system ‘residual ion + photo-
electron’, and nph is operator of the photoelectron density, nph(r) = δ(r − rph) in
the coordinate representation; rph is the coordinate of the photoelectron. For fixed
energy of the photoelectron E and fixed fine structure state of the residual ion α f J f :

Tr ρphn ph =
∑

�jm
�′ j ′m′

〈�jm | ρph | �′ j ′m′〉〈�′ j ′m′ | n ph | �jm〉 (13.14)

=
∑

�jm
�′ j ′m′

⎛

⎝
∑

M f

〈α f J f M f , �jm | ρ | α f J f M f , �
′ j ′m′〉

⎞

⎠ 〈�′ j ′m′ | δ(r − rph) | �jm〉.

After standard algebra [2] onefinally obtains for the photoelectron cloudW (rph) equations (12.7)
and (12.8) of [32] with the trivial substitution Ykq (ϑ, ϕ) → RE�(rph) R∗

E�′ (rph) Ykq (θph, φph).
Here RE�(rph) is the radial function of the photoelectron partial wave.
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As an example, for a particular case of the second-step photoelectron in sequential
two-photon double ionization by linearly polarized light of the p-subshell of a noble
gas atom (see Fig. 13.3), the photoelectron cloud is described by the general formula

W (rph) = b0(rph) + b2(rph) P2(cos θph) + b4(rph) P4(cos θph) , (13.15)

where θph is counted from the direction of the electric field, bk(rph), (k = 0, 2, 4)
are known functions of the dipole matrix elements (13.5) and the radial functions
RE�(rph). The cloud depends on the latter functions, which in turn depend on the the-
oretical model. Obviously, these functions should be calculated in the model, which
was used in the theoretical description of the complete experiment. But there is still
a room for choosing these functions. For example, a variety of electron wavefunc-
tions satisfy the Cooper-Zare model. Figure13.6 presents an example of the electron
cloud, which could be obtained from the results of the complete photoionization
experiment on neon. The frozen-core Hartree-Fock radial functions REs(rph) and
REd(rph) of the photoelectron were substituted into (13.15).

13.8 Conclusion

Starting from the end of 1970s , when the concept of a complete photoionization
experiment began to be fitted, the field have been grown vigorously, using to advan-
tage the third-generation synchrotron radiation sources. In 2005 the first free-electron
laser FLASH started operation in the XUV. With the creation of the XFELs X-ray
scientists associate the possibility of progress in a number of very important sci-
entific and practical areas; new avenues are opening in physics of interaction of
radiation with matter. Unprecedented intensity and femtosecond time duration of
the XUV pulses allow to investigate new phenomena in condensed matter, nanos-
tructures, plasma. To understand phenomena in complex systems, it is necessary to
understand how radiation interacts with simple systems. The complete experiments
on photoionization, as a method of detailed study of the elementary photoprocesses
with small quantum systems, can significantly contribute into this understanding.We
hope that our overview shows that the field of complete photoionization experiments
has received a push for further development.
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Chapter 14
Theoretical Aspects of Laser-Assisted
(e, 2e) Collisions in Atoms

Konstantin A. Kouzakov

Abstract An overview of theoretical approaches to ionization of atomic systems
by electron impact in the presence of laser radiation is given. Basic approximations
for calculating multiphoton (e, 2e) transition amplitudes are discussed, with special
emphasis on the first Born approximation in the projectile-target interaction. Various
methods for the treatment of the dressing of initial and final (ionized) atomic-target
states by a laser field are brought into focus, ranging respectively from the Floquet
theory to the time-dependent perturbation theory and two-level approximation and
from the Coulomb-Volkov models to the Sturmian-Floquet approach.

14.1 Introduction

The advance in laser technologies stimulates laser applications in various fields of
atomic physics [1–3]. One of such promising developments is laser-assisted elastic
and inelastic electron-atom scattering [4], which also includes an ionization channel,
namely, the (e, 2e) ionization of atoms in the presence of laser radiation. The latter
wasmeasured for thefirst timebyHöhr et al. [5, 6] in the case of a heliumatomic target
and a Nd:YAG laser beam (λ = 1064nm) with intensity I = 4 × 1012W/cm2.While
the pioneering experiment was performed not so long ago, theoretical investigations
of laser-assisted (e, 2e) processes on atoms began much earlier, dating back to the
1970s (see, for instance, [7]). A number of results concerning the dependence of the
multiphoton (e, 2e) cross sections on laser-field parameters, such as polarization,
frequency and intensity, have been obtained (see [4] for a reviewof some earlierworks
and also more recent articles [8–18]). The main theoretical findings can be briefly
summarized as follows: (i) the cross sections are seriously modified even by the
presence of low-intensity laser radiation and (ii) they strongly depend on the dressing
of the atomic target states. The aforementioned experiment of Höhr et al. [5, 6]
confirmed the existence of distinct differences in the (e, 2e) differential cross sections
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between laser-on and laser-off conditions. This indicates the importance of further
developing the theory of laser-assisted (e, 2e) collisions for future experiments.

The present contribution aims at outlining a general formalism along with the
main methods and approximations, which are typically employed in the theoretical
treatment of laser-assisted (e, 2e) collisions in atoms. Atomic units (a.u., � = e =
me) are used throughout unless otherwise specified.

14.2 General Formulation

We consider the process

e− + A + �ω → 2e− + A+, (14.1)

where, in the presence of a laser field, an electron impinges on an atomic target A
and induces an ionizing collision, in which a net number � of photons with frequency
ω is exchanged between the colliding system and the field. As a result, an outgoing
electron pair emerges which is formed by the scattered and ejected electrons. In
what follows, the incident, scattered, and ejected electron energies and momenta are
specified respectively by (E0,p0), (Es, ps), and (Ee,pe).

The laser field is assumed to switch on and off adiabatically at t → −∞ and
t → +∞, respectively. More specifically, the turn on and off time δT of the laser
pulse as well as the laser pulse duration T are very long on a time scale typical for the
target and much longer than the (e, 2e) collision duration. We consider the case of a
monochromatic elliptically polarized laserwavewith awave vectork (k = ω/c). The
frequencyω and intensity I of thewave are such that the laser electric-field amplitude
F0 is much less than the typical intra-atomic field FA and the Keldysh parameter [19]
is γ = ωFA/(2EI F0) � 1, where EI is the atomic ionization energy. This means
that the ionization due to the laser electric field occurs in the perturbative regime
via multiphoton transitions and hence it does not produce any appreciable effect
compared to that due to the electron-atom collision. Without loss of generality we
suppose that the z axis is directed along k. A typical situation is when the laser
wavelength λ = 2π/k is much greater than the spatial extent both of the target and
of the region where the electron-electron collision takes place. This validates the use
of the dipole approximation for the electric component of the laser field:

F(t) = Fxex cosωt + Fyey sinωt, (14.2)

where Fx > 0 and Fy > 0 (Fy < 0) for right (left) polarization. The vector potential
corresponding to (14.2) is

A(t) = Axex sinωt + Ayey cosωt, (14.3)
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with Ax = −cFx/ω, Ay = cFy/ω. Note that the case of linear polarization derives
from (14.2) upon setting Fx = F0 and Fy = 0, while that of circular polarization
amounts to Fx = |Fy| = F0/

√
2.

14.2.1 S Matrix

The rate of the discussed laser-assisted (e, 2e) reaction is governed by the matrix
element of the scattering operator, which is usually called the S operator. Using the
Furry representation [20], in which the effect of an external field is included in the
asymptotic Hamiltonians of the initial and final channels of the reaction, the S matrix
can be presented as

S(e,2e) = −i

∞∫

−∞
dt
〈
Ψ

(−)
f (ps,pe; t)|VeA|χp0(t)Φi (t)

〉
, (14.4)

where VeA is the projectile-atom potential, Φi (t) is the laser-dressed initial atomic
state, and Ψ

(−)
f (ps,pe; t) is the final (time-reversed) scattering state of the colliding

system in the presence of the laser field. The incident electron state χp0(t) is given
by the Gordon-Volkov function, which solves the following Schrödinger equation:

i
∂

∂t
χp0(r, t) = 1

2

[
p̂ + 1

c
A(t)

]2
χp0(r, t). (14.5)

For the vector potential given by (14.3) one has (see, for instance, [2])

χp0(r, t) = exp
{
i
[
p0r − αp0 sin(ωt + δp0) − E0t − ζ(t)

]}
, (14.6)

where E0 = p20/2 and

αp0 =
√
F2
x p

2
0,x + F2

y p
2
0,y

ω2
, δp0 = arcsin

⎛
⎝ Fx p0,x√

F2
x p

2
0,x + F2

y p
2
0,y

⎞
⎠ ,

ζ(t) = 1

2c2

t∫

−∞
A2(t ′)dt ′.

Bydefinition, the Smatrix remains invariant under unitary transformations. There-
fore, (14.4) is gauge-invariant, since the gauge transformation of the vector and scalar
potentials of the laser field is equivalent to the unitary transformation in quantum
mechanics (see [21] for detail).
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14.2.2 Cross Sections

It can be shown that, after integrating over time in (14.4), the Smatrix has the general
form

S(e,2e) = −2π i
∞∑

�=−∞
T (�)
f i δ(E0 + Ei − E f − Es − Ee −Up + �ω), (14.7)

where Ei and E f are the quasienergies (see below) of the laser-dressed initial atomic
and final ionic states, respectively, Up = F2

0 /4ω2 is a ponderomotive potential, and
T (�)
f i are the �-photon transition amplitudes. For the fully differential cross section

(FDCS), which provides the most detailed information about the scattering process,
one thus has

d4σ

dEsdEedΩsdΩe
=

∞∑
�=−∞

d3σ (�)

dEedΩsdΩe
δ(E0 + Ei − E f − Es − Ee −Up + �ω),

(14.8)
where the �-photon triple differential cross section (TDCS) is

d3σ (�)

dEedΩsdΩe
= ps pe

(2π)5 p0
|T (�)

f i |2. (14.9)

14.3 Theoretical Methods and Approximations

For calculating the S matrix and cross sections one has to know the two states: (i) the
initial laser-dressed atomic stateΦi (t) and (ii) the final scattering stateΨ

(−)
f (ps,pe; t)

of the colliding system in the presence of the laser field. The first is the solution of
the time-dependent Schrödinger equation (TDSE) for an atom in the laser field, and
the second solves the TDSE for the interacting projectile-target system in the laser
field and obeys the proper asymptotic behavior (when t → ∞ and relative positions
of the final ion and two outgoing electrons tend to infinity). Since both Hamiltonians
are periodic in time, the TDSE can be solved employing the Floquet theory [22].

14.3.1 Initial Laser-Dressed Atomic State

In the Floquet theory, one seeks the solution to the TDSE for the initial state,

i
∂

∂t
|Φi (t)〉 = [HA + Hint(t)]|Φi (t)〉, (14.10)
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where HA is the field-free atomicHamiltonian and Hint(t) is the atom-field interaction
Hamiltonian, in the form of the following (Floquet-Fourier) expansion:

|Φi (t)〉 = e−iE i t
∞∑

n=−∞
e−inωt |Φ(n)

i (Ei )〉. (14.11)

The Floquet-Fourier components |Φ(n)
i (Ei )〉 satisfy the system of coupled time-

independent equations

(HA − nω − Ei )|Φ(n)
i (Ei )〉 +

∞∑
k=−∞

(Hint)n−k |Φ(k)
i (Ei )〉 = 0, n = 0,±1,±2, . . .

(14.12)
Here (Hint)n−k are the components of the Fourier expansion

Hint(t) =
∞∑

n=−∞
e−inωt (Hint)n. (14.13)

It can be seen that the solution of the system (14.12) does not define the quasienergy
Ei uniquely, since the latter can be changed to Ei + mω, where m is an arbitrary
integer. The customarywayof defining the quasienergy consists in using the boundary
condition at t → −∞,

|Φi (t → −∞)〉 → e−i E (i)
A t |Φ(i)

A 〉, (14.14)

where E (i)
A is the energy of the field-free atomic state |Φ(i)

A 〉, and requiring that only
the n = 0 component of the expansion (14.11) remains nonvanishing in the limit
t → −∞.

14.3.1.1 Time-Dependent Perturbation Theory

If the laser field is nonresonant with atomic transitions, the laser-atom interaction
Hint(t) appears to be weak due to the imposed condition F0 � FA and, hence, can
be treated as a perturbation. It is efficient to develop the time-dependent perturbation
theory in the length gauge (L-gauge), where

HL
int(t) = F(t) · R, R =

Z∑
k=1

rk, (14.15)

with Z being the number of atomic electrons (or the nuclear charge) and rk being their
positions. The choice of the L-gauge is based on the observation that over the atomic
region the electron-laser interaction (14.15) is much weaker than the intra-atomic
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potential experienced by electrons. Developing the time-dependent perturbation the-
ory for

|ΦL
i (t)〉 = exp

(
i

c
A(t) · R

)
|Φi (t)〉 (14.16)

to first order, one obtains

|ΦL
i (t)〉 = e−i E (i)

A t

⎡
⎣|Φ(i)

A 〉 − 1

2

∑
j 	=0

(
eiωt

M+
j i

ω j i + ω
+ e−iωt

M−
j i

ω j i − ω

)
|Φ( j)

A 〉
⎤
⎦ ,

(14.17)
where ω j i = E ( j)

A − E (i)
A are the field-free atomic transition energies, and

M±
j i =

〈
Φ

( j)
A |Fx Rx ∓ i Fy Ry |Φ(i)

A

〉

are the dipole transition matrix elements.
Whenω � |ω j i | for all j 	= i (the low-frequency regime), one can readily perform

the n summation in (14.17) using the low-frequency (ω j i ± ω ≈ ω j i ) and closure
(ω j i ≈ ωcl) approximations. This yields

ΦL
i (X, t) = e−i E (i)

A t

[
1 − 1

ωcl

(
Fx Rx cosωt + Fy Ry sinωt

)]
Φ

(i)
A (X), (14.18)

where X = {r1, r2, . . . rZ }.

14.3.1.2 Two-Level Approximation

When the laser frequency ω is close to or coincides with a particular atomic transi-
tion energy ω j i , the perturbation theory (14.17) is not applicable anymore. A more
appropriate theoretical approach in such a case consists in using the two-level approx-
imation1

|ΦL
i (t)〉 = e−i E (i)

A t ai (t)|Φ(i)
A 〉 + e−i E ( j)

A t a j (t)|Φ( j)
A 〉, (14.19)

where the coefficients ai (t) and a j (t) are determined by solving the TDSE (14.10) in
the L-gauge with ansatz (14.19). The latter can be done using the so-called rotating
wave approximation (RWA) [1]which neglects the fast oscillating terms∝ e±i(ω j i+ω)t

and ∝ e±iωt in comparison with the slow oscillating terms ∝ e±i(ω j i−ω)t . This proce-
dure yields

1Here the field-free atomic states are assumed to be nondegenerate. Generalization to the case of
degenerate states is straightforward (see, for instance, [13]).
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a±
i (t) =

√ |Δ| + Ω

2Ω
exp

[
− i

2
(Δ ∓ Ω)t

]
,

a±
j (t) = ∓ M−

j i√
2Ω(|Δ| + Ω)

exp

[
i

2
(Δ ± Ω)t

]
. (14.20)

Here
Δ = ω j i − ω, Ω =

√
Δ2 + χ2

j i (14.21)

are the resonance detuning and the generalized Rabi frequency, respectively, while

χ j i = |M−
j i |

stands for the Rabi frequency. Note that according to (14.20) the following relations
hold true:

|a±
i (t)|2 + |a±

j (t)|2 = 1, |a±
i (t)|2 ≥ 1

2
, |a±

j (t)|2 ≤ 1

2
. (14.22)

The laser-dressed target state is thus given by

ΦL±
i (X, t) = exp

{
−i

[
E (i)
A t + 1

2
(Δ ∓ Ω)t

]}

×
√ |Δ| + Ω

2Ω

[
Φ

(i)
A (X) ∓ e−iωt

M−
j i

|Δ| + Ω
Φ

( j)
A (X)

]
. (14.23)

The target wave function evolves intoΦL+
i (X, t) orΦL−

i (X, t) according to whether
Δ ≥ 0 or Δ < 0.

14.3.2 Final Laser-Dressed Scattering State

In general, finding the final state Ψ
(−)
f (ps,pe; t) is a more difficult task than in

the Φi (t) case. Apart from dealing with a system that has an additional interacting
electron (i.e., the projectile electron), one faces the three-body scattering problem
involving Coulomb-tail potentials in the presence of a laser field. Since the solution
is not known already in the field-free case [23], one has to resort to approximate
treatments.
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14.3.2.1 Asymptotic Behavior

Due to specifics of scattering on long-range potentials, such as Coulomb-tail poten-
tials, a nontrivial issue which arises in the case of the presence of a laser field
consists in imposing a proper asymptotic condition on the solution of the TDSE for
Ψ

(−)
f (ps,pe; t) when rs, re, and rse = |rs − re| → ∞. This issue is convenient to

address in the accelerated, or Kramers-Henneberger (KH), frame [24]:

Ψ
KH(−)
f (ps,pe; X0, t) = exp

[
a(t) ·

Z+1∑
k=0

∇k + i(Z + 1)ζ(t)

]
Ψ

(−)
f (ps,pe; X0, t),

(14.24)
where X0 = {r0, X}, and

a(t) = 1

c

t∫

−∞
dt ′ A(t ′) = axex cosωt + ayey sinωt (14.25)

is the displacement vector of a classical electron in the laser field, with ax(y) =
Fx(y)/ω

2. When working within the KH frame, a laser field is effectively absent,
and the scattered and ejected electrons move in a Coulomb-tail potential of an ion
A+ that oscillates in time (the oscillations are equivalent to those of a classical free
electron in a laser field in the laboratory frame). At large distances from the ion, the
role of its oscillating motion vanishes: the outgoing electrons experience therefore a
usual, time-independent,Coulomb-tail force and, accordingly, the leading asymptotic
behavior of the wave function (14.24) is

〈
rs, re|Ψ KH(−)

f (ps,pe; t)
〉
−−−−−−→
rs ,re,rse→∞ ei(ps ·rs−Es t)ei(pe ·re−Eet)C (−)

ps (ηs, rs)

×C (−)
pe (ηe, re)C (−)

pse (ηse, rse)|Φ̃KH
f (t)〉. (14.26)

Here the Coulomb-distortion factors are given by

C (−)
p (η, r) = exp

[−iη ln(pr + p · r)] ,

with the Sommerfeld parameters ηs(e) = −1/ps(e) and ηse = 1/pse (pse = |ps −
pe|), and Φ̃KH

f (t) is the laser-dressed ionic state satisfying the boundary condition

|Φ̃KH
f (t → ∞)〉 → e−i E ( f )

A+ t |Φ̃( f )
A+ 〉, (14.27)

where E ( f )
A+ and |Φ̃( f )

A+ 〉 are the field-free energy and state of the final ion.
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14.3.2.2 3C-Volkov Wave Function

The approximate final-state wave function that accounts for the proper asymptotic
behavior (14.26) can be formulated on the basis of the 3C model [25], which proved
to be useful in the theoretical treatment of field-free (e, 2e) collisions in atoms, and
Coulomb-Volkov approximation [26]. In the KH frame, it reads [27]

〈
rs, re|Ψ KH(−)

f (ps,pe; t)
〉
= e−i(Es+Ee)te−i(ps+pe)·a(t)e−ipse ·rseψc(−)

ps (ηs, rs + a(t))

×ψc(−)
pe (ηe, re + a(t))ψc(−)

pse (ηse, rse)|Φ̃KH
f (t)〉, (14.28)

where ψc(−)
p (η, r) stands for a stationary Coulomb wave function with incoming

spherical wave behavior (see, for instance [28]):

ψc(−)
p (η, r) = e− 1

2 πη�(1 − iη)eip·r
1F1(iη, 1;−i(pr + pr)), (14.29)

where 1F1 is the confluent hypergeometric function. In the field-free case, (14.28)
reduces to the field-free 3C model [25]. It should be also noted that the laser-dressed
final ionic state in (14.28) can be calculated using the methods and approximations
outlined above in regard to the laser-dressed initial atomic state.

14.4 First Born Approximation

One of the most frequently used approaches in the theory of (e, 2e) collisions is the
first Born approximation (FBA), which treats the projectile-atom interaction VeA in
the S matrix (14.4) only to first order. It is supposed to be generally applicable if
both the incident and scattered electrons are fast. In the FBA, the laser-dressed final
scattering state of the colliding system is approximated as

|Ψ (−)
f (ps,pe; t)〉 = |χps (t)Φ

(−)
f (pe; t)〉, (14.30)

where |Φ(−)
f (pe; t)〉 is the laser-dressed final atomic state with one (ejected) electron

in continuum having the asymptotic momentum pe. Note that the final state (14.30)
can be derived from the 3C-Volkov model (14.28) upon setting ηs = ηse = 0.

Using (14.30) and the explicit form of the Gordon-Volkov functions (14.6), one
obtains for the S matrix the following expression:

SFBA(e,2e) = −i
4π

Q2

∞∫

−∞
dt e−i[ΔEt+αQ sin(ωt+δQ)]

〈
Φ

(−)
f (pe; t)|

Z∑
k=1

eiQ·rk − Z |Φi (t)

〉
,

(14.31)
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where ΔE = E0 − Es and Q = p0 − ps are the energy and momentum transfers.
Provided the momentum-transfer value is small, the contributions due to exchange
between the projectile and atomic electrons are typically omitted in (14.31) due to
large p0 and ps values (on the atomic scale) in the case of fast incident and scattered
electrons.

If neglecting the dressing of the initial and final atomic states by the laser field, one
can readily perform the time integration in (14.31) using the following formula [29]:

ei z cos ξ =
∞∑

�=−∞
J�(z) e

i�z,

where J� are the Bessel functions of integer order. As a result, one obtains the �-
photon TDCS (14.9) in the form [7]

d3σ (�)
FBA

dEedΩsdΩe
= |J�(αQ)|2 d3σFBA

dEedΩsdΩe
, (14.32)

where d3σFBA is the field-free TDCS in the FBA approach, where, however, the
energy balance is

E0 + E (i)
A + �ω = E ( f )

A+ + Es + Ee,

i.e., it takes into account the transfer of � photons in the laser-assisted (e, 2e) collision.
From the properties of the Bessel functions it follows that the cross section (14.32)
turns to zero for all � 	= 0 if αQ = 0 or, in other words, if the momentum transfer is
perpendicular to the laser polarization.

14.4.1 Laser-Dressed Final Atomic State

The asymptotic behavior of the state Φ
(−)
f (pe; t) is also convenient to formulate in

the KH frame:

〈re|ΦKH(−)
f (pe; t)〉 −−−→

re→∞ ei(pe ·re−Eet)C (−)
pe (ηe, re)|Φ̃KH

f (t)〉. (14.33)

Below the approaches are described, in which the laser-dressed final atomic state is
constructed to obey the proper asymptotic behavior.

14.4.1.1 Coulomb-Volkov Approximation

The condition (14.33) can be fulfilled by neglecting correlations between the ejected
and ionic electrons and using the Coulomb-Volkov wave function [26] for the laser-
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dressed ejected electron state, namely,

|ΦKH(−)
f (pe; t)〉 = |ψKH(−)

CV (pe, ηe; t)Φ̃KH
f (t)〉, (14.34)

where the Coulomb-Volkov function in the KH frame is given by

ψ
KH(−)
CV (pe, ηe; re, t) = e−i[Eet+pe ·a(t)]ψc(−)

pe (ηe, re + a(t)). (14.35)

If now using the approximation (14.34) in the FBA S-matrix (14.31) and neglect-
ing the dressing of the initial atomic Φi (t) and final ionic Φ̃ f (t) states by the laser
field, it is also possible to relate the multiphoton TDCS to the field-free FBA cross
section. In particular, in the case of a circular polarized laser beam or when

|αQ| �
∣∣∣∣∣
F2
x − F2

y

8ω3

∣∣∣∣∣ , (14.36)

one derives [30]
d3σ (�)

FBA

dEedΩsdΩe
= |J�(αqion)|2

d3σ̃FBA

dEedΩsdΩe
, (14.37)

where the field-free FBA cross section d3σ̃FBA is calculated with the model field-free
final atomic state

|Φ( f )
A 〉 = |ψc(−)

pe Φ̃
( f )
A+ 〉

and for the energy balance

E0 + E (i)
A + �ω = E ( f )

A+ + Es + Ee +Up,

and qion = Q − pe is the recoil-ion momentum. The cross section (14.37) has a
similar structure as that given by (14.32). However, it turns to zero for all � 	= 0 if
the laser polarization is perpendicular to the recoil-ion momentum qion rather than
the momentum transfer Q.

The approximation (14.35) can be further improved by taking into account the role
of all unperturbed electron states in the dressing of the ejected-electronwave function
by the laser field. This can be done within the first-order time-dependent perturbation
theory as was initially proposed by Joachain et al. [31]. For atomic hydrogen and
a linearly polarized laser beam such a modification of the Coulomb-Volkov wave
function in the laboratory frame reads

ψ
(−)
MCV(pe, ηe; re, t) = e−i[Eet+a(t)·re+αpe sinωt]

[
(1 + iαpe sinωt)ψc(−)

pe (ηe, re)

−i
F0

2

∑
j

(
eiωt

ω jke + ω
− e−iωt

ω jke − ω

)
Mjkeψ j (re)〉

]
, (14.38)
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where
Mjke = −〈ψ j |x |ψc(−)

pe (ηe)〉

are the dipole matrix elements, with ψ j being the unperturbed hydrogen wave func-
tions.

14.4.1.2 Sturmian-Floquet Approach

An alternative, nonperturbative method for calculating the laser-dressed ejected-
electron state consists in using the Hermitian Floquet theory and employing the
basis set of Sturmian functions, which proved to be efficient in the treatment of the
laser-assisted scattering processes [3, 33–36]. The dynamics of the ejected electron
in the KH frame is governed by the following TDSE:

i
∂

∂t
ψKH(−)

pe (re, t) =
(

−1

2
Δ + V [re + a(t)]

)
ψKH(−)

pe (re, t), (14.39)

where V [re + a(t)] is a space-translated electron-ion potential, which has the
Coulomb tail

V [re + a(t)] −−−→
re→∞ − 1

re
.

Using the Floquet-Fourier expansion

ψKH(−)
pe (re, t) = e−i Eet

∞∑
n=−∞

e−inωtFKH(−)
n (pe, re), (14.40)

one arrives at an infinite set of coupled time-independent equations:

(
Hn + Ṽ0(ax , ay; re) − Ee

)
FKH(−)

n (pe, re)

+
∑
ν 	=n

Vn−ν(ax , ay; re)FKH(−)
ν (pe, re) = 0, n = 0,±1,±2, . . . (14.41)

Here

Hn = HC − nω, HC = −1

2
Δ − 1

re
, Ṽ0(ax , ay; re) = V0(ax , ay; re) + 1

re
,

(14.42)
and Vn are the Fourier components of V [re + a(t)],

Vn(ax , ay; re) = 1

T

T∫

0

dt exp(inωt) V [re + a(t)] , (14.43)
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with T = 2π/ω being the optical cycle.
The solutions FKH(−)

n must satisfy the incoming boundary conditions in the
form [32]

FKH(−)
n (pe, re) −−−→

re→∞ δn0 exp
[
ipe · re − iηe ln(pere + pe · re)

]

+ f (−)
n (pe, r̂e)

exp
[−i p(n)

e re + iη(n)
e ln(2p(n)

e re)
]

re
, (14.44)

where η(n)
e = −1/p(n)

e , and

p(n)
e =

{√
2(Ee + nω), Ee + nω ≥ 0,

±i
√−2(Ee + nω), Ee + nω < 0.

(14.45)

The Coulomb-specific asymptotic behavior (14.44) can be taken into account by
recasting the system of Floquet equations into the Lippman–Schwinger form

FKH(−)
n (pe, re) =δn0ψ

c(−)
pe (ηe, re)

+
∑

ν

∫
dr′

eG
(−)
c (p(n)

e ; re, r′
e)Vn−ν(ax , ay; r′

e)F
KH(−)
ν (pe, r′

e),

n = 0,±1,±2, . . . (14.46)

Here the notation Vn = δn0Ṽ0 + (1 − δn0)Vn is introduced, and G(−)
c is the advanced

Coulomb Green’s function, which satisfies the equation

(
p(n) 2
e

2
+ 1

2
Δ + 1

re

)
G(−)

c

(
p(n)
e ; re, r′

e

) = δ(re − r′
e). (14.47)

The solution of the system of the Lippmann–Schwinger–Floquet equations (14.46)
can be sought using the expansion of the Floquet-Fourier components in terms of
Sturmian functions. Recently, a new efficient method has been proposed [37] based
on employing the basis set of quasi-Sturmian functions [38] in parabolic coordinates.
Amarked advantage of the quasi-Sturmians is that they possess an appropriate incom-
ingCoulomb asymptotic behavior, thus providing the proper asymptotic form (14.44)
of the solution.

14.4.2 Laser-Assisted Electron Momentum Spectroscopy

The (e, 2e) reactions involving large momentum transfer under kinematical condi-
tions close to a free electron-electron collision are usually referred to as electron
momentum spectroscopy (EMS) [39, 40]. EMS is a well-known method for explor-
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ing the electronic structure of various systems ranging from atoms and molecules to
clusters and solids.

The theoretical formulation of EMS in the presence of laser radiation was given
in [13]. According to this formulation, the S matrix of the laser-assisted (e, 2e) EMS
process can be presented as

SEMS
(e,2e) = −i

4π

Q2

∞∫

−∞
dt exp

[
−i

(
ε − q2

2

)
t

]
〈χq(t)|ϕ f i (t)〉, (14.48)

where ε = Es + Ee − E0, q = −qion, and

|ϕ f i (t)〉 = 〈Φ̃ f (t)|Φi (t)〉 (14.49)

is the laser-dressed Kohn-Sham orbital. The expression (14.48) follows from the
FBA result (14.31) using the binary-encounter approximation, which accounts only
for the interaction between the colliding electrons in the projectile-atom potential
VeA, and the laser-dressed final atomic state in the form

|Φ(−)
f (pe; t)〉 = |χpe(t)Φ̃ f (t)〉. (14.50)

The time integration in (14.48) can be readily performed using the Floquet expansion
of the laser-dressed Kohn-Sham orbital

|ϕ f i (t)〉 = e−iE f i t
∞∑

n=−∞
e−inωt |ϕ(n)

f i (E f i )〉, (14.51)

where E f i is the Kohn-Sham quasienergy.
If the laser-dressing effect in (14.51) is negligible, then

|ϕ f i (t)〉 = e−i E f i t |ϕ f i 〉, (14.52)

where E f i = E (i)
A − E ( f )

A+ andϕ f i are the field-free (unperturbed)Kohn-Shamenergy
and orbital. In such a case, provided the laser beam is circularly polarized or the
inequality (14.36) holds, one derives the �-photon TDCS as (cf. 14.37)

d3σ (�)
EMS

dEedΩsdΩe
= |J�(αq)|2 d3σEMS

dEedΩsdΩe
, (14.53)

where d3σEMS is the field-free EMS cross section2 [39]

2The exchange between the colliding electrons is taken into account, for in the EMS kinematics
both outgoing electrons (scattered and ejected) are fast.
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d3σEMS

dEedΩsdΩe
= ps pe

2π3 p0

(
1

|p0 − ps |4 + 1

|p0 − pe|4 − 1

|p0 − ps |2|p0 − pe|2
)

|ϕ f i (q)|2
(14.54)

which is calculated for the energy balance

Ei f + �ω = ε +Up.

If the laser-dressing effect in (14.51) is substantial, one can minimize the role of
the interaction of the fast ingoing and outgoing electrons with the laser field by con-
sidering such laser-field orientations that αq = 0 [15]. Assuming again a circularly
polarized laser beam or the validity of (14.36), the resultant �-photon TDCS is given
by

d3σ (�)
EMS

dEedΩsdΩe
= ps pe

2π3 p0

(
1

|p0 − ps |4 + 1

|p0 − pe|4 − 1

|p0 − ps |2|p0 − pe|2
)

|ϕ(�)
f i (q)|2,
(14.55)

and the energy balance is
Ei f + �ω = ε +Up.

Thus, the cross section (14.55) contains the direct information about the �th Floquet-
Fourier component of the laser-dressed Kohn-Sham orbital in momentum space.

14.5 Concluding Remarks

In this work an account of the basic theoretical methods and approximations in the
field of laser-assisted (e, 2e) collisions in atoms has been given. At the same time, a
number of issues related to the theory of laser-assisted (e, 2e) processes inevitably
remained beyond the scope of the present contribution. In particular, the high-order
Born approximations, for example, such as the second Born approximation, has not
been discussed here. The reason is that no theoretical study of the Born series in the
laser-assisted (e, 2e) case has been carried out so far, except for the second-Born
calculations performed in [14, 17]. Owing to the long-range Coulomb-tail poten-
tials involved in the (e, 2e) scattering processes, the higher Born approximations
are known to diverge in the field-free case. There are theoretical methods allowing
to cope with these divergences (see [41] and references therein), but they are not
directly applicable to the laser-assisted case. It should be noted that the authors of
the works [14, 17] left the problem of divergences unaddressed, and therefore it still
awaits a rigorous theoretical analysis.

Some comments should be made about testing the presented theoretical
approaches. Currently the laser-assisted (e, 2e) measurements are lacking: only
one experimental study [5] has been conducted so far. Notable discrepancies were
found [6] between the experimental data and the FBA calculations using the ini-
tial laser-dressed atomic wave function in the form (14.18) and the Coulomb-
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Volkov model (14.34) for the final laser-dressed atomic state. The disagreement
was attributed in [6] mainly to the deficiencies of the Coulomb-Volkov approxi-
mation, thus suggesting that more advanced non-perturbative treatments (for exam-
ple, such as the R-matrix-Floquet theory [42]) are needed. One of novel advanced
non-perturbative approaches, namely, the quasi-Sturmian-Floquet approach [37], has
been outlined above. It might be expected that the further progress in laser-assisted
(e, 2e) experimental studies, including the improvement of energy and momentum
resolutions and investigation of the atomic targets other than helium, will provide
more stringent tests for the current theoretical understanding.

Acknowledgements I am grateful to Yuri Popov and Sergey Zaytsev for useful discussions. I
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Chapter 15
Interference Femtosecond Linear
and Nonlinear Comb-Spectroscopy
in Octave Expanded Range
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Abstract We proposed linear and nonlinear interference comb-spectroscopy in
order to study the interaction of a train of femtosecond pulses with an atomicmedium
experimentally and theoretically. Numerical calculations of the interaction of a train
of short femtosecond pulses with atomic vapor has been made for comparison with
experimental results. It is shown that interference of atomic states produces unidirec-
tional coherent radiation on an adjacent transition (blue radiation at 420 nm) when
input near IR radiation (780 nm) is focused into the cell filled with Rb atoms.
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15.1 Introduction

In this chapter, we investigate the interaction of femtosecond pulses with an atomic
medium. We propose to use radiation of comb-generator of femtosecond laser as a
bright source of “white” light for interference spectroscopy of atoms and molecules.
The generation of octave expanded spectrum is possible now by using the radiation
of the comb generator with micro-structured fiber to octave expanded spectral range
from 400 to 1100 nm. It allows us to revitalize the famous “Rozhdestvensky hook”
method [1] by which anomalous dispersion can be measured. Such wide coherent
radiation gives us opportunity to measure the atomic oscillator strengths simultane-
ously for all the transitions in the wide spectral range. The interferometric technique
with increasing sensitivity [2] allows us tomakemeasurements of oscillator strengths
for weak transitions (f < 0.01). The atomic and molecular dynamics can be studied
with femtosecond time resolution for different scientific areas such as laser physics,
plasma physics, medicine and biology. Now the comb-spectroscopy is a promising
method developing very rapidly [3]. Because of the high brightness and high spectral
and temporal resolutions, the comb spectroscopy has been widely applied to linear
molecular spectroscopy in IR-range [3]. The nonlinear phenomena of atoms and
molecules interacting with light can also be investigated thanks to the high laser-
field intensity achieved when the radiation of a comb generator is focused [1, 4]. The
purpose of this paper to show of the first results of interference comb-spectroscopy
in the field of linear and nonlinear spectroscopy.

In the case of the comb generator of fs-laser excitation, the accumulation of sig-
nals during the acceptable exposition time, for example, 10−4 s, 104 interferograms
are detected by the CCD camera. Thus, during the exposure time the phase of optical
radiation does not change, i.e. there is nomovement ofmirrors in theMichelson inter-
ferometer more than on a half of wavelength. It allowed the authors [1] to develop
a method of interference comb-spectroscopy in which interferential hooks arise on
the slit placed on the entrance focal plane of the spectrometer. In one of the arms in
the interferometer, a cell filled with an atomic medium is placed. The Rozhdestven-
sky hooks are shown in Fig. 15.1 [1] whose ordinate represents wavelength. In the
interference fringes projected on the exit plane of the spectrograph, “hooks” arise
near the resonance doublet of Rb atoms. Because the square of the distance in wave-
length between two tops within a hook is proportional to the oscillator strength, and
the ratio of the oscillator strengths for the first resonance doublet of Rb atoms in
Fig. 15.1 can be given by (d1/d2)2, which the ratio of the squared distances between
the tops of the respective components in the doublet. In Fig. 15.1a, the bandwidth
of the spectral range is about 7 nm, and in Fig. 15.1b, the bandwidth of the spectral
range is expanded by a micro-structured fiber to about 700 nm, which covers one
octave bandwidth.
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Fig. 15.1 a The interference hook near the resonance doublet lines of Rb atoms for the spectral
bandwidth of the laser pulses of about 7 nm in the comb spectrum. b The interference hook recorded
when the spectral bandwidth is expanded by a microstructered fiber to cover the octave range of
about 700 nm in the comb spectrum
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Fig. 15.2 Schematic of the experimental setup

15.2 Experiment

The scheme of the experimental setup is shown in Fig. 15.2. The laser source was
a femtosecond titanium sapphire laser (Mira Optima 900-D, Coherent), operated in
a comb-generator mode. A sequence of pulses with the pulse duration of 120 fs,
the pulse energy of 10 nJ and the repetition rate of 76 MHz was generated. For
pumping Mira Optima 900-D, a diode-pumped solid-state laser (Verdi V10, Coher-
ent) was used. The sample medium was prepared in a sealed cell with a mixture of
isotopes of rubidium atoms (Rb85 and Rb87). The density of atoms in this cell was
about 1012–1013 atoms/cm3. The cell was heated to 90–130 °C. In the measurements
of linear comb-spectroscopy, the incident laser radiation was not focused. A nar-
row coherent beam whose wavelength is tuned to the resonance transition of λ �
780 nm was generated when incident laser beam is focused inside the cell. Unidi-
rectional coherent radiation was generated from the waist of the laser beam focus
whose diameter and length are 100 μm and 0.5 cm, respectively. The divergence of
the generated beam is 2–3 mrad. Figure 15.3a illustrates the one octave expanded
spectrum in the wide wavelength range of 400–1,100 nm. For the demonstration of
the interferometric measurements in the wide spectral range, we placed an iodine
cell in the interferometer in place of the Rb cell. Figure 15.3b shows an absorption
spectrogram for the B3�+

u−X1�+
g (v,0) (v� 0–5) bands of I2 in thewavelength range

around 540 nm and demonstrates that the absorption spectrum and the dispersion
can be recorded simultaneously by interference comb spectroscopy with the wide
spectral bandwidth of 700 nm, enabling us to use the hook method in one octave
spectral range.
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Fig. 15.3 a The supercontinuum spectrum in the wavelength region between 400 nm and 1.1 μm.
b The spectrogram of the photoabsorption of iodine I2 exhibiting the B3�+

u − X1�+
g (v,0) (v �

0–5) bands. Interference fringes intersect these absorption lines. In the wavelength region longer
than 545 nm, the spectrum becomes more complicated because of the appearance of the hot band
transitions from the vibrationally excited states (ν � 1 and ν � 2) in the ground electronic state

Figure 15.4 shows a diagram of the investigated levels of Rb atoms. By the irra-
diation of the femtosecond laser pulses, the 5D5/2 level can be populated through
the cascade transition of 5S1/2 → 5P3/2 → 5D5/2 and through the two photon transi-
tion of 5S1/2 → 5D5/2 [5]. It is known from [5] that the 5D5/2 → 6P3/2 transition at
5.2 μm can be superradiant. As explained later, we introduce a coupling field for the
5D5/2 → 6P3/2 transition so that superradiation of coherent light at 5.2 μm arises, as
demonstrated in [5], through the population inversion realized during the period of
the laser irradiation. Due to the interference matrix element between 5S1/2 and 5D5/2

and the coupling field resonance at the 5D5/2 → 6P3/2 transition, coherent narrow-
beam radiation at 420 nm arises as the 6P3/2 → 5S1/2 by the nonlinear interference
effect [6] in the four-level system of Rb.

Figure 15.5 shows a photograph of the narrow-beam coherent radiation emanating
from the cell filledwith a Rb vapor. The cell is placed on the one arm of theMichelson
interferometer. The laser beam was focused on the different positions on the cell
axes. In Fig. 15.5, the focus is placed at the central position of the cell. A similar
phenomenon of blue radiation was discovered by Scully’s group in very different
conditions [5]. In addition, coherent IR radiation along the laser beam axis with the
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Fig. 15.4 Energy level diagram and the optical transitions of Rb

Fig. 15.5 Radiation from
the cell with a Rb vapor

small divergence angle was observed at the 5P3/2 → 5S1/2 (780 nm) transition and at
the 5D5/2 → 5P3/2 transition (795 nm) [1].

15.3 Results and Discussion

It is demonstrated in Fig. 15.6 that the radiation power spectrum obtained from a
femtosecond laser comb-generator at the 5S1/2 → 5P1/2 transition (λ � 795 nm)
when the laser pulses are focused. The transition 5S1/2 → 5P1/2 is more available
for researching as transition in pure 2-level atoms comparable 5S1/2 → 5P3/2 (λ
� 780 nm). The band width of the generated narrow-band coherent radiation is
7.6 nm, which corresponds to the input pulse duration of 120 fs. The inset shows the
temperatures of the Rb vapor in the cell. The temperature 59 °C corresponds to the
concentration of atoms in the cell of N ~ 1013 cm−3, with the absorption coefficient
of k0 ~ 30 cm−1. With the cell length of l � 10 cm, the optical density becomes k0l ~
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Fig. 15.6 Radiation power spectra of the 5S1/2→5P1/2 transition of Rb atoms (λ � 795 nm) at the
five different cell temperature in °C. As the temperature increases, the radiation intensity decreases
because of the photoabsorption by Rb atoms within the cell. At the lowest temperature (t � 31.4°),
the radiation intensity is negligibly small because the density of Rb atoms is too low

300. Thus, almost all the incident radiation before focus is absorbed and the coherent
narrow-beam radiation almost disappears as shown by the black curve (59 °C) in
Fig. 15.6. At high temperatures (59 and 61 °C), we can identify a strong narrow peak
on a weak broad profile in the power density curves. As explained in the next section,
the low intensity of the broad feature can be ascribed to the fact that the intensity of
the incident laser beam was not sufficiently strong. At low temperatures (30–35 °C),
the broad spectra presented by the red and green curves, corresponding to narrowly
directed coherent radiation (N ~ 1010 cm−3), are observed. In this case, the linear
absorption is weak because k0l ~ 0.3 is small, and the intensity of focused radiation
is strong enough so that the broad part of the curve appears. For the confirmation,
we placed the focus at the entrance, in the center, and at the exit of the cell.

Figure 15.7 shows the time dependence of the radiation intensity of the
52S1/2–62P1/2 transition at λ � 422 nm and that of the 52S1/2–62P3/2 transition at
λ � 420 nm at the different focal position in the cell recorded by keeping the same
atomic concentrations (N ~ 1013 cm−3).

In Fig. 15.7, the curve 1 shows the presence of two decay regions: a fast decay
corresponding to a short excitation pulse, and a slow decay corresponding to spon-
taneous decay from the 6P3/2 level. The lifetime calculated for the slow decay is τ

� 112 ± 5 ns. This decay time coincides with the lifetime of the 6P3/2 state [7]. The
rapid decay is associated with a nonlinear interference effect, showing the existence
of two-photon 6P3/2 → 5P3/2 transition and/or the two photon 5D5/2 → 5S1/2 transi-
tion. In this case, the focus is placed at the entrance of the cell, and consequently, the
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Fig. 15.7 Time dependences of the radiation intensity of the 52S1/2–62P1/2 transition at λ � 422 nm
(the curves 2 and 4) and that of the 52S1/2–62P3/2 transition at λ � 420 nm (the curves 1 and 3)

absorption is smaller than that when the focus is placed at the center or at the exit.
The curve 3 was obtained by placing the focus on the exit of the cell.

The remaining curves 2 and 4 show the decay of the 62P1/2 level without rapid
part of decay, this is due to the less efficient excitation to the 52D5/2 level, compared
with the more efficient excitation through the two-photon 5S1/2 → 5D5/2 transitions
by a laser pulse with the duration of τpulse ≈ 120 fs whose spectral pulse width is
�ω ≈ 7.6 nm. The transitions 1–2 and 2–3 are almost overlapped and the two-photon
excitation 52D5/2 is very effective. Because the bandwidth of the laser pulses covers
both of the transitions, two-photon excitation occurs efficiently.

When the focus is placed at the exit of the cell, a rapid decay is not identified. This
is because the radiation is absorbed in the layer of the atomic vapor before being
focused near the end of the cell, and the light intensity is not strong enough so that
a nonlinear interference effect can appear. When the focus is placed at the entrance
of the cell, the radiation at the 6P3/2 → 5S1/2 transition, which passes through the
cell with almost no absorption losses, is observed. At the same time, the intensity
of the incident radiation is sufficiently large so that a nonlinear interference effect
can appear. The radiation at the wavelength of 420 nm is produced at the waist of
a Gaussian beam. The diameter of the waist is 100 μm and the length of the waist
is 7 mm. When the focus is placed at the outlet of the cell with the length of l �
10 cm, unfocused radiation is absorbed before the focus, and the intensity is not
strong enough for inducing coherent unidirectional radiation.

It is noteworthy that the radiation at the wavelengths, corresponding to the 5S1/2
→ 5P3/2 (780 nm), 5P3/2 → 5D5/2 (776 nm), and 6P3/2 → 5S1/2 (420 nm) transitions,
has a near-diffraction divergence of the order of 2.0–3.0 mrad. Figure 15.8 shows
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Fig. 15.8 Divergence of the
narrow unidirectional
radiation at the wavelength
of 420 nm in linear color
scale. The diameter of the
yellow ring is 10 mm on the
screen and the distance
between the focus and the
screen is about 3 m

the small divergence of the radiation at the wavelength of 420 nm, represented by
the small diameter (10 mm) of the yellow ring, representing also the beam shape is
Gaussian. The color scale in Fig. 15.8 is linear, and the distance between the focus
and the screen is about 3 m.

When the focus is placed at the entrance or in the center of the cell, the narrow-
beam coherent radiation, which is generated from thewaist of laser beam, is absorbed
only slightly, resulting in the small divergence.

The coherent narrow-beam radiation, which is generated from the waist of laser
beam, when the focus is placed at the entrance or in the center of the cell, is almost
not absorbed. This fact connected with small divergence, when self-absorption is
small. In the case of reabsorption, the incident radiation spreads on 4π radians and
absorption is large. For unidirectional radiation, absorption is small because radiation
spread on the one spectralmode in small angle. The direct evidence that unidirectional
coherent radiation spread through atomic media without reabsorption is the equality
of the effective lifetime calculated from experimental decay curves (Fig. 15.7, slow
decay parts) to the radiative lifetime.

In order to interpret the experimental results, the system of equations for the
densitymatrix in the rotating-wave approximationwas solved numerically. Equations
are written for a two-level atomic medium for the 5S1/2 and 5P3/2 levels of Rb and
for a four-level atomic medium for the 5S1/2, 5P3/2, 5D5/2, and 6P3/2 levels of Rb. The
equations were derived from the quantum Liouville equation, which is equivalent to
the von Neumann equation (15.1),

i�

(
∂ρ

∂t

)
�

[
Ĥ , ρ̂

]
, (15.1)
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where Ĥ is the total energy operator of the systemand ρ̂ is the densitymatrix operator.
In the following equations, the numbers, 1, 2, 3, and 4, appearing as subscripts
represent 5S1/2, 5P3/2, 5D5/2 and 6P3/2, respectively.

Two-level system:

dρ11

dt
� (

2V ′
12ρ

′′
12 − 2V ′′

12ρ
′
12

)
+ g21ρ22 (15.2)
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Four-level system:
Off-diagonal elements:
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12ρ̃22 − Ṽ ′′
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34ρ̃
′
13 + Ṽ ′
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23ρ̃
′′
13 + i Ṽ ′′
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14ρ̃
′
21 + Ṽ ′
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12ρ̃
′
23 − Ṽ ′
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34ρ̃
′′
14

− 0.5(g32 + g34)ρ̃
′
13 + i0.5(g32 + g34)ρ̃

′′
13 (15.12)

dρ̃ ′
23

dt
− idρ̃ ′′

23

dt
� −i�32ρ̃

′
32 − �32ρ̃

′′
32 − i Ṽ ′
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23ρ̃

′
24 − Ṽ ′′
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23ρ̃
′′
24 − i Ṽ ′′
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12ρ̃
′′
24 + i Ṽ ′′
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14ρ̃
′′
14 + i Ṽ ′′
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The number of equations for off-diagonal elements can be reduced because ρi j �
ρ∗
i j .
Now we give the expressions for the diagonal elements
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14ρ
′′
14 − 2V ′′

14ρ
′
14

) − g21ρ22 + g32ρ33

(15.19)
dρ33
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2V ′
23ρ

′′
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23ρ
′
23

)
+

(
2V ′

34ρ
′′
34 − 2V ′′

34ρ
′
34

) − g32ρ33 − g34ρ33 (15.20)

dρ44

dt
� (

2V ′
14ρ

′′
14 − 2V ′′

14ρ
′
14

)
+

(
2V ′

34ρ
′′
34 − 2V ′′

34ρ
′
34

)
+ g34ρ33 − g41ρ44 (15.21)

where gi j represents the decay constant, ρ̃ ′
i j the real part of the densitymatrix element,

ρ̃ ′′
i j the imaginary part of the density matrix element, V ′

i j the real part of the energy of

interaction of atoms with the field, Ṽ ′′
i j the imaginary part of the energy of interaction

of atoms with the field, �i j � ωL − ωi j detuning, ωL laser frequency, ωi j transition
frequency and � � 1. For diagonal elements, gi j � 1

T1 j
, where T1 j is the longitude

relaxation time. For off-diagonal elements, gi j � 1
T2i j

, where Ti j is the time of
transverse relaxation time.

The numerical calculation is carried out in the density matrix formalism using the
equations of the density matrix with g21 � 1, � � 0, and the laser pulse width of
τ � 120 fs. The detuning (�) we put equal 0 for simplicity.

In order to obtain the intensity spectra of the off-diagonal elements, a Fourier
transform of the temporal variations of density matrix elements was performed.

The input field for a single pulse case is assumed to have the following form:

Vi j (t) � V 0
i j · exp

(
−

((
t − t1
τpulse

)2
))

, (15.22)

where V 0
i j � di j E0

i j represents the energy of a two-level atom interacting with the
laser field at the i-j transition, E0

i j is the amplitude of an electromagnetic field, t1 is
the delay of the beginning of the pulse in time with respect to the origin.

The input field in the case of comb will have the following form:
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Fig. 15.9 The time dependence of a ρ11 and that of b ρ22. The time represented in the relative
units in the abscissa is scaled by 1/γ21 ≈ 30 ns

Vi j (t) � V 0
i j ·

∑
exp

(
−

((
t − t1 − Nt2

τpulse

)2
))

, (15.23)

where N is the number of pulses in the comb and t2 is the pulse repetition period.
The parameters adopted in the calculations are set as follows:

τpulse � 3.8 · 10−3, t1 � 1, t2 � 1,
g21 � 1, g41 � 0.3 · g21,

�21 � 0.5 · g21, �32 � 0.5 · (g32 + g21), �41 � 0.5 · g41,
�34 � 0.5 · (g34 + g32 + g41),

N � 1000,
V 0
12 � 233, V23 � 0.3 · V12, V14 � 0.1 · V12, V34 � 0.1 · V12

These parameters correspond to normalized parameters for Rb atoms [5], and are
in relative units.

Figure 15.9a, b show the temporal behavior of the diagonal elements of the density
matrix, corresponding to the populations of the respective levels, for the single pulse
case. In these figures, t � 1 in the relative units correspond to 1/γ21 ≈ 30 ns.

Figure 15.10 shows the temporal behavior of the off-diagonal element representing
the polarization and Fig. 15.11 shows the power spectra obtained after the Fourier
transform. In both figures, the three cases of the pulse area are shown. The pulse
areas are π (a), 0.75 π (b), and 0.3 π (c). Figures 15.10c and 15.11c are qualitatively
consistentwith the experimental results shown inFig. 15.7 andFig. 15.6, respectively.
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Fig. 15.10 The time dependence of ρ12: a π-pulse, b 0.75 π-pulse and c 0.3 π-pulse. The time
represented in the relative units in the abscissa is scaled by 1/γ21 ≈ 30 ns

For more quantitative discussion, we need to solve the Maxwell-Bloch equations,
that is, the Maxwell wave equations together with the density matrix equations [6].

It can be concluded thatwhen the pulse area is nπ radians (n is an integer), coherent
π-pulses are generated from the medium. In other cases, when the area is smaller or
larger than π, the upper level decays spontaneously because the population of the
upper level is not equal to 0.

The narrowly directed coherent radiation of the 5S1/2 → 5P3/2 transition at λ �
780 nm is associated with the creation of the inversion ρ22(t) > ρ11(t). In this case,
the radiation arises in a narrow region at the focal waist of a Gaussian beam. The
narrowly directed coherent radiation of the 5P3/2 → 5D5/2 transition at λ � 776 nm is
also associated with the inversion of the populations between ρ22 and ρ11 at around t
� 1.0 as shown in Fig. 15.12. This is because the rate of the 5S1/2 → 5P3/2 transition
(0.3 × 108 s−1) is larger than that of the 5P3/2 → 5D5/2 transition (0.4 × 107 s−1),
i.e., the 5D5/2 level decays more slowly than the 5P3/2 level.

The narrowly directed coherent radiation of the 6P3/2 → 5S1/2 transition at λ �
420 nm is of particular interest. An analysis of the equation for the non-diagonal
matrix element ρ41, which was introduced above as (15.15),

dρ̃′
14

dt
− idρ̃′′

14

dt
� −i�41ρ̃

′
41 − i�41ρ̃

′′
41 − i Ṽ

′
12ρ̃

′
24 + Ṽ

′′
12ρ̃

′
24 − Ṽ

′
12ρ̃

′′
24
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Fig. 15.11 Power spectra of the radiation at the 5S1/2→5P3/2 transition: a π-pulse, b 0.75 π-pulse
and c 0.3 π-pulse

+ i Ṽ
′′
12ρ̃

′′
24 − i Ṽ

′
34ρ̃

′
13 − Ṽ

′′
34ρ̃

′
13 − Ṽ

′
34ρ̃

′′
13 − Ṽ

′′
34ρ̃

′′
13 + i Ṽ ′

14ρ̃11 + Ṽ ′′
14ρ̃11

− i Ṽ ′
14ρ̃44 − Ṽ ′′

14ρ̃44 + 0.5g41ρ̃
′
41 − i0.5g41ρ̃

′′
41, (15.24)

shows that coherent radiation of this transition can be generated through a nonlinear
interference effect originating from the interference terms shown in bold face above.
When we set � � 0 and Ṽ ′

i j � 0, for simplicity, in (15.24), we obtain

dρ̃ ′′
14

dt
� −Ṽ ′′

12ρ̃
′
24 − Ṽ ′

34ρ̃
′
13 + Ṽ ′

14(ρ̃11 − ρ̃44) (15.25)

from the imaginary part of (15.24). Equation (15.25) shows that the amplification
without inversion (AWI) can take place by the interference matrix element ρ̃ ′

24 and
the generation of narrow coherent unidirectional radiation can take place by the
interference matrix element ρ̃ ′

13. When the sum of these two terms becomes larger
than the last term in (15.25), the narrow unidirectional coherent radiation is generated
at the transition 5S1/2 → 5P3/2 (λ � 420 nm).

Therefore, in the presence of the coupling radiation for the 5D5/2 →6P3/2 transition
atλ� 5.2μm[1], the radiation of the 6P3/2 → 5S1/2 transition atλ� 420 nmbecomes
possible through the two photon 5S1/2 → 5D5/2 transition [5]. This coupling radiation
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Fig. 15.12 Temporal dependences of the populations in the two different time scales. The time
represented in the relative units in the abscissa is scaled by 1/γ21 ≈ 30 ns.

exists because superradiance [5] or coherent radiation originating from the 5D5/2 →
6P3/2 transition at λ � 5.2 μm [5].

The second mechanism for creating the coherent radiation is based on the pres-
ence of a weak field at the transition frequency of the 6P3/2 → 5S1/2 transition. In
this mechanism, the amplification without population inversion becomes possible
through the interference matrix element ρ24 on the forbidden 6P3/2 → 5P3/2 transi-
tion. In this case, a two-photon 5S1/2 → 6P3/2 transition becomes possible through
the 5S1/2 → 5P3/2 and 6P3/2 → 5S1/2 transitions.

So far we have been discussing the case of the one pulse incident field (15.22),
but the mechanism of the generation of the unidirectional coherent radiation induced
by the comb field (15.23) is basically the same as that of the one pulse incident field
case as long as the repetition rate of comb components are larger than the decay rates
of the populations and non-diagonal (polarization) elements. These conditions are
fulfilled in our experiments using of Rb atoms.

Figures 15.13 and 15.14 are the temporal behaviors of the polarization of the
radiation and the power spectrum of the radiation obtained by the comb field at the
780 nm radiation for the different pulse areas (1π and 0.7π). These results are consis-
tent with those obtained by the one-pulse excitation, showing that the unidirectional
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Fig. 15.13 Time dependences of non-diagonal element for a a π-pulse and b a 0.7 π-pulse. The
time represented in the relative units in the abscissa is scaled by 1/γ21 ≈ 30 ns

Fig. 15.14 a Power spectrum of radiation for a π-pulse and b that for a 0.7 π-pulse. The time
represented in the relative units in the abscissa is scaled by 1/γ21 ≈ 30 ns.

coherent radiation on 420 nm originates from the nonlinear interference effect in
both one-pulse excitation and comb-field excitation cases.

15.4 Summary

In this chapter we have presented the results of our recent experimental studies on
linear and nonlinear comb-spectroscopy in the octave expanded spectral range. The
oscillator strengths for the atomic transitions and molecular transitions in the wide
spectral range covering the entire visible wavelength range can be measured by
the Rozhdestvensky hook method. The accumulation of as many as 20,000–30,000
interference patterns during the long exposure time become possible because the
phase differences among the different patterns is kept during the measurements. The
different nonlinear effects in the tightly focused radiation from the comb generator
of the femtosecond laser pulses appear in the atomic polarization, for example, as
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the production of the narrowly directed coherent radiation at the frequencies of the
pump radiation in the red side of the spectrum and in the adjacent blue transition. The
strong unidirectional coherent radiation on the resonant transition and on the cascade
transition are interpreted as phenomena originating frompulsed population inversion.
The generation of the blue-side unidirectional coherent radiation is ascribed to the
nonlinear interference effect. It is possible to use an octave-expanded comb-spectrum
for the amplification and gain in “lasing without inversion or mirrors” in the wide
spectral range.
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Chapter 16
Terahertz and X-Ray Emission
from Clustered Plasma and Dynamics
of the Cluster Formation
in the Expanding Jet
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Abstract In this chapter we introduce our recent studies on terahertz (THz) and
X-ray emission generated in an Ar gas-cluster jet under irradiation with high-intense
ultrashort laser pulses. We carried out a numerical simulation of cluster formation
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processes in a supersonic jet produced under adiabatic extension of gaseous Ar
into vacuum, which shows that the concentration ratios among non-clusterized Ar
monomers, small-size Ar clusters and large-size Ar clusters significantly vary along
the jet. The chapter presents experimental results on THz and X-ray emission gen-
erated by irradiation of the jet with intense femtosecond laser pulses at various
downstream distances measured from the nozzle outlet along the axis of symmetry
of the nozzle. It is shown that THz and X-ray emission from the jet is a useful tool
for the study of clustering dynamics in the course of free expansion of gas through
a nozzle into vacuum.

16.1 Introduction

Over the past years the interaction of intense femtosecond laser pulses with cluster
targets has been an attractive research subject because atomic and molecular clusters
can couple with intense femtosecond laser pulses very efficiently and induce a range
of nonlinear effects [1–8]. It is also known that a cluster beam can absorb intense
ultrashort laser pulses almost completely (up to 95%) because of linear (Mie) and
nonlinear resonance interactions [9, 10]. That is why, it has been regarded as a
promising medium for generation of intense coherent electromagnetic pulses with
sub-picosecond duration in a wide spectral range from X-ray up to THz.

The efficient emission of powerful X-ray pulses is one of the most attractive
phenomena that can be observed when clusters interact with intense femtosecond
laser pulses [6, 7]. When clusters are exposed to an intense femtosecond laser pulse,
constituent atoms are multiply ionized, and the clusters turn into plasma with solid-
state density. Because of the high local density of atoms in a cluster, which exceeds
typical gas density by three orders of magnitude, part of the ions can be excited by
the collision with electrons in the plasma, resulting in the emission of X-ray quanta.
In a gaseous medium, the probability of electronic excitation of ions may not proceed
efficiently because of the relatively low electron density. It should also be noted that
the density of ions in the cluster is in general higher than that in an ionized gaseous
medium. X-ray radiation from cluster plasma is comparable with X-ray yield from a
solid-state target. Since the generated X-ray intensity can be dramatically increased
by the clusters, their presence can be also probed by measuring the intensity of the
X-ray emission.

On the other hand, it was recently found that THz radiation can be effectively
generated through the interaction of a cluster mediumwith intense femtosecond laser
pulses. Indeed, through a number of pioneering experiments, it has been revealed that
THz radiation can be generated efficiently using a cluster target. Itwas reported [5, 11,
12] that intense THz pulses were generated when an Ar cluster beam was irradiated
with femtosecond laser pulses. Nagashima et al. [5] and Jahangiri et al. [11] showed
that THz pulse generation is enhanced by more than two orders of magnitude when
Ar clusters are formed in an Ar cluster jet. Jahangiri et al. [11, 12] reported that the
spatial distribution of emitted THz radiation from a cluster plasma exhibited a four-
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lobed structure and that the dependence of the intensity of THz pulses on the laser
pulse energy exhibited nonlinear growth and its quadratic increase did not show any
saturation at least up to 70mJ/pulse, which was themaximum pulse energy theywere
able to achieve, corresponding to the light field intensity of~1017 W/cm2. Jahangiri
et al. [12] suggested that this THz radiation originates from a temporal variation of
electrical quadrupoles produced by the charge separation in cluster plasma induced
by a ponderomotive force of the laser pulses.

In order to understand better the processes occurring in the cluster plasma created
by the irradiation of cluster jet with intense femtosecond laser pulses and to optimize
the plasma formation, we need to know in detail the properties that characterize the
jet such as the cluster size distribution and concentration of the clusters, the degree of
condensation and the average atomic density along the beam propagation direction.
This is due to the fact, that the jet formed by the adiabatic expansion of atoms (or
molecules) of gas through a supersonic nozzle into vacuum, contains clusters of
different sizes, as well as non-clustered atoms (or molecules) of the gas. Thus, the
resulting jet is an object with significant spatial dispersion, and in this chapter, we
will use the term “gas-cluster jet” when there is a need to emphasize its inherent
feature. Normally, for the estimation of the mean size of the clusters produced via
adiabatic expansion of gases into vacuum, a semi-empirical approach developed by
Hagena [13, 14], is widely used. According to Hagena the mean cluster size<N>,
where N represents the number of atoms in a cluster, can be estimated using the
geometric dimensions of the nozzle, empirical gas constant, the stagnation pressure
and the temperature of the gas in high-pressure camera. It is true that we can use the
Hagena formula only for the estimation of<N>and we can change<N>by adjusting
the stagnation pressure and the temperature of the gas flowing through the nozzle by
taking advantage of the Hagena formula.

Later on, numerical simulations [15, 16] were performed for the cluster jet forma-
tion through the gas expansion from a nozzle. Moreover, a variety of experimental
techniques for measuring the cluster size, such as Rayleigh scattering [15, 17, 18],
optical interferometry [15–17], Raman scattering [18], and atomic beam scattering
[19] were developed. It was shown that the mean cluster size and the concentration of
clusters can vary significantly and non-uniformly depending on the distance from the
jet axis along the radial direction [15]. This inhomogeneous distribution of clusters
is certainly an important factor when we investigate the interaction of intense laser
pulses with a cluster jet. For example, it was found in [20] that the position of the
laser beam focus in the direction perpendicular to the symmetry axis of the nozzle is
a sensitive control parameter for the X-ray generation from the laser induced plasma
produced from a cluster jet. Therefore, it is expected that the distance of the laser
beam focus measured from the nozzle edge along the symmetry axis of the nozzle
can also be a valuable parameter to control the X-ray yield, but this has not been
explored yet.

In general, the clusters’ formation process in the gas jet is quite complex and
is of probabilistic nature. Therefore, numerical simulations of the cluster formation
processes in the free jet expansion from a nozzle could help us understand their
characteristic properties. In this chapter, we introduce the results of the numerical



324 A. V. Balakin et al.

simulation of the formation of argon atom clusters when Ar gas passes through a
supersonic conical nozzle and expands into vacuum until the jet reaches the distance
of 60mmmeasured from the nozzle throat along the symmetry axis of the nozzle, and
demonstrates that the ratio between Ar monomers, small and large clusters fractions
can change dramatically both along the jet propagation direction, and across the jet
in the radial direction when the distance from the nozzle throat increases. We believe
that we can take advantage of the results of this numerical simulation to optimize the
yields of X-ray and THz radiation by focusing intense femtosecond laser pulses in
the Ar gas-cluster jet.

16.2 Numerical Simulation of Clustering Process

The numerical simulation of condensation of Ar atoms in the supersonic conical noz-
zle and in the jet expanding through the nozzle was carried out taking into account
the measurements of a nozzle which were used in our further experiments, its cross-
section is depicted inFig. 16.1a. The simulationwas performed in two separate stages.
A steady-state flow of a viscous gas in an axis-symmetric conical nozzle and in the
downstream of the jet was calculated at the first stage. We solved numerically the
system of two-dimensional axially symmetric non-stationary Navier-Stokes equa-
tions written in a divergent form accompanied by the ideal gas law and the boundary
conditions on the edges of the computational domain. The terms responsible for con-
vective transfer were approximated in this system by a modified Godunov scheme of
high-order of accuracy [21]. The terms of the equations describing viscous diffusive
transfer were approximated with the control volume scheme. The time evolution was
performed by using the third-order Runge-Kutta method. It should be noted that the
numerical calculation does not describe a non-stationary dynamical transition into
the steady flow just after the pulsed gas beam is generated, but describes the flow of
the gas beam after it becomes the steady flow.

Since the degree of expansion of the gas in the nozzle and that in the jet is suffi-
ciently high, the gas temperature, which has a room value at the nozzle throat, rapidly
drops at the nozzle output to below the critical temperature at which the clustering
starts. Therefore, the temperature dependence of a viscous transfer coefficient μwas
described by the modified Sutherland formula [22] as

μ �
⎧
⎨

⎩

μ(Tc)
(

T
Tc

)a
, T < Tc

μ(Tc)
(

T
Tc

)3/2
Tc+S
T+S , T ≥ Tc

(16.1)

where T c represents the critical temperature of the gas, S—Sutherland constant and
a—power factor. For an Ar gas, T c � 150 K, S � 128.35 K, a � 0.945.
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The effect of sparseness that might occur near the solid surfaces was accounted
for by the boundary conditions for the velocity slip and the temperature jump at the
wall of the first order [23] as

uslip � us − uwall � 2 − σ

σ
λ

∂us
∂n

+
3

4

μ

ρTG

∂Twall
∂s

(16.2)

Tjump � TG − Twall � 2 − σT

σT

2γ

γ + 1

λ

Pr

∂TG
∂n

, (16.3)

where σ is the tangential-momentum accommodation coefficient, σ T is the thermal
accommodation coefficient (for example, σ � 1 in the case of diffuse reflection from
the wall with the zero tangential velocity and σ � 0 in the case of specular reflection),
∂
∂n and

∂
∂s denote the spatial derivatives in the normal and tangential directions relative

to the wall, us is the velocity of the gas along the wall, uwall is the wall velocity along
the tangential direction,TG is the temperature of the gas,Twall is thewall temperature,
which was fixed to be Twall � 297 K, λ � 16μ

5ρ
√
2πRTG

is the mean-free-path of atoms
between collisions, ρ is the density of the gas, R is the specific gas constant, γ is the
ratio of specific heats, and Pr is the non-dimensional Prandtl number.

At the second stage, we carried out a numerical simulation of a non-equilibrium
clustering process by taking into account the previously obtaineddensity distributions
along the stream lines. A quasi-chemical model [24, 25] representing the association
of a monomer to a cluster and dissociation of a monomer from a cluster was used to
describe the clustering of Ar, i.e.,

M1 + Mi
→
← Mi+1, i � 1, 2, . . . (16.4)

M1 + Mi
→
← M1 + Mi−1 + M1, i � 2, 3, . . . (16.5)

Fig. 16.1 a Cross-section of the conical nozzle used in the experiments: L � 24.7 mm, D �
4.7 mm, α ≈4.6°; b distribution of Ar atom density inside and outside of the conical nozzle (Y � 0
corresponds to the axis of symmetry of the nozzle). The magnitude of the density is represented by
a color scale:~5 kg/m3 (red), ~0.3 kg/m3 (yellow),~10−2 kg/m3 (green),~3×10−4 kg/m3 (blue),
and~10−5 kg/m3 (dark blue)
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where M1 represents a monomer and Mi represents the i-mer, which is a cluster
consisting of i atoms.

An Ar vapor is considered as a mixture of perfect gases, each of which consists of
i-mers. The liquid-dropmodel [24, 25] based on an expression for the Gibbs potential
[24–26] is used for the description of the thermodynamic properties of the clusters.
The Gibbs potential is given by

G(ρ, T, γ ) �
∞∑

i�1

γiGi (pi , T ), (16.6)

whereGi (pi , T ) � RT ln(pi
/
p0) + G0

i (T ), p and T represent respectively the pres-
sure and the temperature of the mixture and p0 � 101325 Pa is the standard pressure.
The partial pressure pi is expressed using the molar fraction of the i-mer xi as pi�
pxi, and γ i represents the molar mass concentration of i-mer. The standard molar
Gibbs potential, G0

i (T ), in (16.3) is given by

G0
i (T ) � iG0

L (T ) + σi (T )(36π )
1/ 3NA(m1

/
ρL (T ))

2/ 3i2/ 3, (16.7)

where G0
L (T ) is the standard molar Gibbs potential for the liquid phase [26], σ i(T) is

the surface tension of i-mer, ρL(T) is the density of the liquid, NA is the Avogadro’s
constant, m1 is the mass of a monomer atom (or molecule). The standard molar
Gibbs potential of G0

1(T ) (i� 1) represents the standard molar Gibbs potential for
the gaseous phase [26].

In accordance with (16.4) and (16.5), the temporal evolution of the concentrations
γ i could be described by an infinite system of the ordinary differential equations [24]
as

dγi+1

dt
� Ii − Ii+1, (16.8)

supplemented with a material balance equation given by

∞∑

i�1

iγi � const � γ0, (16.9)

where γ 0 is a given number of moles of condensing vapor molecules per kilogram
in the mixture.

According to [25, 26], the specific stream of i-mer, I i, is given by

Ii � ν
 i εi

(
γi

εi

− γi+1

εi+1

)

, (16.10)

with
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εi � exp

[

−
(
Gi+1(p, T ) − Gi (p, T )

RT

)]

, (16.11)

and

ν
 i �
2∑

r�1

ν
(r )
i , (16.12)

where ν
(r )
i represents the frequency of the addition of monomers to the i-mer [21,

23].
As the concentrations of i-mer and (i+ 1)-mer could differ by several orders of

magnitude, we modified the system (16.5) according to [25] and also used finite-
dimensional systems of N-size, obtained by truncating the original infinite system in
the numerical simulation. In order to solve simultaneously the “rigid” system of the
ordinary differential equations describing the kinetics of the condensation and the
system of differential-algebraic equations, in which the laws of conservation ofmass,
momentumand energy of themixture and themodel of thermodynamics are included,
we adopted an iterative computational algorithm that we developed especially for
solving this problem.At each iteration step,we used the sweepmethod for solving the
linear system with three-diagonal matrices, which were obtained by approximating
the system of condensation kinetics equations according to the implicit scheme.
At the same time, we solved the system of nonlinear algebraic equations, obtained
from the corresponding approximations of the conservation laws and thermodynamic
relations, in order to determine with high accuracy the monomer concentration and
the pressure, temperature and velocity of the mixture [25].

Some of the results obtained by the numerical calculations of the cluster formation
process described above are shown in Figs. 16.1b and 16.2. In the calculations, the
half opening angle of the conical nozzle was set to be 4.6°, the output diameter was
set to be 4.7 mm, and the nozzle length was set to be 24.7 mm, which are the same
as those of the conical nozzle used in the experiment and depicted in Fig. 16.1a. The
stagnation pressure of Ar gas was set to be 2 MPa. Figure 16.1b shows the spatial
distribution of Ar atom density inside and outside of the conical nozzle.

The direction along the symmetry axis of the nozzle is set to be the X axis (Y� 0,
see Fig. 16.1b), which is the same as the jet propagation direction. The nozzle throat
position is set to be at the origin of the X axis, that is at X � 0 mm, and the nozzle
output edge is placed at X � 24.7 mm. The radial direction, which is perpendicular
to the symmetry axis of the nozzle, is denoted as the Y axis. The five stream lines,
SL1-SL5, are indicated by dashed lines at Fig. 16.1b. SL1 represents the symmetry
axis of the nozzle and SL2, SL3, SL4 and SL5 are the stream lines passing the spatial
position at Y� 0.4 mm, 0.9 mm, 1.3 mm, and 1.7 mm, respectively, at X� 24.7 mm.

The distributions of the mean cluster size<N>and mean cluster concentra-
tion<ncl> along the respective five stream lines as a function of the distance from
the nozzle throat are shown at Fig. 16.2a and 16.2b correspondingly. The four ver-
tical lines, CS1-CS4, show the positions of the four cross-sections located at X �
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Fig. 16.2 The distribution of a mean cluster size<N>, b mean cluster concentration<ncl> , and
c ratio of monomer concentration n1 to the total atomic concentration n along five stream lines as a
function of the distance from the nozzle throat. The nozzle throat is located at X� 0 mm, the nozzle
output edge is located at X � 24.7 mm (for reference see Fig. 16.1). The units of “pcs” represents
the number of Ar atoms in a cluster

26.2 mm, 32.9 mm, 42.7 mm and 56.9 mm away from the nozzle throat, respectively.
Accordingly, they are located downstream at 1.5 mm, 8.2 mm, 18 mm and 32.2 mm
distances measured from the nozzle output edge, respectively. It is clearly seen that
spatial properties of the cluster jet possesses significant dispersion in both directions
both along the jet downstream and across to the propagation direction. The mean
cluster size remains unchanged until SC1 cross-section and then decreases starting
from the periphery of the jet, while the paraxial area of the jet still contains “frozen”
size clusters up to CS2. After leaving the nozzle the mean cluster size first decreases
and next significantly increases along all stream lines. Opposite to that, the mean
cluster concentration first increases and then drastically decreases. This means that
small-size clusters born in the vicinity of the nozzle output edge first collapse starting
from the periphery toward the core of the jet and their concentration correspondingly
increases, then a fast association process begins—and small clustersmerge and large-
size clusters appear, but their concentration consequentially drops. Also, one may
note an oscillation behavior of the mean cluster size as the distance from the nozzle
output edge increases along SL2, SL3, SL4.
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The relative proportion of monomers in the total Ar gas atoms in the jet along
five stream lines as a function of the distance from the nozzle throat is depicted at
Fig. 16.2c. It can be seen that the percentage of monomers in the jet decreases when
moving along the axis X from CS1 to CS4. But there are still more than 70% of
monomers in SL5 even in CS4. Thus, the resulting gas-cluster jet contains not only
different size clusters but plenty of non-clustered Ar atoms as well.

For better perception of the results of the numerical calculations presented at
Fig. 16.2we plotted the radial distributions of themean cluster size and themean clus-
ter concentration in the cross-sections CS1, CS2, CS3 and CS4, which are depicted at
Fig. 16.3a, 16.3b, 16.3c, and 16.3d, respectively. Here we denoted the radial abscissa
as r to emphasize the radial symmetry of the cluster jet, and r abscissa has the same
meaning as Y abscissa in Fig. 16.1b. It is clearly seen that distributions of the mean
cluster size and the mean cluster concentration close to the nozzle output edge in
the CS1 are homogeneous, the jet consists of small-size clusters containing around
1.8×104 Ar atoms each. Next three Figures: 16.3b, 16.3c, and 16.3d demonstrate
the dynamics of the spatial structure of the jet along the stream.

Thus, the results of the numerical simulations presented in Figs. 16.1, 16.2 and
16.3 show that for the correct description of interaction of intense femtosecond laser
pulses with the gas-cluster target one should take into account that the spatial struc-
ture of the gas-cluster jet expanding through the conical nozzle possesses significant
dispersion and drastically changes both along the jet downstream and across to the

Fig. 16.3 The radial distributions of the mean cluster size and the mean concentration of clusters
in the cross-sections CS1–CS4
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propagation direction. So, the distance from the nozzle throat is an important param-
eter which defines the properties of the gas-cluster jet.

16.3 Experimental Section

16.3.1 Experimental Setup

In our experiments for the generation of THz radiation andX-ray in the cluster jet, we
modified slightly the experimental setup that was described in detail in our previous
report [8] so that we can irradiate the jet with a focused laser pulse at different
downstream distances measured from the nozzle output edge. The focal point was
located at the symmetry axis of the nozzle and could be positioned discretely along
the X axis in the range between 1.5 and 32.3 mm downstream of the nozzle output
edge at the locations of CS1–CS4.

Here we would like to list just the main parameters of the experimental setup.
It is composed of three main modules: (i) a near-IR ultrashort laser light source
generating ultrashort high-energy optical pulses, (ii) a cluster production module,
and (iii) a detection system of THz and X-ray radiation. As the laser light source, we
use a CPA laser system based on a femtosecond Ti:sapphire laser with a multipass
amplifier, which generates pulses whose energy can be raised to 30 mJ/pulse at the
repetition rate of 10 Hz. The central wavelength is 810 nm, the beam diameter is
1.5 cm, and the quality factor is M2 � 1.6. The pulse duration τ can be tuned in
the range between 50 fs and 600 fs by laser pulse chirping in a vacuum grating
compressor. We use a conical nozzle shown at Fig. 16.1a. The nozzle is connected
to a high-pressure chamber with a pulsed electromagnetic valve, which is operated
at the repetition rate of 1.25 Hz and is synchronized with the laser pulse. The time
delay between the laser pulse and the valve opening time was controlled using the
timing module in order to optimize the temporal overlap between the laser pulse
and the gas-cluster beam. We use pure argon gas for the production of Ar clusters.
The maximum value of the stagnation pressure of the nozzle is set to be 2 MPa so
that the background pressure in the vacuum chamber does not exceed 0.67 Pa. Other
experimental details can be found in [8].

16.3.2 Experimental Results

16.3.2.1 Rayleigh Scattering

In order to verify the results obtained by the numerical simulation, we measured the
Rayleigh scattering signals from the gas-cluster jet. For these Rayleigh scattering
measurements, we use a continuous semiconductor laser equipped with a spatial
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Fig. 16.4 The scheme of the
experimental setup for the
measurement of the Rayleigh
scattering of laser radiation
by a gas-cluster jet

filter for the TEM00 mode as a light source. The wavelength of the laser is 445 nm,
the power is 12 mW, and the beam diameter is 1 cm. The laser light was focused on
the gas-cluster jet by the L1 lens (f � 20 cm, 3 cmφ), and the scattered radiation
emitted in the direction perpendicular to the gas-cluster beam axis was collected
through the quartz window of the vacuum chamber as shown in Fig. 16.4.

The scattered radiation was collected and focused by a lens L1 (f � 7 cm, 5 cmφ)
on the photomultiplier tube (PMT) detector. From the measurement of the intensity
of the scattered radiation, we can estimate the average number of particles in a cluster
and the volume-integrated concentration of clusters. The differential cross-section
for the Rayleigh scattering by a dielectric spherical particle is given by

σd (θ ) � ω4

c4

∣
∣
∣
∣
3

4π

εr − 1

εr + 2

∣
∣
∣
∣

2(N ma

ρ

)2

sin2(θ ), (16.13)

where N is the number of atoms in a cluster. The intensity of the radiation scattered
by the gas-cluster jet is proportional to the

〈
N 2

〉
· 〈ncl〉. The squares in Fig. 16.5

represent the calculated values of the Rayleigh scattering intensities,
〈
N 2

〉
· 〈ncl〉, as

a function of the downstream distance measured from the nozzle outlet edge. The
rhombuses in Fig. 16.4 represent the observed Rayleigh scattering signal intensities.
The experimental and theoretical Rayleigh scattering intensities are normalized at
the distance of CS1. It can be said that the theoretical estimates reproduce the overall
trend of the experimental data, even though they exhibit certain deviations from the
experimental data beyond their uncertainties in the range between 2.5 and 12%.
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Fig. 16.5 Dependence of the Rayleigh scattering signal intensity on the downstream distance from
the nozzle outlet edge. The theoretical estimates (black squares) and the experimental data (red
rhombuses), both of which are normalized at CS1

16.3.2.2 Terahertz and X-Ray Emission

In our experiments THz emission generated under the single-color excitation was
observed only at the angle of 30° relative to the direction of laser beam propagation.
No THz signal from the Ar gas-cluster beam was registered in the forward direction.
Figure 16.6 shows the dependences of the intensities of THz and X-ray pulses simul-
taneously generated from the Ar gas-cluster beam as a function of the laser pulse
duration for both positively and negatively chirped laser pulses recorded at the three
cross-sections, CS1, CS3 and CS4. The pulse duration of around 55 fs corresponds to
a Fourier-limited pulse and is indicated by the central vertical dotted line in Fig. 16.6.
As wementioned above, there are mainly small-size clusters at the cross-section CS1
with the average number of atoms<N>≈1.7×104, and cluster size distributions in
cross-sections CS3 and CS4 are non-uniform: the value of<N>varies from 1.6×104

to 8.4×105 in CS3 and from 8.4×103 to 6.0×105 in CS4.
As can be seen inFig. 16.6a, theX-ray intensity takes almost themaximumvalue at

around theminimumpulse duration and decreases as the pulse duration increases, and
themaximum intensity becomes lower steadily as the distance between the excitation
area and the nozzle output edge increases from CS1 to CS4. On the contrary, as can
be seen in Fig. 16.6b, the THz intensity takes the lowest value at the minimum pulse
duration and becomes larger as the pulse duration increases up to around 250 fs, and
the THz intensities are almost the same at CS1 and CS3, and decrease largely at CS4.

The energy spectrum of the X-ray emission generated from the Ar gas-cluster
beam by the single-color excitation is shown in Fig. 16.7. The presence of the gap in
the energy spectrumbetween 3.5 and 5keV is ascribed to themeasurement procedure.
The X-ray photons in the low-photon energy region below 3.5 keV where the K-line
emission of Ar appears and those in the higher photon energy region above 5 keV
were measured separately using different sets of filters and diaphragms which were
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Fig. 16.6 X-Ray (a) and THz (b) yields from an Ar gas-clusters jet as a function of the temporal
duration of the excitation laser pulses recorded at the cross-sections of CS1 (red dots), CS3 (blue
dots), and CS4 (purple dots). The vertical dotted line in the center represents the pulse duration for
a Fourier limited pulse

Fig. 16.7 Energy spectrum
of the X-ray emission
generated when an Ar gas
cluster jet was excited at CS1
by focused negatively
chirped femtosecond laser
pulses (20 mJ/pulse, pulse
duration of 250 fs). The
backing pressure of Ar was
2 MPa

used to attenuate X-Ray intensity for achieving the single-photon counting mode of
the X-ray spectrometer. It should be noted that X-ray emission generated from the
Ar gas-cluster beam can be used not only for the characterization of cluster plasma
itself but also for the confirmation of the formation of Ar clusters in the jet by the
presence of the strong characteristic K-line of Ar in the X-ray spectrum at around
3 keV.

As long as the ponderomotive potential of electrons in the laser field exceeds
the ionization potential of the K shell of Ar, the K-line X-ray can be generated
efficiently from a non-clustered Ar gas. As the ponderomotive potential of electrons
is given by Up � 9.3×10−14 I (W/cm2) · λ2 (μm2), the ponderomotive potential in
our experiment can be estimated to be Up � 1.8 keV using the laser field intensity
of around 3 × 1016 W/cm2, which is smaller than 3.2 keV, the ionization potential
of the K shell of Ar. This means that we could not generate the K-line X-ray using Ar
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monomers. Therefore, the observation of the K-line X-ray emission shows that the
dense plasma was created by the intense-field photoionization of Ar clusters, from
which the K-line X-ray was generated.

The contrast ratio of K-line of Ar, i.e. the ratio of the K-line intensity with respect
to the X-ray background intensity, is about 90, which is found to be higher than the
contrast ratios obtained in other experimental studies [27, 28]. By approximating the
energy spectrum of the continuous X-ray background by an exponential function,
exp(−E/T 1), as shown in Fig. 16.7, we can estimate the mean energy T 1, which can
also be called “temperature,” of hot electrons as T 1 � 1.4 keV. Thanks to the high
contrast ratio of the K-line X-ray, it was possible to record the X-ray yield online at
each laser pulse using the PMT detector equipped with NaI scintillator. Therefore,
themeasurements of the X-ray emission to be discussed belowwere performed using
the PMT detector for the X-ray registration. The total energy of all the X-ray quanta
that reached the scintillator was recorded in each laser pulse. By taking into account
the solid angle of the PMT detector and the efficiency of the X-ray generation, we
estimated the number of characteristic K-line photons that was detected in each laser
pulse to be 105. We confirmed that the X-ray yield obtained when the detection
angle for the PMT detector is 45° from laser beam propagation direction and the one
obtained when the detection angle is 135° are almost the same, which means that the
X-ray radiation is almost isotropic.

The snapshots of the plasma channel that is formed when the Ar gas cluster jet
was irradiated with femtosecond intense laser pulses are shown in Fig. 16.8. As is
shown in this figure, as the distance between the laser beam focus and the nozzle
output edge is increased from 1.5 to 32.3 mm, the length of the filament emitting
visible light increases from 2 to 8 mm.

16.4 Discussion

It is possible that the dependences of the X-ray and THz emission yields on the laser
pulse duration shown in Fig. 16.6 can be attributed to certain properties of the free
electrons produced in clusters by intense femtosecond laser pulses as well as to the
growth process of the clusters [29].

The maximum laser field intensity in our experiments was Imax � 1.3 × 1017

W/cm2, which was achieved with the shortest laser pulse of about 50 fs. This light
field intensity exceeds the Coulombic field within an atom. For a hydrogen atom, the
intra-field at the first Bohr orbit with radius aB ≈0.05 nm is given by a well-known
formula,

E0 � e

a2B
≈ 5 × 109(V/cm) (16.14)

where e is the elementary charge. Consequently, the characteristic light field intensity,
i.e., the characteristic energy flux density I0 becomes
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Fig. 16.8 CCD images of
the plasma channel generated
in the Ar gas cluster jet. The
laser beam is focused at
a CS1, b CS3, and c CS4

I0 � cE2
0

8π
� 3.5 · 1016(W/cm2

)
. (16.15)

At this light field intensity, the barrier-suppression ionization becomes possible, and
an electron in the 1 s orbital is pulled out from a hydrogen atom by the laser field.
According to the existing theoretical description of the barrier-suppression ionization
of an atom [29–31], the ionization of an atom into an atomic ion having the positive
charge Z occurs when the strength of the external electric field of light exceeds the
critical value,

Ecr � J 2
Z

4e3Z
, (16.16)

where Jz represents the ionization potential for producing an atomic ion with the
positive charge Z from an atom with the positive charge Z − 1. The field ionization
produces free electrons with equal probability both in atoms in a cluster and in
ordinary gas atoms because there are no free electrons in the cluster before the
ionization and the laser field inside the cluster is not screened.

According to [32], the ionization potentials for removing the first 11 electrons in
Ar are J1 � 15.756, J2 � 27.62, J3 � 40.90, J4 � 59.79, J5 � 75.0, J6 � 91.3, J7
� 123.9, J8 � 143.4, J9 � 422.6, J10 � 479.0, and J11 � 539.5 eV, respectively. It
can be seen that Jz increases almost 3 times from J8 to J9. Accordingly, the required
laser field amplitude increases 7.7 times from 0.87E0 to 6.7E0, which corresponds to
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the increase in the laser field intensity about 60 times from I8 � 2.64 × 1016 W/cm2

to I9 � 1.58 × 1018 W/cm2. Since the laser field intensity in our experiment did not
exceed Imax � 1.3 × 1017 W/cm2, the ion charge Z was considered to be around
8. The chirping of the laser pulse could not change this value because Imax changes
only by a factor of 12 in the range of the pulse duration variation in our experiment.
For the first eight charge states of Ar, the ionization potential is almost proportional
to Z and can be evaluated as JZ ~16.5Z eV. According to [29], the ionization time
of these charge states can be estimated as

τZ ∼ √
2e2Z

√
me

/
J 3/ 2
Z ∼ 1016Z−1(s) (16.17)

where me is the mass of an electron. This means that the ionization occurs almost
immediately during the period less than one oscillation of the laser electric field.

The deeper levels with Z ≥9 could be ionized through the mechanism of the
impact ionization. Indeed, any free electron in the laser field with the electric field
strength E and the frequency ω gains the energy W of the order of

W � me

2

(
eE

meω

)2

� 4300
I

I0
(eV), (16.18)

which can exceed the ionization energy of the deeper levels. However, the electron
impact ionization is known to take a few tens of femtoseconds in the case of atomic
clusters and much longer time in the case of monomers. A cluster has high local
density which is close to solid density and therefore inelastic electron-ion collisions
occur quite often during the duration of the ultrashort laser pulse [33].

It is possible that the interaction of a femtosecond laser pulse with Ar clusters
leads to the formation a quasi-neutral plasma inside the cluster core, and the quasi-
neutrality persists during the initial stage of the laser pulse propagation. In the course
of the interaction with the rising edge of the laser field, the radial distribution of the
constituting atomic ions gradually becomes non-uniformwith its spherical symmetry
is almost being kept, but the distribution of electrons becomes asymmetric through
the oscillation of electrons between the poles of the clusters [34]. The intense laser
field drives electrons out of the cluster at every half period of the field oscillations,
while the ion cloud gradually expands in the radial direction. Associated with the
fast losses of electrons, the cluster gains a net electric charge Q. This process is the
so-called outer ionization of the cluster [29] and it differs from aforementioned inner
ionization when single atom inside the cluster gains a charge Z .

The effect of outer ionization is due to the different field strength in different
parts of the cluster. Indeed, the total electric field affecting a single atomic ion within
a cluster is composed of an external laser field averaged over a period of the laser
field, the static field within the charged cluster and the dynamic field created by
the oscillations of the electron cloud in the cluster driven by the laser field. On the
contrary, electrons quickly respond to the variation of the electric field of the intense
laser light.
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In order to evaluate Q, we assume that the charge density is evenly distributed
across the cluster so that the static field is radially symmetric and given by

EQ(r ) � Q r

R3
, (16.19)

where r is the radial distance from the center of the cluster and R is the radius of the
cluster. Using the relation between the cluster charge and the laser field strength,

Q(R) � 4ER2, (16.20)

we obtain

EQ(R) � 4E (16.21)

The sum of the laser field E and cluster field EQ has anisotropic radial distribution.
Indeed, the laser field applied to the poles and cluster field EQ are collinear to each
other and their sum E +4E � 5E , whereas the sum at the equator is

√
E2 + (4E)2 �√

17E , because these fields are orthogonal at the equator. It is possible that the
difference between the field amplitude at the poles and the field amplitude at the
equator becomes much larger by the non-uniformity of the spatial distribution of
electrons. As reported in [35], the polarization-induced electric field at the poles
exceeds the laser electric field by as large as one order of magnitude, which may
be sufficiently large for the 9th ionization and the further ejection of electrons from
Ar9+. However, further calculations are needed to verify this scenario.

We can distinguish two subsystems of electrons in the cluster: the outer one,
which oscillates back and forth through the cluster and the inner one, which remains
inside the cluster. Energetic oscillations of the electrons from outer subsystem may
lead to strong increase of electron temperature inside the cluster, which is called
nonlinear resonance heating process [6]. The dependence of the X-ray yield from
cluster plasma on laser pulse duration similar to that obtained in our experiments (see
Fig. 16.6a), was observed in [6] and explained by the nonlinear resonance heating.
The effectivity of this process is maximal at the highest intensity of laser radiation
which is achieved with the shortest duration of the laser pulse.

Another process, linear resonant absorption or Mie resonance, is also possible
during laser-cluster interaction [2]. After ionization by the laser field, the cluster
begins to expand due to hydrodynamic forces and Coulomb pressure forces. Simpli-
fied, if we assume that the electron density inside the cluster is homogeneous, the
absorption cross-section of the cluster is described by the formula:

σa � π R3ν

c

ω2
p

/
9

(ω − ωp

/√
3)2 + ν2

/
4

(16.22)
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At a certain moment during expansion, when the condition ω � ωp

/√
3 is

reached, laser pulse energy is resonantly absorbed by the cluster. Linear resonance
absorption leads to increase of the number of electrons in the inner subsystem of
the cluster. We assume that the dependence of THz intensity on laser pulse duration
presented in Fig. 16.6b can be explained by the effect of linear resonance absorption.

By following the discussion in [12], we assume that the THz radiation pro-
duced by the laser radiation is generated by a time-varying axially symmetric linear
quadrupole, which is produced by the ponderomotive force of the laser pulse. Indeed,
because of the ponderomotive force, the plasma filament produced by the laser pulse
expands radially first, and then, shrinks back after the propagation of the laser pulse,
resulting in the formation of the time-varying linear quadrupole.

The decrease in the X-ray emission yield as the distance X between the nozzle
output edge and the laser focus increases from CS1 to CS4 may be ascribed to the
characteristic propagation of the intense laser pulse in an Ar gas-cluster jet. As the
distance X increases, the length of the interaction region increases and the density of
clusters in the laser excitation volumedecreases. Furthermore, because the laser beam
can be defocused by the free electrons formed by the ionization of Ar monomers in
the Ar gas-cluster jet, the laser radiation could interact with clusters less efficiently.

As shown in [5], the waveform of the pulsed THz radiation comprises two half-
periods corresponding to the one-time radial expansion and subsequent compression
of the filament. A phenomenological model of the THz radiation developed in [12]
takes into account the effect of the finite length L of the filament, which is larger
than the wavelength λ of the THz radiation. It was shown in [12] that the transition
radiation and Cherenkov radiation could not explain the experimental angular distri-
bution of THz radiation generated from the plasma produced from a gas-cluster jet. A
mechanism of low-frequency quadrupole emission from a plasma channel, which is
created by femtosecond laser pulse in gaseous medium, was studied theoretically in
[36]. The interference of quadrupole THz sources in the plasma channel results in the
formation of a specific angular distribution of the THz field, which takes a minimal
value along the filament axis and a maximum value at the angle θmax between the
detector and the filament axis given by

θmax � 69◦
√

L
/

λ (16.23)

In our present experiments, the THz radiation was collected at the deflection angle
of 30° from the laser propagation direction. The laser beam is focused at different
downstream distances from the nozzle output edge and the length of the filament
should vary, so the angular distribution of the THz radiation is expected to change.
In accordance with formula (16.23) we expect a decrease of θmax when X increases,
since the value of L grows (see Fig. 16.8).
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16.5 Conclusion

We have carried out numerical simulations of the cluster formation process in a
supersonic jet ofAr, and found that the spatial distribution of the cluster concentration
represents the clustering dynamics in the jet expansion. We have shown that the
distance from the nozzle output edge along the symmetry axis of a cylindrical nozzle
is an important parameter describing the properties of the cluster target.

We have shown that the difference in the optimal laser pulse duration for the
efficient generation of X-ray and that for the efficient generation of THz radiation
can be explained by the different time periods required for the formation of electron
subsystems in an Ar cluster. The population of the outer electrons increases quickly
during the first 50 fs and they are responsible for the generation of X-ray, which
explains the maximumX-ray yield at the minimal pulse duration in our experiments.
The number of inner electrons increases only slowly and reaches maximum at the
time scale of the order of 100 fs, which can be attributed to the enhancement of THz
yield at τ≈250 fs in our experiments. At the later stage, the number of the outer
electrons begins to rise again, which may decrease the intensity of the THz radiation.
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Chapter 17
Acoustic Signal for Femtosecond
Filament Plasma Grating
Characterization in Air

Daniil E. Shipilo, Vladislav V. Pankratov, Nikolay A. Panov,
Vladimir A. Makarov, Andrei B. Savel’ev and Olga G. Kosareva

Abstract We have designed the physical model and numerical algorithm for the
simulations of acoustic wave propagation from the source induced by relaxation
of a femtosecond plasma grating formed by two crossing filaments in atmospheric
air. The model is based on the wave equation with the wave velocity depending
on the transverse temperature variation. The algorithm is based on the fine resolu-
tion (≈2μm) numerical grid employed for the description of the plasma channel
substructures in the course of femtosecond filamentation. We have shown that the
femtosecond plasma grating emits the superposition of two acoustic signals after
plasma recombination. One acoustic signal is represented by an isotropic cylindrical
waveform with the characteristic spatial scale equal to the filament diameter (100–
200μm)while the other has the spatial scale equal to the plasma grating period in the
range 20−40μm. This second wave propagates in the direction parallel to the axis of
plasma grating modulation. Based on the simulations, we suggested the noninvasive
method for the plasma grating period and the beam convergence angle detection.

17.1 Introduction

Diagnostics of the high-intensity zone produced by ultrashort laser pulse filamenta-
tion [1–3] is a nontrivial task requiring specially designed setup, since almost any
material inserted into a high-intensity beam will be destroyed. The example of such
invasive diagnostics is insertion of a glass plate into the terawatt peak power 800nm
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beam and identification of the system of multiple rings surrounding the filament by
the ablation from the glass surface [4]. Quantitatively, the invasive diagnostics might
be performed by reflecting the beam from the white paper screen or a wedge and
sending a small part of the overall energy to a CCD for transverse and temporal mea-
surements (see, e.g., [5–7]). Such type of invasive measurements can be performed
at a certain propagation position because the measurement destroys the filament.
The noninvasive longitudinal diagnostics of femtosecond filament is done by means
of ICCD camera and the UV filter in front of it in order to observe the nitrogen
fluorescence from aside [8, 9]. With this technique the nitrogen fluorescence signal
is resolved in the longitudinal direction of the pulse propagation but integrated over
the filament transverse section.

In parallel with filament study by optical methods, photoacoustic methods were
employed for filament characterization [10, 11]. The sensitivity of the photoacoustic
method is high enough to detect the energy deposition into air in the prefilamentation
regime without plasma generation. The amount of energy absorbed into molecular
gases of air is relatively low (the peak intensity is below 1012 W/cm2), however the
acoustic signal was securely detected already at 1-mJ energy of 80-fs 795-nm initial
pulse in [11]. The typical time of acoustic wave formation is d/c0 ≈ 0.3μs, where
d ≈ 100μm is the filament transverse size and c0 ≈ 340m/s is the speed of sound in
air. The microphone used in [11] had the bandwidth of 100kHz. The corresponding
temporal resolution was about 10μs or worse. With this resolution the identification
of filament transverse size was not possible, since the detected acoustic waveform
characteristic spatial scale was 6.6mm exceeding the filament diameter and any fine
transverse spatial structure within the plasma channel.

The nicely resolved evolution of acoustic wavewas observed by performing imag-
ing interferometry for direct measurement of the evolving refractive index profile.
The authors used foldedwavefront interferometry [12], whichmeasures the 2D phase
shift of the probe beam, from which the refractive index perturbation δn is extracted.
According to [12] the measured refractive index variation due to air density pertur-
bation in the filament core is δn ≈ 10−5. Taking into account that the refractive index
of air at standard temperature and pressure is n0 − 1 ≈ 2.7 × 10−4 [13], which is
due to the standard atmospheric density 2.68 × 1019 cm−3 or ρ0 = 1.3 kg/m3, we
can estimate the relative density fluctuation δρ due to the plasma-induced heating.
Indeed,

δρ

ρ0
= δn

n0 − 1
= 10−5

2.7 × 10−4
≈ 0.04 . (17.1)

Four-filament regular structures produce the acoustic waveguide on the microsecond
time scale and the thermal waveguide on the millisecond time scale [14]. Long-lived
refractive index perturbations responsible for these guiding structures are analyzed
by means of imaging interferometry.

The high-resolution imaging interferometry technique [12, 14] may be comple-
mented by straightforward measurement of air density variation using a wideband
piezoelectric transducer [15, 16]. In the experiment [15] the laser beam from 1-TW
Ti:Sapphire laser (805 nm, 55 fs, 10 Hz, beam diameter 7 mm FWHM) was focused
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by the plane-convex lens with a focal length of 3m. A single filament was formed if
the laser pulse energy was 2.5–3mJ. To create multiple filaments, the energy of the
pulse was increased to 8mJ. Both optical and acoustic diagnostics were used in each
laser shot. The wedge prism was used to direct a small part of the optical radiation
after the filament to a CCD camera to visualize the transverse distribution of the
beam fluence. The wedge prism was located more than 1m beyond the focal point of
the lens, so it was not damaged by the filament. The acoustic diagnostics included a
broadband piezoelectric transducer utilizing a 110-μm-thick polyvinylidene fluoride
(PVDF) polymer film (the operating bandwidth is up to 6MHz) with an operating
area 6mm in diameter. This transducer was placed at a distance of 286cm from the
lens and at a distance of 3–4mm from the filament. Low acoustic impedance and
ability to operate in a wide ultrasonic frequency band are the advantages of PVDF
piezoelectric films for detection of optoacoustic signals [17]. The signal from the
piezoelectric transducer was amplified by the broadband amplifier with a gain of 12
and recorded using ADC PLX9054 PCI PC card (digitization frequency 500MHz,
8-bit resolution, Rudnev-Shilyaev Corporation). In a single filament regime acoustic
waveform detected by the piezoelectric transducer had one maximum with a char-
acteristic transverse spatial scale of 0.4 μs corresponding to the filament diameter
d ≈ 100μm. In the multiple filament regime several local maxima were observed
with peak-to-peak separation of the order of the filament size d ≈ 100μm. So, the
acoustic method with the 6MHz broadband piezoelectric transducer allows one to
resolve the multiple filament structure.

The advantage of using this broadband acoustic method [15, 16] is the possibil-
ity to perform non-invasive analysis as compared with the transverse beam section
registration using a CCD and a wedge. The frequency bandwidth larger than 1MHz
ensures submicrosecond temporal resolution. This high resolution acoustic method
requires just one or several detectors and does not require the probe beam or opti-
cal scheme adjustment. Indeed, the broadband microphone can be used in outdoor
conditions for express analysis of multiple filament structure and energy deposition
into the medium. Energy deposition into air in the course of single 800-nm filament
regime was studied in [18] and was found to be in the range 1–3% of the initial
800-nm pulse energy of 2–4mJ. In the multiple filament regime the acoustic method
was used to follow the lineic (energy per unit length) energy deposition along the
superfilament [19]. For the 800-nm pump pulse of 165mJ, duration 50 fs and geo-
metrical focusing distance in air of 30cm, the linear deposited energy per 1cm was
found to be 10mJ using a sonographic technique. In the regularized superfilamenta-
tion regime ensured by merging of 4 filaments produced by the amplitude mask the
sonographic method showed the deposition of approximately 0.15 mJ per 1cm out
of 10mJ of the initial pulse energy [20]. The deposited energy was growing faster
than linearly with the initial pulse energy increase [19, 20].

Thus, for the past 4 years the acoustic method in studying single and multi-
ple femtosecond filaments has advanced significantly. It was shown that broadband
acoustic detectors can be used to noninvasively analyze both energy deposition and
fine structure of the plasma filaments.
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In this paper we suggest the method for the noninvasive analysis of the dynamic
plasma grating produced by interference of two noncollinearly propagating beams
from the same 50 fs, 800nm pulse with the energy of 1.2mJ, beam diameter of 8mm
at e−2 level and 1kHz repetition rate [22]. The analysis will be performed numer-
ically in the experimental conditions [22]. According to the suggested method the
wideband (more than 6MHz) piezoelectric transducer is located within the distance
of several millimeters from the dynamic plasma grating. We simulate the acoustic
wave detected by this wideband transducer. The origin of the acoustic wave is the air
density perturbation after the plasma recombination in the grating. The directional
diagram and frequency spectrum of the acoustic wave induced by the grating are
studied and two characteristic spectral maxima corresponding to the overall plasma
width in the filament and the width of one strip of the grating (the grating period) are
identified numerically based on the solution of the full wave equation for acoustic
signal propagation.

17.2 Numerical Model of Plasma-Induced Acoustic Wave
Propagation

We suppose that the medium with the background temperature θ0 = 293K has a
temperature perturbation T0(x, y, z) inducedby thefilament’s plasma recombination.
We start from the gas dynamics equation system:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂ρ

∂t
+ ∇(ρu) = 0

ρ

(
∂u
∂t

+ (u · ∇)u
)

= −∇ p

p = p0

(
ρ

ρ0

)γ

(17.2)

where ρ is the air density, p is the air pressure, u is the flow velocity vector, p0 =
ρ0Rθ0/μ is the standard atmospheric pressure, R = 8.31 J/(Kmol), μ = 29 g/mol
is the molar mass of air. The dependence p(ρ) corresponds to the adiabatic law
with the adiabatic index γ = 1.4. After linearization with the density perturbation
ρ ′ = ρ − ρ0 as a small parameter, we obtained the wave equation

�ξ − 1

c2(x, y, z)

∂2ξ

∂t2
= 0 (17.3)

for the medium excitation function [23]:

ξ (x, y, z, t) = [
ρ0 + γρ ′ (x, y, z, t)

] × [θ0 + T0 (x, y, z)] , (17.4)

where the velocity is expressed as
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c2 = c20

(

1 + T0
θ0

)

, (17.5)

and c0 = √
(γ Rθ0/μ) is the speed of sound in the unperturbed medium. Please, note

that the function ξ is not directly proportional to the air pressure p ∝ [
ρ0 + ρ ′] ×

[θ0 + T0] since the density perturbation ρ ′ is multiplied by the adiabatic index coef-
ficient in (17.4).

Thus, after the plasma recombination with the characteristic time of 10ns [21], we
obtain the extended regionwith the characteristic spatial scales of the plasma channel
size heated above the room temperature by T00 ≈ 70K, which can be estimated from

5

2
kBT00 = UiNe , (17.6)

where Ui = 12.2 eV is the ionization potential, Ne ∼ 1016 cm−3 is the filament
plasma density and kB is the Boltzmann constant. The longitudinal size of this
extended region exceeds its transverse size by 3 orders of magnitude at least (the
ratio of 10cm to 100μm). Thanks to this large ratio we can neglect the derivatives
along the propagation coordinate z and in (17.3) we retain the transverse Laplacian
only:

� ≈ �⊥ = ∂2

∂x2
+ ∂2

∂ y2
. (17.7)

For our case of the dynamic plasma grating produced by the interference of two
noncollinearly propagating beams [22] we assume that the initial temperature per-
turbation T0(x, y) reproduces the shape of the plasma channels in the vicinity of the
geometrical focus and remains the same for all positions z along the filament. This
shape consists of theGaussian intensity distributionwith the characteristic transverse
size of the order of the filament diameter d = 2afil. Moreover, due to the interference
of the two beams converging towards each other, the Gaussian intensity distribution
is modulated with the period

dpl = λ

sin α
(17.8)

in the plane perpendicular to the laser pulse propagation direction. Here α is the con-
vergence angle, λ = 800 nm is the fundamental laser wavelength. In the simulations,
we considered the initial temperature distribution

T0(x, y) = T00 exp

(

− x2 + y2

a2fil

)

× (1 + cos [kx sin α]) , (17.9)

where T00 = 70K and k = 2π/λ is a wavenumber. The angle α between the propa-
gation axes of the two noncollinearly converging beams was varied between 0 and
2◦, therefore the minimum grating period studied dpl ≈ 23μm.
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The grid step in the temporal domain was linked to the spatial grid size through
the Courant condition

cm δt

δx
+ cm δt

δy
≤ 1 , (17.10)

where cm is the maximal velocity (17.5) over the (x, y) domain.
The solution to the wave equation (17.3) with the initial temperature perturba-

tion (17.9) is represented by thewaveform ξ(x, y, t). The simulation results presented
in Sect. 17.3 show the distributions of ρ ′(x, y) at the characteristic time moments.
The cross sections along one of the transverse coordinates are provided. The Fourier
transform is taken from the waveform at the chosen cross sections for the analysis
of the waveform spatial scales.

17.3 Plasma Grating Characterization by Acoustic
Waveform and Its Spectrum

The free electrons produced by the two converging beams overlapping in the geomet-
rical focus recombinewith the parent ions anddisturb theflat background temperature

Fig. 17.1 (Upper panel) Temperature profile of the medium T0(x, y) after recombination of the
plasma grating produced by the two 800-nm beams converging at an angle α = 1◦. (Lower panel)
The solution of one-dimensional wave equation for the initial conditions T0(x, y = 0) from the
upper panel
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Fig. 17.2 a, c Air density perturbation ρ′(x, y)/ρ0 cross sections at the time moment t = 1.2μs
after the ionizing laser pulse. The black solid line in panel (c) is the same as in panel (a) and shows
isotropic waveform for the reference. b The two-dimensional distribution of the acoustic waveform
in the plane perpendicular to the laser pulse propagation direction

profile θ0. The resulting temperature perturbation T0(x, y) is given by (17.9) and is
shown in the upper panel of Fig. 17.1 at the time moment t = 0. The temperature
perturbation at the zero time moment is directly proportional to the medium excita-
tion function ξ(x, y, t = 0), since ρ ′ = 0, see (17.4). With the time, the excitation
ξ(x, y, t) travels away from the source. By considering one-dimensional excitation
ξ(x, t), we obtain motion of the two waveforms in the opposite directions along the
x-axis with the velocities of ±340m/s (the lower panel of Fig. 17.1).

In the two-dimensional simulations the medium excitation function ξ(x, y, t) is
represented by the superposition of the two waves: the isotropic cylindrical one
surrounding the overall extended plasma channel and the wave directed along the
plasma grating. The medium density perturbation ρ ′(x, y, t) is recalculated from
the excitation function ξ(x, y, t) according to (17.4) and plotted in the transverse
(x, y) plane as the color map (Fig. 17.2b) and the cross sections in the direction
perpendicular (Fig. 17.2a) and parallel (Fig. 17.2c) to the plasma grating at the time
moment t = 1.2μs after the initial femtosecond laser pulse producing the filament.

Analysis of the plasma grating can be performed based on the acoustic signals,
which can be detected in either parallel (x-axis) or perpendicular (y-axis) direction
with respect to the axis of plasma grating modulation (Fig. 17.3a, compare red and
black solid curves). In x-direction parallel to the grating orientation the signal wave-
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Fig. 17.3 a The acoustic signal waveforms detected in the x- and y-axes directions (red and black,
respectively). b The corresponding spectra of the acoustic signals. c The polar plot of the acoustic
signal spectral amplitude at 8MHz, i.e. the directional diagram of the higher-frequency part of
acoustic waveform spectrum

form exhibits two characteristic temporal scales: the larger one corresponding to the
overall transverse plasma grating size and equal to 0.5μs, that is 340m/s × 0.5μs =
170μm in the transverse spatial domain, and the smaller one corresponding to the
plasma grating period and equal to 0.125μs or 340m/s × 0.125μs = 42.5μm (red
solid curve in Fig. 17.3a). Just a single-cycle waveform is obtained in the y-direction
perpendicular to the grating orientation (black solid curve in Fig. 17.3a). The spectral
analysis of the two waveforms propagating in the perpendicular directions shows the
specific acoustic wave frequencies of 2MHz and 8MHz corresponding to the larger
and smaller plasma grating spatial scales (Fig. 17.3b, red and black solid curves),
respectively. The directional diagram of acoustic signal filtered at 8MHz shows a
factor of 1.4 amplitude decrease within 2 × 15◦ = 30◦ relative to the plasma grating
parallel axis (the x-axis) (Fig. 17.3c). This means that half of the high-frequency sig-
nal energy propagates along the plasma grating and almost zero of this signal energy
propagates perpendicular to the plasma grating including the wide sector 30–150◦.
The low-frequency component propagates uniformly into the cylinder extended along
the z-axis, which is the initial femtosecond pulse propagation axis (Fig. 17.2b). Thus,
our dynamic plasma grating produced by the two colliding filaments is anisotropic
source of acousticwaves and simultaneously the unique source of the directed higher-
frequency acoustic wave (Figs. 17.2b and 17.3c).

The transverse size of converging filaments in the vicinity of the geometrical
focus (100−200μm) is much larger than the plasma grating period (20−40μm).
Therefore, the interference pattern of the two beams is similar to that of the two
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Fig. 17.4 (Left column) The transverse distribution of the air density perturbation ρ′(x, y)/ρ0 at
the time moment t = 1.2μs after plasma has recombined and (right column) the corresponding
spectra from the plasma grating formed by filaments converging at a, b 0.5◦, c, d 1◦ and e, f 2◦.
Black line in (b, d, f) is an isotropic part of the signal, which is the same for all the converging
angles α studied

plane waves converging at a small angle of several degrees or less than that. We can
introduce the characteristic frequencies for acoustic waveforms:

fpl = c0
dpl

= c0 sin α

λ
; ffil = c0

d
= c0

2afil
. (17.11)

The exact angle of convergence can be reconstructed from the frequency fpl obtained
from the waveform spectrum (Fig. 17.4a, c, e). By increasing the convergence angle
α we decrease the period of the plasma grating dpl and increase the frequency fpl
given by (17.8), (17.11). Because the overall transverse size of converging filaments
remains the same, the lower frequency ffil of the isotropic cylindrical acoustic wave
corresponding to approximately 170μm results in the spectral maximum at 2MHz
(Fig. 17.4b, d, f). The higher frequency fpl of the acoustic wave propagating par-
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allel to the plasma grating increases from 4 to 15MHz according to (17.11) as the
convergence angle increases from 0.5 to 2◦.

The suggested noninvasive method for the plasma grating period and beam con-
vergence angle detection can be realized as follows. A wideband piezoelectric trans-
ducer [15, 16] is translated along the propagation axis z at a distance of several
millimeters from the plasma channel in order to detect the exact position of the max-
imum acoustic signal. Then, at the z-position with the maximum signal, the trans-
ducer is rotated in the transverse (x, y) plane with the purpose to find the maximum
high-frequency signal irradiated by the plasma grating. The detected waveforms are
Fourier transformed and the amplitude of the high-frequency maximum position is
identified. The direction, at which the higher-frequency spectral component takes its
maximum, is the x-axis or parallel axis of the plasma grating (Fig. 17.3c).

As soon as the plasma grating axis is identified, the convergence angle may be
varied and the higher-frequency spectral maximum position is changed accordingly
as shown in Fig. 17.4b, d, f. The higher frequency is inversely proportional to the
plasma grating period in agreement with (17.11).

17.4 Conclusions

In this paper we have designed the physical model and numerical algorithm for the
simulations of acoustic wave propagation from the source induced by the femtosec-
ond plasma grating relaxation in atmospheric air. The model is based on the wave
equation with the wave velocity depending on the transverse temperature variation.
The numerical grid has the size of 4 × 4mm2 and resolution of about 2μm. The grid
is aimed at the description of the fine plasma channel substructures in the course of
femtosecond filamentation.

We have shown that the femtosecond plasma grating emits the superposition of
two acoustic signals after plasma recombination. One acoustic signal is represented
by an isotropic cylindrical waveform with the characteristic spatial scale equal to
the filament diameter in the range 100−200μm. The other acoustic signal is the
wave with the characteristics spatial scale equal to the plasma grating period in the
range 20−40μm. This second wave propagates almost parallel to the plasma grating
axis. The directional diagram corresponds to 50% energy of high-frequency wave
localized within 30◦ angle (±15◦ from the plasma grating parallel axis).

The presence of the two characteristic spatial scales in the acoustic signal from
the plasma grating is readily recognized in the acoustics signal spectrum. The spec-
trum reveals the maxima at two frequencies: the first one at approximately 2MHz
corresponds to ∼170μm of the overall filament diameter, the second one increases
from 4 to 15MHz as the convergence angle increases from 0.5 to 2◦.

We suggested the noninvasive method for the plasma grating period and beam
convergence angle detection. The method is based on the translation of a wideband
(more than 6MHz) piezoelectric transducer along the pulse propagation axis in order
to detect the exact z-position of the maximum acoustic signal. Then, at the z-position
with the maximum signal, the transducer is rotated in the (x, y) plane and the plasma
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grating parallel axis is revealed as the direction at which the higher frequency spectral
component takes its maximum value. The value of this higher frequency itself is the
inverse period of the plasma grating multiplied by the speed of sound in air.
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Chapter 18
Relativistic Laser Plasma Atto-Physics

A. A. Andreev, Zs. Lecz and S. K. Mishra

Abstract Interaction of an ultrashort and ultraintense laser pulse with over-
dense/underdense plasmas is considered. Efficient conversion of fundamental laser
radiation into sub-femtosecond XUV/X-ray radiation and its significant amplifica-
tion in laser plasmas are obtained. The results of the simulations were compared with
the experimental data and have shown a good coexistence.

18.1 Introduction

The interaction of high intensity laser pulseswithmatter (including plasma) is usually
accompanied by some dynamical processes of a time scales in the range of femto (fs)-
or even attoseconds (as). The study of these processes (attophysics) is possible only
if the appropriate laser system with high enough (relativistic) intensity is available to
initiate them. Recently the researchers direct substantial efforts to the development of
coherent power attosecond light pulses becausewide ranging applications [1, 2]. Sev-
eral methods of generation of such pulses have been explored involving high-order
harmonic generation (HHG) through the interaction of high-intensity fs laser pulses
with gases [3, 4], including low density partly ionized plasma [5] and highly ionized
overdense plasmas [6]. Materials start breaking down at relatively low laser intensity
and plasma is the only medium that can be used for modern high-power fs lasers
operating at relativistic intensities. Such a pulse focused on a solid target, instantly
ionizes the surface in its leading edge triggering plasma that subsequently interacts
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with the rest of the pulse energy. The specific nature of the interaction depends
strongly upon the driving laser properties, the interaction geometry and plasma char-
acteristics. The ordinary laser plasma theory is considering processes with duration
comparable or bigger than few fs (laser wave period). Recent experimental technique
gives us an opportunity to operate with even smaller (as) time scales this demand-
ing to revise some assumptions of standard models. One important example is the
investigation of fast dynamical processes in overdense plasma because in the field of
dense plasma physics, in particular plasmas close to solid densities originating from
the sudden heating of solid matter, the time scale of all plasma oscillations is set by
the plasma frequency ωp � 2π /T p. The period of these oscillations relative to the
laser period is given by T p/TL � (nc/ne)0.5 where the critical density nc ~1021 cm−3

for laser light of period TL ~ 3 fs and ne is electron density ~1024 cm−3. This implies
oscillation periods of hundreds attoseconds, and thus time-resolved measurements
will require pulses in (as) range. Under appropriate conditions such an interaction
can lead to nonlinear specular reflection of light with generation of new frequencies
through the surface high-harmonic generation process [7]. This approach is essential
since it is important for interdisciplinary applications in the fields of laboratory astro-
physics [8], high-energy density physics [9], fast particle generation [10] and has the
potential to provide an intense (as) pulses with enough high conversion efficiencies
[11, 12].

We start from plasma of high (solid) density because as it was mentioned above
harmonic generated from such plasma is the most promising mechanism for future
radiation sources based on reflecting plasmas, since the maximum generated fre-
quency grows with laser intensity, and has been predicted to eventually reach
multi-keV photon energies and pulse durations down to the zepto-second range for
ultra-relativistic laser intensities [13, 14]. Interaction of intense laser pulseswith solid
surfaces has been intensively studied in the last two decades. Precise manufacturing
and high power (~100 TW) laser systems allow physicists to investigate incoherent
heating of electrons leading to ion acceleration in the sheath field generated at the
target surfaces. If the laser pulse is compressed down to a few 10 s of femtoseconds
the regime of coherent heating (acceleration) can be also explored, where the electron
nano-bunching results in intense coherent radiation. The electrons move around the
laser-plasma boundary at nearly the same trajectory and emit high frequency pho-
tons in form of atto-pulses [15]. The ultra-short laser pulses have the advantage in
applications where high repetition rate is required. The lower is the energy contained
in one pulse the higher the repetition rate can be.

At laser intensities higher than 1018 W/cm2 the electrons acquire relativistic veloc-
ity during a quarter laser cycle and get pushed into the plasma by the ponderomotive
force. This is illustrated by the first step shown in Fig. 18.1. When this force changes
its sign the electrons get accelerated towards the incident pulse and they are pulled
also by the charge separation field, because the ions stay still during this short time
period (step 2). In this phase the electron momentum is the highest. In the next quar-
ter period the electrons are compressed by the counter acting ponderomotive force
and emit coherent synchrotron radiation (step 3) until they are slowed down by the
ions. This mechanism of attopulse generation is very general and often referred as
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Fig. 18.1 The three major
steps in the relativistic
oscillating mirror model. In
the upper picture the blue
line represents the laser field,
while the red line is the
ponderomotive force

ROM (Relativistic Oscillating Mirror) model [15] at close to normal incidence and it
is interpreted as coherent synchrotron emission (CSE) [16] at large incident angles,
which is described in the next section.

18.2 Attopulse Generation at Low Repetition Rates

In the case of nowadays high power laser systems, in which a few Joule can be
pumped in one pulse leading to peak intensities about several 1020 W/cm2 and repeti-
tion rate is limited to maximum 10Hz. At such high intensities intense attopulses can
be generated with broad spectrum spanning up to the 100th harmonics of the funda-
mental laser wave. For the spectral intensity of reflected wave a universal model has
been developed, the so called BGP model [15], where the I (ω) ∼ ω−8/3 scaling was
obtained and a cut-off frequency ωc ∼ γ 3, where γ is the relativistic Lorentz factor
of electrons. It has been quickly realized that this power scaling can be different in the
case of oblique incidence [17], where the Brunel electrons escape from the plasma
and get accelerated continuously by the laser field along the plasma surface having
a long trajectory, not oscillating like in the previous case. The electrons are strongly
bunched near the plasma surface and have more synchrotron-like trajectories,
therefore this mechanism acquired the name coherent synchrotron emission (CSE),
which has been proven to be highly efficient for atto-pulse generation [18].
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A representative particle-in-cell simulation is shown in Fig. 18.2,
where only the negative part of the electric field is shown by color code because
this part is transformed into attopulse. In this scenario the ponderomotive force
is responsible mostly for the longitudinal acceleration (along x direction), while
the laser electric field drives directly the surface oscillation described in Fig. 18.1.
The electron bunches extracted from the plasma experience a longitudinal and
transversal acceleration simultaneously at the laser phase corresponding to the step
3 in Fig. 18.1. An observer placed near the plasma surface at some distance from
the interaction zone would see the electric field plotted in Fig. 18.3, which contains
strong narrow negative peaks, which are the signature of atto-pulses.

In order to analyse the near field we measure the current density along a line
parallelwith the plasma surface and use the following expression to obtain the electric
field in time:

Fig. 18.2 Electric field
(purple) and electron density
(green) from the interaction
of an intense laser pulse with
a flat surface at 75 degrees
incidence angle. The
intensity is 5 × 1019 W/cm2,
the pulse duration is 30 fs
and the plasma density is
50ncr

Fig. 18.3 Measured electric
field at 1 µm away from the
surface in Fig. 18.2
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Ey
(
x0,y0,t

) � 1

2ε0
∫
jy

(
y0,x

′, t ′
)
dt ′, (18.1)

where the concept of retarded time has been used: t ′ � t − (
x ′ − x0

)
/c and

(
x0,y0

)

are the coordinates of the observer. In Fig. 18.2 one can see that the emitted attopulses
have some angular spread and they are emitted at a small angle, comparable to the
reflection angle. The angle of emission at each instance of time can be calculated by
the following formula:

φ(x ′, t ′) � arctan

(
jx t

′/
∫

jydt
′′
)

(18.2)

Using this it is possible to obtain the angular distribution of emission at any
time-space coordinate:

Ey(x, t, θ) � 1

2ε0
∫ δ

(
θ − φ

(
x ′, t ′

))
jy

(
x ′, t ′

)
dt ′, (18.3)

where θ is a chosen angular interval (cone angle) which defines the k vector of
measurable radiation. By performing a Fourier transformation on Ey(x, t, θ) one
obtains the angle resolved spectral intensity of the emitted radiation and from the
phase information one can select the cone angle, where the coherency is the highest.
Basically it is necessary to find the angular interval where the variation of dϕ/dω
is the smallest, where ϕ is the phase obtained from Fourier transform of the field.
By doing so it is possible to obtain the temporal shape of the coherently emitted
radiation, which is plotted in Fig. 18.4. It can be seen that the duration of the atto-
pulse emitted within the 0.15 rad angle is less than 100 as and its amplitude is 10
times higher than the amplitude of the electric field in the laser pulse.

The modeling of the attopulse emission can be done by directly calculating the
electric field starting from the Lienard–Wiechert potential. We use the expression
derived in [16]:

Ey(t) � C
ay

(
t ′
)

(1 − vx (t ′)/c)2
, (18.4)

where C is the constant and ay(t) � exp
(−t2

)
is the approximated transversal

acceleration which is a fit to the simulation results. In the extended version of the
theory [17] the transversal velocity was approximated by the function vy ∼ tn ,
where n� 1 and 2 were considered, which also results in similar acceleration around
t ≈ 0. In our work we have extended this model and we have shown that higher
values of n are also possible. The longitudinal velocity is often approximated by a
polinomial function of t around the zero point, which behaves very similarly to the
electron velocity around the point where it reaches the maximum value. The velocity
vx ≈ c

(
1 − α1t ′ 2ν

)
is derived in [19] which can be used to obtain the expression of

retarded time:
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Fig. 18.4 Absolute value of
the electric field emitted in a
small cone angle, where the
coherency is the highest.
Obtained from the simulation
shown in Figs. 18.2 and 18.3
and using (18.3)

Fig. 18.5 Comparison
between the spectrum of the
field shown in Fig. 18.4 and
the model described in the
text [red curve, (18.4, 18.5)]

t ′ � t2γ 2

1 + 2α1γ 2t ′ 2ν/(2n + 1)
, (18.5)

where α1 ≈ 6/a30 and a0 � eEL0/cmeωL is the normalized laser field. Inserting
(18.5) into (18.4) one obtains the electric field of a single unfiltered attopulse and
its Fourier transform is shown in Fig. 18.5, which is in good agreement with the
simulation for the given parameters. One can see that the spectrum has a plateau
region where the intensity is almost constant and it is followed a sudden drop and
exponential decay at higher frequencies. The harmonic order where the spectral
intensity drops is approximately Ndr ≈ (3/2)a20, which is close to 32 in our case.
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Fig. 18.6 The iso-surface of energy density of electromagnetic radiation produced in the case of
cylinder (a) and cone (b) targets [6]

So far we have used only 2D geometry, but the same atto-pulse generation can
be realized in 3D as well and it is more efficient if the interaction of circularly
polarized laser pulse with cylindrical symmetric targets is considered. In this case
theP-polarized interaction is ensured at eachmoment of time at one point of a cylinder
(or cone) inner surface [20]. The iso-value surface of the generated radiation is shown
in Fig. 18.6 for the case of cylinder (a) and cone (b) targets. The radius of the rotation
symmetric targets is 0.8 µm and their axes coincide with the laser propagation axis.
In the case of cone target the atto-spiral gets focused at the exit side (see Fig. 18.7),
where the radius is 30% smaller, thus the intensity can be even higher than that of
the incident pulse.

Thus we can conclude in this section that high intensity laser pulses are capable
of generating intense atto-pulses via the nano-bunching of electrons near the plasma
surface. The process of coherent synchrotron emission results in not so steep spectral
intensity scaling and peak amplitudes of attopulses larger than that of the incident
pulse. The conversion efficiency from laser to attopulse is about 2–5%, depending
on the filtering. The radiated fields presented here are near-fields, the far-field would
have different distribution and it should be investigated in further studies. However,
the repetition rate of these attopulses is quite low and other means should be found
to generate similar pulses with higher repetition rates.
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Fig. 18.7 Blue: initial shape
of the target. Orange:
ultra-relativistic electrons
extracted and accelerated by
the laser field. Purple: high
energy density radiation, i.e.
focused atto-spiral

18.3 Atto-Pulse Generation and Amplification at High
Repetition Rates

In the previous section high harmonic generation mechanisms up to the 100th har-
monic of the laser pulse can be produced with high efficiency resulting in intense
attopulses. The drawback if the high intensity pulses is the low repetition rate and the
limited contrast ratio, which makes difficult to control the plasma surface before the
main pulse arrives. It is possible to produce shorter and less intense laser pulses with
high repetition rate (up to 100 kHz), which contain energy on the order of 10 mJ.
In this case very high contrast ratio can be also maintained and the remaining chal-
lenge is ensuring the new and fresh plasma surfaces after each pulse, which requires
rotating or moving target holder. One option for decreasing constrain on the target
movement speed is to exploit the possibility of multiple reflection of the short pulse
between two plasma surfaces, which was first proposed in [20].

Recently we have investigated the problem of multiple reflections at oblique inci-
dence with the help of 1D (boosted frame) and 2D (lab-frame) simulations [21]. The
basic setup is illustrated in Fig. 18.8. The distance between the two foils has to be
large enough to ensure non-overlapping laser spots, i.e. after each reflection the laser
pulse and its harmonics interacts with fresh surfaces. On the other hand this distance
has to be much smaller than the Rayleigh length of the loosely focused pulse in
order to avoid significant divergence during consecutive reflections. The intensity
of individual harmonics increases after each reflection because the reflected pulse
inherently contains the low-order harmonics with the right phase thus the waveform
ismodified such that in the next interaction the electron bunchmotion ismore optimal
for the described process. We have considered S and P polarization separately and
we found that the S-polarized interaction leads to stronger harmonic amplification.
After 6–7 reflections the intensity of 10th–30th harmonics can be enhanced by 3
orders of magnitudes. A detailed numerical model is developed in [21], which mod-
els each reflection and includes the spectral change caused by the previous reflection.
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Fig. 18.8 Schematics of the
multiple reflection setup.
The two foils are parallel and
are moved perpendicular to
the interaction plane with
100 cm/s velocity

The spectral intensity distribution after the first reflection (obtained from the model)
is shown in Fig. 18.9a while the enhancement of harmonics after 8 reflections is
shown in Fig. 18.9b. In this idealized model, where laser energy absorption, i.e.
electron heating, and dispersion effects are not included the maximum amplification
factor can reach the value of 105 for the harmonic numbers between 10 and 20. It is
interesting to note that this strong amplification happens at low intensity, at higher
intensities the enhancement is lower, but it spans over a broader spectral range.

The agreement between the model and 1D simulations is good in [21], although
the simulations show one order of magnitude lower amplification because of energy
absorption effects. In 2D this difference is even higher, because of the non-uniform
transversal intensity of the Gaussian beam, but the amplification factor is higher than
103, which is already a good achievement. The change of spectral intensity during
consecutive reflections in 2D simulation is shown in Fig. 18.9 for two laser field
amplitudes. Due to the large focal spot area the beam divergence does not play a role
in the amplitude evolution. There is another important parameter which influences

Fig. 18.9 a Intensity distribution of harmonics (ni) for different laser amplitudes. b Amplification
factor of each harmonics after the 8th reflection
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the process, namely the similarity parameter: S � n0/(a0ncr), where n0 is the plasma
density and ncr � ω2

Lmeε0/e2 is the critical density defined by the laser wavelength.
The general tendency is that for small S parameters (high intensity) the harmonics
are strong already after the first reflection and enhancement in further reflections is
small. For high values of S a single reflection does not provide high harmonic content,
but after several reflections the harmonic intensity can be enhanced significantly.

Thus, we have presented amethod to amplify the intensity of atto-pulses generated
via the ROM mechanism at moderate or small incident angles and in the case of
large focal spots. The mechanism is based on the multiple reflection of the same
pulse between two metal foils and it is shown that the amplification saturates after
4–5 reflections for low harmonics (ω <

√
n0/ncrωL ), but the amplification of higher

harmonics continues aver more reflections. This technique can be applied at laser
systems with above kHz repetition rate where the laser intensity is slightly above the
relativistic threshold. From laser to higher harmonics energy conversion efficiency
can reach 1% level. The amplification of relatively low number harmonics by using
inhomogeneous plasma layer was considered in [22] with help the developed theory
and was confirmed in the experiment.

18.4 Atto-Pulse Amplification in Low Density Plasmas

Another method, which permits to amplify a weak atto-pulse, is connected with
nonlinear wave interaction in under-dense plasma. In particularly, it can be Backward
Raman Amplification (BRA) scheme, which considers the resonant energy transfer
from large energy pump pulse to short Raman down-shifted and counter propagating
seed pulse via Langmuir plasma wave [23, 24]. The amplifying medium in this
schema is plasma, which can tolerate much larger energy density than any standard
grating. We used this schema in the amplifying of a low energy ultra-short pulses.

TheBRAresonant condition in order to achieve significant amplification, using the
conservation ofmomentum and energy can bewritten as: k0−k1 � k2,ω0 � ω1+ω2,
where kj and ω j (� 2πc/λ j ) are the wave vector and frequency associated with
interacting waves, c is the speed of light, λ j indicates the wavelength; the subscripts
j � 0,1,2 correspond to the pump, seed and plasma parameters respectively. BRA
is a consequence of three wave decay process where the pump loses its energy to
the counter propagating seed and the plasma wave. The Langmuir (plasma) wave is
characterized by the dispersion relation ω2

2 � ω2
p + υ2

thk
2
2 , where υth is the electron

thermal velocity and ωp is the plasma frequency corresponding to plasma slab with
electron density ne. Considering the plasma is not too hot (i.e. k2υth � ωpTe ≤
0.01mec2 ∼ 5 keV), thus ω2 ≈ ωp � (4πnee2/me)1/2, where e and me correspond
to the electron charge andmass respectively. The propagation of pump and seed laser
pulses in the plasma is specified by dispersion relation ω2

0,1 � ω2
p + c2k20,1; in this

configuration the critical plasma density corresponds to downshifted seed pulse and
can be written as ncr � (meω

2
1/4πe

2). The propagation of em waves under resonant
BRA condition immediately gives λ1 ∈ (λ0, 2λ0) i.e., the seed wavelength should
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be smaller than twice of the pump wavelength and it is reasonable to keep them
(seed/ pump) spectrally close as it reduces the required resonant plasma density. The
resonant plasma density may be expressed as ne � (πmc2/e2)(λ−1

0 − λ−1
1 )2. This

expression indicates that the resonant plasma density for an efficient BRA operation
resembleswith the order of the solid density inXUV range. It is well understood from
the earlier investigations that the BRA process holds efficiently in the under critical
plasma regime. To scale and estimate the features of output signal and necessary
physical properties of the BRA; we use the analysis [23–27] for the amplification of
short pulses, takes account of simple analytical estimates based on slowly varying
envelope approximation (svea).

In threewaves interaction process the excitedLangmuir (L-) plasmawaveprocures
the fraction (ω2/ω0) of the energy from the laser pump. If any damping loss from
the L-wave is ignored during the energy acquisition from the pump and its transfer
to the seed pulse, the sustenance of L-wave is limited ideally by the wave breaking
phenomenon, occurs when the electron gains quiver velocity larger than the phase
velocity of the L-wave. Hence, the peak intensity of the pump corresponding to the
L-wave breaking threshold can be given by Ibr � (ne/ncr)3/2(4ω1ω0/c2k22)IM, where
IM ≈ (ncrmec3/16). The maximum achievable duration of the leading spike of the
seed thus can be given by

�t1 ∼ (Λ0/γ
2
0 t) > �t1m ≈ (ω0/ω1)

2(4/ω0)[(2�0 IM/3δo I0)(ω1/ω0)]
1/3.

This refers to the largest achievable intensity as

I1 < I1m ≈ (w1m/�t1m) ∼ (ω1/ω0)
2(16IMω0/ω2)[(3δo I0/2�0 IM)(ω0/ω1)]

2/3.

Using the above expressions which represents the optimal seed pulse parameters
after its amplification, a parametric space between (λ0/λ1) and (λ0,nm/I0,18), defining
the maximum compression and intensity in the resonant BRA operation has been
identified in [27] (seeFig. 18.10; hereλnm, I18 and tfs referwavelength in nm, intensity
in 1018 W cm−2 and time in fs units.

As an illustrative case a contour plot demonstrating this region for I1o�t1o ∼
0.08 J cm−2 having leading spike <1 fs, has been displayed in Fig. 18.10a; this seed
parameter is consistent with I1o ~ 1014 W cm−2 and �t1o ~ 0.08 fs which has further
been used for the numerical calculations. It may readily be seen that the pump with
shorter wavelength and large intensity yield larger compression. Similar region has
been specified for maximum intensity of the leading spike in Fig. 18.10b; the colored
region in figure represents optimum intensity of the leading spike. This concludes
that the maximum intensified seed pulse via resonant BRA could be achieved for a
moderate plasma density and large intensity pump operating with the shorter wave-
lengths. These expressions and results (i.e. contour plots) are general in nature and
are applicable to arbitrary system parameters for a given seed fluence. The largest
seed intensity is achieved in the plasma of lowest possible density (wave-breaking
density) i.e. ω2 ∼ ω1(c2k22 I0/4ω1ω0 IM)1/3. Maximizing the above equations over
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Fig. 18.10 a Contour plot
describing temporal width of
the leading seed spike
(�t1,fs) in terms of
(λ0,nm/I0,18) and (λ0/λ1).
b Contour plot describing
optimum intensity of the
leading seed spike (I1,18) in
terms of (I0,18/λ0,nm) and
(λ0/λ1)

the plasma density at wave breaking density, the maximum achievable seed intensity
can be obtained as the following: Imax ≈ 16(I 2M I0)1/3(3δoω1/ck2�0)2/3.

From the above discussion one can conclude that a pump source could be a free
electron laser (FEL) [28], which can be produced by using PW lasers, for electron
bunch acceleration (I0 ~ 1021 W/cm2, λ ≈ 800 nm) up to energy ~10 meV. Such
electron bunch can be used as electron source for preliminary injection to FEL.
For example, FEL output pulse of Fermi light source [28] is specified by spectral
range ~60 nm, peak power ~10 GW, pulse length ~50 fs, spot size ~200 µm, and
intensity ~1013 W/cm2. A system like [29] can be used to optimize the focal spot
and pulse intensity, thus one can say that the anticipated FEL pump pulse can further
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Fig. 18.11 A schematic of the feasible BRA setup, relevant to ALPS infrastructure

be compressed spatially to a ~µm size spot and thus the intensities of the order of
~1018 W/cm2 can be achieved. The schema of BRA setup, consistent with ELI-ALPS
parameters is shown in Fig. 18.11.

The thickness of the amplified overdense plasma layer should be of the order of
half of the pump pulse duration (~10’s µm). Such plasma layers can be generated
via illuminating of target surface through the long duration intense laser pulses; for
example ~100µmwidth plasma of density (~1022 cm−3, 100 eV) has experimentally
been obtained (see for example [30]). We will use quasi-FEL source and the pump
may be specified with intensity I0 ≈ 1017 W/cm2 (λ0 ≈ 40 nm). The parameters for
the ultra-short seed pulse (λ1 ≈ 60 nm) viz. the pulse length and energy has been
taken from above. We take τ1 ≤ 1 fs seed pulse into account to commence further
parametric configuration. The plasma density, consistentwith the resonant conditions
is found to acquire a value (ne ≤ ncr/4). The pump intensity is taken below the L-
wave breaking threshold intensity. For this case, the seed pulsemay acquire the linear
growth rate. For the initial seed pulse features consistent with parameter access ELI-
ALPS facility, one gets the number of seed pulse exponent: �0 ≈ 8. For the pump
laser and plasma parameters one gets Te ∼ 1.5 keV and corresponds to plasma wave
noise exponentiations�p is slightly higher than�0 and consistentwith the obligation
to achieve prominent amplification. The maximum intensity achieved by the seed
pulse after amplification is I1m ≈ 1019 W/cm2. Subsequently, the shortest achievable
duration of the output seed pulse is δts ≤ 0.9 fs (the pulse may be compressed to
400 as). The seed pulse evaluation leads to maximal possible amplification time
tM ≈ 160 fs, this certainly limits themaximumdurationof pumppulse (τ0 ∼ 2tM) and
hence the plasma width (l ≤ ctM ≈ 48µm). The criteria for the length of the plasma
can be expressed as l < c/νib ∼ 700µm. The sterner one between the two limits
should be preferred for plasma scaling. In this case Te � TM and Landau damping of
plasma waves during amplification can be ignored. The preliminary pump/seed laser



368 A. A. Andreev et al.

Table 18.1 Plausible parametric configuration for resonant BRA realization

Pump laser parameters

Wave length λ0 ~40 nm

Pulse length τ 0 ~10 fs

Peak intensity (I0) ~1017 W/cm2 (spot size ~10 µm)

Seed laser parameters

wave length λ1 60 nm

Pulse length τ 1 0.8 fs

Pulse energy ε1 ~10 nJ

Output results

Plasma density ne 7.8×1022 cm−3

Pulse duration (δts) 0.9 fs

Output intensity I1m 7×1018 W/cm2

Amplification factor (I1m/I1) 7×104

pulse parameters exploring the possibility of seed pulse amplification/ compression,
evaluated in this section has been summarized in [31] and listed in Table 18.1.

The seed pulse amplification has been verified via the simulations with help of
1D relativistic electromagnetic particle in cell code. In order to simulate BRA, in
the scheme we take into account of the interaction between the counter propagating
harmonics of a reference fundamental frequency (ωf). Tomimic laser and seed wave-
lengths we use ωf� 1.57 · 1016 s−1 and plasma parameters are established via the
frequency matching between plasma, pump and seed frequencies, thus the pump and
seed frequencies can be referred asω0 � 3ωf andω1 � 2ωf. In the caseω2 � ω0−ω1

this should be equal to the fundamental frequency and the resonant plasma density nc
� 7.82 × 1022 cm−3. The temporal profile of the pulse as sin2 is used. The duration
of pump and seed pulses are chosen as ~10 and 1 fs respectively. For the simulation
a0 ∼ 0.3(I0 ∼ 1017 W/cm2) and a1 ∼ 0.01(I1 ∼ 1014 W/cm2) corresponding to
pump and seed pulses, are used as the normalized laser fields. In the simulations one
can see that the peak electric field of the seed pulse is amplified by a large factor
(say two orders of magnitude) due to resonant BRA and thus the intensity of the
input seed is enhanced by four orders of magnitude. For the same set of data used
for these simulations, we have made analytical amplification estimates [27]. The
corresponding intensities of the amplified seed pulse for both the simulations and
analytical model, are shown in Fig. 18.12.

From the above it is seen that the simulation results are in order of magnitude
agreed with the calculations based on the analytical model. It is also seen that the
analytical and simulation results are converging for the high intensity pump. For
smaller amplitude seed pulses the decrease in the amplification can be attributed to
the smaller energy transfer from the pump during amplification and some stretching
of the seed pulse duration, which results in decrease of seed peak intensity. For the
optimal choice of the system parameters, seed pulse can be intensified by ~four
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Fig. 18.12 a The amplification factor (I1m/I1) of the amplified seed pulse as a function of pump
intensity (I0); the results refer to pump pulse λ0 � 40 nm, τ0 � 10 fs, seed with I1 ≈ 0.1I15,
λ1 � 60 nm, τ1 � 1 fs and the plasma density corresponds to the resonant condition λ2 � 120 nm
(∼ ne ∼ ncr/4). The black and red colormarks refer to PIC and analytical results;b the amplification
factor (I1m/I1) of the amplified seed pulse as a function of the seed duration (τ1); the results refer
to λ0 � 40 nm, I0 ≈ I18, I1 ≈ 0.1I15, λ1 � 60 nm, τ0 � 10 fs and ne ∼ ncr/4 (resonant case); the
curves refer to PIC results

orders of magnitude, but the pulse compression is not so simple and in this case one
need to operate pump at order of magnitude higher intensity. Nonetheless, based on
the present analysis, it may be concluded that the resonant BRA operating in XUV
regime may efficiently be utilized to amplify and compress the weak ultra-short
pulses to Exawatt cm−2 and sub fs time scale.
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Chapter 19
The Efficiency of Coherent Radiation
from Relativistic Shocks

Takanobu Amano, Masanori Iwamoto, Yosuke Matsumoto
and Masahiro Hoshino

Abstract We discuss a mechanism for intense electromagnetic wave emission at
an astrophysical relativistic shock in a magnetized collisionless plasma. At the mag-
netized shock, the particle reflection by a compressed magnetic field of the shock
produces a ring-like distribution in momentum, which gives rise to plasma instabili-
ties. Intense and coherent high-frequency electromagneticwaveswill be emitted if the
synchrotron maser instability (SMI) is excited, whereas non-propagating magnetic
fluctuationswill be generatedwhen theWeibel instability (WI) is the dominantmode.
The problem is of great astrophysical interest because if intense radiation is emitted,
the interaction with the upstream medium induces a large-amplitude electrostatic
field (or Wakefield), which may play a role for the acceleration of ultra-high-energy
cosmic rays. We review our recent effort to measure the efficiency of the electromag-
neticwave emission using fully self-consistent, two-dimensional (2D) particle-in-cell
(PIC) simulations for pair plasmas. We found that the emission efficiency in 2D was
systematically lower than one dimensional (1D) PIC simulation results. However,
the power remains finite even when the WI is active to generate large-amplitude
magnetic fluctuations. Astrophysical implications of the present results are briefly
discussed.
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19.1 Introduction

Powerful low-frequency electromagnetic radiations are often observed associated
with collective space and astrophysical plasma dynamics [1]. An extremely efficient
electromagnetic wave emission may result from groups of charged particles moving
in phasewith each other, just like a single particle that carries amuch larger number of
charges. In such coherent radiation, the emitted power is proportional to N 2 (where N
is the number of charged particlesmoving in phase) rather than N in incoherent radia-
tion. Therefore, the coherent radiation is much stronger than the incoherent radiation,
provided that such coherent charged particle bunches are generated and maintained
for a sufficiently long time in natural collisionless plasma environments in space.
Examples of such coherent radiation sources inferred from observations include
planetary magnetospheres (emission from auroral regions), solar corona (solar radio
bursts), pulsars (pulsed emission in radio).

Although there has been no observational identification, a relativistic shock prop-
agating in a magnetized collisionless plasma may also be a source of strong coherent
radiation. A magnetized collisionless shock involves the reflection of particles com-
ing into the shock by a sharp increase in the magnetic field at the shock front. The
reflected particles gyrate around the upstreammagnetic field and are on average accel-
erated by traveling along the direction of the upstreammotional electric field. Within
the shock transition layer where both the reflected and incoming populations coexist,
the momentum distribution of the particles should appear as a ring-like distribution
in the plane perpendicular to the local magnetic field. Such a ring-like distribution
may become unstable against several different types of plasma instabilities. In the
case of a highly relativistic shock, the synchrotron maser instability (SMI) [2] may
be excited from a relativistic ring distribution of electrons (or positrons). The insta-
bility results from the resonance between an electromagnetic wave of extraordinary
mode (X-mode) and the n-th harmonics of the cyclotron motion of the relativistic
particles. One may write the resonance condition as ω = nωce where ω is the elec-
tromagnetic wave frequency and ωce is the relativistic cyclotron frequency of an
electron. Since the frequency of an X-mode electromagnetic wave is always higher
than the cyclotron frequency, higher harmonics resonance n > 1 is needed in general
for the instability. The emission of X-mode electromagnetic waves via the SMI at
magnetized relativistic shocks was demonstrated by earlier studies using fully self-
consistent Particle-In-Cell (PIC) simulations in one dimension (1D) [3–5]. Being the
first principles approaches for numerical modeling of collisionless plasmas, the PIC
simulations require extensive computational resources and two-dimensional (2D)
and three-dimensional (3D) simulation were not possible in the old days. Mean-
while, the same unstable distribution function may excite theWeibel instability (WI)
[6] if the ambient magnetic field is sufficiently small. Since the mode is unstable for
the wave vector perpendicular to the shock normal, multidimensional simulations
are essential to reproduce this instability.

With ever-increasing computational capabilities, recent PIC simulations of col-
lisionless shocks have been performed routinely in 2D and sometimes even in 3D
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[7–9]. Some earlier multidimensional PIC simulation studies of magnetized rela-
tivistic shocks reported that the coherent precursor waves were not observed, and
suggested that the coherent radiation found in 1D may be an artifact of the reduced
dimensionality. However, one has to be careful in interpreting the results because the
numerical resolutions used in the earlier studies might not be sufficient. We expect
that the high-frequency and short-wavelength electromagnetic radiation is sensi-
tive to the choice of the mesh size and may quickly be damped at low resolutions.
Furthermore, a PIC simulation involving a relativistic bulk flow becomes unstable
against a numerical Cherenkov instability. A typical strategy is to use a digital filter-
ing technique to eliminate unphysical short-wavelength fluctuations, which would
also suppress physical electromagnetic waves even if they present. These numerical
issues have been an obstacle that makes it difficult to estimate the emission efficiency
accurately.

Concerning astrophysical applications, such intense radiation from a relativistic
shockdrewattention as itmayplay a key role for the acceleration of cosmic rays (CRs)
possibly to ultra-high energies [10–12]. The origin of CRs has been a long-standing
puzzle in astrophysics, in particular at its highest energy part or Ultra-High-Energy
Cosmic Rays (UHECRs). The first order Fermi acceleration, which remains as the
leadingmechanism for the CR acceleration, has a difficulty at relativistic magnetized
shocks because of the inefficiency of particle diffusion across the magnetic field line.
Therefore, an alternative model for the CR acceleration at a relativistic magnetized
shock is of great interest to the astrophysics community.

Consider an intense and coherent electromagnetic wave packet propagating in an
electron-proton plasma. It pushes electrons via the ponderomotive force (or a wave
pressure) in the direction of the wave propagation. The protons, on the other hand,
are left behind because of the much larger inertia. A charge separation will then
develop, which produces a large-amplitude electrostatic field called a Wakefield. It
propagates with the group velocity of the wave packet, which is very close to the
speed of light. A particle trapped in an electrostatic potential may then be accelerated
linearly by the propagating wave packet [13]. This mechanism, called the Wakefield
acceleration, has been known as an efficient particle acceleration mechanism in the
context of the laser-plasma interaction but may provide a means to accelerate CRs
if indeed a relativistic shock emits intense electromagnetic radiation.

The relatively new scheme for the CR acceleration has a number of advantages
over the standard first-order Fermi acceleration. Nevertheless, the model is not yet
sophisticated enough especially because we do not know the intensity of radiation
emitted from a relativistic shock.

In this paper, we present our recent 2D simulation results that accurately quantified
the coherent wave emission efficiency at relativistic magnetized shocks in electron-
positron (pair) plasmas. In particular,we investigated the dependence on the upstream
magnetization parameter defined as the ratio between the Poynting flux to the particle
kinetic energy flux. The results suggest that the emission efficiency in general is lower
than in 1D, but nevertheless always remains finite for a parameter range we have
investigated. Astrophysical implications of the obtained results are briefly discussed.
More detailed discussion may be found in our recent publications [14, 15].
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19.2 Simulations

19.2.1 Method and Setup

The PIC scheme is the standard numerical method for studying collisionless plasma
dynamics in a fully self-consistentmanner. It dealswith themotions of super-particles
in continuous phase space. The electromagnetic field is defined on a mesh and typ-
ically advanced in time using a finite difference scheme. The charge and current
densities at the mesh points are calculated by taking velocity moments of the parti-
cle distribution function and used for updating the electromagnetic field by solving
Maxwell’s equations. The Lorentz forces acting onto the particles may be obtained
by interpolating the electromagnetic fields defined at neighboring cells.

We used a 2D PIC simulation code [16, 17] that employs a magic CFL (Courant-
Friedrichs-Lewy) number tominimize the effect of a numericalCherenkov instability.
The performance of the code concerning the suppression of the numerical instability
was investigated in detail by [17]. In this study, we only present 2D simulation
results with a fixed numerical resolution, but the resolution dependence was checked
by performing a separate numerical convergence study in a 1D simulation box [14].

We used an injection method to generate a shock wave in the simulation box.
Namely, particles with both positive and negative charges are injected from one side
of the box with a relativistic bulk velocity. The injected particles are reflected at
the other side of the box. The reflected and incoming particles interact with each
other, which results in the particle heating and deceleration of the incoming bulk
flow. Because of the symmetry, the plasma bulk flow becomes zero as a result of this
heating. When an injection speed is supersonic, a shock wave forms in between the
freshly injected (the upstream) plasma and the heated plasma (the downstream). The
shock then propagates toward the incoming plasma to satisfy the Rankine-Hugoniot
relationships. The simulation frame thus corresponds to the downstream rest frame.

We take the x direction to be parallel to the shock normal and place the injec-
tion and reflection boundaries at the upper and lower bounds in x , respectively. We
performed the simulations in the x–y plane and assumed that everything is initially
homogeneous in the y direction. Accordingly, the boundary condition is periodic in
the y direction.

In this study,we only consider amagnetized perpendicular shock,which is defined
as a shock with the upstream ambient magnetic field perpendicular to the shock nor-
mal (or parallel to the shock surface). We may thus arbitrarily choose the ambient
magnetic field in the y–z plane. Because of the 2D simulation box, the shock dynam-
ics, in general, is dependent on the choice of the upstream magnetic field direction
even if all the other parameters are fixed. More specifically, if the magnetic field is
in the z direction or the out-of-plane configuration, the particle gyromotion is con-
tained in the simulation plane, while the motion parallel to the magnetic field line
is not appropriately taken into account. On the other hand, if it is taken to be in
the y direction or the in-plane configuration, the situation becomes opposite. It is
difficult to predict the differences (if any) in between the two cases without actually
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performing the simulations. Therefore, we performed simulations both with the in-
plane and out-of-plane configurations. In this way, we investigated possible artifacts
of the 2D assumption and tried to infer the fully 3D situation as much as possible.

Our primary motivation in this study is to obtain a quantitative estimate of the
efficiency of electromagnetic radiation and also understand the physic behind. Specif-
ically, we investigated the emission efficiency at a relativistic shock in an electron-
positron plasma to reduce the computational cost. We note that this choice makes
it impossible to investigate the efficiency of the Wakefield acceleration itself as it
requires a finite inertia difference between positive and negative charges. Never-
theless, high-frequency electromagnetic radiation is produced only by leptons. We
thus think that the emission efficiency measured in this study will be a reasonable
estimate even for an electron-proton plasma. This conjecture should be checked by
performing simulations for an electron-proton plasma in the future.

We used a fixed injection Lorentz factor of γ1 = 40 in all the simulations pre-
sented in this paper. The emission efficiency was then measured as a function of the
magnetization parameter:

σe = B2
1

4πγ1N1mec2
=

(
ωce

ωpe

)2

for both the in-palne and out-of-plane configurations independently. The dependence
on σe is important for astrophysical applications because it is common to use the
magnetization parameter to characterize the properties of relativistic jets. Note that
ωpe = √

4πN1e2/γ1me, ωce = eB1/γ1mec are the electron plasma and cyclotron
frequencies; B1 and N1 are the ambient magnetic field strength and number density
in the far upstream region. The notations for the other quantities are standard. Note
that we use the CGS units throughout in this paper.

A cell size of Δx/c/ωpe = 1/40, the number of particle per cell in the upstream
of N1Δx2 = 64 were used with the number of cells of (Nx , Ny) = (20, 000, 1680)
for the x and y directions, respectively.

19.2.2 Shock Structures

We first discuss the simulation results obtained with the out-of-plane magnetic field
configuration. The overall shock structure for σe = 3 × 10−1 is shown in Fig. 19.1.
The upstream plasma on the right-hand side traveling toward the left is compressed
at a well-developed shock at x/c/ωpe � 290, which may be identified by a sharp
density increase. One observes large-amplitude (δB/B0 ∼ 1), and short-wavelength
magnetic fluctuations in the upstream region of the shock. We confirmed that these
are the precursor electromagnetic waves, which were generated at the shock and
propagating toward the upstream with a group velocity greater than the shock speed.
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Fig. 19.1 Shock structure for σe = 3 × 10−1 with the out-of-plane configuration at ωpet = 500
(after [14]). From top to bottom, the electron density, y-averaged electron density, magnetic field
Bz , slice of magnetic field along x , y-averaged electric field Ex , phase space plots in the ux–x and
uy–x space for electrons, respectively

Another finding in this simulation is the clear filamentary structures in density in
the precursor region.We note that the filaments are generated well ahead of the shock
transition region, and thus not a result of the WI (which is not active at this moderate
magnetization). Therefore, the formation of the filaments should be attributed to a
nonlinear interaction between the intense electromagnetic waves and the upstream
plasma. Although we have not yet fully understood the formation mechanism, a
nonlinear wave-wave coupling (or a parametric instability) of the large-amplitude
precursors is likely to be the cause. The formation of the density filaments thus
indicates that the emitted electromagnetic waves are strong and coherent.
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Fig. 19.2 Shock structure for σe = 3 × 10−3 with the out-of-plane configuration at ωpet = 500
(after [14]). The format is the same as Fig. 19.1

Note that one may identify the heating of the incoming plasma already in the
deep precursor x/c/ωpe ∼ 300–350. The emission efficiency at the shock should
then be modified because it is the pre-heated plasma that enters into the shock and
excites the instability. We confirmed that the shock structure and the precursor wave
amplitude become almost stationary at this stage. In the following, we measured the
wave power well after such a quasi-steady state has been established. Therefore, the
nonlinear feedback effect of the wave emission to the shock itself has already been
taken into account.

In Fig. 19.2, the simulation results obtained with σe = 3 × 10−3, again with the
out-of-plane configuration, is shown with the same format. Again, we observed the
large-amplitude precursorwaves anddensityfilaments. In addition, the lower ambient
magnetic field strength (or low σe) activates the WI in the shock transition region
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x/c/ωpe ∼ 250. Note that the amplitude ofWeibel-generated magnetic field is much
larger than the upstreammagnetic field, but the color for the Bz-panel saturates in the
shock transition region because we chose a color scale that emphasizes the precursor
wave emission. It is known that the WI generates filamentary structures both in
density and magnetic field. However, the density filaments are generated already
in the far upstream region where the reflected particles (with positive ux ) were not
seen. This indicates that the filamentary structure in the precursor is generated by the
nonlinear interaction between the precursor waves and the incoming plasma rather
than the WI, as in the case of the moderate magnetization σe = 3 × 10−1. In other
words, the simulation result demonstrates the emission of intense electromagnetic
waves from the shock that is largely dominated by the Weibel-generated turbulent
magnetic field.

We now present the results for the in-plane magnetic field configuration. Shown
in Fig. 19.3 is the result obtained with the same σe = 3 × 10−3, but with the in-
plane configuration. We again observed the clear precursor wave emission and the
filamentary structures in density. Since the same magnetization σe was used, it is
natural that the WI is prominent in the shock transition region.

We note that the precursor electromagnetic waves were found both in y and z
components of the magnetic field. This is surprising because the linear theory of
the SMI predicts that the wave magnetic field should be polarized in the direction
of the ambient magnetic field (waves on the X-mode dispersion brunch). Indeed,
the waves were polarized only in the z direction for the out-of-plane configuration.
Similarly, one would naturally expect the polarization is in the y direction in the in-
plane configuration. The waves polarized in the z direction are therefore unexpected.
As we discuss later, we think that the waves of unexpected polarization were emitted
associated with the Weibel-generated large-amplitude magnetic fluctuations in the
shock transition region.

19.2.3 Emission Efficiency

Figure19.4 displays the compilation of our simulation results. The precursor wave
power normalized to the upstream flow kinetic energy ε = δB2/8πγ1N1mec2 is
shown as a function of magnetization σe. Since the upstream flow kinetic energy
provides the free energy for the SMI and the resulting electromagneticwave emission,
one may interpret ε as the energy conversion efficiency. Note that we included both
y and z components of the magnetic field fluctuations in the estimate of the wave
power.

Atmoderatemagnetizationσe ∼ 10−1, the energy conversion efficiency is approx-
imately a few% both for the in-plane and out-of-plane configurations. The efficiency
was lower than the corresponding 1D results by about one order of magnitude. This
reduction may be due to the feedback effect of the emission. The upstream plasma
is pre-heated already far ahead of the shock, which induces the filaments in density.
The pre-heating will reduce the growth rate, especially at high wavenumbers. Also,
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Fig. 19.3 Shock structure for σe = 3 × 10−3 with the in-plane configuration at ωpet = 500 (after
[15]). From top to bottom, the electron density, y-averaged electron density, Bx , 1D slice of Bx
along x , By , 1D slice of By along x , Bz , 1D slice of Bz along x , phase space plots in the ux–x ,
uy–x , and uz–x space for electrons, respectively

the filaments eventually interact with the shock and generate the inhomogeneity in
the transverse direction at the shock. The inhomogeneity will reduce the coherence
of the ring-like distribution and also the growth rate. Despite the reduction in the
emission efficiency, the emitted power in 2D has yet remained strong enough to
drive relativistic transverse motions of electrons [14, 15].
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Fig. 19.4 Emission efficiency ε = δB2/8πγ1N1mec2 as a function σe. The black, blue, and red
lines denote 1D, 2D with the out-of-plane, and 2D with the in-plane configurations, respectively

At small magnetization σe � 10−2, the efficiency for the out-of-plane configura-
tion starts to decline rapidly with decreasing the magnetization σe. This reduction
may be attributed to the presence of theWI, whichwill strongly deteriorate the coher-
ence of the ring-like distribution because of large-amplitudefluctuations δB/B1 � 1.
Nevertheless, it is important to point out that the WI does not entirely kill the pre-
cursor wave emission. The simulation results suggest that both instabilities coexist
at least to some extent.

The reduction of the efficiency was less pronounced in the in-plane than in the
out-of-plane configurations. This difference is partly due to the waves of unexpected
polarization (or δBz). Indeed, the contribution of this component was larger in the
small magnetization regime where the WI dominates the shock transition region.
This result suggests that the WI does not necessarily prohibit the precursor wave
emission, but may, in principle, enhance the efficiency. Another possible reason is
that the unperturbed gyromotion of the particles, which occurs in the x–z plane,
is less affected by the turbulence in the this geometry. Nevertheless, as decreasing
the magnetization, the large-amplitude turbulent magnetic field δBz/B1 � 1 in the
shock transition region will make this effect relatively unimportant.

The discrepancy at low σe found in between the two magnetic field configurations
clearly indicates that fully 3D simulations are needed for a more quantitative and
accurate estimate. Nevertheless, the emission efficiency is maintained at a relatively
high level in both cases. Therefore, we believe that the emission of intense precursor
waves is indeed an intrinsic nature of a magnetized relativistic shock.
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19.3 Summary and Discussion

We have performed 2D PIC simulations of magnetized relativistic shocks in pair
plasmas. The results have demonstrated that the emission of intense electromagnetic
radiation reported previously with 1D PIC simulations is not an artifact of the low
dimensionality. At least, shocks with magnetization σe � 10−4 emit strong electro-
magnetic precursor waves.

The critical parameter for the Wakefield acceleration model is the so-called
strength parameter defined as a = eE/mecω, where E is the wave electric field:
an efficient particle acceleration has been observed in 2D PIC simulations with a
simplified setup when the injected electromagnetic wave pulse satisfies a > 1. By
assuming the scaling law a ∝ γ1

√
ε, Iwamoto et al. [15] estimated a condition for

γ1 and σe that needs to be satisfied for the emitted wave to be strong enough a > 1.
The conclusion was that the Wakefield acceleration at a highly relativistic shock
favorably with a moderate magnetization remains as a possible mechanism for the
acceleration of UHECRs. In this scenario, highly relativistic jets from gamma-ray
bursts are the most plausible sites of the production of UHECRs.

Since both the SMI andWI grow from the same free energy source, we anticipated
that the precursor wave emission would cease if the growth rate of the WI dominates
over the SMI. The simulation results have clearly shown that this is not the case.
The reason for this may be understood by the small-scale nature of the turbulence
generated by the WI. The Lorentz force of the random turbulent magnetic field δB
as seen from a relativistic particle is proportional to δBλ/c where λ is the coherence
length of the turbulence. The factor λ/c indicates the transit time of a particle going
through the coherence length. On the other hand, the average Lorenz force due
to the ambient magnetic field B0 is proportional to B0/ωce. It is possible to show
that the average Lorenz force is always greater than the random one for the Weibel-
generated turbulencewith the coherence length on the order of the electron skin depth
λ ∼ c/ωpe. Therefore, on average, a particle in the turbulence performs a complete
gyromotion. We note that the growth rate of the SMI is on the order of the cyclotron
frequency. Therefore, the coherent charge-particle bunches can develop during this
gyromotion and eventually strong electromagnetic waves are emitted.

However, the presence of the WI is obviously not completely negligible. The
turbulence gives random kicks in the coherent gyromotion of the particles, which
gives rise to an effective temperature to the ring-like distribution in momentum. A
finite temperature, in general, reduces the growth rate of the SMI in particular at short
wavelengths or high harmonic numbers n. On the other hand, for the wave-particle
resonance to occur with the brunch of high-frequency electromagnetic waves (so that
the wave can escape upstream), the wave frequency should be larger than the plasma
frequency ω = nωce � ωpe (or the cut-off frequency in a strict sense). This leads to
the condition n � σ

−1/2
e required for the harmonic numbers. As the magnetization

σe decreases, the heating by the WI will become more and more prominent, and
the growth rates at high n numbers will decrease. At the same time, the required
harmonic numbers n will become larger and larger. We thus expect that there will be
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a critical threshold in σe, below which the precursor wave emission will diminish. A
much larger computational resource is needed to prove this conjecture.

It is important tomention that once a charged-particle bunch is generated, themag-
netic field amplified by theWI may help to enhance the emission simply because the
radiated power is proportional to themagnetic field energy density in the synchrotron
theory. Our interpretation for the higher emission efficiency of the unexpected com-
ponent (δBz) in the in-plane configuration is that the polarization is locally ofX-mode
type with the perturbedmagnetic field oscillates in the direction of the local magnetic
field vector. Because of the large-amplitude turbulence in the shock transition region,
the magnetic field may be locally in the z direction. If a pre-existing charged bunch
travels through a region of large Bz , a large-amplitude wave with the unexpected
polarization may be emitted. The actual power of coherent radiation in the Weibel-
dominated regime should be determined by the competition between the efficiency
of charged-bunch generation and the magnetic field amplification. The answer to the
question can only be given by conducting direct 3D simulations.

In this study, we employed an electron-positron plasma to estimate the emission
efficiency. As we mentioned earlier, this makes sense because the emission will be
generated only by electrons even at a relativistic electron-proton plasma shock. How-
ever, this implicitly assumes that the energy transfer between the two constituents
does not occur. If the electrons are able to absorb energy from the protons, the effi-
ciency should be rescaled by the effective kinetic energy available for the electrons.
This would make the system more complex and therefore interesting. Simulation
results for an electron-proton shock will be reported elsewhere in the future.
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Chapter 20
Laser-Induced Deposition of Metal
and Hybrid Metal-Carbon
Nanostructures

Alina Manshina

Abstract This chapter considers the problem of laser-matter interaction in the sense
of laser-initiated chemical processes and subsequent formation of solid nanostruc-
tured materials. The main attention is focused to the effects originated as a result of
laser impact onto heterogenic systems such as ‘solid-liquid’ interfaces, and in par-
ticular for the case when the chemical activity of the heterogenic system as a whole
is mainly determined by the laser-induced effects in liquid phase. That is why all
the issues connected to the laser ablation phenomena are out of the chapter scope.
Heterogenic systems (substrate-solution interfaces) are extremely curious targets for
the laser irradiation because of a much wider diversity of chemical processes as
compared with homogeneous systems (solutions or solids). Another peculiarity of
the selected system is the possibility of the chemical activity tuning by selecting
either photochemical or thermochemical mode of laser exposure. This laser-induced
approach proved to be efficient for one-step formation of the metal and hybrid metal-
carbon nanostructures on the surface of the various kinds of substrates. The pecu-
liarities of the laser-induced processes for the case of different solutions (electrolyte
solutions or solutions of organometallic complexes) and different regimes of laser
irradiation (thermal or photo-induced) are considered; as well as the possibility of
the directed control of the composition of the deposited nanostructures is presented.
It is important to note that the essential advantage of the laser-induced processes
under discussion is the spatial control of the deposited structures that are formed
in the laser-affected area of the substrate. The last circumstance together with well
controlled composition and morphology ensure diverse functional properties of the
laser-deposited nanostructures.

20.1 Introduction

Successful development of inorganic and organic chemistry methods has disclosed
for the modern science such novel objects as nanostructures and nanomaterials that
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exhibit unique and well-controllable physical/chemical and functional characteris-
tics. A no less important result has been the revealing of fundamental chemical
regularities, mechanisms, kinetics and thermodynamics of processes enabling con-
trollable synthesis of nanoscale or nanostructured solid-state compounds. At present,
nanostructures and nanomaterials form a vast class of objects systematized with
respect to various characteristics: chemical composition, morphology, dimensional-
ity, structure, etc. Analysis of the modern science development trends in the field of
synthetic approaches to obtaining such objects and their application areas demon-
strates an interest to optimize and simplify techniques for their fabrication, on the one
hand, and to create multifunctional nanomaterials more complicated in composition,
morphology and structure, on the other hand [15, 26, 28]. Especial attention is given
to obtaining and studying metallic (including bi- and multi-metallic) nanostructures
possessing the plasmon properties, carbon nanomaterials of various dimensionali-
ties (zero-dimension 0D, one-dimensional 1D, and also 2D and 3D structures), and
multiphase (hybrid) nanomaterials.

The interest tomultimetallic nanostructures is first of all caused by their absolutely
novel properties arising due to spatial confinement and increase in the ratio between
the numbers of surface and bulk atoms which takes place in going to the nanoscale
state; moreover, if two or more metals are combined in one and the same structure,
there arises an additional possibility to precisely control the electron subsystem (and,
hence, the entire set of physical/chemical and functional characteristics) by selecting
the types of combined metals, their ratio, and morphology of the system as a whole.

The materials obtained by combining two or more phases are regarded as hybrid
nanomaterials; at that the component sizes and total sizes of the hybrid structures
remain within the nanoscale range. The hybrid nanomaterials possess a wide spec-
trum of important properties that may be gained by controllably varying such param-
eters as their composition, structure and morphology. In addition, combining of dif-
ferent components in the same structure and their mutual influence enables obtaining
materials that exhibit not only additive properties of the components but also new
ones caused by synergetic effects. Since the possibility of fabricating graphene and
other synthetic allotropic modifications of carbon has been demonstrated, an interest
has drastically risen to carbon nanostructures and hybrid materials based on them,
e.g., metallocarboedrensM[8]C[12], pipodesM@C@HT, graphene and carbon nan-
otubes with metal nanoparticles, metal/carbon nanoparticles of the core/shell struc-
ture, etc. [1, 2, 5, 31, 35]. The conventional procedure for synthesizing such mul-
ticomponent materials complicated both in structure and morphology is typically
based on multistage processes needing either preliminary obtaining of the composite
nanocomponents and development of a technique for their subsequent integration,
or stage-by-stage synthesis in which the necessary components are being succes-
sively formed on the initial matrix surface [14, 16, 32, 33]. As a rule, such multistage
approaches enable obtaining of nanostructures of only one type, while the synthesis
techniques themselves are rather time- and labor-consuming. Development of novel
approaches to synthesizing hybrid substances of complicated composition, structure
and morphology with preset characteristics might provide not only obtaining the
target product for practical purposes but also a progress in fundamental understand-
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ing of new chemical processes. One of promising approaches suggesting diverse
methods for initiating chemical reactions and, hence, the possibility of controlling
the nanoscale structures fabrication, is the use of laser radiation for thermochemical,
photochemical or spectral-selective excitation of chemical systems.

Studies in this area become at present more and more topical because of unique
properties of structures and materials obtainable in this way and also of the opportu-
nities ensured by directed modification of their properties due to varying in a wide
range the parameters of both the laser radiation and irradiated medium. Let us note
that one of themost important factors taken into account in assessing the perspectives
of solving the up-to-date problems based on the laser-induced chemical processes
considered in this paper is the controllability of characteristics of the synthesized
solid substances and materials.

Thus, all the above emphasizes the urgency of developing new techniques for
synthesizing nanomaterials of complicated composition and morphology.

20.2 Laser-Induced Metal Deposition from Electrolyte
Solutions

The necessity of solving technological problems of creating various-purpose metal
coatings on fashioned surfaces has predetermined successful development of the tech-
nique of liquid-phase chemical deposition of metals. Reactions of themetal chemical
deposition are oxidation and reduction resulting in metal formation. Potential abil-
ity to chemical reduction is characteristic of a large number of metals. However,
thermodynamically possible reactions may be kinetically deferred so that their rates
diminish to zero. As it appeared later, laser radiation is able to eliminate kinetical
troubles, especially at the initial stages of the process. One more factor that has
caused the interest to laser-induced liquid-phase metal deposition is the possibility
of localizing the chemical deposition process and creating metal coatings just in the
area exposed to the laser irradiation.

Development of this approach resulted in successful experiments for localized
laser-induced deposition of various metals onto substrates from electrolyte solutions
[8, 10, 13, 34]. This technique was entitled as “laser-induced liquid-phase metal
deposition” (LCLD). Later general regularities were revealed which determine com-
positions of the solutions to be used for laser-inducedmetal deposition. Compositions
of solutions used for laser-induced deposition are generally similar to those for tradi-
tional chemical metallization; however, differ from the latter in concentrations. Their
mandatory components are themetal source (organic or inorganicmetal component),
chelating additive, pH-stabilizer (buffer), acid/alkali and reducing agent dissolved
in distilled water or organic solvent. For example the traditional composition of
the electrolyte solution is [23]: 0.1M CuSO4, 0.2M KNa-tartarate (Rochelle salt)
(KNaC4H4O6×4H2O), 0.125M NaOH, and 6M HCOH (formaldehyde).
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The reaction is believed to run spontaneously if the difference between the redox
potentials is sufficiently large. However, in depositing local metal layers with a laser,
it is desirable to use reducing and oxidizing agents with a small potential difference
since large potential differences frequently cause fast, sometimes almost instant,
formation of the reduction product in the entire liquid phase bulk. To prevent fast
reactions, ligands or chelates should be added to the solutions. They form sufficiently
strong complexes with ions of the metal under reduction and decrease the potential
difference due to shifting the redox-potential of the “metal ion/metal” pair towards
negative values. The ligands play also another role: they prevent formation of metal
hydroxides in the alkaline medium, which enlarges the area of metal deposition lim-
ited by the electrode potential and acid-base properties of the solution. Moreover,
this made it thermodynamically possible to use as reducing agents substances whose
potential is shifted towards positive values. The method of liquid-phase laser depo-
sition may be used to locally deposit different metals like Ni, Co, Fe, Cu, Ag, Au,
Pd, Rh, Ru, St, Sn, Pb, In, etc.

Prior to starting the laser-induced deposition, the electrolyte solution shall be
brought into contact with the substrate. After that, the laser beam shall be focused
on the interface through the liquid layer or the substrate (see Fig. 20.1).

The radiation absorption increases the liquid-substrate interface temperature,
which gives rise to various non-equilibrium states in the heated area. They, in their
turn, initiate a number of extra processes:

• migration of reagents from the liquid phase bulk into the laser-irradiated area due
to the liquid concentration and temperature gradients;

• changes in the substrate properties in the heated area;
• reactions (reagent decomposition, reduction or oxidation) at the substrate/liquid
interface;

• deposition of the solution components and removal of the reaction products from
the irradiated area.

In the process of the laser-induced liquid-phase metal deposition, the laser radi-
ation may be regarded as a heat source (radiation absorption with subsequent trans-
formation into thermal energy) and/or as a photon source (release of electrons, free
radicals and the like for reducing metal ions). Typically, the thermal (or pyrolytic)
reaction needs low photon energy (hν < 2 eV), while realization of the photochemical

Fig. 20.1 The laser-induced deposition scheme for nontransparent (a) and transparent (b) for laser
radiation substrate
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(or photolythic) process requires higher energies (2–5 eV). Therewith, the increase
in the laser power leads to the increase in the rate of the substrate metallization in
both reaction modes. However, while increasing the injected energy one should keep
in mind possible variations in the rates of other reactions and arising of extra effects
(changes in the particle diffusion rate in the solution and on the substrate surface,
formation of bubbles, liquid convection, melting, surface solidification or ablation,
etc.).

Note that, regardless of a considerable progress achieved in the field of laser-
induced liquid-phase metal deposition, namely, demonstration of the possibility of
depositing various metals on various substrates (including dielectrics, semiconduc-
tors and polymers), physical and chemical characteristics of the deposited metallic
structures still remain lower than those ofmetallic structures fabricated by alternative
methods (e.g., optical lithography). Here we mean first of all the morphology and
electrical resistance of the metallic structures, i.e., characteristics determining the
LCLD process functional characteristics and possibility of its practical utilization in
fabricating, for instance, microchips and electrical contacts. Figure 20.2a presents
the image of a copper structure deposited on the surface of a polyamide substrate
under the argon laser irradiation.

To obtain a continuous current-conducting structure, deposition was performed in
the mode of multiple scanning (namely, a mode with a larger number of scans) [13].
As it is shown in the picture, the deposited structure is characterized by an extremely
nonuniform morphology.

Studying of the dependence of the deposited structure resistance on the rate of
laser-beam scanning in a wide power range (50–130 mW) showed that the deposited
structure resistance is always extremely high and varies from 200 to 2000 � for
copper structures 1 mm long (Fig. 20.2b). The estimate of the specific resistance of
deposited copper structures appeared to be about 102 � mm2/m which is higher than
that of bulk copper by 4 orders of magnitude (0.0175 � mm2/m). The main reason
for such a high specific resistance of the deposited structures is probably formation

Fig. 20.2 a SEM-image of a copper structure deposited by using the argon laser radiation on the
polyamide substrate surface in the multiple scanning mode (number of scans: 8); b resistance of
copper structures deposited by 8 scans versus the scanning rate in the range of the laser radiation
power (50–130 mW)
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of a surface oxide and, more important, extremely nonuniformmorphology and high
granularity of the deposit. Note that laser radiation of high power (130 mW) and low
scanning rate produces structures with the lowest resistance (about 200�). The laser-
induced deposition at high powers and low scanning rates results in local melting
and more uniform morphology of the deposited metal.

A similar effect of forming structures characterized by high electrical resistance
and nonuniform morphology is observed also in the case of palladium laser-induced
deposition [9, 11, 12]. Using the multiple-scanning mode at a lower scanning rate
and higher laser radiation power it is possible to decrease the electrical resistance
of deposited Pd structures by 1 or 2 orders of magnitude. However, side effects
associated with the substrate destruction significantly reduce the deposited metal
adhesion.

So, the most serious drawback is the above-mentioned high nonuniformity of
the deposited metal structure leading to high specific resistance of the structures
fabricated (10–100 times higher than the bulk metal specific resistance). In addition,
the up-to-date technique for creating continuous conducting structures needs the
multiple scanning mode (up to 25 sequential scans) which is technologically low-
efficient.

However, the morphology and properties of the resulting metal deposits are found
to be considerably dependent on the applied parameters (the laser power, the scan
velocity, the number of scans) [22–24]. It has been demonstrated that the temperature
of the electrolyte solution greatly influences the deposition process. Namely, by
increasing the temperature of the solution one can reduce the threshold laser power
required to initiate the metal deposition, and, as a result to decrease the negative
effect of laser heating [24].

The deposition process was also found to be significantly affected by a salt pre-
cursor (CuSO4- and CuCl2-based electrolyte solutions) as shown in [21]. Figure 20.3
shows morphology of the structures deposited from the CuSO4- and CuCl2-based
electrolyte solutions at different laser power (continuous wave (CW) argon laser was
used as a source). It can be easily seen that the morphology of the deposits depends
strongly on the laser power, and on the salt precursor.

On comparing the samples obtained at 100 and 150mWone can conclude that the
higher laser power leads to the growth of the deposit dimensions for both solutions.
It is significant that the samples deposited from the CuCl2-based solution are char-
acterized by a more uniform and compact structure in comparison with the deposits
from the CuSO4-based solution. At the laser power above 400 mW the destructive
effect of the laser radiation was seen for both kinds of the solutions.

To reveal the effect of the copper salt precursor on the conductive properties of the
deposits, the resistances (R) of the structures obtained from the CuSO4- and CuCl2-
based solutions at the same temperature 55 °C, have been compared (Fig. 20.4). The
comparison has shown that the copper structures precipitated from the CuCl2-based
electrolyte solution have a resistance which is 4–5 times lower than the resistance of
the structures deposited from the CuSO4-based solution [21].
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Fig. 20.3 SEM photos of the structures deposited from the CuSO4- and CuCl2-based electrolyte
solutions at the temperature of 308 K, and at different laser powers

Fig. 20.4 The dependence of the resistance (R) on the laser power for the structures deposited from
the CuSO4- and CuCl2-based electrolyte solution at the same solution temperature

20.3 Laser-Induced Deposition of Hetero-Metallic
Structures from Liquid Phase

The intensive experiments in the LCLD also revealed possibility of the laser-induced
precipitation of the heterometallic structures from the liquid solution. The metal
pair copper (Cu) and chromium (Cr) was chosen for the co-deposition with the
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LCLD process. The technique of the laser-induced Cu deposition is rather well
developed; furthermore, it is known that there is good interaction between Cu and Cr
in the case of the chemical chromium plating of copper and copper-based alloys. The
chemical composition of the electrolyte was the following (content of the chemical
components in 500 ml of distilled water): 0.260 g CuSO4, 1.320 g KNa tartrate
(Rochelle salt) (KNaC4H4O6 · 4H2O), 0.386 g NaOH, 2.2 g HCOH (formaldehyde)
and 2.5 g CH3OH (methanol). All the used chemicals were of the analytical grade
purity. The electrolyte solution for the deposition of the heterometallic phase was
prepared by adding of 0.260 g K2Cr2O7 (potassium dichromate) into the original
composition. Hereinafter the solutions without and with K2Cr2O7 will be called
original and modified, respectively. The CW argon laser generated in the multiwave
regime (454.6, 457.9, 465.8, 476.5, 488.0, 496.5, 501.7, 514.5 nm) was used for the
metal precipitation by the LCLD method. The laser power was equal to 300 mW.
Figure 20.5a, b shows the SEMphotos of the structures precipitated from the original
and modified solutions at the same deposition conditions [20]. EDX analysis of the
precipitated structures has shown that in the case of the original solution the deposits
consist of the copper (Fig. 20.5a). The small intensity broadband peak illustrates
the presence of the trace amounts of the impurities in the deposit. In the case of the
structures deposited from the modified electrolyte solution along with the copper the
chromium was found (Fig. 20.5b). The intensity of the chromium peaks, which are
two times higher than the copper peaks, testifies to the high chromium content in the
resulted deposits.

In such a way the optimization of the chemical composition of the electrolyte
solution and the deposition parameters (laser power, scan velocity, number of laser
scans) as well as search and investigation of other metal pairs for LCLD will open a
way of controllable heterometallic phase deposition. The LCLD method of hetero-
metallic structures formation is expected to be promising for modern technology
oriented on the production of the metal elements on the materials’ surfaces.

Based on the presented results of experimental and theoretical investigations, a
conclusion may be made that all the liquid phase parameters and deposition con-
ditions considered in this study extremely unambiguously affect the properties of
metallic structures formed under the laser irradiation. Note that there are no uni-
fied metal-deposition modes equally optimal in all the cases. In depositing metals
by the LCLD technique under different experimental conditions (chemical compo-
sition and concentration characteristics of the electrolyte solution, laser irradiation
parameters), it is necessary to analyze the negative and positive aspects of any given
mode or parameter and optimize the deposition conditions taking into account certain
requirements for the desired result.
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Fig. 20.5 The SEMphotos of the structures precipitated from the original andmodified solutions at
the same deposition conditions: a the structure deposited from the original solution, b the structure
deposited from the modified solution. EDX analysis of the structures deposited from the original
(a) and modified (b) solutions

20.4 Laser-Induced Deposition of Hybrid Metal-Carbon
Nanostructures from Solutions of Organometallic
Complexes

20.4.1 Thermally-Induced Deposition from Solutions
of Organometallic Complexes

As it was demonstrated in the previous paragraph, the technology of the homoge-
neous heterometallic phase deposition can be based on the laser-induced reduction
of metal ions independently existing in liquid phase. However, in this case the reduc-
tion processes of individual ions may result in the formation of separated phases of
individual metals or may provide the heterometallic phase of uncontrolled chemical
composition in terms of metal elements ratio. A promising alternative approach is
the use of the solutions based on the heterometallic precursors with the given ratio
of the different metals. The precursors of this sort may ensure the required chemical
composition and homogeneity of the deposited heterometallic phase. In this respect
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Fig. 20.6 a Schematic structure of supramolecular Au–Cu complexes
[Au3(Ph2PC6H4PPh2)3(Au(C2Ph)2)3Cu2](PF6)2 b SEM photo of the structure deposited from the
dimethylformamide solution of at laser power 300 mW and scan velocity 0.01 mm/s. EDX analysis
of the structure deposited from the dimethylformamide solution of supramolecular complex

the heterometallic transition metal polynuclear complexes containing cluster core
with the ions or the neutral metal atoms bound by the direct metal–metal bond-
ing are of particular interest. The synthesis and the chemistry of these compounds
are studied rather well and described in a few fundamental reviews and books [6,
29]. These studies resulted in the synthesis and characterization of a new class of the
supramolecular heterometallic complexes, which demonstrated unprecedented struc-
tural patterns and variety of laser-induced phenomena. The main structural element
of these compounds consists of the central bimetallic cluster core, stabilized by the
alkynyl ligands, and the external gold(I)-phosphine belt anchored to the central part
by the Au–Au bonds [18]. An example of such sort supramolecular complex with
Au–Cu core is presented in Fig. 20.6a. The bimetallic cluster of this supramolecular
complex is formed by six Au and two Cu atoms connected by direct metal-metal
bonds.

Using of the supramolecular complexes as a precursor allows simplifying the com-
position of the liquid phase for the LCLD, and preparing solutions of organometallic
complexes in appropriate solvent [18]. The morphology of the structures deposited
from solution of the complex (Fig. 20.6a) is rather uniform and can be characterized
as the close packed homogeneously distributed nanoparticles (Fig. 20.6b) with the
average dimension 20–30 nm. The deposition process was realized with the CW
argon laser in a wide range of laser power (5–500 mW) that provides localized heat-
ing of the laser-affected area. It is worth noting that the variation of the deposition
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parameters (laser power, scan velocity, number of laser scans) does not lead to the
essential variation of the morphology.

The energy dispersive X-ray (EDX) analysis showed that the deposits consist of
both Au and Cu, the signals of which are clearly marked in Fig. 20.6c. The spectrum
also displays the signals of the substrate material (soda-lime glass) together with
the low intensity broadband peaks corresponding to the trace amounts of impurities
originated from the substrate.

The mechanism of the heterometallic phase formation in this case most probably
consists in the laser-initiated thermal decomposition (pyrolysis) of the supramolec-
ular complex adsorbed at the laser-induced active sites on the surface followed by
the reduction of the bimetallic core by alkynyl anionic ligands that resulted in local
precipitation of homogeneous heterometallic macro-pattern.

20.4.2 Photo-Induced Deposition from Solutions
of Organometallic Complexes

Another important feature of the laser-induced precipitation from the solutions of
organometallic precursors is possibility of the deposition process under the low inten-
sity laser radiation that favorably differs from the electrolyte solutions deposition at
high laser intensities. The photochemical instability of the supramolecular com-
plex allows for its decomposition under mild illumination conditions thus avoiding
side effects of thermal phenomena (delocalization of the deposition process, ther-
mal decomposition of the deposits, etc.). It was found that the LCLD process can
be realized also at He–Cd laser irradiation (continuous wave, λ � 325 nm, P �
0.1 W/cm2). The choice of He-Cd laser was determined by the spectral position of
an intense absorption band of the used supramolecular complexes [19].

We found that such approach favors formation of hybrid nanostructures with
precise composition,while the characteristics of laser irradiation define their structure
and morphology [27]. As the liquid phase the solution of organometallic precursor
[Au12Ag12(C2Ph)18Br3(PPh2(C6H4)3PPh2)3](PF6)3 was used for the LCLD process
[27]. Figure 20.7a presents the SEM image of the deposited nanostructures that were
found to be nanoparticles with the average diameter about 20–30 nm. Figure 20.7b
shows the result of energy dispersive X-ray spectroscopy (EDX) analysis, which
confirms that the deposited NPs consist of carbon, silver, and gold. The components
ratio was found to be about 90/5/5 at.% that coincides very well to the composition
of the central core in the precursor supramolecular complexes.

Themechanismof hybridAu–Ag–CNPs formationwas found to be photoinduced
decomposition of the precursor molecule followed by transformation of the cluster
core (red-ox intramolecular reaction and aggregation of heterometallic species) to
give the hybrid metal/carbon nanostructures with multi-yolk-shell architecture. In
this case the composition of the complex cluster core predefines the composition of
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Fig. 20.7 a Typical SEM image of an Au–Ag–C nanostructure. b EDX spectrum of the deposited
nanoparticles

the reduced heterometallic species, the carbon-rich organic ligand provides building
blocks for carbonaceous matrix [19].

Further experiments demonstrated possibility LCLD process from the solutions
of different metalorganic complexes that opens the way of deposition nanostructures
with highly controlled chemical composition [17, 30]. Additional fine tuning of
properties of carbon-encapsulated bimetallic nanoparticles prepared with the LCLD
method and the directed control of their composition, morphology and functionality
(the Surface-Enhanced Raman Scattering – SERS) was found to be performed by
the annealing procedure under normal conditions from 100 to 400 °C [25].

20.5 Functional Properties of Hybrid Metal-Carbon
Nanostructures

The deposited hybrid metal-carbon nanostructures revealed extremely promising
functionality that is determined by their plasmon resonance characteristics of metal
inclusions as well as by biocompatibility provided by carbon phase. The most strik-
ing example of plasmon NPs’ properties is SERS. To study the availability of the
Au–Ag–C NPs for the SERS analysis we used human serum albumin (HSA) as a
test substance, which belongs to the class of proteins with poor detectability [19].
Spatially resolved Raman spectra for 0.1 μl drop of HSA water solution (concen-
tration 10−6 M) onto substrate with Au–Ag–C NPs are presented in Fig. 20.8. Line
scan across agglomerate of HSAmolecules demonstrates prospectivity of Au–Ag–C
nanoparticles for the SERS label-free detection.

Moreover the combination of metal and carbon phases is promising for syner-
getic effect due to the analyte adsorption by carbonaceous matrix and simultaneous
Raman signal enhancement by the metal nanoinclusions. As a test experiment, the
substrate with hybrid Au–Ag–C NPs was immersed into ethanol solution of organic
chromophore rhodamine 6 g (10−6 M) for various periods of time. Then, the substrate
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Fig. 20.8 Raman spectra measured from a line scan (I–V points with 0.25 μm distance) across
agglomerate of HSA molecules on the substrate with Au–Ag–C NPs

Fig. 20.9 a Dependence of the rhodamine 6 g Raman signal (610 cm−1) on the adsorption time,
b Raman spectra of dilute human blood (contains blood plasma as well as red blood cells) in
deionized water (2 gl−1 blood, 10−7 M) measured at various immersion times (0–20 min), arrow
shows immersion time increase

was taken out from the solution, and the Raman spectrum from surface of deposited
NPs was recorded. One can see that immersion time increase leads to increase and
then saturation of the Raman signal of rhodamine 6 g peak at 610 cm−1 (Fig. 20.9a).
The adsorption properties of the carbonaceous shell were also confirmed for the
dilute human blood (2 g of human blood in a liter of deionized water) for different
time frames from 0 to 20 min (cf. Fig. 20.9b) [3].

The increase in the Raman intensity with longer immersion times indicates an
effective adsorption of blood on the carbon shell. Moreover the multiplex detec-
tion capacity for the mixture of the human blood solution (20 gl−1) and anthracene
solutions (1.78 × 10−3 gl−1) was observed [3]. All the presented results demon-
strate availability of the hybrid metal-carbon nanostructures for the detection and
identification of ultra-small fractions low concentrated analytes including complex
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multicomponent solutions that is extremely promising for medical application and
clinical diagnosis, for example for investigation of protein-rich biofluids and cancer
cell detection. It is of great practical importance that the suggested laser-induced
approach based on organometallic precursors can be used for targeted imparting of
plasmonic and adsorption properties for a wide range of different substrates (trans-
parent and non-transparent) which may have any 2D or 3D topological structure
created independently in a prior step with some other technology [4, 7, 30].

20.6 Conclusions

Numerous experiments on laser irradiation of the substrate/solution interface opened
a new field of research that has great fundamental interest and promising practi-
cal importance. These studies have resulted in technological recommendations for
depositing various metal structures with different characteristics (conductivity, adhe-
sion, morphology) on various-type substrates (e.g., ceramics, porous silicon, Teflon,
polyimide). The main issues in depositing metals by the LCLD method are optimiz-
ing the electrolyte solution composition and the laser radiation dose in order to gain a
more regularmorphology andminimize the electrical resistance. However the impor-
tant problem is still the thermal nature of the laser-induced deposition process. Local
heating ensures formation of catalytic centers on the substrate surface due to creation
of local defects in the laser-irradiated area, acceleration of the oxidation-reduction
reactions, and increase in the efficiency of the metal deposition on the substrate sur-
face. Nevertheless, the controllable initiation of oxidation-reduction reactions under
high-power laser irradiation, and, hence, at high temperatures, needs additional inves-
tigation.

In this sense the variation of the LCLD process and using of organometallic
complexes solutions as a liquid phase seems more promising, as allows realization
of the deposition process in the “photo-initiated mode” without thermal decom-
position of the solution components and precipitated structures. In this case the
composition of the organometallic precursor predefines the composition of the pre-
cipitated nanostructures, whereas the deposition parameters dictate morphology of
the NPs formed. Altogether it allows synthesis of hybrid multiphase nanomaterials
(in particular combination of carbonaceous matrix with metal or bi-metal nanoinclu-
sions) with controlled composition and morphology. The other ways of preparation
of analogous metal-carbon structures suggested earlier is a sophisticated multistage
organometallic chemistry, which appears to be even more complicated in the syn-
thesis of hybrid multi-metallic nanoscale materials. Thus the laser-induced transfor-
mation of supramolecular precursors resulting in formation of hybrid metal-carbon
nanoparticles is promising strategy for preparation of materials of this type with a
desired composition, morphology and architecture. Another important peculiarity
of the hybrid metal-carbon nanostructures is wider application areas compared to
monophasic materials (metallic or carbon nanostructures) such as SERS in combi-
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nation with adsorption properties, promising for detection of ultra-low-volumes and
concentrations of bio-agents and hazardous compounds.
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Chapter 21
Crystal Lattice Defects as Natural Light
Emitting Nanostructures
in Semiconductors

Oleg Vyvenko and Anton Bondarenko

Abstract The review summarizes previous and very recent data on the luminescent
properties of natural low-dimensional nanostructures in tetrahedrally coordinated
semiconductors which are two particular types of extended crystal lattice defects:
stacking faults (SF) and dislocations. Experimental data obtained in diamond-like,
zink-blend and wurtzite lattice structures revealed intrinsic luminescence bands with
the specific for given material properties for both types of the defects. The data are
discussed in the framework of suggested theoretical models and non-solved issues of
the interpretation are underlined. An unexpected intrinsic luminescence of quantum
barriers formed by SF in sphalerite crystals caused by its dipole moment due to spon-
taneous polarization in wurtzite phase SF of the width even as narrow as dislocation
dissociation width as well as the presence of quantum well formed by SF in wurtzite
type crystals are suggested to be included for the revision of the previous interpre-
tation of the dislocation-related luminescence mechanisms. The possibility of usage
of the extended defects as active elements of light-emitting devices is considered.

21.1 Introduction

Low-dimensional structures such as quantum wells (QW), quantum wires (QWR),
and quantum dots (QD) are the basis of modern semiconductor photonics. Of par-
ticular interest are zero-dimensional (0D) and one-dimensional (1D) systems due to
singularities in their N (E) state density, which leads to an enhancement of proba-
bility of carrier recombination and, consequently, of the efficiency of light-emitting
devices (LED) and a lowering of the lasing threshold. In addition, one-dimensional
systems are also interesting from the point of view of the phenomenon of quasi-one-
dimensional conductivity, which can find application in the development of future
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generations of high-performance field-effect transistors. Today, low-dimensional
structures are manufactured mainly using epitaxial growth methods, which make
it possible to obtain very efficient light-emitting semiconductor devices based on
QWs and QDs [1, 2]. The technology of growth of such structures is based on layer-
by-layer growth and self-assembly for QDs has reached the industrial level. The
fabrication of quasi-1D structures needs to include additional technological steps
and is far more complicated. Several attempts to develop the methods of the growth
of quasi-1D structures were reported previously but no one brought their desirable
quality. The etching of quantum wires through a lithographic pattern from grown
QW suffers from the heterogeneity of the chemical composition over the QW area,
which may not be noticeable when working with a 2D system, but it critically affects
the properties of QWR. The epitaxial overgrowing of pre-prepared grooves, using
the segregation of atoms of some elements with higher mobility, such as In and Al,
at sites of local minima of potential energy [3] is actively developing but a rather
low density of the structures were obtained so far. The T-shaped QWRs obtained
by overgrowth on the cleavage of a structure with a QW with another QW [4] have
demonstrated good optical properties in laboratory studies but this approach is very
inefficient economically for industrial use. Finally, the direct epitaxial growth of
nanowires (NW) [5] enables to grow their high density array with well controlled
chemical composition but a variation of NWdiameters commonly occurs and there is
a lack of technology to reliablymanipulate grownNWs for the devicemanufacturing.

In this review, an alternative approach to creating low-dimensional structures is
considered, based on the use of intrinsic extended defects in crystalline semicon-
ductors: dislocations and stacking faults (SF). The main advantage of this approach
is the absence uncontrolled temporal and spatial variation of chemical composi-
tion which are unavoidable by the epitaxial growth of heterostructures. The disloca-
tion line inside the crystal breaks the translational symmetry of the crystal near its
core forming a particular atomic configuration. In the most tetrahedrally coordinated
semiconductors the core consists of a composition of packing defect ribbon, staking
fault (SF), and two bounded partial dislocations (PD) that has been experimentally
established by high resolution transmission electron microscopy (HR-TEM) [6] and
that coincides well with predicted by the density functional theory (DFT) methods
[7]. Translational symmetry and the long-acting attracting potential of the field of
mechanical stresses are the reason for the formation of 1D bands of allowed energy
states, which turns a dislocation into a 1DQWR natural for any crystal [8]. The prop-
erties of dislocations in semiconductors, such as the increased mobility of carriers
[9] and dislocation luminescence [10, 11], which are most demanded from the point
of view of applications, are due precisely to the presence of these 1D bands. Besides,
the dislocations can form nodes at the points of intersection of dislocations that can
be considered as 0D quantum dots.
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21.2 One- and Two-Dimensional Defects in Semiconductors
with Face Centered Cubic (FCC) and Hexagonal
Closest Packed (HCP) Lattices

21.2.1 Structure and Energetics

Most semiconductors with cubic crystal system have either diamond cubic structure
for elemental semiconductors (group IV semiconductors) or zinc-blende (ZB), or
sphalerite, crystal structure for compound semiconductors (II–VI, III–V semicon-
ductors) [12]. Both diamond and ZB crystal structures follow face-centered cubic
(fcc) Bravais lattice with two atoms in its basis set (Fig. 21.1 a, b) at (0, 0, 0) and (¼,
¼, ¼). In diamond structure basis set atoms are of the same kind whereas in ZB they
differ, which adds ionic component to covalent bonds. Each atom in diamond and
ZB structures is four-fold coordinated by its neighbors forming a tetrahedra, which
orientation makes two atoms in basis set distinguishable and opposite directions
along<111>not equivalent, denying inversion symmetry operation.

Dislocations are defined as the line bounded the region of non-complete shear
displacement of one part of the crystal with respect to another. Main characteristics
of a dislocation are its direction and the direction and the value of the displacement
called as Burgers vector. Allowed Burgers vectors for perfect dislocation in diamond

Fig. 21.1 Ball and stick model of diamond-like structure (a) and of zinc blende crystal structure
(b). Tetrahedra show four-fold symmetry of bonds. Zinc blende stacking (c), atomic structure of the
core of dissociated 60° dislocation in diamond [13] consisting of SF ribbon and bounded partials
(d)
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and ZB structures are ½<110> the same as for fcc lattice according to Frank’s energy
criterion [14]. For dislocations with Burgers vector ½<110> there are three possible
slip planes: (100), (110), and (111). However, only the (111) slip plane was observed
experimentally in fcc lattice. In (111) slip plane only two perfect dislocations are
possible. Screw dislocation, and 60°-dislocation [15].

From the other hand, fcc lattice can be viewed as a stack of close-packed atomic
layers in (111) planes. Atoms of consequent layers occupy one of three different sets
of positions labeled a, b, and c. The perfect fcc lattice has stacking sequence of either
abcabc or cbacba. The presence of additional layer in diamond and ZB stacking
allows for two possible sets of slip planes. One is the glide set between close-spaced
layers, the other is the shuffle set between the couples of the close-spaced ones.
Transmission electron microscopy (TEM) experiments using weak beam technique
[16] showed, that in diamond-like structures dislocations belong mostly to glide set
and almost always are dissociated into partial dislocations bounding stacking fault
(SF) ribbon (Fig. 21.1d) [17, 18].

SF is 2D defect, which arises when perfect lattice abcabc stacking is disturbed by
either removal (intrinsic SF) or insertion (extrinsic SF) of a layer. In fcc lattice one
may construct one intrinsic SF abcbca and one extrinsic SF abcbab (Fig. 21.2) [19].
If SF is surrounded by a perfect crystal from all sides it must be bound by 30° and
90° partial dislocations (left and right in Fig. 21.1d) [15, 17–19].

Fig. 21.2 Ball and stick model of GaAs zinc blende structure with intrinsic (a) and extrinsic
(b) stacking faults. Projection along [110], vertical axis is [111]. Rectangle frames outline hexagonal
stacking patterns bcbc
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SF in diamond or ZB crystal structure can be considered as an inclusion of very
thin hexagonal wurtzite phase bcbc-stacking layer (Fig. 21.2).

The wurtzite crystal structure (WZ) is a hexagonal type lattice containing atoms
of two different elements. Two parameters a and c are only needed to completely
describeWZ-type lattice, where a is side of the base of vertical prism of the primitive
unite cell and c is the height of the prism. Atoms of each type form two hexagonal
close-packed (HCP) sublattices positioned directly one upon another and separated
in ideal WZ structure along the [0001] c-axis by 3/8c. As well as in ZB crystal
structure each atom in WZ lattice is tetrahedrally coordinated, however, unlike in
cubic ZB lattice the bonds do not have to be of the same length to keep the lattice
symmetry. Actually, some binary semiconductors (almost all III-nitrides, except BN)
always crystallize in WZ structure because of high difference in size of the atoms,
which leads to formation of short bonds with large ionicity between atoms of close
spaced layers in basal planes and longer bonds along vertical c-axis of the primitive
unit cell [20, 21]. This makes c-axis a singular polar axis and is responsible for
piezoelectricity known for many semiconductors with WZ crystal structure. Large
ionic component also plays crucial role in performance of devices based on WZ-
structure semiconductors due to emergence of large internal electric fields caused by
spontaneous polarization [22].

In perfectWZcrystal structure stacking sequence along the c-axis has ababpattern.
As it was first analyzed by Frank and Nicholas in [19] HCP lattice may have three
types of stacking faults shown in Fig. 21.3. These are two intrinsic stacking faults
I1 and I2, and extrinsic stacking fault E, which can be viewed as the inclusions of
ZB-layers with abcabc stacking pattern. Each SF independently on its type must be
bound by partial dislocations in (0001) plane unless it is coming out to the surface
of the crystal.

In WZ-type lattice the shortest translation vector is primitive unit cell vector a 1/3
[–12–10], which allows four perfect dislocations in the (0001) plane [23]. These are
0° screw (a-screw) dislocation along [–12–10], 90° edge dislocation along [–1010],
60° dislocation along [–2110], and 30° dislocation along [–1100]. Each of these
dislocations can dissociate into partials by the reactions described in [24]. Besides
there is perfect, non-dissociated, prismatic 90° edge dislocation along [0001].

21.2.2 Dislocations as Quantum Conducting Wires

The dislocation electronic bound states were studied both experimentally and theo-
retically because they determine electrical activity of dislocations. Density functional
theory (DFT) calculations [25, 26] predict that the cores of dislocations are heavily
reconstructed, which lead to absence of any dangling bonds shown in Fig. 21.1d.
This explains why DFT calculations do not predict any dislocation-related deep
levels in the band gap for many materials studied, but only shallow bound states
near to the band edges. These shallow states originate from long-range elastic strain
fields, self-consistently accounted for by DFT methods. However, DFT methods are
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Fig. 21.3 Possible types of stacking faults in wurtzite crystal structure. Intrinsic stacking faults I1
(a) and I2 (b), and extrinsic stacking fault E. Projection along [10–10] vertical axis along wurtzite
c-axis [0001]

only precise in calculation of total energy of the supercell and cannot provide exact
energy positions for shallowbound levels in the band gap. To overcome this limitation
some efforts were undertaken to calculate the shallow bounds states of dislocation
deformation potential using the envelope function technique in the effective mass
approximation [8, 27, 28]. Using this approach it was shown [8] that for many dia-
mond and ZB semiconductors the deformation potential is responsible for formation
of 1D bands for both electrons and holes with binding energy of about 50–80 meV.

1D dislocation bands must be responsible for enhanced conductivity of disloca-
tions observed in many experiments [9, 29–32]. In CdS 1D-like enhanced conduc-
tivity of screw dislocations was detected by direct current measurement [29]. In Ge
1D conductivity of 60° dislocations was well established by both DC and AC mea-
surements [30, 31]. In Si enhanced conductivity of dislocations was observed only
after the hydrogenation procedure [30], which is known to passivate deep levels [33,
34]. However, in GaAs no evidence of dislocation conductivity was found for both
screw and 60° dislocations [31]. Enhanced conductivity of threading dislocations
in GaN was observed by means of scanning spread resistance measurement [32].
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The development of direct wafer bonding technique [35] allowed for the experimen-
tal investigation of charge carrier transport mechanisms of individual dislocation in
Si by preparation of tunnel field effect transistor with defined number and type of
dislocations [9]. It was demonstrated that individual dislocations form additional
tunneling paths result in formation of only one or a few bands in the band gap.

21.2.3 Stacking Faults as Quantum Wells

Electronic states of a SF can originate from bounding partial dislocations or from
the fact, that stacking fault is actually a thin layer of another crystalline phase of
the same material. Theoretical investigations [36] have shown that in Si stacking
fault gives level with energy of about Ev + 0.1 eV, which depend on SF width. Later
calculations [37] showed that this energy level does not depend on the structure of
bounding dislocation but on the overlap of the wave functions of SF states, which
increase when partials are close together. The energy of SF states in Si was predicted
in the range Ev + 0.075 eV for infinite SF width and Ev + 0.21 eV for SF ribbon
width of 2.3 nm.

In compound semiconductors ZB and WZ phases possess different band gaps. In
all known cases band gap ofWZ exceeds that of ZB as it is summarized in Table 21.1.

As the result SF in WZ phase being an insertion of ZB one forms QW while SF
in ZB forms a barrier at least for one type of charged carriers.

Exact alignment of band structure is unknown in many cases. A good example
is WZ GaN where luminescence measurement on SF-rich samples revealed new
bands which allowed for development of theoretical model of intrinsic SF in GaN
as a compressed by dislocation deformation potential cubic phase inclusion [39].
The model predicts a quantum well for electrons �Ec � 0.122 eV and a barrier for
holes �Ev � 0.062 eV for I2-type SF. Later, this model was enhanced in [22, 40]
by accounting for the electric field of spontaneous polarization of WZ GaN, which
allowed from one hand to explain the peculiarities of SF-luminescence and from
the other hand to estimate spontaneous polarization in GaN (for more details see
Sect. 21.6).

Table 21.1 Difference of the
band gap energy in eV
between WZ and ZB crystal
structure for common binary
semiconductors (see [38] and
references therein)

WZ ZB �E (WZ − ZB)

GaN 3.4 3.2 0.2

CdS 2.5 2.37 0.13

ZnS 3.77 3.68 0.09

SiC-2H-6H 2.9–3.3 2.3 0.6–1.0

ZnSe 2.8 2.7 0.1

GaAs 1.46 1.42 0.035–0.055
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21.3 Dislocation-Related Luminescence in Ge and Si

Historically, dislocation related luminescence (DRL) was found firstly in Ge [41]
in 1957 and nearly 20 years later in Si [10]. Afterwards, a lot of the papers were
published until the very recent time. More detailed reviews about the state-of-the-
art status of experimental data and of the mechanism understanding can be found
elsewhere [42–46].

The most results on DRL in Si were obtained on the samples with dislocations
introduced by plastic deformation though similar data were reported for misfit dislo-
cations at heterointerfaces [47], andmore recently, on dislocation networks produced
by silicon wafer bonding [48, 49].

It was discovered that the DRL spectra (4a) consisted of a set of narrow lines in
both materials. In silicon four main lines denoted as D1–D4 in the ranges 0.8–1.0 eV
were divided in two groups D1–D2 and D3–D4 with well distinguished properties
[51]. D3–D4 lines could be observed only at very low temperature while D1–D2
remained rather intensive even at room temperature. Cathodoluminescence (CL)
with a high spatial resolution revealed that D3–D4 stemmed from dislocation lines
whereas D1 in the areas between them [47]. Besides, a strong enhancement of D1
DRL due to light contamination with transition metals was established [47, 52]. The
thermal stability of D1 DRL gave the hope to use it for silicon based light emitter
compatible with CMOS technology and numerous investigations were performed
(for recent review see [45]) and examples of D1 DRL based device fabrication were
described [33, 53].Nevertheless, an exact knowledge about the origin andmechanism
of D1 DRL is still absent.

Finally, it was established that that D3 line is the phonon replica of D4 and that
the latter exhibited a fine structure that can appear by varying the deformation con-
ditions, and disappear by the annealing at sufficiently high temperature [50, 54]. It
is significant that the spectral positions of the observed D4 DRL fine structure com-
ponents practically never changed (Fig. 21.4b). The individual lines were numbered
with integers [50] and it was postulated that radiative transitions of pairs of point
centers participate in the processes, and the distance between the centers in such
pairs was proposed to be defined by the SF ribbon width in the core of dissociated
dislocations being the discrete parameter influencing the spectral frequency of the
radiation.

The thorough investigations of the dislocation photoluminescence in Ge crystals
in [44, 55] led to a more detailed picture of the origin of the spectral series (see
Fig. 21.5). The importance of the dissociation of dislocations into partial dislocations
(or partials) separated by stacking fault with a set of discrete widths was revealed
similarly to the DRL in silicon. Actual direct experimental evidence of this was
obtained in [55] by applying a specially oriented additional load, which caused either
an increase or a decrease in the dissociation of the dislocations producing mostly
short-wavelength or long-wavelength regions of the dislocation photoluminescence
spectrum, respectively.
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Fig. 21.4 a Four main lines of dislocation-related luminescence in Si [10], and b excitation depen-
dence of a DRL spectrum as typical of all of the two-stage deformed Si samples. Reproduced with
permission from [50]. Copyright (1986) by the American Physical Society

Fig. 21.5 Photoluminescence
spectrum of Ge sample with
the dislocation density ND�
3 × 105 cm−2: (1)
experimental points, (2) total
approximating curve, (3)
Gaussian lines at energies En
≤ 0.55 eV, (4) Gaussian lines
at energies Em > 0.55 eV,
and (5) the d8 line, from [44]
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Though different empirical expression [50, 55] to describe the position of the
spectral components and different shapes of the dislocation potential were considered
[56, 57] a consensus about theDRLmechanismwas established as the recombination
of excitons bound to the shallow deformation related electronic states 90° partial
dislocation. The localization energy of exciton El defined as the difference between
the band gap energy and DRL exciton band was found of the order 100 meV for
both Ge and Si in accordance with the sum of the shallow hole and electron states of
dislocation [8, 58] but the exciton binding energy was as small as few meV that was
ascribed to lowering of effective mass due to 1D character of the electronic system.
The impact of the deformation potential of closely spaced 30° partial dislocation
was considered as a small perturbation that varies the energy of the mentioned states
being a function of the distance between the partials (or SF width) that can take only
discrete values. SF itself was assumed neither has own electronic states, nor exhibit
any impact on dislocation-related electronic states.

21.4 Dislocation Related Luminescence in ZB
Semiconductors

DRL was also found in many monocrystalline ZB lattice II-VI compound semicon-
ductors. The most detailed information about that was obtained for ZnSe [59]. First
report about that was published by Dean [60] who found an unusually narrow line
labelled as Y in a defect-rich material. In the following it was established that dur-
ing the growth of ZnSe layers on (001) GaAs substrates by molecular beam epitaxy
(MBE) Se(g)-type misfit dislocations first nucleate in pseudomorphic films of high
quality above some critical thickness. The individual segments of the Se(g) mis-
fit dislocation appears to be the only local emission centers responsible for Y-line
luminescence.

In the insert of Fig. 21.6a the panchromatic CL map of ZnSe/GaAs (100) for a
165 nm epitaxial layer is displayed showing bright contrasts at Se(g) misfit disloca-
tions. The CL contrasts lines are exactly in the [1–10] direction, which corresponds
to the Se(g) subsystem misfit defect configuration. The CL emission is found to be
dominantly along the [1–10] Se(g) misfit dislocations. The segments of the misfit
segments are therefore the active radiative recombination centers. The panchromatic
CL signal of misfit segments was found to exceed the matrix CL emission intensity
by almost one order of magnitude.

The low energy spectrum displayed in Fig. 21.6a corresponds to Y luminescence
line and its first LOphonon replica originating from the segments of Se(g) dislocation.

In the Y luminescence spectrum in Fig. 21.6a besides the main peak at 2.612 eV
a number of weaker additional peaks can be resolved at both high and low energy
sides. The fine structure of the Y line appears to be of a serial nature as it is shown
in Fig. 21.6b [61]. The Y luminescence peak series has been explained by a model
based on the assumption of 60° Se(g) dislocation segments to be dissociated into
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Fig. 21.6 a ZnSe/GaAs (001) polarization-dependent PL spectrum. In the insert the panchromatic
SEM-CL map (10 kV, 10 K) exhibit bright CL contrasts at Se(g)-type misfit dislocations. The
defects are radiative recombination centers as evidenced by the CL intensity profile. Reproduced
with permission from [59]. Copyright (2000) IOP Publishing. b The fine structure of the Y-line
spectrum appears to be of a serial nature. Reproduced with permission from [61]. Copyright (1999)
Elsevier

30° and 90° Shockley partials. Nucleation of dissociated Se(g) misfit dislocations
has also been verified by TEM examinations of ZnSe/GaAs (001) heterostructures
[62]. The CLmaps presented in the insert of Fig. 21.6a taken with spectral resolution
revealed that the spectral position of Y line varied along the dislocation lines. That
was explained to be due to variations of the separation between the partials in the
frame of the model described above for DRL in Si and Ge and served an additional
confirmation of the validity of this model.

The high energy PL spectrum shown in Fig. 21.6a is dominated by the recombi-
nation of the free and donor-bound exciton. The emission from the layer matrix and
defect-induced luminescence (Y0) show the polarization dependence: Y lumines-
cence is dominant along the dislocation lines, whereas the free exciton emission is
dominant along perpendicular to them directions. Optical polarization parallel to the
dislocation line direction is expected by assuming a one dimensional carrier potential
[63]. This explained a low value Hyang-Rhys factor (S � 0.1) which was previously
established to be fingerprint of low-dim system [64]. The high value derived for the
defect bound exciton energy of 27 meV [63] confirmed this assumption as well.

It was also found that dissociated screw dislocation segments did not exhibit any
luminescence. Thus, the 30° partial dislocations have been excluded as radiative
recombination centers. This gave an experimental evidence that the 90° partial dis-
location is the most favorable candidate for bound exciton states responsible for Y
luminescence.

DRL due to Te(g) but not due to Cd(g) dislocations was found in CdTe [65].
Thus, the dislocations in the corresponding A(g)-subsystems show defect-induced
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non-radiative recombination properties. For both B(g) dislocations the shallow levels
produced by the deformation potential were assumed to be responsible for DRL
optical transitions. By taking into account the strain field only, it is unable to explain
the obvious different recombination activity of A(g)- and B(g)-type dislocations in
II/VI materials.

ZnSe is a semiconductor that exhibits n-type conductivity only. In opposite to
that ZnTe can be only p-type. Two sharp and intense emission bands denoted as
Y1 and Y2 with the maxima of 2.185 and 2.150 eV and a weak phonon coupling
were investigated in the heteroepitaxial ZnTe layers in [66]. The study of the ZnTe
layers grown on different substrates with thicknesses of 0.5–3.2 μm has shown that
this luminescence is produced in the interface region that contains a high density of
structural defects. TEM [67] revealed an array of Lomer and 60°misfit dislocations at
the interface. Also, a small number of stacking faults, limited by partial dislocations,
was observed.

The temperature dependence of these band spectral positions revealed the exci-
tonic character of the recombination. Besides, a fine structure of Y1 and Yz bands
was observed. In samples with a high intensity of Y1 and Y2 bands it is possible to
distinguish LO-phonon replicas, with the values of the Huang-Rhys factor (S<0.01
for Y1 bands and S � 0.2 for Y2 bands) that are similar values obtained for DRL in
other materials reviewed above.

The luminescence intensity of the Y bands decreases rapidly when the sample
warms up and above 80 K these bands disappeared completely. Between 2 and
30 K, the estimated activation energy is about 8 meV, while above 30 K it is about
120meV. The first activation energy is very close to the binding energy of free exciton
in ZnTe (~12 meV), The second one is similar to the localization energy for the hole
at acceptor-like centers (~70–100 meV). The first process was ascribed to thermal
dissociation of the bound exciton, which liberates the electron, and the second one
is due to the activation of the hole bound to a dislocation [66].

Though no direct evidence of dislocation origin of Y band was presented the
similarity of the properties of Y band in ZnTe allows us to ascribe this band origin
to the dissociated misfit dislocations.

To summarize the properties of DRL band in sphalerite type semiconductors one
has to note that the Huang-Rhys factor S is rather small reflecting low-dimensional
character of the bound exciton. On the other side the localization energy El of DRL
band is rather big for all materials (for CdTe (S � 0.2, E � 130 meV) [65], for ZnSe
(S � 0.2, E � 220 meV) [59] and for ZnTe (S � <0.1, E � 210 meV for Y1 and S
� 0.2, E � 250 meV for Y2) [66]) and seems to exceed the sum of the energies of
shallow electron and hole states due to dislocation deformation potential calculated
theoretically [8] by the value that is larger than exciton binding energy being of the
order not more than 30 meV.

One of the reason might be that in the above reviewed papers the role of SFs
was considered as a separator between the partial dislocations only without taking
into account their particular properties in compound semiconductors. That is why
we include in this review two recent studies dealt with the SFs in ZnSe and GaAs.
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21.5 One Dimensional Defect Formed by Intersection
of the (111)-Stacking Fault and QuantumWell in ZnSe

Recently, the results of studyof intersections of SFwithQWwasproposed to consider
as the natural 1D system [68]. The samples were grown by molecular beam epitaxy
(MBE) on a GaAs:Si (001) substrate covered by an epitaxial GaAs buffer layer of
a 0.2 μm thickness. The heterostructures comprised a ZnSe QW with a thickness
either 20 or 10 nm, embedded in Zn0.84Mg0.16S0.12Se0.88 barriers with thicknesses of
100 nm, and a 2-nm-thick ZnSe cap layer. This design excluded the interpretation
of the narrow lines as related to SFs in a bulk material like in [69], because in this
case they would emerge near band edge of the barrier material significantly higher in
energy than the emission of the ZnSe QW. Besides, the composition of the solid alloy
in the barriers was chosen to realize the pseudomorphical growth when the in-plane
lattice parameters of GaAs and ZnMgSSe are equal excluding, thus, the formation
of misfit dislocations described in the previous Section.

TEM investigations revealed long-extended SFs, with the length of about 10 μm
intersecting the sample surface along the direction [1–10] and the short SFpairswhich
were perpendicular to the extended ones (see Fig. 21.7e). In this way, dislocation-free
SF ribbons with the width of 20 or 10 nm and with the length of 100 and 10 μm
served as the subject of the micro-photoluminescence investigations carried out at a
temperature of 10 K.

New PL peaks were found at the positions of SFs whose were not observed far
away from them and were ascribed to the excitons bound to the intersection of the
QW and SFs. The lines were red shifted with respect to the free exciton peak by
(22–28) meV for the wide QW and by (12–16) meV for the narrower one. The μ-PL
spectra for the short SF and QW width of 20 nm are shown in Fig. 21.8 for two
polarizations of the excitation. They possess the linewidth<0.5 meV, which suggests
the pronounced exciton localization. The polarization degree of narrow lines obtained
for the excitation power 10 μW is shown in Fig. 21.8 and exceeds 30%. For long
SFs the maximum polarization degree is about 25% and the line was broader that.

As it was pointed above, the SF can be viewed as a two-monolayer-thick inset of a
WZ crystal phase embedded in a zinc blende (ZB) structure (see Fig. 21.2). Since the
band gap of bulkWZZnSe is larger than that of bulk ZBZnSe, it seems surprising that
the exciton can be bound to SFs. However, theWZ phase of ZnSe, being pyroelectric,
should possess piezoelectric and spontaneous polarizations, similarly to III-nitride
QWstructures, which provide an internal electric field along the [111]-type direction.
This leads to the offsets eU of the bands at the SF plane, as shown in Fig. 21.7b.
Such a band profile was assumed to result in the formation of bound excitons with
the electron and hole localized at opposite sides of SF.

DFT calculations presented in [68] in agreement with other recent results [70]
predicted that the band gap in the WZ phase is about 100 meV larger than in the
ZB phase. The estimated internal electric field in the WZ region was F� 5 × 105

V/cm that is comparable to that in GaN [71] giving the value of eU� 45 meV and
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Fig. 21.7 a Sketch of SFs planes intersecting a QW. The incident light (yellow arrow) creates
bound excitons (X) in this region, which are polarized predominantly along the 1D intersections.
b Simplified band diagram of a SF in bulk ZnSe and the probability densities of electron and hole in
a bound exciton. The band offsets, equal for the conduction and valence bands, are produced by an
intrinsic electric field F within the SF region. c The electrostatic potential extracted from the DFT
calculation and d elementary cell used in this calculation. e TEM image of the SFs originating in
lower barrier. Reproduced with permission from [68]. Copyright (2018) John Wiley and Sons

Fig. 21.8 Polarization
resolved μ-PL spectra after
subtraction of a background
related to the main excitonic
peak. Reproduced with
permission from [68].
Copyright (2018) John Wiley
and Sons

calculated exciton binding energy was very close the experimental value for SF of
20 nm width.

The width of the dislocation-free SF ribbon in [68] was 10–20 nm (as defined by
theQWwidth) that is similar to the its width in the core of the dissociated dislocation.
The direction of the polarization of the samples with the 1D intersections of the QW
and SFs was also the same as for DRL in the ZnSe samples with misfit dislocations.
Though the exact band diagram in the vicinity of SF remained unknown the existence
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Fig. 21.9 a Confocal scan of SF structures. The image is formed by coloring emission in different
wavelength bands as red, blue, or green, as depicted in (d). Excitation at 1.53 eV, 100 μW, and
1.9 K excite and collect H polarization [see b]. b Diagram of SF pyramid. The up, down, left,
and right SFs are labeled, along with the H and V polarizations. c Detail of SF pyramid structure.
d Low-power PL spectra at colored dots in c. Polarizations: blue, excite and collect H; green and
red, excite and collect V. Broadband luminescence is observed from the SF edges (red). Reproduced
with permission from [67]. Copyright (2016) by the American Physical Society

of additional attraction between the electrons and holes due dipole character of SF
charge was demonstrated.

The importance of the spontaneous polarization was recently also demonstrated
in GaAs [67] where giant value of the permanent dipole moment of two-dimensional
excitons bound to a single SF was found.

SF structures were grown from the substrate epilayer interface during epitaxial
growth. They were formed in a 10 μm GaAs layer MBE grown on 100 nm AlAs
separated with a 5 nm/5 nm AlAs/GaAs superlattice with a semi-insulating (100)
GaAs substrate. Two types of SFs were observed in the layer: a SF pyramid with
four possible {111} surfaces and a SF pair defect. They nucleate near the substrate-
epilayer interface during epitaxial growth.

Figure 21.9a represents confocal image of SF structures by coloring emission in
different wavelength bands as red, blue, or green, as depicted in Fig. 21.9d taken at
1.9 K. Different color of two adjacent faces of a pyramid is due to different spectral
line position in two perpendicular light polarization shown in Fig. 21.9b.
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Most of the SF defects appear as single triangles, which were identified as a
pair of nearby SFs. The binding energy of excitons to a pair of SFs depends varied
in the ranges of 20–30 meV being defined by the distance between the SFs. The
narrowest full width at half-maximum (FWHM) of the SF PL line in the sample was
about 80 μeV at zero magnetic field, that is twice less than the narrowest reported
linewidth for a GaAs/AlGaAs quantum well of 130 μeV [72]. This unprecedented
homogeneity allowed one to resolve the SF–bound-exciton fine structure that helped
to define an absolute value of the exciton dipole moment that was retrieved from the
results of the investigations of magneto-Stark effect. The giant dipole moment value
was estimated as an elemental charge times 10 nmwhereas in conventional excitonic
systems, typical electron-hole separations are on the order of several nm.

The existence of such dipole moment of a SF bound exciton was interpreted as
a consequence of symmetry breaking and spontaneous polarization similar to that
like it was discussed above for SF ribbons in ZnSe. Based on further details of
magneto-optic investigations it was speculated that the hole presumably is localized
in the SF plane while the electron is weakly bound via the Coulomb interaction. The
spontaneous polarization shifts the electron cloud to one side of the SF, resulting in
a giant excitonic dipole moment.

As a rough estimate, the interaction energy of two such dipoles will exceed the
SF FWHM of 77 μeV when the exciton density is greater than 230 μm−2. Using a
wave-function size of approximately 10 nm, the critical density for exciton overlap
in the 2D potential is 10,000 μm−2. Therefore, the SF-bound exciton system could
show sizable dipole-dipole interactions and may demonstrate coherent phenomena
at reasonable exciton densities.

The dislocations bounded SFs which are expected to be of Lomer type in this case
are seen in the PL-map in brown. Their DRL spectra denoted as “Edge” in Fig. 21.9e
were red shifted with respect to free exciton by 40–60 meV. One can distinguish
DRL broad bands with numerous narrow lines. The particular components of the
fine spectral were not discussed in [67] but one may assume that the broad bands are
due to the variation of distance between dislocations in one SF pyramid like it was
discussed for DRL from dissociated dislocations in other material in the previous
Sections.

Summarizing the results of this Section one may conclude that SFs in sphalerite
type semiconductors possess a property that are unexpected for wider band gap
inclusions, being rather quantum barrier than QW but, nevertheless, attractive to
excitonmaking themas a perfect perspective object for further study ofmany electron
system.

This property might be one of the reason why DRL in ZnSe and CdTe could be
observed for B(g) but not A(g) dislocations since the SF polarity is the same for both
types dislocations but shallow states of deformation potential of the edge dislocations
are situated at opposite sides of SF. However, it is early to make definite conclusion
and additional, in the first row theoretical, investigation are needed.
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21.6 Dislocation-Related Luminescence in Wurtzite Type
Semiconductors

21.6.1 Non-polar Lattice SiC

In wurtzite type semiconductors SFs are inclusions with a smaller band gap than the
matrix (see Table 21.1). Though the exact band alignment is not known inmany cases
it is expected that SFs form quantumwells at least for one type of carrier. Dissociation
width of dislocations ofwurtzite type compoundswith partly ionic bonding is usually
rather small but for silicon carbide with pure covalent bonding the energy SF is so
low that SF width reaches macroscopic sizes that enables to obtain the information
about optical properties of SF and bounding partial dislocations by means spectrally
resolved optical microscopy.

First of all, one has to mention that despite of a very high hardness of SiC the
degradation in the active region was found by forward operating of 4H-SiC PiN
diodes. The degradation was caused by spontaneous formation of planar defects
identified as basal plane SF bounded by Shockley partial dislocations. Such phe-
nomenon is known a recombination enhanced dislocation glide (REDG) is believed
to be responsible for the lateral expansion of SFs. According to the conventional
model [73] a part of the electron-hole recombination energy is redirected into nonra-
diative sites along the dislocation line to aid formation and migration of kinks, thus
dramatically reducing the activation barrier for glide. Apart from this strong REDG
effect, theoretical models interpret an SF in 4H-SiC as a 2D QW for the conduction
band electrons [74]. Since entrapment of electrons in the QWs leads to reduction of
the mean electronic energy, a faulted n-type crystal is supposed to be more stable
than a perfect one. The concept of quasi-Fermi level was suggested [75] to explain
the reversible expansion and contraction of SF regions in a degraded 4H-SiC PiN
diode, or a virginal 4H-SiC crystal illuminated by above-bandgap laser irradiation.
The expansion of SFs is the result of SF energy becoming negative when the quasi-
Fermi level for electrons EnF is raised above the SF energy level, thus lowering the
total energy of the crystal.

As it was included in the first part of this review there are three types of SFs in
wurtzite lattice, single layer (I1 or 1SF), double layer (I2 or 2SF) and E type. Among
them only I2 possess glide, However, exclusively 1SF 1SFs expand in presence of
the e-h plasma, whereas 2SF occur in highly n-doped material only This issue is
beyond of the scope of this review and will not be discussed.

Figure 21.10 a, b represents spectrally selective electroluminescence (EL) imaging
in the degraded 4H-SiC diodes taken at 510 nm (2.5 eV) and at 700 nm (1.8 eV). One
can see that thefirst image represents planar-like defectswhile the secondone consists
of the lines only. The principal radiative channels are evident from the differential PL
spectra plotted in Fig. 21.10c. The stacking faults demonstrate characteristic peaks
associated with EC–0.3 eV and EC–0.6 eV split-off levels, which are consistent
with first principles calculations for 1SF and 2SF related quantum wells [74]. It is
interesting to note that partial dislocations bordering 1SF and 2SF type faults exhibit
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Fig. 21.10 a, b Spectrally selective plan-view EL imaging in a degraded 4H-SiC p-i-n diode.
Defects of various types can be revealed by spectral filtering of EL emission: a only the stacking
faults can be observed in a wavelength range of 450–620 nm; b the bounding partial dislocations
and the bright spots of threading dislocations are revealed in the 700–620 nm range; c Spectral
signatures of normalized PL at 300 K_ of single- _1SF_ and double-layer _2SF_ stacking faults
and corresponding bounding partial dislocations, labeled 1PD and 2PD, respectively; d Schematic
of the bandgap arrangement of 4H-SiC containing 2D quantum-wells formed by 1SF and 2SF in
[0001] direction and enclosed by PDs lying along [11–20]. Nonradiative process aiding REDG is
marked by a broken arrow; solid arrows indicate radiative transitions. Reproduced with permission
from [76]. Copyright (2006) by the American Physical Society

clearly dissimilar spectral signatures corresponding to optical transitions of about
1.6 eV and 1.9 eV, respectively. It was established that luminescence ismore intensive
for moving Si(g) partials edges but a weak emission from the immobile C(g) edges
also takes place [76]. The luminescence spectra obtained separately from the gliding
and the stationary partials appear fairly similar, the latter exhibiting slightly broader
high-energy shoulder.

Based on results of luminescence and deep level spectroscopy investigations a
collective energy level diagram of recombination activity at 1SF and 2SF type faults
was proposed [76] shown in Fig. 21.10d, which accounts for concomitant radiative
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and nonradiative processes at mobile Shockley partials as well as for radiative centers
along stationary PDs bounding the in-grown SFs. The small valence-band disconti-
nuity and phonon interaction do not notably change the model and are ignored for
simplicity. As can be seen in the diagram, the characteristic PL of the PDs bounding
1SF and 2SF type faults then correspond to, respectively, optical transitions from
the radiative center directly to the valence band (hv2PD � ER ~1.9 eV) and from ER

to the hole-trap ET introduced by the Si(g) partial (hv1PD � ER − ET ~1.6 eV). In
contrast to electrically active and therefore highly mobile Si(g) partials, no midgap
levels are introduced by the partials bounding the in-grown 2SFs, resulting both in
blue shifted optical signature (towards 1.9 eV) 1234 and absence of REDG effect.

The origin of DRL of the partials in SiC in not established firmly so far. Recent
investigation ofDRLpolarization dependence revealed someunexpected results [77].
In this work the monochromatic PL images were acquired through band-pass filters
passing light of 1.64 eV for 30° -Si(g) and 6° PDs, light of 1.34 eV for 30° C(g) PDs,
and light of 2.95 eV for SSFs.

It was found that the polarization of the PL from the for 30° -Si(g) and 6° PDs
was distinctly polarized perpendicularly to the dislocation lines. This opposite to the
DRL polarization in all other semiconductors reviewed abovewhere it was parallel to
dislocation lines. The only model that predicted non-parallel dislocation polarization
was reported in [78]. It considers the anisotropic effective mass of holes and con-
cluded that the polarization must be parallel to their Burgers vector, in disagreement
with the polarization direction in the present results. It was suggested in [77] that the
luminescence originates from some dislocation centers of intrinsic nature binding
carriers with an anisotropic wave function.

The PL from for 30° C(g) PDs was not polarized and not uniform along the
dislocation line but was interrupted at places on the dislocation lines. One might
explain these two facts by assuming either that the luminescence originates from
impurities inhomogenously distributed along dislocation lines which are centers of
radiative or non-radiative recombination.

21.6.2 Dislocation-Related Luminescence in Wurtzite Polar
Lattice Compounds

DRL in polar wurtzite compounds was found and investigated in CdS and CdSe
[79–86] as well as in GaN [87–93]. DRL in these materials arose from the freshly
introduced basal screw dislocations (frequently called as a-screw dislocations) as
opposite to cubic lattice semiconductors where 60° dislocations were the sources of
DRL. Beside the listed materials, recently luminescence related to some extended
defect was reported for ZnO [94] which characterized by a low localization energy
of about 40 meV, narrow line and extremely low Huang-Rhys factor indicated about
strong confinement of electron-hole pairs. However, the type of the responsible dis-
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Fig. 21.11 a SEM-CLmicrograph (20 kV, 80K) [79] and b opticalmicrograph from (0001) surface
of deformed CdS sample. The bright stripe shaped contrasts indicating a local increase of integral
luminescence intensity stretched out in {1–210} directions. T� 77 K. Reproduced with permission
from [83]. Copyright (1991) John Wiley and Sons

location, if any, remained unknown and the results of this study will not be discussed
here.

The most extended information was obtained for CdS. The first reports about
DRL in CdS was published in [79, 95] before DRL in silicon was discovered. The
luminous dislocations could be viewed both by SEM CL and in optical microscope
as they presented in Fig. 21.11a and 21.11b respectively.

The directions of the straight lumibous lines were {1-210} that unambiguously
indentify them as a-screw dislocations. The luminous line were observed in plasti-
cally deformed crystal by uniaxial compression [80, 83, 84, 86], by identation [82,
83, 96] and by scratching [82] at room temperature. It was established that a-screw
dislocations exhibited the same luminescent properties in both basal and prismatic
glide systems and DRL could be observed below 150 K. Moreover, the motion of
dislocation was observed even at liquid helium temperature [83, 84]. TEM study [97]
revealed that the dislocations in basal glide system of all types are dissociated into
partials with the SF ribbons of several nm and can glide in the dissociated state.

DRL spectrum taken from the area with multiple dislocations revealed a band of
spectral lines shifted with respect to band gap by 100–120 meV. DRL fine structure
consists of twodoublet componentswhich, in turn, split in twoother under application
of uniaxial elastic deformation as it is seen in Fig. 21.12. Detailed investigation of the
evolution of the spectral positions of the doublet components allowed one to define
the symmetry of the radiation center as Cs. It was concluded that the single screw
dislocation has twokinds of such centers twofold degenerated in {1-210} planewhich
are situated immediately in the core of the dislocations. So, each of the splitting line
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Fig. 21.12 a Photoluminescence spectra at T � 6 K showing the dislocation luminescence in
CdS sample taken at different uniaxial pressure under an angle of 600 to the screw dislocations.
b Schematic diagram of the space- and time-nonstationarity of the dislocation domains caused by
the distribution alteration of one-dimensionally ordered Cs, centers in the screw dislocation core.
Reproduced with permission from [85]. Copyright (1993) AIP publishing

components corresponds strictly to a certain type of screw dislocation—right or left
with respect to their expansion direction.

In addition as it was noted in [84, 85] the moving screw dislocations observed
in polarized light, with the electric-field vector E of the light forming an angle of
45–65° with the C axis, appeared to have a domain structure. As a result, screw
dislocations that are continuous in unpolarized light appear in polarized light as
separate scintillating segments or domains whose number can both increase and
decrease with time in a discontinuous manner. When the vector E deviates from
the direction indicated, the nonstationary nature of the DE becomes less noticeable.
It appears that the domain structure depends on the temperature, the loading, and
heavily on the optical excitation level. Also, it has been found that when a dislocation
domain is quenched in one polarization it rises in the other, and vice versa. Thus, the
DRL polarization directions in CdS was non-parallel to the dislocation lines and, so,
different from DRL in cubic lattice materials.

The model of twofold oriented radiation center in the dislocation core proposed in
[85] is schematically shown inFig. 21.12b.According to thismodel, the nonstationary
domain structure of screw dislocations is directly related to the reorientation of
one-dimensionally ordered C, centers. Therefore, the glide of a screw dislocation
segment along the C axis because of the formation and subsequent expansion of
double kinks will be inevitably followed by the dislocation center reorientation.
This model explained qualitatively the increase in domain scintillation frequency
with increasing deformation temperature and applied stress. The strong effect of
the optical excitation level on the nonstationary character of the domain structure
may well be due to the stimulating action of laser illumination on the nucleation of
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Fig. 21.13 Optical
transmission spectrum (full
line) and excitation spectrum
of dislocation luminescence
(hv � 2.45 eV, dashed line)
at T � 4.2 K in plastically
deformed CdS. Reproduced
with permission from [80].
Copyright (1988) John Wiley
and Sons

kinks from nonradiative processes on the dislocations similar to conventional REDG
model.

One should underline that the model implicitly assumes that the screw dislocation
has a perfect core structure as it glides in [0001] whereas according to the mentioned
TEM data most of the observed moving dislocations are dissociated though in some
cases of coalesce of partials into perfect core were reported as well [97]. The motion
of the screw dislocation in C direction was also reported in [82, 98] where the
dislocations in the near-surface region introduced by indentation or scratching of the
basal surface disappeared completely after sample exposure at room temperature.

The mechanism for DRL of screw dislocation in CdS was discussed in [44] based
on the coincidence of their energetic peak positions in absorption and excitation and
luminescence spectra (Fig. 21.13). These facts together with a small FWHM of the
optical dislocation bands lead to the conclusion about more probable the model of
excitons bound to the metastable point defect complexes generated in plastically
deformed samples.

Finally, screw dislocations were shown to accompany with an electrical level in
the forbidden gap with binding energy of about 100 meV [98]. The level exhibits
metastable behavior having an enthalpy for electron emission of 0.4 eV and a capture
barrier of about 0.3 eV. Onemay not exclude that such center plays a role in DRL due
the closeness of its binding energy to the DRL localization energy but no evidence
for that is available up to now.

GaNcrystals are grownmostly heteroexpitaxially for LEDandHEMTproduction.
This results in a high, more than 106 cm−2, density of grown-in dislocations. That
is why a few attempts to establish correlation between recombination properties of
GaN and the presence of the dislocations have been made.

There are several reports of the investigations on a macroscale, mostly with PL, of
the samples with various dislocation density. Shreter et al. [99] reports on correlation
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between the intensity of the luminescence bands around 3.4 eV at 11 K in MOCVD
GaN on SiC with the density of threading dislocations. Two other luminescence
bands Y7 (3.2 eV) and Y4 (3.35 eV) found in thin MBE grown GaN films and
were related to edge-type threading dislocations in [100]. However, they were not
registered in other samples with the same threading edge-type dislocations density
[101]. This might be explained with an extrinsic nature of Y4 and Y7 responsible
luminescence centers, i.e. with either some native point defect or impurity atoms
segregated on edge-type threading dislocation [100]. The structure of dislocations
introduced by bulk plastic deformation at 950 °C of HVPE GaN and their PL spectra
were investigated by Yonenaga et al. [102]. It was reported that the dislocation glide
destroyed yellow luminescence band with appearance of the new 1.79, 1.92, and
2.40 eV bands. Based on the TEM results and on the impact of the post-annealing
on PL spectra the authors ascribed observed luminescent properties evolution to
segregation of VGa-ON complexes at prismatic edge dislocations. However, due to an
unavoidably high initially dislocation density in as-grown materials the conclusions
about the origin of dislocation-related luminescence in GaN made from the data on
macro scale are arguable.

There are only limited number of the published works with direct observations of
luminous dislocations.

CL study in TEM reveals a band at 3.29 eV of grown-in partial dislocations
terminated basal SF [103]. Albrecht et al. [88] investigated the foils prepared from
indented at 370 °C of (000–1) GaN using the same technique as in [103] and found
an another broad band at 2.9 eV due to a-type 60° dislocations in basal plane while
a-screw dislocations were reported to recombine non-radiatively. The 2.9 eV band
was observed with a background of another intense broad luminescence band that
hindered to give clear interpretation of its origin.

Recently, iron doped semi-insulating (SI) GaN with freshly introduced perfect
a-screw dislocations was found to exhibit intense narrow luminescence line with
the peak energy of about 3.35 eV at low temperatures [87]. The main DRL peak
accompanied with the phonon replica (Fig. 21.14a).

Temperature and power dependences of dislocation-related luminescence (DRL)
spectrum allowed to ascribe DRL to exciton bound at the dislocations. The intensity
of the DRL decreased with the temperature with an activation energy of 16 meV and
the peak could not be registered above 100 K. Huang-Rhys factor derived from the
relation of integrated intensity of the zero-phonon peak and its first phonon replica
gave extremely small value of S� 0.017. TEM study revealed perfect character of a-
dislocation cores. Polarization-dependent measurements showed DRL polarization
along the dislocation line direction. The intensity ratio of DRL peak measured for
polarization along and perpendicular to the dislocation line was 8:1.

The obtainedDRL localization energy of 140meV is surprisingly large for perfect
core dislocations owing only shear strain around it. The matter is that � point s-like
conduction band minimum must be not sensitive to such kind of strains, and only
quantum confined levels for the holes can be formed by the dislocations which are
not deeper than 0.1 eV according simple single band model [8, 105]. In more sophis-
ticated calculations Albrecht et al. [87] and later Belabbas et al. [104] demonstrated
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Fig. 21.14 a PL spectrum of a single a-type screw dislocation from a micro-photoluminescence
map in semi-insulating GaN (0001) taken at 4 K. The inset shows the donor-bound exciton (D0X)
and the dislocation-bound exciton in comparison. b Monochromatic cathodoluminescence map
taken at an energy of 3.346 eV. Straight bright lines correspond to a-type screw dislocations aligned
along<1–120>. Reproducedwith permission from [87]. Copyright (2014) by theAmerican Physical
Society. c Band diagram at screw dislocation with DRL optical transition

the existence of the conduction band bending at screw dislocations in GaN arose
as a result of the addition of the higher conduction bands into consideration. How-
ever, the energy of the electron quantum confined level was not reported, though the
knowledge of its value is crucial to explain the observed exciton localization energy
which is a sum electron and hole level energies like it is depicted in the diagram of
DRL optical transition in Fig. 21.14c.

An intense luminescence band with a lower than in [87] energy of 3.15–3.18 eV at
70K related to a-screw dislocations was observed independently by two other groups
[89, 106]. The results of the investigation [89, 106] were obtained on dislocations
introduced by nano- or micro-indentation or scratching of specially undoped low-
ohmic GaN. Besides, it was found in [92] that DRL band 3.15–3.18 eV is frequently
accompanied with the band of 3.33 eV at 70 K the position of which is rather close
to DRL in semi-insulating GaN [87] but as it was shown in [92] has different origin.

Figure 21.15a represents panchromatic CLmap near the scratch on c-plane repro-
duced from [92]. Small dashed line squareswith numbers 1, 2, 3mark the positions of
the electron beam where the CL-spectra of Fig. 21.15b were acquired in spot mode.
The spectrum in the point 1 (solid line in Fig. 21.15b) corresponds to well-known
spectrum of as-grown GaN crystals with the most intense line of free exciton (FE)
at 3.46–3.47 eV, and two other lines at 3.27 and 3.4 eV investigated in more details
in [101].

Careful examination of the map recognizes two kinds of bright CL-contrasts
clearly visible on the dark background. The first one is the straight stripes stretched-
out in {12–10} directions being as long as up to 50 μmmaking a-screw dislocations
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Fig. 21.15 a CL panchromatic image near the scratch (black bottom stripe) on c-plane of GaN;
b CL spectra taken at the positions of electron beam marked in Fig. 21.15a as 1, 2, 3. T � 70 K.
Reproduced with permission from [92]. Copyright John Wiley and Sons (2017)

as the most possible candidate for their origin. On the spectrum of the bright stripes
(position 2 in Fig. 21.15a), shown as dashed line in Fig. 21.15b, an additional doublet
of intense narrow lines at 3.1–3.2 eV is clearly visible. The spectral features are
evidently a property of a-screw dislocations, i.e. DRL.

There are also two satellites red-shifted by 90 meV to the main doublet, the shift
value that concise well with LO-phonon energy in GaN. A rough estimation of the
intensity ratio of the phonon replicas to the ones of the main components from the
data in Fig. 21.15b gives a rather low the Huang-Rhys factor S<0.1. Full width
at half maximum (FWHM) of main DRL components was reported to be close to
that for FE (about 10–16 meV at 70 K). The temperature and strain variation of
spectral position of DRL and FE coincided also very well [107]. It was also pointed
out that the integrated intensity of DRL lines was significantly higher than FE’s
intensity far away from the scratch under the same excitation conditions [92]. All
listed features gave arguments to interpret DRL in that spectral region as exciton
bound at a-screw dislocations [93] whose spectral position in low-ohmic n-GaN
differs from that for semi-insulating GaN reported in [87] due to different a-screw
dislocation core structure in the materials of different conductivity level. CL spectra
acquired from the regions near the indentation prick were identical for indentation
of either basal or prismatic planes. This fact allowed one to conclude [93] that DRL
spectrum belong only to straight a-screw dislocations gliding in both prismatic and
basal plane, while prismatic edge dislocations as well as all non-straight, curvilinear
dislocations in basal planes act as non-radiative recombination centers.

The second bright contrast type in Fig. 21.15a is bright spots that are mostly
concentrated not so far away from the scratch. Dotted line in Fig. 21.15b is the
spectrum taken in the electron beam position 3 of a bright spot in highly dislocated
region.
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Fig. 21.16 a DRL spectra in two points of an alone a-screw dislocation marked as pt 1 and pt 2
in CL-map in the insert. Black dot lines are results of fitting DRL spectrum in pt 1 by Lorentz
functions. T � 70 K, Eb � 8 keV, Ib � 500 pA; b Temperature variation of DRL spectral doublet
shape. Reproduced with permission from [93]. Copyright AIP publishing (2018)

The new spectral feature at this point is a strong luminescence band IRL
(intersection-related luminescence) with the peak energy of 3.3 eV while the inten-
sity of DRL is reduced drastically indicating that the IRL band stems on the cost of
DRL band. The appearance of IRL band was found in [92] also at the intersections of
the screw dislocations intentionally created by two closely spaced indentations. To
explain this fact it was proposed that the dislocation nodes formed by the reactions
between intersecting screw dislocations are responsible for the IRL.

It was reported [93] that presence of the DRL doublet structure did not depend
on dislocation density and was the property of individual a-screw dislocation.
Figure 21.16a demonstrates two DRL spectra acquired in two points pt 1 and pt 2 of
a single dislocation line shown on CL map in the insert of Fig. 21.16a as well as the
approximation of the doublet components with Lorenz function (dotted lines). The
high-energy component DRLH seems to be a single line while the low energy one
DRLL possesses an unresolved fine structure.

The doublet components exhibit also the different behavior of their intensity and
shape upon temperature changes as it is demonstrated in Fig. 21.16b. The DRLH

line does not change significantly its intensity and shape up to 190 K. The full width
at half maximum (FWHM) of DRLH in the range 70–190 K changes from about
16 to 25 meV coinciding well with the absolute change of FWHM of FE line. The
intensity DRLL line at temperatures below 120K exceeds well that of DRLH but their
ratio rapidly decrease with the temperature. Besides, DRLL quickly broadens with
temperature increase and above 170 K the DRLL line could be recognized only as a
little hump on the low energy tail of DRLH line (Fig. 21.16b). The doublet structure
disappears completely at the room temperature turning into a single DRL band with
FWHM of about 90 meV broadened from low energy side.
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Fig. 21.17 a STEM image of a dissociated screw dislocation forming an extended node (Repro-
duced with permission from [93] Copyright AIP publishing (2018)); b Schematic band profile of
a stacking fault band alignment in GaN. The polarization induced sheet charges σ leading to the
QCSE and the resulting change in the transition energy Eex by �E are indicated; c Sketch of band
diagram of the dissociated screw dislocation showing DRL transitions between energy level of
SF ribbon and two 30° partial dislocations including both deformation and Coulomb potentials of
partials

The investigations of the evolution of DRL spectrum and dislocation structure
after high temperature treatment [91] revealed significant influence of the annealing
on dislocation arrangement, while main DRL spectral features measured at the room
and lower temperatures remained unchanged. The straight luminous dislocations
increased their length from about 40 to more than 120 μm simultaneously with
dislocation density decrease close to the scratch after short treatments at 500–750 K.

The core structure of luminous freshly introduced a-screw dislocations was inves-
tigated by TEM and STEM [93]. It was found that the dislocation cores were dissoci-
ated into two partials bounding stacking fault ribbon. The SF ribbon width was about
5 nm, which varied a little for different dislocations and also along the dislocation
line. TEM investigations revealed also the formation of extended dislocation nodes.
In Fig. 21.17a STEMHAADF image of dissociated screw dislocations with a typical
extended node is reproduced from [93]. One can note that the typical diameter of
the extended node of about 15–20 nm exceeds well the width of the dissociation of
straight dislocation segments.

The fact that a-screw dislocations are dissociated allows to explain why straight
dislocations introduced by scratching of basal surface were stable upon high tem-
perature annealing. The reason for that must be impossibility of the motion of the
dislocation dissociated in the basal (0001) plane perpendicular to that plane.

SF ribbon in the core of dissociated dislocation can be considered as an inclusion
of GaN sphalerite phase, which has the band gap of 3.27 eV, and therefore forms a
quantum well (QW) inside the wurtzite matrix [39, 108] with the conduction band
offset of 0.27 eV. Luminescent line of double-layered SF I2, located in the core of
extended a-screw dislocation, is red-shifted towards FE energy by about 0.15 eV. Its
energy position was reported to vary in the range 3.32–3.36 eV (see recent review
[40]). The spectral position of I2 SF line coincides precisely with the position of



432 O. Vyvenko and A. Bondarenko

observed IRL-band of a-screw dislocations intersections, which can be explained by
large area of the extended nodes that exceeds well the exciton Bohr radius [101].

The red shift of SF luminescence with respect expected from theoretically pre-
dicted in a simple model [39] was proposed [40] to be due to the spontaneous polar-
ization of wurtzite phase that is absent in sphalerite one that changes the shape of
QW potential from rectangular to triangle one as it is depicted in the diagram of
Fig. 21.17b. This idea was transferred to explain the DRL properties in low-ohmic
GaN.

In the cores of the two 30° partials, bounding the double layered I2 SF ribbon, are
predominantly either Ga or N atoms. Being charged Ga+ and N− cores of the partials
induce an additional electric field [104]. This additional electric field superpose with
the electric field of spontaneous polarization [40], which leads to the shift of the
energy levels of the Ga+ and N−-terminated partials with respect to each other. In
Fig. 21.17c the banddiagram in the scopeof amodel,which takes into account electric
field of partials, spontaneous polarization, and deformation potential, is plotted. For
Ga+/N−-terminated partials the deformation and the Coulomb potentials are both
attractive for electrons in the conduction band (CB) and for holes in the valence band
(VB) respectively. Together with the QW of SF, these attractive potentials form a
deeper quantum confined level for electrons in CB (shown in Fig. 21.17c as ESF)
that results in net negative total charge of the dislocation and in the appearance of
a saddle point of the sum potential [109]. Because Coulomb potential of Ga+ and
N− is repulsive for the holes and electrons respectively, the total potential for charge
carriers remain attractive only in a close vicinity of the corresponding dislocation
core.

The exciton Bohr radius in the bulk GaN crystal is about 3 nm [101], which is
comparable with the width of the SF ribbon. In this way, the overlap of electron
and hole wave functions is sufficient to form a quasi-1D electronic system along the
SF ribbon and two kinds of well distinguished optical transitions in the core of the
dissociated dislocations are depicted in the diagram Fig. 21.17c. They are the direct
transition between the states of the same partial (DRLH) and the indirect transition
between electron state of Ga+ and hole state of N− partials (DRLL).

A strong localization of closely spaced electron and hole wave functions for the
direct exciton explains the thermal stability of DRLH line caused by a high value of
exciton binding energy of 1D system [110].

The indirect exciton possesses a weaker overlapping of electron and hole wave
functions, and accordingly, a lower binding energy. On the other side, the density
of the holes attracted by negatively charged N-partial line exceeds that at positively
charged Ga-partial. As the results, DRLL transition probability can become larger
than one of DRLH at sufficient low temperatures but becomes less with temperature
increase. Previously such kind of behavior (quantum confined Stark effect) was
observed for QW structures in external electric field as well as for SFs in GaN in
spontaneous polarization induced electric field [110].
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21.7 Summary

In this report we summarized the data about dislocation-related and stacking fault-
related luminescence in semiconductors with diamond-like, zink-blend and wurtzite
lattice structure. Both types of defect were found to possess intrinsic luminescence
bands with the specific for given material properties. Despite of extensive investiga-
tion of these phenomena an unambiguous understanding of all details of the radiative
recombination processes is still lacking.

Important point that previously has not been considered so far is the existence
intrinsic luminescence of quantum barriers formed by SFs in sphalerite crystals
caused by its dipole moment due to spontaneous polarization in thin wurtzite layer
that was shown to play an important role even when SF-ribbon is as narrow as
dislocation dissociation width. This fact might help to understand existing issues
and stimulate further experimental and theoretical investigations, especially the last
ones.

Among the reviewed dislocation-related luminescent bands the only two of them
has been reported to survive at room temperature that makes them as candidate for
the usage in applications. These are D1 luminescence in Si (0.8 eV) and DRL in GaN
(3.2 eV).

The origin of D1 is still under the debate. It is not knownwhether D1 is an intrinsic
or extrinsic property of dislocations in Si that makes impossible to estimate a value
of theoretically reachable efficiency of LEDs.

DRL intensity in GaN was shown to exceed well that of band-band radiation
and an intrinsic character is undoubtful. Exact theoretical investigations and the
development of the technology to prepare electroluminescent devices based on DRL
GaN are needed to make final conclusions about its applicability in practice.
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Chapter 22
Light-Induced Processes
in Porphyrin-Fullerene Systems

Alexander S. Konev

Abstract Porphyrin-fullerene dyads are representative class of donor-acceptor
molecular systems capable of undergoing photoinduced charge separation, the phe-
nomenon that is the key process in solar energy conversion systems either in organic
solar cells or photoredox catalysis. The charge-separated state generated in covalently
linked dyad is a highly polarized electronically excited state. Formation of this state
typically proceeds as a result of the relaxation of a locally excited state of higher
energy, which is populated upon the initial excitation of the dyad. The review of
computational and spectroscopic studies of the excited states in porphyrin-fullerene
covalently linked dyads is given in the present chapter.

22.1 Introduction

Donor-acceptor dyads capable of undergoing photoinduced charge separation are
useful in both understanding of photoredox processes occurring in the natural pho-
tosynthesis and in the design of catalytic systems for artificial photon initiated redox
reactions mimicking photosynthesis [1, 2]. Donor-acceptor photoreactive combina-
tions include porphyrins [3], mesytylene [4], carotenoids [5], polythiophens [6] and
phtalocyanines [7] as donors and fullerenes C60 [3], C70 [8], carbon nanotubes [9],
acridinium salts [4] and porphyrins [10] as acceptors. Probably the most studied
are porphyrin-fullerene dyads and more complicated molecular ensembles bearing
porphyrin-fullerene system as the key fragment.

The photoinduced charge separation in porphyrin-fullerene dyads might be used
for solar energy harvesting in photoinduced charge-separation type solar cells [3,
11–14]. In particular, Yamada [14] have recently reported superiority of a porphyrin-
fullerene covalent dyad over porphyrin-fullerene blend in p-i-n organic photovoltaic
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cells. Recent DFT-based finding that Zn-porphyrin-fullerene dyad should show high
rate of an electron transfer to graphene support [15] inspires further studies in this
direction.

The ability of porphyrin-fullerene dyads to undergo photoinduced charge separa-
tion was well documented in a number of reviews which summarize the experimental
achievements of the groups of Sakata [12], Guldi [16], D’Souza [3], Imahori [11,
17], Lemmetyinen [18], Nakamura [19] and Ito [20]. To achieve better understanding
of the charge separation phenomenon in porphyrin-fullerene dyads a large number
of computational research was reported, the latest review given by Agnihotri [21].

In this chapter, quantum chemical and spectroscopic description of the issues
related to the charge separation process in covalently linked porphyrin-fullerene
dyads are combined to obtain picture, which reflects both theoretical and experimen-
tal data and to provide the reader with the introductory bibliographic guide on the
topic.

22.2 Electronic Structure of Porphyrin-Fullerene Dyads

The electronic structure of the ground state of porphyrin-fullerene dyads can be ide-
ally described as consisting of fullerene-localized, porphyrin-localized and mixed
molecular orbitals, with HOMO localized on porphyrin and LUMO—on fullerene
fragment and charge separated state corresponding to HOMO1LUMO1 electronic
configuration. A representative example of the idealized non-interacting case can
be the electronic structure of dyad 1c (Fig. 22.1) with large separation of the chro-
mophores [22]. Actual degree ofmixing of the atomic orbitals belonging to porphyrin
or fullerene fragment upon formation of molecular orbitals depends on the geometry
of the dyad.

According to the computational study of Zandler and D’Souza [23] at B3LYP/3-
21G(*) level of theory, close face-to-face arrangement of the porphyrin and fullerene
moieties, where the fullerene spheroid is situated above the center of the porphyrin
plane, results in some mixing of the atomic orbitals of the donor and acceptor and
endows the charge-transfer character to the ground state in Zn- or Mg-metallated

Fig. 22.1 HOMO (left) and LUMO (right) orbitals of dyad 1c (B3LYP, 6-31G(d,p))



22 Light-Induced Processes in Porphyrin-Fullerene Systems 439

Packman-type porphyrin-fullerene dyads Zn-2 and Mg-2 (Fig. 22.2). However, no
such interaction was reported for the corresponding free-base dyad 2 (Fig. 22.2).
The authors explain this observation by the increased separation between the chro-
mophores in the case of free-base dyad [23].

This is in line with the studies of Lemmetyinen et al. who demonstrated the
dependence of the degree of charge transfer on the interchromophore distance.
Interchromophore interaction in the ground state was reported for Packman-type
porphyrin-fullerene covalent dyad 3a, where chromophores were connected by a
rigid benzanilide-based linker. The interchromophore distance and the charge trans-
fers were found to be 6.3–7.9 Å and 0.09–0.15e respectively depending on the func-
tional used [24]. Shorter interchromophore distance of 5.8 Å (SVWN functional),
achieved in a specific conformer of a cyclophane-type dyad 4, increases the charge-
transfer character of the ground state to ca. 0.23e (SVWN functional) [25]. The
conformer with larger separation of the chromophores (6.1 Å, SVWN functional)
demonstrated lesser degree of charge transfer (0.12e, SVWN functional) [25]. In
accord with the observed increase of charge transfer upon decrease of the inter-
chromophore distance is the increased delocalization of HOMO and LUMO over
both porphyrin and fullerene systems [25]. In-plane positioning of the porphyrin
fragment with respect to the fullerene core (dyad 5) tends to decrease the degree of
charge transfer in the ground state (0.08e, 6.89 Å interchromophore distance, B3LYP
functional) [26].

In this connection, a crucial effect of van der Waals corrections on the predicted
molecular geometry and, hence, electronic structure, reported in the recent work
of Hukka et al. [27] should be mentioned. According to the authors, application of
either Grimme [28] or Elstner [29] dispersion correction schemes affects strongly
the optimal geometry of porphyrin-fullerene dyad 3b resulting in delocalization of
the HOMO orbital localized on porphyrin moiety for non-corrected structure over
the adjacent linker [27].

Experimentally, the interchromophore interaction in the ground state was demon-
strated by observing red shift and broadening of the Soret band as compared to the
fullerene-free porphyrin [30–34]. In these systems, a new broad absorption feature
called charge-transfer (CT) band appears in the near IR, which was initially assigned
to the direct population of the charge-separated state from the ground state [35] but
was shown later to include formation of exciplex state which has a variable degree
of charge transfer [31]. The definition of range for this absorption feature varies
from 700–750 nm [30] to 650–750 nm [36] for free-base dyad, from 650–800 nm
[31, 35] to 600–1000 nm [32] for Zn-porphyrin-fullerene dyad and from 650–900 to
750–1000 nm forMg-porphyrin-fullerene dyad [33]. The charge transfer character of
the exciplex is evidenced from the red shift of theCTband in the series non-metallated
(4b), Zn-metallated (Zn-4b) and Mg-metallated (Mg-4b) dyad, which repeats the
order of oxidation potential decrease [36]. In line with this is the observed red shift
of the CT band of Zn-metallated dyad Zn-4a upon ligation with Cl− or Br− ions due
to the stabilization of the polarized exciplex state [37].

Formation of the exciplex state is also confirmed by observation of new emission
bands at 730 nm for non-metallated dyad 4b and at 810 nm [31] (730 nm [38]) for
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Fig. 22.2 Structural formulae of dyads 1–8
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metallateddyadZn-4b. The assignment of this band is in linewith the observed strong
decrease of the emission intensity, shift of the emission maximum to the red and
broadening of the spectral band upon increase of the solvent polarity, characteristic
of exciplex-type emission [30, 31].

In accord with the computational results, electronic interaction of the chro-
mophores decreases upon increase in the separation of fullerene and porphyrin
moieties. For example, porphyrin-fullerene dyads 6 with parachute topology and
large interchromophore distance, show no appreciable electronic interaction of the
chromophores in the ground state [39]. The disappearance of the interchromophore
interaction was traced in the series of porphyrin-fullerene dyads where porphyrin
was attached either directly to fulleropyrrolidine core (7, 8.9 Å center-to-center dis-
tance) or via ortho- (8a, 9.7 Å), meta- (8b, 10.9 Å) or para-substituted (8c, 12.6 Å)
phenyl ring. The red-shift of the Soret band was observed only for dyads with close
arrangement of the chromophores (dyads 7 and 8a) [38].

22.3 Electronically Excited States of Porphyrin-Fullerene
Dyads

The TDDFT studies on electronically excited states and the transitions between them
for porphyrin-fullerene dyads were reported in a number of works for various dyads.

Qualitative analysis of the computational results shows that the electronically
excited states can be classified to (i) states corresponding to local excitation of either
porphyrin or fullerene chromophore,which are populatedwhen the electron is excited
from an orbital localized on the corresponding chromophore to the orbital localized
on the same chromophore, and to (ii) charge transfer states, which are populatedwhen
the electron transition occurs between orbitals localized on different chromophores
(Fig. 22.3). For example, excitation of an electron from HOMO to LUMO+4 orbital
in dyad 1c can be considered as local excitation of the porphyrin fragment (Fig. 22.4).
Similar to the description of the electronic structure, this classification is an ideal
case and pure separation between the above types of electronically excited states is
not always observed.

For example, Theodorakopoulos et al. report HOMO–LUMO excitation (pure
case of charge transfer) to contribute only 68% to the lowest charge-separated state
(1.67 eV, B3LYP) in dyad 9 (Fig. 22.5) [40]. An example of the pure case of charge
separated state can be found in the work of Krasnov et al. who found the lowest
electronically excited state (1.87 eV, oscillator strength 0.02) in dyad 5 to originate
solely from HOMO to LUMO excitation [26]. These results agree well with the con-
clusion of Cramariuc et al. [24] that the contribution of HOMO–LUMO one-electron
transition to the charge-separated state depends on the interchromophore distance:
the shorter the distance, the larger is the interaction of the chromophores and, hence,
the larger is “contamination” of the charge-separated state by local one-electron tran-
sitions. An example of well separated local excitations and charge separated states



442 A. S. Konev

Fig. 22.3 Classification of electronically excited states in dyads 1a–d. Data taken from [22]

Fig. 22.4 Illustration on local excitation and charge-transfer excitation. Data taken from [22]
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Fig. 22.5 Structural formulae of dyad 9 and pyrrolofullerene 10

can be found in a porphyrin-fullerene dyads 1a–d with large interchromophore dis-
tance [22]. The substituents in the porphyrin ring show no effect on the energy of
fullerene-locally excited states (which is expected) and only a little effect on the
energy of porphyrin-locally excited states, but affect dramatically the energy of the
charge separated state (Fig. 22.3) [22]. Triplet excited states for both porphyrin and
fullerene local excitations have lower energies than the corresponding singlet states,
while for charge-separated states no difference was observed for singlet and triplet
states [22].

Quantitative prediction of the energy of the charge-separated state for porphyrin-
fullerene dyads is a rather complicated task due to the large size of the explored
systems. An assessment of the performance of TDDFT and wavefunction based
methods is given in the works of Cramariuc et al. for dyads 3 [24] and 4a [25]. The
best match with the experimental value was observed for B3LYP and PBE0 (1.6 eV
vs. 1.7–1.8 eV) functionals, other DFT functionals (SVWN, PBE) underestimating
the ground state to charge separated state transition energy by ca. 0.7 eV [24, 25] and
wavefunction based methods (CCS, CIS(D), CC2) overestimating it by 0.9–1.3 eV
[25].

Quantitative performance of TDDFTmethods for excited singlet porphyrin states
is somewhat better: for dyads 3 [24] and 4a [25] the calculated excitation energy for
the first porphyrin excited singlet state ranged from 1.8 to 2.0 eV (SVWN and PBE
functionals) versus the experimental value of 1.89 [24]–1.91 eV [25]. However,
for another set of dyads, 1, TD DFT method showed larger discrepancy with the
experimental value: 2.15 eV (B3LYP functional) versus 1.92 eV (experiment) [22].
An interesting observation is a low dependence of the predicted porphyrin excitation
energy on the interchromophore distance [24, 25].
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Direct assessment of the quantitative performance of TD DFT methods for
excited singlet fullerene states is complicated by superimposing of the spectral
bands corresponding to the lowest fullerene-based transitions with the spectral bands
of much larger intensity corresponding to the porphyrin-based transitions. How-
ever, such assessment can be obtained by comparing the computational results
obtained for porphyrin-fullerene dyads, where the fullerene core is attached to
the molecule as pyrrolofullerene structural fragment, with the results obtained for
pyrrolofullerenes not containing porphyrin part. The lowest singlet excited state for
N-methylpyrrolofullerene (10, Fig. 22.5) was calculated to be 1.89 eV (B3LYP)
[40], which is 0.11 eV higher than the experimental value of 1.78 eV [41]. The
energy of the lowest fullerene singlet excited state in dyads 1 was found to comprise
1.93 eV (B3LYP) [22], just 0.04 eV higher than the energy of the corresponding
state in N-methylpyrrolofullerene. It is possible to conclude that the attachment of
the porphyrin fragment and the linker in dyads 1 has negligible effect on the fullerene
localized transitions, which justifies comparison of the energy of the locally excited
singlet fullerene state with the experimental values for N-methylpyrrolofullerene.
So, overestimation of 0.15 eV can be used as the assessment of the performance of
TD DFT method (B3LYP) for computing the energy of the excited singlet fullerene
state.

22.4 Experimental Observation of Electronically Excited
States in Porphyrin-Fullerene Dyads

Population of the electronically excited states in porphyrin-fullerene dyads and the
dynamics of their relaxation have been studied in numerous works summarized in the
reviews cited in the introduction to the chapter. In this section, the spectral features
characteristic for identifying various states are of central interest.

In the studies on photodynamics of the excited states in porphyrin-fullerene dyads,
the dyad is excited either in Q band (532, 565 or 590 nm excitation wavelengths were
reported) or Soret band (387 [34, 42], 400–403, 425 or 430 nmexcitationwavelengths
were reported) range (typical Zn-porphyrin spectrum is given on Fig. 22.6). Longer
excitation wavelengths excite porphyrin chromophore more selectively. At 387 nm,
fullerene chromophore has significant light absorption (ε ca. 7500 dm3 mol−1 cm−1

for pyrrolofullerene 10) [43]. Both porphyrin and fullerene chromophores absorb
at 400–403 nm in molar ratio estimated as 4:1 [44]. Pumping at 590 nm allows to
achieve the ratio of excitation of porphyrin and fullerene chromophores of 15:1, as
it was reported for dyad 3a [44].

The excitation with 400–430 nm lasers populates porphyrin-excited singlet state
corresponding to the Soret band, while excitation by 532 or 590 nm lasers populates
lower-lying porphyrin excited singlet state corresponding to Q-bands. The porphyrin
excited state corresponding to the Soret band (B-state) is known to undergo fast
internal conversion to the vibrationally excited level of the Q state in porphyrins
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Fig. 22.6 UV-Vis absorption spectrum of porphyrin Zn-11a (Fig. 22.7)

Fig. 22.7 Structural formulae of porphyrins 11a–h and Zn-11a

(Fig. 22.6). For example, the intrinsic lifetime of the Soret band in benzene solu-
tions comprises 68 fs formeso-tetraphenylporphyrin (11a, Fig. 22.7) [45] and 1.4 ps
for Zn meso-tetraphenylporphyrinate (Zn-11a) [46]. For porphyrin 11a, the inter-
nal conversion of B-state to Q-state was shown to proceed via a two-channel path:
either as a direct conversion of B-state to Qx-state or via intermediate population
of Qy state [47]. Taking into account rather weak interchromophore interactions
in porphyrin-fullerene dyads, similar ultrafast processes are expected to occur in
porphyrin-fullerene dyads upon excitation at the Soret band (425/430 nm), making
Q state the common intermediate for excitation with both 532 and 425/430 nm lasers.

The Q state in porphyrins undergoes either non-radiative or radiative relaxation to
the ground state. The radiative relaxation is seen as fluorescence around 655–690 nm
(average wavelength of fluorescence protons, e.g.: 685 nm for porphyrin 11a) for
free-base porphyrins and around 595–635 nm (average wavelength of fluorescence
protons, e.g.: 635 nm for porphyrin Zn-11a) for Zn porphyrinates [48]. The emis-
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sion signal represents two well-resolved peaks, 650 nm/720 nm for porphyrin 11a
(benzene) and 600 nm/650 nm for Zn-11a (benzene) being representative example
[48]. The Q-state fluorescence lifetime, τ F, in porphyrins is typically several ns. For
example, τ F comprises 6–16 ns for meso-tetraarylporphyrins 11a–h without heavy
atoms [49] and ca. 2 ns for Zn-11a [46]. The quantum yield of the fluorescence
from Q state of porphyrins is not so high, comprising ca. 0.03–0.15 for porphyrins
11a–h [49] and 0.02–0.03 for Zn-11a [46]. Intersystem crossing to the triplet state of
porphyrins constitutes the main deactivation path of the Q-state, the quantum yield
of triplet state formation being 0.82 for 11a and 0.88 for Zn-11a [50]. Low temper-
ature (77 K) phosphorescence of 11a was reported as weak emission (φP 4 · 10−5)
centered around 865 nm, while more intensive emission (φP 0.012) with maxima
at 780 nm 875 nm for Zn-11a, the lifetimes of the triplet state being 6 and 26 ms
respectively [50]. Population of the triplet states in porphyrins can be monitored in
transient absorption experiment by observing the intensive (ε 104 dm3 mol−1 cm−1

order of magnitude) triplet-triplet absorption with maximum at ca. 430 and 780 nm
for free-base 11a [51] and ca. 470, 745 and 845 nm for Zn-11a [49, 51, 52].

The first excited singlet state of pyrrolofullerenes has a characteristic transient
absorption maximum around 900 nm [43] (886 nm for compound 10) [53] and
has the lifetime of ca. 1 ns (1.3 ns for compound 10) [53]. This state can undergo
intersystem crossing populating triplet state with characteristic transient absorption
maximum at ca. 700 nm [43] (705 nm [53] for compound 10).

In porphyrin-fullerene dyads the fluorescence from Q band is significantly
quenched, evidenced as the decrease of the quantum yield of the short-living (1–2 ns)
1P*-C60 state, analog of the Q-state in porphyrins. In addition to intersystem crossing
to long-living (several µs)3P*-C60 state, observed as transient absorption at 470 [44]
or 850 nm [32] for Zn-metallated dyads and 450 [22] or 800 nm [32] for free-base
dyads (Fig. 22.8), the fluorescence quenching observed is caused by creation of addi-
tional relaxation paths upon attaching of the fullerene moiety to the porphyrin. These
paths may include either energy transfer, when the energy surplus of 1P*-C60 state
promotes population of the P-1C60* state, or charge transfer, when 1P*-C60 state is
relaxed to highly polarized charge-separated state. The ratio of these paths depends
on the molecular structure of the dyad and on the solvent used in the experiment.
In general, polar solvents such as benzonitrile promote formation of the charge-
separated state [3, 17, 42, 44], while non-polar solvents like toluene tend to direct
the relaxation towards energy transfer path [42].

The energy transfer is usuallymonitored by observing the emission at 700–750 nm
[17, 32, 42, 44], typical of pyrrolofullerenes [54, 55] and benzofullerenes [56] (λem

max
715 nm), which results from the radiative relaxation of P-1C60* state to the ground
state in pyrrolofullerene- or benzofullerene-based porphyrin-fullerene dyads. The use
of emission data for reference pyrrolofullerenes or benzofullerenes for the assign-
ment of the emission at 700–750 nm accords well with the computational studies
reporting rather low mutual influence of porphyrin and fullerene electronic systems
in dyads. Taking into account non-zero absorption of the fullerene chromophore
on the excitation wavelength, the energy transfer should be confirmed by analyzing
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Fig. 22.8 Transient absorption at 450 nm in dyad 1c due to the formation of 3P*-C60 state. The
spectrum recorded in deoxygenated (CH2Cl)2, λex 532 nm, time delay 100 ns. The inset: 450 and
415 �A kinetic profiles. Data taken from [22]

excitation spectra for 700 nm emission which should follow the porphyrin rather
than pyrrolofullerene absorption pattern [42].

Similar to the case of 1P*-C60 state, population of the P-1C60* state after energy
transfer often leads to formation of P-3C60* state via intersystem crossing, which
can be monitored by observing fullerene triplet-triplet absorption with maximum at
ca. 700 nm in transient absorption experiments on a ns timescale [42].

The charge transfer process in dyadswith relatively strong interaction of porphyrin
and fullerene is monitored by observing the NIR absorption at ca. 700–800 nm and
emission at ca. 750–850 nm [31, 35, 36]. However, in such systems formation of the
charge-separated state is accompanied by exciplex formation, which complicates the
analysis. In dyads with little or zero interaction of the chromophores in the ground
state, monitoring of the charge separated state is performed by observing transient
absorption at ca. 900–1050 nm range (transient absorption signals at 900 [31, 34],
920 [44], 1000 [3, 32, 38], 1020 [3, 42] and 1040 nm [39] wavelengths were reported
as diagnostic features by different authors) attributed to the local excitation of the
fullerene fragment in the charge-separated state and transient absorption at ca. 600–
650 nm (transient absorption signals at 600 [32], 620 [32], 630 [34], 640 [3, 38]
or 650 nm [31, 39, 44] were reported as diagnostic features by different authors),
attributed to the local excitation of the porphyrin fragment in the charge-separated
state. The latter marker is usually well observed in Zn-metallated systems but is hard
to observe in free-base dyads.
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The assignment of the transient absorption at 900–1050 nm to the local excita-
tion of the fullerene fragment in the charge-separated state, conventionally called
the absorption of the C60-radical-anion fragment, is based on observation of a
similar spectral feature in reduced species of pyrrolofullerenes (1010 nm) [43],
methanofullerenes (1040 nm) [43] and pristine fullerene C60 (917, 995, 1064 nm)
[57]. The 1064 nm absorption in C60 radical-anion appears as a sharp signal of large
intensity (ε ca. 1.2 · 105 dm3 mol−1 cm−1) and was attributed to symmetry-allowed
(0–0) t1u–t1g transition [57].

The assignment of the transient absorption at 600–650 nm to the local excitation
of the porphyrin fragment in the charge-separated state, conventionally called the
absorption of the Zn-porphyrin radical-cation fragment, is based on observation of
a similar spectral feature upon oxidation of Zn-porphyrinates (600–700 nm, Zn-11a
[58], 700 nm, Zn-12 [59], 650 nm, Zn-13 [60]).

Intersystem crossing from the initially formed 1P*-C60 state to 3P*-C60 state can
be also followed by electron transfer generating long-living triplet charge-separated
state, which is of special interest for solar energy conversion systems [3].

The lifetimes of the charge-separated states vary from ps toµs timescale, depend-
ing on the multiplicity, the structure of the dyad and the solvent used. Close face-to-
face alignment of the chromophores results in short-living charge-separated states (ps
to 3.5 ns [61, 62]), while large interchromophore distance and face-to-edge alignment
tend to favor formation of long-lived charge-separated states [22].

22.5 Conclusion

Computational studies of porphyrin-fullerene covalent dyads predict for them elec-
tronic structure which favors charge separation process. In many dyads, a good
separation of the chromophores is observed in the ground state, with two sets of
orbitals localized each one on a specific chromophore. In particular, HOMO is local-
ized on the porphyrin and LUMO—on the fullerene fragment, which creates the
prerequisite for the existence of a highly polarized electronically excited state with
HOMO1LUMO1 configuration. Time-dependent DFT methods predict that local-
ization of the electronic systems of the chromophores in porphyrin-fullerene dyads
results in formation of such electronically excited state called charge separated state
along with the locally excited states.

The qualitative picture of the electronic states obtained by DFT calculations is
supported fairlywell with the experimental data: formation of each one of five classes
of the electronically excited states was observed by means of either steady-state
or transient spectroscopy. The spectral features characteristic of the ground state,
charge-separated state, 1P*-C60, 3P*-C60, P-1C60* and P-3C60* states are collected
together on Fig. 22.9. Horizontal bars represent spectral ranges where spectroscopic
features, either absorption or emission bands, attributed to the ground or a specific
electronically excited state have been reported in the literature. The lowest locally
excited singlet states, either 1P*-C60 or P-1C60* have typically the lifetimes of 1–2 ns,
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Fig. 22.9 Schematic representation of characteristic spectral features for different types of elec-
tronically excited states in porphyrin-fullerene dyads. Arrow up stands for absorption, arrow down
stands for emission. Blue bars show spectral ranges characteristic for free-base dyads, in red—for
Zn-metallated dyads or common for free base and metallated dyads. Magenta bars show spectral
features of exciplex

while locally excited triplet states have the lifetimes up to several µs. The lifetime
of the charge-separated state depends strongly on the structure of the compound, the
multiplicity of the state and the solvent used in the experiment, varying from ps to
µs timescale.
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Chapter 23
Optical and Magnetic Functionalities
on Molecule-Based Magnetic Materials

Koji Nakabayashi, Shin-ichi Ohkoshi and Szymon Chorazy

Abstract In this chapter, the optical and magnetic properties of multifunctional
cyanido-bridged metal assemblies are introduced. Cyanido-bridged metal assem-
blies draw much attention due to their magnetic properties and functionalities. As
for magnetic properties, they have an advantage to show long-range magnetic order-
ing due to strong magnetic couplings between magnetic metal ions via cyanide. In
addition, the cyanido-bridged metal assemblies can acquire structural diversity and
various electronic states by combination of metal ions and ligand, resulted in their
functionalities. For examples, introduction of transition metal ions showing charge
transfer and spin crossover could allow switching of spin states by external stimuli,
and metal assemblies containing lanthanide ions are expected to show luminescence
and slow magnetic relaxation. Herein, some cyanido-bridged metal assemblies with
unique characters of photoinduced magnetization, luminescence, and slow magnetic
relaxation are presented.

23.1 Introduction

Studies on multifunctional materials where various magnetic, electric, and optical
properties coexist are of interest in chemistry research [1, 2]. To design multi-
functional materials, building blocks, which determine the chemical and physical
properties, should be selected appropriately. From the viewpoint of designability,
molecule-based materials such as metal complexes have received much atten-
tion because different combinations of metal cations and ligands provide various
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structures and desirable functionalities [3–7]. Among such materials, molecule-
based magnetic materials are promising candidates for multifunctional materials.
In the last two decades, multifunctional molecule-based magnetic materials, which
combine magnetic phenomena of long-range magnetic ordering, slow magnetic
relaxation, or spin transition with another functionality, have been reported [8–12].
Two-dimensional (2D) and three-dimensional (3D) coordination compounds with
strong magnetic coupling between spin centers can exhibit long-range magnetic
ordering, whereas non-centrosymmetric compounds are expected to show mag-
netic circular dichroism (MCD), magneto-chiral dichroism (MChD), and nonlin-
ear magneto-optical effects. In an oxalate-bridgedMnII–CrIII ferromagnetic network
with chiral counterions, an enhancedMChD effect has been observed due to the long-
range magnetic ordering below the Curie temperature (TC) of 7 K [13]. An enhanced
MCD effect has been realized in a cyanido-bridged MnII(L)–CrIII ferrimagnet with
TC � 38K (L� (S)-1,2-diaminopropane) [14] and a cyanido-bridgedMnII(L′)–NbIV
with TC � 23.5 K ferrimagnet (L′ � (S/R)-α-methyl-2-pyridinemethanol) [15]. A
few reports have introduced chirality in low-dimensional systems displaying slow
magnetic relaxation [16, 17], and the MCD effect has been demonstrated for an
Mn6–[(R)-sao] cluster ((R)-sao� chiral salicylaldoxime derivative) [18]. As for other
magneto-optical effects, second harmonic generation (SHG), which is a nonlinear
optical effect, is considerably enhanced by the onset of long-rangemagnetic ordering.
This effect, called magnetization-induced second harmonic generation (MSHG), has
been reported in Co–Cr Prussian blue analogs [19, 20], a cyanido-bridged Mn–Nb
ferrimagnet [21, 22], a cyanido-bridged Mn–Mo ferrimagnet [23], and a Mn–Cr
oxalate ferromagnet [24].

Some molecule-based magnets display ferroelectricity and proton conduc-
tion. For example, ferroelectricity and ferromagnetism coexist in rubidium man-
ganese hexacyanoferrate [25]. Prussian blue analogs of Co[Cr(CN)6]2/3·zH2O and
V[Cr(CN)6]2/3·zH2O show a high proton conduction exceeding 10−3 S cm−1 [26].
Moreover, V[Cr(CN)6]2/3 with a highmagnetic phase transition temperature of 313K
exhibits an interference effect between magnetic ordering and proton conduction,
which is likely caused by the distortion of the 3D hydrogen bonding network by
magnetostriction below the TC.

Photoresponsive magnets with photomagnetism such as photoinduced magne-
tization are some of the most interesting materials [27–31]. A cyanido-bridged
Co–W metal assembly, [{CoII(4-methylpyridine)(pyrimidine)}2{CoII(H2O)2}{WV

(CN)8}2]·4H2O, exhibits photoinduced ferromagnetic ordering with a high TC of
48 K and a large magnetic coercive field (Hc) of 27,000 Oe [32]. These TC and Hc

values are the highest in photoinduced magnetization systems. Furthermore, in a chi-
ral cyanido-bridged Fe–Nb assembly, (±)–Fe2[Nb(CN)8](4-bromopyridine)8·2H2O,
spin-crossover-induced SHG, light-reversible spin-crossover, long-range magnetic
ordering, and photoswitching of MSHG have been observed [33].

Luminescent magnets are an attractive target in molecule-based materials.
Molecule-based magnets often have a lighter color in the visible light region
compared to that of conventional magnets composed of metal oxides and other inor-
ganic compounds. Light color materials are preferable for efficient luminescence in
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the visible light region. To date, some molecule-based magnetic compounds have
been reported [34, 35].

23.2 Photomagnets and First-Principles Calculations

Numerous studies on optically switchable materials have been conducted toward
applications as optical memory devices. Examples reported to date include metal
oxides, photochromic compounds, chalcogenides, spin-crossover complexes, and
cyanido-bridged metal assemblies. Cyanido-bridged Co–W metal assemblies are
known to exhibit photoinduced ferromagnetism with a high TC and Hc [30–32].
This phenomenon is attributed to an optical charge-transfer-induced spin transition
(CTIST) from the CoIII (low spin, S � 0)–WIV(S � 0) phase to the CoII (high spin, S
� 3/2)–WV(S � 1/2) phase. However, the electronic structure of the optical transition
and the mechanism for photomagnetic effects remain unclear.

A recent study revealed the electronic structure of a 2D cyanido-bridged Co–W
metal assembly, (H5O2

+)[Co(4-bromopyridine)2{W(CN)8}] [36]. Figure 23.1 shows
the crystal structure of the cyanido-bridged Co–W metal assembly. The Co–N dis-
tances at the axial positions coordinated by 4-bromopyridine are 1.96–1.97 Å longer
than those at equatorial positions coordinated by cyanide (1.88–1.91 Å). The average
distance of 1.92 Å indicates trivalent Co ions. As a specific character, this Co–W
metal assembly possesses H5O2

+ ions. Thus, the assembly is exposed to an acidic
circumstance of H5O2

+ ions even in the solid state. The presence of IR peaks due
to O–H+–O groups at 930, 1090, 1310, 1400, and 1720 cm−1 confirms the exis-
tence of H5O2

+ ions. The blue crystal of the Co–Wmetal assembly shows an optical
absorption band around 1.8 eV (700 nm), which is derived from CoIII. The magnetic
susceptibility measurement demonstrates that the value is almost zero, revealing the
electronic state of CoIIIls (S � 0)–WIV (S � 0) is between 2 and 390 K. This is a first
example where the CoIIIls (S � 0)–WIV (S � 0) state appears over a wide temperature
range between 2 and 390 K. This is because the [W(CN)8]4− ion is more stable under
acidic conditions.

First principles calculations reveal the optical transitions in (H5O2
+)[Co(4-

bromopyridine)2{W(CN)8}]. The periodic structure calculationwas conducted based
on the crystal structure determined by single-crystal X-ray diffraction analysis.
Figure 23.2 shows the band structure and the density of states. The top of the valence
band just below the Fermi energy (EF) is mainly composed of WIV and N states.
The bottom of the conduction band just above EF consists of CoIII and N states.
The calculated optical absorption spectrum reproduces the observed spectrum well
(Fig. 23.2b). As shown in Fig. 23.2c, the lowest-energy transition is from the valence
band mainly containing the dz2 orbitals of WIV and the p orbitals of N to the conduc-
tion band mainly derived from the dz2 orbitals of CoIII and the sp orbitals of N. Bader
analysis provides charge density distributions of Co 0%, W 63%, N 36%, and C 0%
for the valence band and Co 63%,W 1%, N 29%, and C 5% for the conduction band,
indicating that the charge transfer from WIV to CoIII is the lowest energy transition.
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Fig. 23.1 Crystal structure of the two-dimensional cyanido-bridged Co–W metal assembly,
(H5O2

+)[Co(4-bromopyridine)2{W(CN)8}]. a Coordination geometry around Co and W. Views
along b the a-axis, c the b-axis, and d the c-axis. Red, blue, light purple, gray, light blue, and green
ellipsoids indicate W, Co, N, C, O, and Br, respectively. Hydrogen atoms are omitted for clarity.
Reproduced from [36] with permission from the Royal Society of Chemistry

In addition, the charge density of the N atoms is considerably large, suggesting it
contributes to the transition. Considering the orbital angular momentum and the par-
ity of the p and sp orbitals, the transition from p to sp is allowed. Consequently, the
charge transition process is accelerated through the orbitals of the bridging cyanides.

The photoresponsivity of the Co–W metal assembly was studied. Irradiating the
assembly with a 785-nm CW laser light at 240 mW cm−2 and 4 K decreases the
optical absorption around 1.8 eV (700 nm) and causes an absorption around 2.3 eV
(540 nm), which is assigned to a charge transfer band from CoII to WV (Fig. 23.3).
Thus, the photoirradiation induces a charge transfer phase transition from CoIII–WIV

to CoII–WIV phases with a drastic color change from blue to red. The phase transi-
tion provides a drastic change of magnetic properties. Additionally, irradiation with
785-nm light (220 mW m−2) at 3 K induces spontaneous magnetization with TC of
27 K, as shown in the magnetization (M) versus temperature (T ) plots (Fig. 23.4).
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Fig. 23.2 First-principles calculations for (H5O2
+)[Co(4-bromopyridine)2{W(CN)8}]. a Band

structure (left) and density of states (DOS) near the Fermi energy level (right). Red, blue, and
gray areas show the partial DOS for WIV 5d, CoIII 3d, and the total DOS, respectively. b Calculated
optical absorption spectrum. Black bars represent the calculated absorption strengths, while the line
with an asterisk denotes the lowest-energy transition. c Charge density maps of the valence (left)
and the conduction (right) bands. Reproduced from [36] with permission from the Royal Society
of Chemistry

TheM versus external magnetic field (H) plot after photoirradiation shows a coer-
cive field of 2000 Oe at 2 K and a magnetization value of 3.0 μB at 50 kOe. The
observed magnetization value almost agrees with the expected saturation magneti-
zation value assuming ferromagnetic coupling between CoII (S � 1/2, g � 13/3)
and WV (S � 1/2, g � 2). The photoinduced phase relaxes to the initial phase upon
heating. These photothermal changes are reversible.

The powder XRD measurements before and after photoirradiation and their
Rietveld analyses reveal the crystal structure of the photoinduced phase. The lattice
constants increase by 3% in the 2D layer corresponding to the bc-plane compared to



458 K. Nakabayashi et al.

Fig. 23.3 UV-vis spectra of
(H5O2

+)[Co(4-
bromopyridine)2{W(CN)8}]
before (blue line) and after
photoirradiation (red line).
Reproduced from [36] with
permission from the Royal
Society of Chemistry

Fig. 23.4 Magnetic
properties of (H5O2

+)[Co(4-
bromopyridine)2{W(CN)8}]
before (blue line), after
photoirradiation (red line),
and after heating up to 80 K
(black). a M-T plots, bM-H
plots. Reproduced from [36]
with permission from the
Royal Society of Chemistry

those of the original phase. The Co–N average distance of 2.05 Å, which is longer
than that of the original phase (1.92 Å), indicates that photoirradiation changes the
valence state from CoIII to CoII. By increasing the temperature up to 60 K, the crystal
structure of the photoinduced phase returns to that of the original phase. Among
cyanido-bridged Co–W photomagnets, this is the first example where the crystal
structure of the photoinduced phase is determined.
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In another embodiment of photomagnetism for cyanido-bridgedmetal assemblies,
a Cu–Mo metal assembly of {[CuII(H2O)]2[MoIV(CN)8]}·2H2O was studied [37].
This compound is a known photomagnet, but until recently its crystal and electronic
structures,which are necessary to discuss the optical transitions and themechanismof
photomagnetic effects, were unclear. Improving the crystallinity of the Cu–Mometal
assembly by using a gel method allows single-crystal XRD analysis, revealing the
3D cyanido-bridged Cu–Mo framework (Fig. 23.5). Based on this crystal structure,
first-principles calculations of the Cu–Mo metal assembly were performed.

In the calculations, a primitive unit cell with a {Cu4Mo2C16N16H16O8} compo-
sition composed of two stoichiometric {Cu2MoC8H8N8O4} molecular fragments,
was used. The CuII 3p/3d electrons, the MoIV 4p/4d electrons, the O 2p electrons,
the H 1s electrons, and the CN– 2p electrons were considered, resulting in a total of
300 occupied bands. Half of the bands are occupied by α spins (1st to 150th valence
bands: v1α–v150α), while the other half are occupied by β spins (1st to 150th valence

Fig. 23.5 Crystal structure
of the 3D cyanido-bridged
Cu–Mo metal assembly,
{[CuII(H2O)]2[MoIV(CN)8]}·2H2O,
along a the a axis and b the c
axis. Red, blue, dark gray,
gray, and light blue
ellipsoids indicate Mo, Cu,
N, C, and O, respectively.
Hydrogen atoms are omitted
for clarity. Reproduced from
[37] with permission from
John Wiley and Sons
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bands: v1β–v150β). Figure 23.6 shows the calculated total and partial DOS in the
range from –4 to 4 eV, where the occupied bands below EF as well as the unoccu-
pied bands in an area just above EF (the conduction bands for or spins from c1α/β to
c12α/β) are presented. The occupied bands just below the EF level (v1α/β and v2α/β)
mainly consist of the MoIV states, whereas the unoccupied bands just above the EF

level (c1α/β and c2α/β) are composed of the CuII states. The contributions from the
nitrogen, carbon, and oxygen atoms exist in the valence bands below –1 eV and the
conduction bands above +1.2 eV. Figure 23.7 shows the details about the band struc-
ture near the EF level. The optical transition of the band gap is a direct transition with
a band gap of 1.2 eV exactly at the point corresponding to the transition between the
occupied v1α band and the unoccupied c1α band.

Figure 23.7b depicts the charge densitymaps for the v1α and c1α bands, indicating
that the MoIV dz2 orbital and the N pz orbital mainly contribute to the valence band
of v1α. The conduction band of c1α is formed mostly by the CuII dx2–y2 orbital with
an admixture of the N spx orbitals. Bader analysis gives charge density distributions
with Cu 1.52%, Mo 63.96%, C 0.00%, and N 34.44% for the top of the valence band
and Cu 68.14%,Mo 5.48%, C 8.76%, andN 17.60% for the bottom of the conduction
band. Similar to the Co–W systemmentioned above, the contribution of the nitrogen
orbitals is significant for the charge transfer in the Cu–Mo system because the transi-
tion from p to sp is an allowed transition. Thus, the charge transfer fromMoIV to CuII

is enhanced through the orbitals of the nitrogen atoms in the bridging cyanides. The
electronic structure produces the calculated UV-vis absorption spectrum (Fig. 23.8).
The visible-range absorption is due to the optical transitions from the valence bands
of v1α/β and v2α/β composed mainly of the MoIV orbitals to the conduction bands
of c1α/β and c2α/β composed mainly of the CuII orbitals. The absorption in the UV
range is derived from metal-to-ligand charge transfer (MLCT) from the MoIV to the
cyanido ligand, the d-d transition in MoIV, and the ligand-to-metal charge transfer
(LMCT) from the cyanido ligand to the CuII. These results demonstrate that visible-
light irradiation causes a transition from the v1α to the c1α/β, that is, a charge transfer
from MoIV to CuII. This supports a mechanism of photoinduced charge transfer in
Cu–Mo systems, as reported previously.

23.3 Luminescent Magnetic Materials

The combination of luminescence and magnetic properties is an interesting topic
in the field of molecule-based materials. To construct switchable luminescent
magnets, building blocks of LnIII, organic ligands, and cyanide metallates were
selected. Lanthanide (3+) can act as luminophore and spin source. Organic lig-
ands are luminophores and photosensitizers that induce energy transfer from an
organic ligand towards LnIII. A cyanido-bridged TbIII(Box)–WV metal assembly,
{[TbIII(Box)2(dmf)2]–[WV(CN)8]}·H2O (Box� 2,2′-Bis(2-oxazoline), dmf�N ,N′-
dimethylformamide), was prepared by mixing solutions of the building blocks [38].
Figure 23.9 shows the crystal structure of the compound, revealing a 2D cyanido-
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Fig. 23.6 Total and partial DOS of {[CuII(H2O)]2[MoIV(CN)8]}·2H2O. CuII–A and CuII–B rep-
resent two possible positions of CuII in the crystal structure. v1α/β and v2α/β show the first and
second-highest valence bands for α or β spin, respectively. c1α/β and c2α/β indicate the first and
second-highest conduction bands for α or β spin, respectively. Reproduced from [37] with permis-
sion from John Wiley and Sons
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Fig. 23.7 a Band structure of {[CuII(H2O)]2[MoIV(CN)8]}·2H2O near the EF level. Red and blue
lines represent α and β spin, respectively. Black arrows of *1, *2, and *3 indicate three selected
transitions from the valence to the conductions bands at various k points, corresponding to three
component lines in the calculated UV/Vis spectrum (Fig. 23.9b). b Charge-density maps for the
bottom of the conduction band (c1α at the � point, top) and the top of the valence band (v1α at
the � point, bottom) with the charge density around the metal centers. Reproduced from [37] with
permission from John Wiley and Sons

bridged TbIII(Box)–WV network. The direct-current (dc) magnetism reveals a long-
rangemagnetic ordering below TC of 2.4 K. Themagnetization vs. external magnetic
field at 1.8 K suggests ferromagnetic interactions between TbIII and WV.

The solid-state luminescence properties were studied by measuring the emission
and excitation spectra at 77 K (Fig. 23.10). The compound exhibits two different
luminescent colours depending on the wavelength of the UV excitation. Irradiating
with 260-nm excitation light provides an emission spectrum with strong sharp peaks
at 490, 545, 585, and 622 nm and weaker peaks at 647, 667, and 678 nm, resulting in
green luminescence. This emission is attributed to intra f8 5D4 → 7F0-6 transitions in
TbIII. Irradiating with 340-nm light induces a dominant broad band at 650 nm and a
weak broad band at 435 nm that are accompanied by the weak peaks of TbIII center
luminescence. The dominant broad emission produces red luminescence.
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Fig. 23.8 a Experimental and b calculated UV/Vis spectrum of
{[CuII(H2O)]2[MoIV(CN)8]}·2H2O. Red and blue lines indicate the calculated absorption
strengths of the α and β spin bands, respectively. Reproduced from [37] with permission from John
Wiley and Sons

The emission at 650 nm is assigned to 3(π − π*)T1 →S0 phosphorescence of the
Box ligand. Since Box alone does not exhibit phosphorescence but instead shows
the blue fluorescence of the 1(π − π*)S1 →S0 transition, the phosphorescence is
due to the heavy atom effect of TbIII accelerating the S1 →T1 intersystem crossing
followed by the T1 →S0 transition. Thus, irradiating this compound with UV light
below 300 nm only populates the excited states of TbIII because Box does not possess
such high energy levels. As a result, a green emission is observed. On the contrary,
UV light above 300 nm provides both excited states of TbIII and Box. Energy transfer
efficiently occurs to the T1 state of Box, leading to a red emission.

A cyanido-bridged DyIII–CoIII metal assembly, {[DyIII(3-
hydroxypyridine)2(H2O)4][CoIII(CN)6]·H2O}, was prepared [39], and single-crystal
XRD analysis revealed a zig-zag chain structure (Fig. 23.11). The alternate-current
(ac) susceptibility measurements show a SMM behavior of the intrachain Dy
complexes, and analyses using the generalized Debye model give a thermal energy
barrier of �E of 266(12) cm−1 with a relaxation time τ 0 of 3.2(2)×10−11 s. This is
one of the largest energy barriers among emissive SMMs. Below 10K, the lnτ versus
T−1 plot becomes temperature-independent due to the significant quantum tunneling
of magnetization (QTM) effect (Fig. 23.12). The QTM is partially suppressed by
applying external magnetic fields of 1 and 2 kOe. Due to the high�E, magnetization
hysteresis loops are observed below 6 K for a field sweep rate of 10 Oe/s. The
QTM effect dominating at low magnetic fields and temperatures may lead to the
characteristic butterfly shape of theM-H loops.

The cyanido-bridged DyIII–CoIII metal assembly shows a white light emission
when excited by 312 nm light (Fig. 23.13). The emission spectrum with 481, 576,
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Fig. 23.9 Crystal structure of the two-dimensional cyanido-bridged Tb–W metal assembly,
{[TbIII(Box)2(dmf)2]–[WV(CN)8]}·H2O. a 2D structure and b the coordination geometry around
TbIII and WV. Hydrogen atoms are omitted for clarity. Adapted with permission from [38].
Copyright 2014 American Chemical Society

and 660 nm is assigned to 4F9/2 → 6H15/2,13/2,11/2 transitions on DyIII. In the excitation
spectrum, the broad band at 312 nm, which is assigned to 3-hydroxypyridine and
[CoIII(CN)6]3−, is predominant, indicating an energy transfer from the organic ligand
andCoIII to DyIII. At a low temperature of 3.5 K, a high-resolution emission spectrum
was rather collected, and it can be deconvoluted into eight components, which are
considered to be the crystal field splitting of 6H15/2 multiples. The energy difference
between the two lowest doublets is 211(31) cm−1. This energy corresponds to the
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Fig. 23.10 Emission spectra of {[TbIII(Box)2(dmf)2]–[WV(CN)8]}·H2O at T � 77 K excited by
260 nm (upper left) and 340 nm (bottom left) light. Right schematic illustration represents the energy
level diagrams with electronic transitions. A� absorption, P� phosphorescence, F� fluorescence,
ISC � intersystem crossing. Reprinted with permission from [38].
Copyright 2014 American Chemical Society

zero-field energy barrier, which is close to the value of 266(12) cm−1 estimated
from the magnetic analysis mentioned above. The cyanido-bridged DyIII–CoIII metal
assembly is a unique multifunctional material exhibiting a white light emission and
SMM behavior.

This chapter presents recent examples of multifunctional cyanido-bridged metal
assemblies exhibiting photomagnetism or luminescence. Although the aforemen-
tioned CoII–WV andCuII–MoIV metal assemblies havewell known photomagnetism,
the electronic structures were not clear. Recently, first principles calculations have
revealed their electronic structures. This knowledge will allow researchers to design
newphotomagnetswith higher functionalities. The combination of luminescence and
long-range magnetic ordering (or single-molecule magnetic behavior) is a sophis-
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Fig. 23.11 Zig-zag chain structure of {[DyIII(3-hydroxypyridine)2(H2O)4][CoIII(CN)6]·H2O}
revealed by single-crystal XRD. Reproduced from [39] with permission from John Wiley and
Sons

Fig. 23.12 Alternate-current (ac) magnetism of {[DyIII(3-hydroxypyridine)2(H2O)4]
[CoIII(CN)6]·H2O}: the χM′′ – χM′ plots at indicated T (upper) and the relaxation time (τ )
as ln(τ ) versus T−1 plots in various Hdc of 0, 1, and 2 kOe. Solid lines in the upper figure are
fitted using the generalized Debye model, whereas the lines in the bottom figure are fitted to the
Arrhenius law. Reproduced from [39] with permission from John Wiley and Sons
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Fig. 23.13 Solid state emission (upper left, λexc � 312 nm) and excitation (bottom left, λem �
576 nm) spectra of {[DyIII(3-hydroxypyridine)2(H2O)4][CoIII(CN)6]·H2O}, 1, at T� 300 K. Emis-
sion color is presented on the CIE 1931 chromaticity diagram (upper right). Inset shows the photo
of the white emission from the powder sample. Related energy level diagram is presented (bottom
right; A � absorption, ET � energy transfer, L � lanthanide luminescence). Reproduced from [39]
with permission from John Wiley and Sons

ticated functionality for molecule-based materials and should inspire new ideas in
related research areas.
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Chapter 24
Tailoring Spins and Orbitals
in Spin–Orbitronic Interfaces Probed
by X-Ray Magnetic Circular Dichroism

Jun Okabayashi

Abstract This review summarizes recent X-ray magnetic circular dichroism
(XMCD) studies for interfacial perpendicular magnetic anisotropy. The nature of
chemical bonding and electron occupancies bring novel properties at the interfaces.
The control of orbital magnetic moments could enable to reveal and utilize novel
promising phenomena beyond spintronics. Detailed investigations of anisotropic
orbital magnetic moments at the interfaces in Fe|MgO and Co|Pd cases are dis-
cussed with brief introduction of theoretical background of XMCD spectra and brief
history of this technique.

24.1 Introduction

Magneto-optics has been developed to investigate electronic and magnetic states.
Linearly polarized light passes through transient magnets leading to an output of cir-
cularly polarized lights, referred to as Faraday effect. In case of a reflection geometry,
similar effects are observed as Kerr effect. These effects originate from the differ-
ence in absorption coefficients between right- and left-circularly polarized lights,
leading to magnetic circular dichroism (MCD). For the incident beam, the ultra-
violet region has been utilized. Since the development of synchrotron radiation, in
particular, circularly polarized beams in the soft- and hard-X-ray regions, magneto-
optical techniqueswithMCDusing circularly polarizedX-rays have been extensively
developed, referred to as XMCD techniques.

We summarize the history of XMCD. Erskine and Stern theoretically predicted
the Ni-M-edge XMCD through the off-diagonal parts of the conductivity tensor
σ xy, which is 10−1 of the diagonal part σ xx [1]. In 1987, Schütz et al. experimentally
observed theXMCDof the FeK-edge [2]. Using soft X-rays, Chen et al. succeeded in
the measurements of XMCD of Ni L-edges [3]. Theoretical investigations of XMCD
have also been proceeded with the experimental developments. Selection rules for
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optical absorption permit a difference of quantum numbers of�l� ±1, which corre-
sponds to an excitation from p to d states in transition-metal (TM) compounds. For 3d
TMs, the L-edge absorption energies are located at the soft-X-ray regions. Magneto-
optical sum rules, proposed by Carra and Thole, enabled quantitative estimations of
spin and orbital magnetic moments [4, 5]. In 1995, C. T. Chen et al. reported conven-
tional methods for the estimations of spin and orbital magnetic moments from sum
rules using Fe and Co layers [6]. XMCD and its spectral analysis using sum rules
became one of the standard techniques to deduce element-specific magnetic proper-
ties. In 1998, Koide et al. investigated the angular dependence of XMCD in order
to reveal the magnetic anisotropy [7]. As the investigations of magnetic anisotropy
were limited to phenomenological studies using magnetization measurements, stud-
ies from the point of view of electronic structure were required. The angular depen-
dence in XMCD provides information about the anisotropy in spins and orbitals; it
becomes a powerful technique to investigate the element-specific magnetic proper-
ties, particularly in layered interfacial structures [8]. After 2000, XMCD techniques
have been continuously extended and combined with other techniques, which led to
the development of XMCD microscopy [9] and time-resolved measurements [10].

A schematic of the XMCD beam-line is shown in Fig. 24.1. Soft X-rays in the
range of 50–1,200 eV can be utilized for X-ray absorption spectroscopy (XAS),
XMCD, and photoemission spectroscopy; the setup is constructed at the BL-7A,
Photon Factory, High-EnergyAccelerator ResearchOrganization (KEK) in Tsukuba,
Japan [11]. For XMCD, a 1.2-T electromagnet has been installed at the end station.
As the beam comes from the bending magnets, circularly polarized lights for XMCD
are obtained using the edges from the beam center, which is adjusted by a mirror in
the beam-line. The beam and magnetic-field directions are fixed to be parallel, and
the sample surface normal direction is rotated for the angular-dependent XMCD.
Total-electron-yield (TEY) modes, which detect the drain currents excited from the
sample at 3 nm from the sample surface, are utilized for XMCD measurements. In
addition to TEY measurements, fluorescent yield modes are also employed, which
probe to a depth of approximately 100 nm from the sample surface.

Fig. 24.1 Illustration of a beam-line and photograph of the end station
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Fig. 24.2 Energy diagram
considering the spin–orbit
coupling in 3d states. The
numbers in circles are
transition probabilities from
2p to 3d states dependent on
the quantum numbers

As XMCD analysis methods, magneto-optical sum rules for spin and orbital mag-
netic moments were established. These methods are summarized here. In particular,
we focus on the magnetism in 3d TMs. As shown in Fig. 24.2, 3d states are split
to up and down states by exchange interaction. Considering the spin–orbit interac-
tion, the optical transition probabilities from 2p to 3d states are proportional to the
Clebsch–Gordan coefficients. Un-occupancies of d states can be expressed as hole
numbers h+2, h+1, h0, h−1, and h−2 for the five states. Estimated values of spin and
orbital angular momenta can be defined as:

〈L〉 � −(2h+2 + h+1 + 0h0 − h−1 − 2h−2)�

〈S〉 � −(h+2 + h+1 + h0 + h−1 + h−2)�/2.

Using the coefficients in Fig. 24.2, the excitations by circularly polarized lights
are estimated as:

L3 : �IL3 ∝ 6h+2 + 6h+1 + 3h0 − 6h−1 − 18h−2

L2 : �IL2 ∝ 12h+2 + 3h+1 − 2h−1 − 3h−2.

Therefore, a total summation leads to:

�IL3 + �IL2 ∝ 9(2h+2 + h+1 − h−1 − 2h−2) ∝ 9〈L〉.
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If the intensities of �IL3 and �IL2 are equal with different signs, the orbital
angular momentum becomes quenched. 〈S〉 cannot be explicitly deduced from the
XMCD; it can be expressed using the higher orders in the multipole expansion.
The second order is the magnetic dipole term mT, which exhibits the effect of spin
anisotropy through the tensor Qi j . The relation mT � ∑

β QαβSα is satisfied [12].
ThemT termdoes not become negligible in symmetry-broken surfaces and interfaces.
In highly symmetric crystals, mT can be negligible. Based on these considerations,
the sum rules can be expressed as:

morb � − 4
3

[
�IL3+�IL2
IL3+IL2

]
nh

mspin − 7mT � −2
[

�IL3−2�IL2
IL3+IL2

]
nh

in a unit of μB. In an anisotropic system, such as interfaces, the in-plane and out-of-
plane directions are separately described asm⊥

orb,m
‖
orb,m

⊥
T , andm

‖
T. Considering the

relationship: mx
T + my

T + mz
T � 0, the mT in the in-plane and out-of-plane directions

are related by:

m⊥
T + 2m‖

T � 0

Further, the angular dependences of morb and mT are expressed as:

mθ
orb � m⊥

orbcos
2θ + m‖

orbsin
2θ

mθ
T � m⊥

T cos
2θ + m‖

Tsin
2θ

Using these five equations, the five values of mspin, m⊥
orb, m

‖
orb, m

⊥
T , and m‖

T are
deduced. In particular, in the special case ofmagic angle obtained by: 3cos2θ−1 � 0,
mθ

T � −m‖
T(3cos

2θ − 1) � 0 can be obtained in the geometry of θ � 54.7◦.
Using the above considerations, the element-specific spin and orbital magnetic

moments are estimated quantitatively from the XMCD line-shape analyses. In this
Chapter, possible origins of novel properties deduced from XMCD analyses are
introduced for some systems. Interfaces induce novel properties, not present in the
bulk form. The control of the interface atomic structure paves the way for novel
artificial material designs.

24.2 Importance of Spintronics and Spin-Orbitronics

In this section, I briefly explain the importance of spintronics, utilized in appli-
cations such as magneto-resistive random access memory (MRAM). The research
field of spin-orbitronics has attracted recent interests regarding the control of the
spin–orbit interaction at thin-film interfaces, which paves the way for a new research
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field beyond spintronics. In order to fabricate functional high-performance devices,
advancedmaterial growth andunderstandingof the interfacial properties are required.

In the research field of spintronics, atomically controlled multilayered structures
have been investigated, providing giant magnetoresistance (GMR) effects, discov-
ered in Fe/Cr multilayers [13]. Prof. Fert and Prof. Grünberg were awarded with a
Nobel prize in 2007 owing to the importance of the GMR effects, which accelerated
the MRAM technology. Multilayers combining different types of elements exhibit
novel properties beyond those in the bulk form. In particular, memory devices using
magnetic states are employed in data storage. In order to improve thememory-device
performances, the spin switching from the in-plane directions in the films is shifted
to out-of-plane switching owing to the high densities in data storage technology. For
this purpose, the perpendicularmagnetic anisotropy (PMA) becomes important in the
development of spintronic devices. However, the emergence of PMA in the bulk form
requires non-symmetric distorted crystal structures such as spinel-type structures
including oxides or alloys with Pt. Spins in 3d TMs and large spin–orbit coupling
constants in 4d or 5d TMs combine at the film interfaces, providing PMA properties
including out-of-plane magnetism of spins in 3d TMs and induced magnetism in
heavy-metal elements. Extensive efforts have been devoted to fabricate atomically
flat interfaces exhibiting PMA. Further, studies without using heavy-metal elements
are important to develop low-cost memory devices. Recent studies have been focused
on the control of spin–orbit interaction at interfaces, which brings novel properties for
magnetization switching; e.g., spin–orbit torque could be employed for a low-power
operation in the MRAM technology. Therefore, precise measurements of interfacial
electronic and magnetic properties are strongly desired.

Spin-orbitronics is a novel research field, emerging after the advancements in elec-
tronics and spintronics. Figure 24.3 shows a comparison between electronics, spin-
tronics, and orbitronics. Electronics involves the control of electrons, with devices
such as transistors. The conjugate field is the electric field. In spintronics, developed
by an analogy of electronics using electron spins, spins are controlled. The magnetic
field is considered as the conjugate field. On the other hand, orbitronics involves a
control of orbital states in the same manner [14]. Orbital states are controlled by
the electron occupancies of 3d states, as shown in Fig. 24.2, which can be detected
by XMCD. However, unlike electrons or spins, the orbital moments cannot be eas-
ily understood. Modulation of orbital occupancies is achieved by controlling lattice
distortion, crystal field, or external electric field. Therefore, symmetry-broken inter-
faces with different types of elements are a promising platform to develop orbitronic
systems.

Several phenomena have been revealed using element-specific characterizations,
as illustrated in Fig. 24.4. “Induced magnetism” in non-magnetic elements can be
detected by XMCD. Orbital magnetism can also be detected by XMCD; the orbital
moment anisotropy is crucial at film interfaces [15]. Exchange coupling phenomena
are clearly detected; ferromagnetic and antiferromagnetic types of coupling can be
analyzed [16]. Orbital ordering through spin–orbit coupling is also related to the
orbitalmagneticmoments, and canbedetected byXMCD[17]. In addition, the orbital
ordering is related to lattice distortions. Both structural and electronic properties have
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Fig. 24.3 Comparison of electronics, spintronics, and orbitronics

Fig. 24.4 Investigation of novel spin-orbitronic phenomena using XMCD [16, 17]

to be investigated explicitly. In addition, for spinel-type or perovskite-type transition-
metal (TM) oxides, the control of crystal fields has been demonstrated.

Considering the above potentials, XMCD-related investigations are discussed in
the following sections: (1) PMA at Fe/MgO interface and (2) possible origin of the
PMA in Co/Pd multilayers.
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24.3 Interfacial PMA in Fe/MgO Probed by XMCD1

Since the discovery of large tunnel magnetoresistance in single-crystal MgO-based
magnetic tunnel junctions, the interfaces between MgO and magnetic layers have
been investigated thoroughly [18]. Recently, large PMA energies of 0.21 MJ/m3

have been developed by utilizing the interfaces between MgO and CoFeB transition
metal alloys that are comparable to the perpendicular magnetic anisotropy (PMA)
in Co/Pt multilayers without using heavy-metal elements [19]. This finding has ini-
tiated the development of high-performance MRAM using the interface PMA. For
a fundamental understanding of the induction of PMA at the interface between a
ferromagnetic layer and a MgO barrier layer, the electronic and magnetic structure
of the interface between an ultrathin Fe layer and MgO must be clarified explicitly.
Density functional theory (DFT) calculations revealed that a larger PMA appears
at the interface between Fe and MgO than that of Co/MgO interfaces because of
the difference in 3d orbital occupancies [20]. It has also been reported that the oxy-
gen stoichiometry at the interface between Fe and MgO strongly depends on the
PMA energies; namely, the over- and under-oxidization at the interface reduces the
PMA. Experimentally, Koo et al. found that the PMA energies depend on the inter-
face conditions and are controllable by the post-annealing process at the ultrathin
0.7-nm-thick Fe/MgO interface [21]. The maximum interfacial PMA is reported as
2.0 mJ/m2. The values of PMA are of the same order of magnitude as those esti-
mated by theoretical calculations. In order to investigate the PMA energy (Keff [unit
in J/m3]), it is necessary to evaluate microscopically the orbital magnetic moments
along parallel and perpendicular directions to the surface. Spin-orbit coupling is an
essential factor concerning the origin of the interface PMA.

Until now, the origin of the large PMA in Fe/MgO has not yet been established
because of the necessity of a large saturation magnetic field along the hard mag-
netization axis. Angular-dependent XMCD enables us to deduce the anisotropic
orbital magnetic moments and investigate the large PMA at the Fe/MgO interface.
In particular, Fe/MgO systems with different annealing conditions, which give rise
to different PMA values, can provide the interpretation of the relationship between
anisotropic orbital magnetic moments and PMA energies. In this section, we discuss
the anisotropic interface orbital magnetic moments of ultrathin Fe facing a MgO
layer by using angular-dependent XMCD and the PMA energies deduced from the
orbital magnetic moments.

Sampleswere grown by using an ultra-high vacuum electron-beam evaporation on
MgO (001) substrates. The sample structures are shown in Fig. 24.5. After cleaning
the MgO (001) substrate at 1000 °C, a 5-nm-thick MgO layer was deposited on the
substrate at 450 °C and a 30-nm-thick Cr buffer layer at 150 °C. Subsequently, the
annealing process was performed at 800 °C in order to prepare the flat surface. A 0.7-
nm-thick Fe layer, which corresponds to 5 monolayers (MLs), was deposited on the
Cr buffer layer at 150 °C and a MgO layer was also grown on the Fe layer at 150 °C.

1This section is partly reproduced from J.Okabayashi, J.W.Koo,H. Sukegawa, S.Mitani, Y. Takagi,
and T. Yokoyama, Appl. Phys. Lett. 105, 122408 (2014), with the Permission of AIP Publishing.
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Fig. 24.5 a Sample structure with film thickness. b Magnetization curves measured by super-
conductive quantum interference devices. c XAS, XMCD, and integrals of XMCD in NI and GI
geometries [24]

After the deposition of the MgO capping layer, two kinds of samples prepared with
the above conditions were post-annealed separately at 450 °C in order to enhance the
PMA. Details of the surface and interface conditions and the fabrication procedures
are reported in [21].

For XMCD measurements for Fe L-edges, magnetic fields (Hext) of±5 T were
applied using a superconducting magnet along the incident polarized soft X-rays in
order to sufficiently saturate themagnetization along the direction of themagnetically
hard axis. The total electron yield mode was adopted by detecting the drain currents
from the samples. We changed the magnetic field directions in order to obtain right-
and left-hand-side polarized X-rays while fixing the polarization direction of the
incident X-ray. Angular-dependent XMCD was performed by rotating the angle
between the incident beam and the direction of the sample’s surface normal from the
surface normal to 60°; these geometries are defined as normal incidence (NI) and
grazing incidence (GI), respectively. In the case of the NI configuration, where both
the photon helicity and the magnetic field directions are normal to the surface, the
X-ray absorption processes involve the normal direction components of the orbital



24 Tailoring Spins and Orbitals in Spin–Orbitronic Interfaces … 479

angular momentum (m⊥
orb). The GI configuration mainly allows the detection of only

the in-plane orbital angular momentum components (m‖
orb).

Figure 24.5 shows theXASof a 0.7-nm-thickFe/MgO interface after the annealing
at 450 °C. The XMCD taken at the NI and GI geometries and the integrals of the
Fe L2,3 absorption edges XMCD spectra are also shown. Distinct metallic peaks
are evident in the XAS of the Fe L2,3-edges, which indicates that no atomically
mixed layer formation with oxygen atoms occurred at the interface, even after the
450 °C annealing process. The XMCD spectra in the NI and GI setups display a
distinct difference in the intensity between the L3-edges while the L2-edges show
almost similar intensity. The measured XMCD signal for the Fe L3-edge from the
NI geometry was larger than that from the GI geometry, which suggests that the
large orbital magnetic moments are induced when the Hext is perpendicular to the
film plane. The magneto-optical sum rule indicates that the integrated areas of both
negative L3 and positive L2 peaks are proportional to the orbital magnetic moments.
The residuals of the integrals of both L3 and L2-edges in the XMCD spectra are
larger in the NI configuration than in the GI one, indicating that the large orbital
magnetic moments remain in the NI setup. Bottom panel of Fig. 24.5 shows the
integrated XMCD signals of the Fe L-edges for both NI and GI setups. A difference
can be clearly observed in the residuals of the integrals for both L3 and L2 peaks.
These integrated XMCD spectra indicate that the large orbital magnetic moments
are enhanced in the NI geometry compared with those in GI one. This is reasonable
for a Fe/MgO interface with a PMA related to the orbital magnetic moments.

Using the magneto-optical sum rules for the estimation of orbital and spin mag-
netic moments, we list the results with the NI and GI geometries in Table 24.1. The
effective spin magnetic moments (meff

s ) values were determined only from the GI
geometry because the magic angle geometry of 57.3° from the surface normal can
theoretically neglect the magnetic dipole terms. For the application of the sum rules,
we assumed the hole numbers of the Fe 3d states to be 3.4 as a standard value of Fe
bulk.25 The results listed in Table 24.1 show that the orbital magnetic moments with
m⊥

orb of 0.30 and m//
orbof 0.21 μB were calculated, where �morb is defined as �morb

� m⊥
orb − m//

orb. Considering the Bruno relationship: K 	 (ξ/4)αΔmorb, where ξ

is the spin-orbit coupling constant, and α is the band-structure parameter, the PMA
energies are proportional to Δmorb. We obtained K� 130 μeV/atom, which corre-
sponds to a PMA value of 1.48 mJ/m2, assuming a Fe lattice constant of 0.287 nm
with a body-centered-cubic structure facing the MgO at the interface.

Here, we discuss the origin of the PMA at the interface of Fe/MgO. Since the
excitation processes in XMCD are regarded to be the atomic excitations from the
core to unoccupied states, one can estimate the magnetic anisotropy energy per
atom through the Bruno’s relation by using the element-specific orbital magnetic
moments. Since the diamagnetic and shape-anisotropic components of the magnetic
anisotropy energy do not depend on the anisotropic orbital magnetic moments, the
interface PMA values in units of J/m2 were directly estimated. The contribution of
Keff should be calculated by using the diamagnetic components and the ultrathin Fe
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Table 24.1 Spin and orbital magnetic moments estimated from the XMCD sum rules for Fe at the
Fe/MgO interface. The in-plane (m‖

orb) and out-of-plane (m⊥
orb) components are listed in units of

μB. The interfacial PMA amplitudes (K i) obtained from XMCD in units of mJ/m2 are also shown
with those from SQUID. [24]

m⊥
orb [μB] m‖

orb [μB]

mspin [μB] – 2.08

morb [μB] 0.30 0.21

KXMCD
i 1.48 mJ/m2 (132 μeV/Fe)

KVSM
i 2.01 mJ/m2

layer thickness, which is the same process as the estimation of PMA values using
DFT calculations.

Next, we discuss the PMA values obtained by XMCD and the comparison with
other experimental and theoretical works reported in the literature. The DFT calcula-
tions determine a magneto-crystalline anisotropy energy of 0.2 meV/atom in a free-
standing Fe with 1 ML in thickness, a value of 0.9 meV/atom at the Fe (1 ML)/MgO
interface, and 1.5 meV/atom at the MgO/Fe (1ML)/MgO sandwiched structures
[21]. These results suggest that the PMA of the Fe/MgO interface is enhanced with a
double-facing interface. Considering that the obtained PMA value of 0.13 meV/(Fe
atom) through the XMCD measurement for Fe (5 MLs)/MgO structure, the result is
somewhat smaller than the estimated value from the DFT calculation (0.2 meV/Fe
atom). It is noted that the value for m//

orb can be underestimated, because the angle
for the X-ray incident in the NI configuration was not exactly parallel to the film
plane i.e. 57.3°. Therefore, the PMA values can be estimated to be small relative
to those from DFT calculations. Nevertheless, the estimated value of PMA through
angular dependent XMCD for Fe (5 MLs)/MgO (001) structure, without an applied
external electric field, was turned out to be comparable to that from the literature on
the modulation of PMA by an electric field [22].

Considering the above results, the origin of PMA at the Fe/MgO interface can
be described by the anisotropic orbital magnetic moments induced by the spin-orbit
interaction at the interface. The anisotropic orbital magnetic moments, resulting
from the modulation of the occupancies of the Fe 3d states at the interface, were
obtained through the sum-rule analysis of the XMCD spectra. Figure 24.6 displays
the schematic energy diagram of the Fe 3d states at the Fe/MgO interface. First,
we discuss from the view point of molecular orbitals theory. The chemical bonding
between Fe 3dz2 andO 2pz orbitals stabilizes the bonding states as shown in Fig. 24.6.
Filling in these orbitals are not completely occupied, Fermi level locates near between
these two atomic states. Second, interfacial electronic structures are discussed by
ligand-field theory. The Fe 3d levels split into eg and t2g states due to the crystal
field. At the surface or the interface accompanied with the symmetry breaking, the
degenerated eg states of the dx2−y2 and dz2 orbitals split further because of the surface
field and the hybridization with the O 2pz orbital. The spin-orbit interaction induces
further splitting depending on the direction of the Hext and the magnetic quantum
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Fig. 24.6 Schematic diagrams inmolecular-orbital scheme and ligand-field scheme for Fe 3d states

number m (0,±1,±2). The dyz and dzx orbitals corresponding to m� 1 consist of
the complex orbitals denoted as the dyz+izx and dyz−izx states. The anisotropy of
charge occupancy between these complex states results in the anisotropic orbital
magnetic moments. As was also indicated in the DFT calculations, the Fe 3d2z states
are pushed up above the Fermi level through the hybridization with the O 2pz orbital
and the charge occupancies are modulated [20]. In addition, only when the Hext

perpendicular to the film plane, the modulation in the electron occupancies results
in the enhanced m⊥

orb. Therefore, due to the enhancement of m⊥
orb resulted from the

spin orbit interaction and the hybridization between Fe 3dz2 and O 2pz orbitals, the
large PMA can be expected for the Fe/MgO interface. It is well coincided with our
XMCD results for the NI configuration, which showed enhanced m⊥

orb. Note that the
case of Co/MgO, Fermi level shifts to upper because of large charge number in 3d
states, the gradation of orbital occupancies become small, resulting in the decrease
of orbital moment enhancement.

In summaryof this section,wehave studied the interfacePMAinultrathinFe/MgO
(001) using angular-dependent XMCD. We found that the anisotropic orbital mag-
netic moments determined from the analysis of XMCD contribute to the large PMA
energy, whose values depend on the annealing temperature. The large PMA ener-
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gies deduced from the magnetization measurements are almost consistent with those
estimated from the anisotropic orbital magnetic moments through the spin-orbit
interaction. The enhancement of orbital magnetic moments can be explained by the
hybridization between the Fe 3dz2 and O 2pz states at the Fe/MgO interface [23].

24.4 Interfacial Perpendicular Magnetic Anisotropy
in Co/Pd Multilayers2

The interplay between 3d transition metals (TMs) and 4d or 5d TMs has been con-
sidered to offer opportunity of studying an interface-drivenmagnetic anisotropy with
both spin and orbital degrees of freedom; namely the interplay between the two, the
spin-orbit interaction through interfacial chemical bonding. Ultrathin Co/Pd multi-
layers are one of such representative artificial nanomaterials that exhibit interface
perpendicular magnetic anisotropy (PMA), and the development of artificially syn-
thesised PMA has led researchers to the expectation of ultra-high density recording
media. Since then, extensive efforts have been made for studying electronic and spin
structures of the interfaces of ultra-thin magnetic multilayers and nanostructures.
Studies on Co atoms performed using XMCD have suggested the enhancement of
orbital magnetic moments at the interfacial Co that is adjacent to Pd or Pt. It has been
reported that the PMA emerges due to the cooperative effects between spin moments
in 3d TMs and large spin-orbit interactions ξLS in the non-magnetic 4d or 5d TMs,
where ξ is the spin-orbit coupling constants, L is orbital angular momentum, and S
is the spin angular momentum. The Co/Pd interfaces and multilayers have also been
employed to demonstrate the photo-induced precession ofmagnetisation [25, 26], the
creation of skyrmions using the interfacial Dzyaloshinskii-Moriya interaction [27],
and magnetisation reversal using the spin-orbit torque phenomena [28]. Despite the
abovementioned careful studies and interesting trials with Co/Pd interfaces, the inter-
facial PMA, in particular the mechanism of anisotropic orbital magnetic moments,
has not been fully understood for both Co and Pd sites. Bruno and van der Laan
theoretically proposed an orbital moment anisotropy in 3d TMs within the second-
order perturbation of the spin-orbit interaction (the weak coupling) for more than
half-occupied electrons [29, 30]. However, in the case of strong spin-orbit coupling
in 4d or 5d TMs, the validity of this perturbative formula has been debated. In order
to study the mechanisms of PMA in Co/Pd multilayers, the contributions of orbital
magnetic moments in each element should be explicitly considered.

However, it is challenging to study the anisotropy of the orbital magneticmoments
of both Co and Pd elements using one specific experiment, due to the challenges in
detection of the induced magnetic moments, of Pd in particular. In this study, we
aim to overcome the above experimental challenges using the x-ray photon energy
region that is common for both Co and Pd. In other words, a single experiment is

2This section is partly reproduced from J. Okabayashi, Y. Miura, and H. Munekata, Scientific
Reports 8, 8303 (2018), in accordance with the Creative Commons Attribution (CC BY) license.
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Fig. 24.7 a Stacked
structures and b magnetic
field dependence of the Co
L3-edge XMCD for a photon
energy of 778.0 eV, in the NI
and GI configurations.
c L-edge XAS, XMCD, and
XMCD integrals of the
Co/Pd multilayers that
exhibit PMA [31]

performedusing the PdM2,3-edge absorption at~530 eV, andCoL2,3-edge absorption
at~770 eV taken by electron yield mode, instead of using different energy ranges
for the Pd L-edges within 3.2 keV taken by fluorescence yield mode. The optical
transitions from 2p to 3d states in 3d TMs, and those from 3p to 4d states in 4d TMs
have the same transition probabilities. Therefore, the same transition processes could
occur, even though the cross-section for theM-edges is smaller than that for L-edges.
Furthermore, we adopt the angle-dependent XMCD that is a powerful experimental
technique for studying anisotropic orbital magnetic moments. Taking into account
that the X-ray absorption spectrum (XAS) attributed to the Pd M2,3-edges (3p to 4d
transition) overlaps with that of the O K-edge absorption region, the surface oxide
components have to be carefully removed, or the sample has to be prepared in situ in a
detection chamber, in order to detect thePdM-edge absorption signals. In this section,
we have chosen the Ar-ion sputtering methods for surface cleaning. Experiments
thus implemented lead us to the finding that the orbital magnetic moments in Co are
anisotropic, whereas those in Pd are isotropic.

Ultrathin [Co/Pd]5 multilayered structure grown by sputtering methods [25] was
studied: Co (0.69 nm)/Pd (1.62 nm) that have PMA, which corresponds to four
monolayers (MLs) of Co and eight MLs thickness of Pd. Cross-sectional transmis-
sion electron microscopy images have shown 〈111〉-oriented layered metallurgical
structureswith a good interface abruptness betweenCo and Pd [25]. Element-specific
magnetisation hysteresis curves in normal incidence (NI) and oblique or grazing inci-
dence (GI) geometries, taken at magic angle of 54.7° (cos2θ � 1/3) from the sample
surface normal, for Co are shown in Fig. 24.7. The photon energies are fixed at
778 eV for Co L3-edge.



484 J. Okabayashi

Table 24.2 The spin and orbital magnetic moments and magnetic dipole terms for perpendicular
and in-plane directions in Sample A. The values are in the units of μB and are compared with the
estimations from the XMCD and the first-principles density-functional-theory (DFT) calculations.
Experimental error bars are estimated about 10% in Co and 20% in Pd for the applications of XMCD
sum rules

Co Pd

XMCD DFT XMCD DFT

m⊥
spin 1.82 1.87 0.25 0.31

m‖
spin 1.81 1.87 0.24 0.31

7mT 0.01 – 0.01 –

m⊥
orb 0.14 0.128 0.02 0.032

m‖
orb 0.11 0.096 0.02 0.033

Figure 24.7 shows the Co L-edgeXAS and angular-dependent XMCD that exhibit
PMA. The XMCD spectra for the NI and GI geometries, and the integrals of the Co
L2,3 absorption edgesXMCDspectra, are shown in Fig. 24.7b and 24.7c, respectively.
There are clear differences in XAS spectra, depending on the relative helicities of
the incident beam. As the XAS spectra obtained from the NI and GI configurations
are identical, only the XAS spectra in the NI configuration are shown. In Fig. 24.7b,
the XMCD spectra for the NI and GI configurations show a distinct difference in
intensity between the L3-edges, while the L2-edges have almost similar intensity
profiles. The measured XMCD signal for the Co L3-edge in the NI geometry was
larger than that in the GI geometry when the effective field is perpendicular to the
film plane. The magneto-optical sum rule indicates that the integrated areas of both
negative L3 and positive L2 peaks are proportional to the orbital magnetic moments.
The residuals of the integrals of both L3 and L2-edges in the XMCD spectra are
larger in the NI configuration, compared to the GI configuration, which indicates
that large orbital magnetic moments are observed for the NI configuration as shown
in Fig. 24.7c. Assuming the Co hole number is 2.49 [6], we deduce that the orbital
moments of the perpendicular and in-plane components for Sample A,m⊥

orb andm
‖
orb,

are 0.14 μB and 0.10 μB, respectively. Note that the setup of m‖
orb cannot detect the

perfect in-plane contribution and almost half of m⊥
orb and m‖

orb are mixed which is
proven by the MH curves in Co L3-edge. Further, the spin magnetic moment (ms)
and magnetic dipole moment (mT) of Co are 1.2 μB and 0.01 μB, respectively, with
the uncertainties of±10%. These values are listed in Table 24.2 by comparing with
those estimated from the DFT calculations.

Figures 24.8 show the XMCD signals of Sample A for the Pd M-edges, after
the removal of surface contamination. The signals that emerge due to the O K-edge
absorption are removed by the Ar ion sputtering, hence clear XMCD signals are
observed. These signals are induced by the proximity effects with the Co layers. We
note that the intensity scale of the PdM-edge is two-orders of magnitude smaller than
that of the Co L-edge, due to the difference in photo-ionisation cross-section. The Pd
M2,3-edge XAS line shapes exhibit satellite structures that appear at 542 and 567 eV,
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Fig. 24.8 M-edge XAS and XMCD of the Co/Pd multilayers that exhibit PMA. XAS at the NI
configuration in left panel and the GI configuration at right panel. XMCDs acquired for the NI and
GI configurations, respectively. The integrals of the XMCD are also plotted in the figures [31]

with higher photon energies of themain absorption peaks. They are obtained from the
transitions from 3p to 5s states, and do not contribute to the XMCD signals. The Pd
M-edge XMCD line shapes are almost identical in NI and GI setups, which suggests
isotropic orbital moments in Pd, within the detection limits. Conventional magneto-
optical sum rule analysis, often employed for 3d TMs (from 2p to 3d transition), can
be applicable for the 3p to 4d transition in PdM-edgeXMCDwith the same transition
probabilities as that of the 2p to 3d transition. Assuming the hole number of the Pd 4d
states is 1.10, for the NI configuration, the estimates of the spin and orbital magnetic
moments are 0.25μB and 0.02μB, respectively, with the error bars of±20% because
of the estimations of XAS spectral integrals include the ambiguities. In contrast to
Co, the Pd XMCD line shapes remain almost unaffected in the angular dependence
(within the detection limits). This indicates that the isotropic finite orbital moments
in Pd do not directly contribute to the PMA.

Weconsider the (111) interfaces, as illustrated in Fig. 24.9a. The chemical bonding
along the z-direction is staggered between Co and Pd, which causes the non-perfect
σ bonding at the interface. Therefore, the isotropic distribution of orbital moments in
Pd, and the anisotropic orbital moments in the Co layer at the interface promotes the
PMA at the Co/Pd interface. On the other hand, it has been reported that the Pd (001)
orientation cannot stabilise the PMA at the interface. Furthermore, three monolayers
are necessary for the periodic stacking in (111) orientation, as shown in Fig. 24.9a.
Therefore, (111) orientation stacks are necessary for the PMA, due to the tuning of
the interfacial hybridisation strength.

In order to analyse the origin of the PMA, we computed the orbital moment
anisotropy at each atomic site. Spin and orbital magnetic moments in Co and Pd
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Fig. 24.9 a A schematic of the Pd(8ML)/Co(4ML)(111) multilayer. b Layer-resolved orbital
moment anisotropy of the Pd(8ML)/Co(4ML), using a‖ � 0.391 nm, in DFT calculations [31]

sites are listed in Table 24.2. As shown in Fig. 24.9b, the orbital moment anisotropy
of the Co atoms at the Co(4 ML)/Pd(8 ML) interfacial layer is enhanced and has a
value of 0.033μB. We emphasise that the PMAof the Comonolayer that is next to the
Pdmonolayer can be augmented primarily by the contribution of the interfacial layer.
The PMA in a Co monolayer decreases as the distance between this monolayer and
the Co/Pd interface increases, which is expected due to the bulk-like Co-Co bonding.
On the other hand, we estimate that the orbital moment anisotropy induced in Pd
is very small compared with that in Co, even in the Pd layer that is next to Co
(Fig. 24.9b). The induced magnetic moments in the Pd monolayer emerge due to the
d-orbital hybridisation between neighboring Co 3d and Pd 4d states at the interface,
which qualitatively coincides with the independence of orbital magnetic moment
anisotropy in Pd sites deduced from the XMCD.

Figure 24.10a, b represent the contributions of the crystallinemagnetic anisotropy
on the anisotropy energy at each atomic site. Four types of spin transition processes
occur between the occupied and unoccupied states within the second-order perturba-
tion of the spin-orbit interaction. The “up-down” process implies a virtual excitation
from an occupied up-spin state to an unoccupied down-spin state in the second-order
perturbation. For Co sites, the transition between down-down spin states is dominant,
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as shown in Fig. 24.10a. This suggests the conservation of spin states in the transition,
which can be explained using the Bruno model assuming a large spin splitting. The
Co sites exhibit positive energies in total, which confirms the orbital-moment-driven
PMA. In contrast, for Pd, the spin-flipped transitions between up-down and down-up
states become dominant due to the small band splitting, hence both spin-preserved
and spin-flipped processes occur near the Fermi level. Element- and orbital-resolved
density of states (DOS) for the Co 3d and Pd 4d states are shown in Fig. 24.10c and
24.10d, respectively. The DOS of both Co 3d(xy, x2 − y2) and 3d(yz, zx) orbitals at
the interface contribute to the PMAbecause the 3d(xy, x2 − y2) and 3d(yz, zx) orbitals
become dominant at the Fermi level in the minority-spin state. These states provide
large matrix elements of Lz, <3d(x2 − y2)↓|Lz|3d(xy)↓>and<3d(yz)↓|Lz|3d(zx)↓>,
for the second order perturbation of the spin-orbit interaction, leading to an enhance-
ment of the perpendicular components of the orbital magnetic moments. The DOS
of the Co 3d states is clearly split, with a spin magnetic moment of 1.89μB. We used
the lattice constant of a� 0.391 nm for the equilibrium condition. The DOS of Pd 4d
states is also split, due to the proximity with the Co layers, as shown in Fig. 24.10d.
For the Pd 4d states, we estimated that the induced spin magnetic moment is 0.311
μB. The Pd 4d states exhibit a small splitting at the interfaces, whereas the DOS
at the Fermi level is large, which is considered as a Stoner-type ferromagnetism.
The matrix elements of<4d(yz)↓|Lz|4d(x2 − y2)↑>are dominant in Pd sites, which
favours to in-plane anisotropy. The spin-conserved transition in Co and spin-flipped
transitions in Pd are illustrated in Fig. 24.10e. The enhancement of orbital moments
of Co is explained by the spin conserved transition derived from the band structures.
The spin-orbit coupling in heavy-metal elements causes a quadrupole-like formation
by the spin-flip transitions, resulting in the magnetic dipole term (mT), however it
does not contribute to the anisotropy of the orbital moments. These results explain
both the angular dependence of the Co L-edge and the Pd M-edge XMCD spectral
line shapes.

Considering the results of XMCD and DFT calculations, we discuss the
quadrupole-like contribution of the interfacial Pd layer. The spin sum rule includes
not only the spin moment ms, but also the magnetic dipole term mT, and reveals the
effective spin magnetic moment meff

s � ms + 7mT. Here, the mT can be separated
from the angular dependence of XMCD, as the GI configuration cancels out the mT

term for the magic angle geometry of 54.7° (cos2θ � 1/3) with respect to the surface
normal. Our Pd XMCD results indicate that the Pd orbital moments induced at the
interface are isotropic. Note thatmT is an order of magnitude smaller than the orbital
moments, i.e., 0.01 μB or less, comparable with the detectable limits. The element-
specific PMA energy K that includes the mT term beyond the Bruno model which is
derived from only orbital moment anisotropy �morb can be expressed theoretically
as:

K ∼ 1

4μB
ξ�morb − 21

2μB

ξ 2

�ex
�mT (24.1)
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Fig. 24.10 Bar graph of the second-order perturbative contribution of the spin-orbit interaction
to the MCA energy at the interfacial atomic sites of a Co and b Pd for the Pd(8ML)/Co(4ML),
using a‖ � 0.391 nm. Spin-resolved local density of states (LDOS) of the d(xy, x2 − y2) and d(yz,
zx) states for the interfacial c Co and d Pd sites, for the Pd(8ML)/Co(4ML), using a‖ � 0.391 nm.
e A schematic of the electron hopping in Co and Pd at the interface. 3d(xy, x2 − y2) orbitals in Co
and both Pd 4d(xy, x2 − y2) and 4d(yz, zx) orbitals are illustrated [31]
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where �ex is the exchange splitting between spin-up and spin-down bands. �mT

satisfies the relation of �mT � m⊥
T − m‖

T with m⊥
T � −2m‖

T. For Co, we estimate
the first and second terms in (24.1) contributing 10−4 and 10−5 eV, respectively, in
Co, assuming �ex Co � 3 eV, and ξCo � 70meV, and the orbital moment anisotropy
becomes dominant even in the finite mT value. For Pd, the orbital anisotropy that
corresponds to the first term becomes almost zero and the second term becomes
dominant in the order of 10−4 eV because of small �ex Pd � 200 meV and large
ξPd � 110meV, even if themT in Pd is as small as 0.01μB. The relatively large spin-
orbit coupling constant and small Pd exchange splitting contribute to the appearance
of PMA by means of the second term in (24.1) with quadrupole-like interactions.
The second term in Pd is comparable or smaller than the orbital moment anisotropy
in Co. Therefore, the first term in (24.1) of orbital moment anisotropy in Co and
the second term related to mT in Pd contribute dominantly to EMCA through the
interfacial proximity effects. Furthermore, the contribution to the first term of (24.1)
in Co is underestimated because Fig. 24.9b suggests the enhancement of �morb at
the interfacial layer. XMCD detects the signals from all layers, which suppresses
the contribution from the interfacial layers. However, the enhancement of the orbital
moment anisotropy can be concluded qualitatively.

Finally, we discuss the hybridization and spin-orbit coupling at the Co/Pd inter-
faces. Our findings indicate that the orbitalmoments in Pd are isotropic. This suggests
that the magnetic dipole transitions can be essential, due to the mixing of spin-up and
spin-down states in the Pd 4d states, even though themT values aremuch smaller than
morb. As another physical origin of PMA, the facts that the radii of the Pd 4d orbitals
are larger than those of Co 3d are also important, which results in the decrease of the
anisotropy of the orbital moments and the increase of lattice strains. These effects
couple at the interfaces, which enhances the PMA in Co/Pd multilayers. For rela-
tively thick Co layers, the shape anisotropy in Co governs and suppress the effects
of PMA at the interface, resulting in the in-plane anisotropy. The origin of PMA at
the Co/Pd interface can be explained by the interfacial Co orbital moment anisotropy
and spin-flipped processes at the Pd sites through the strong hybridization at Co/Pd
interface, as illustrated by the magnetic dipoles in Fig. 24.10e.

In summary of this section, we have investigated the origin of PMA at Co/Pd inter-
faces using the angle–dependent XMCD and DFT calculations. The Co 3d orbital
states are anisotropic, while the Pd 4d orbital states are isotropic. In contrast to the
large spin splitting in Co 3d states, the induced spin splitting in Pd 4d states at the
interface exhibits a combination of up and down spin transitions that accompany the
quadrupole-like states in Pd. In other words, the anisotropy of the orbital moments
in Co is enhanced at the interface through the proximity with Pd and orbital moment
anisotropy is not induced in Pd even in the facing layer on Co.
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24.5 Theory of Interfacial Perpendicular Magnetic
Anisotropy

Considering the above mentioned cases of Fe/MgO and Co/Pd interfaces, the micro-
scopic origin of interfacial PMA can be discussed using theoretical formulations. In
the simple case, the anisotropy of orbital magnetic moments is proportional to PMA
assuming the large exchange splitting between majority and minority bands. When
the exchange splitting is small andmixing of up and down spin states, the spin-flipped
contribution has to be formulated. Generally, the magnetocrystalline energy EMCA

can be the sum of the two contributions,

EMCA ∼ E↓↓(σ) + E↑↓(σ)

where ↓↓ and ↑↓ represent the spin transition of spin-conserved and spin-flipped
cases, respectively. σ represents the directions of spins (x, y, and z). Spin-orbit inter-
action HSO can be written as

HSO � ξ{1/2(l+s− + s+l−) + lzsz}

by using ladder operators. The term of l+s−+s+l− corresponds to the spin-flipped pro-
cess. The lzsz term corresponds to the orbital moment anisotropy in spin-conserved
state. Within the second-order perturbation of spin-orbit interaction, assuming the
lattices elongated to z axis, EMCA can be deduced by the comparison between out-
of-plane and in-plane directions and formed as follows [32]:

EMCA ∼ −ξ

4
(lz − lx ) + ξ 2 |〈↓ |lz| ↑〉|2 − |〈↓ |lx | ↑〉|2

�ex
(24.2)

In this formulation, the cases of lz − lx contributions become positive coefficients.
Since l2z − l2x can be written to be −1/2(l2 − 3l2z ), where l

2 � l2x + l
2
y + l

2
z , the second

term is modified.

|EMCA|∼ ξ

4

∣
∣�l↑ − �l↓

∣
∣ − ξ 2

∣
∣〈↓ ∣

∣l2 − 3l2z
∣
∣ ↑〉∣∣

2�ex
(24.3)

In this notation, positive amplitude of EMCA stabilizes the PMA. Therefore, defining
the quadrupole-like tensor formulation T � l2−3l2z , the contribution from the second
term become negative sign in the case of positive sign in the first term. Further, the
matrix elements of second term in (24.3) are the connection between up and down
states, suggesting that the mixing of majority and minority bands at the Fermi level
is essential to enhance this term. While the first term is expressed as the anisotropy
of orbital magnetic moments, the second term implies the changes of orbital shapes.

In the case of negative T, the second term also favors the PMA.As the definition of
Ti � ∑

j Qi j S j , T<0 represents the spin quadrupole-like feature elongated to z-axis
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with 3z2 −r2-like prolate shape (cigar shaped along z-axis). On the other hand, T>0
is defined as x2 − y2-like oblate type feature (donut shaped in xy plane). Because of
the matrix elements of lx in the spin-flipped transitions, magnetic quantum number
has to change between±1 and±2 and between±1 and 0. Former transition exhibits
the 3z2−r2-like prolate shape and later transition relates to x2− y2-like oblate shape
considering the shapes of wave functions. Beyond the orbital moment anisotropy,
the second term is also the candidate of PMA. In order to enhance the second term,
ξ must be large and �ex be small. As discussed in Co/Pd interface, themT term in Pd
4d states contributes to PMA though large ξ and small �ex. In the case of Fe/MgO
case, ξ of Fe atom is as small as 50 meV and large exchange splitting, resulting in the
negligible second termcontribution. Therefore, the caseswhich second termbecomes
dominant are limited in the cases using heavy-metal elements which cooperate with
3d TMs through the orbital hybridization at the interfaces.

As for the comparison with the first-principles calculation and XMCD, it should
be noted about the difference in the second term estimations. Above mentioned theo-
retical formulation of spin-flipped term can be estimated by the calculation as E(↑↓)
+ E(↓↑). However, in XMCD spin sum rule, the mT term—(21/2) (ξ2/�ex)�mT

written in the previous section includes not only spin-flipped term but also spin-
conserved states in principles in the notation of {−2E(↓↓) − 2E(↑↑) + E(↑↓) +
E(↓↑)}. As defined by van der Laan [30], the correction of spin-conserved term
must be included when estimating the PMA energy.

24.6 Summary and Outlook in XMCD Spectroscopy

Recent XMCD studies were reviewed to clarify the PMA. The nature of chemical
bonding and electron occupancies bring novel properties at interfaces. The control
of orbital magnetic moments could enable to reveal and utilize novel promising
phenomena beyond spintronics. As a next step, manipulation of orbital moments is
required. For this purpose, the introduction of lattice strain by ferroelectric materials
is a promising approach owing to the electric field control of strain in ferroelectric
materials. Junctions between ferromagnets and ferroelectric materials introduce lat-
tice strain into ferromagnets, and control the orbital moments reversibly by electric
field. Another approach of analysis involving XMCD is to use microscopy with a
high spatial resolution. In addition, not only element-specific but also spatial map-
ping of spins and orbitals are desired for interface spin-orbitronic analyses including
topological properties.

Finally, for tailoring PMA at the interfaces, the enhancement of second term in
(24.2) and (24.3) is essential. One of the interesting targets is Mn3-xGa. The Mn
3d orbital magnetic moments are almost quenched, resulting in no orbital moment
anisotropy. Spin-flipped transitions become a key factor using even in small ξ in the
distorted lattices. Therefore, the material designs of spin-orbitronics link to the mod-
ulation of lattice parameter, which opens up novel research fields in spin-orbitronics.
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Chapter 25
Interaction of Laser Radiation
with Explosives, Applications
and Perspectives

Yuriy Tverjanovich, Andrey Tverjanovich, Anatoliy Averyanov,
Maksim Panov, Mikhail Ilyshin and Mikhail Balmakov

Abstract This chapter provides a brief overview of the main directions in research
and application of the interaction of laser radiation with explosives. Historically
the first application of such interaction based on thermal initiation of explosives is
briefly characterized. Themainmethods of remote detection of explosives using laser
radiation are listed. Particular attention is paid to the areas of research that have been
recently formed such as spectral selective resonance interaction of laser radiationwith
explosives and explosives modified by nano-additives. It was noted that depending
on the choice of the optical absorption band of the explosives, its excitation can lead
either to the effective activation of an explosive or to its decomposition, which is not
accompanied by a significant thermal effect. The latter case can be used for remote
detection of the explosives and, partly, for passivation of their surface. Finally, it
was demonstrated that the absorbing and refractive light nano-additives are able to
reduce the threshold intensity of initiation of explosives by laser radiation, while
keeping the resistance of explosives to impact or thermal effects that provides the
safety conditions of working with them.
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25.1 Introduction

The first experiments focused on a study of interaction between energy-saturated
materials and laser radiation have been performed simultaneously with develop-
ment of laser technology in the second half of the twentieth century. In most cases,
the infrared He–Ne lasers available at that time were applied in this regard. It was
assumed that the direct transfer of thermal energy to the substance is provided in the
infrared region and, as a result, this is the easiest way to ensure rapid combustion of
a substance to be initiated, and subsequent ignition of brisant explosives. The further
development of works in this area lies in implementation of high-power lasers for the
direct initiation of brisant explosives in order to exclude the necessity to use highly
sensitive initiating explosives. However, the use of high-power lasers is difficult to
implement and expensive. It was considered that in their absence the probability of
accidental initiation of ammo decreases. The number of works on laser initiation of
energy-saturated materials has increased several times over the past ten years, which
proves their relevance. The recent success in the understanding of the theory of the
initiation process under the action of laser radiation and in the technical development
of laser technologies also provide the conditions for further progress of the aforemen-
tioned approach. Laser initiation opens wide opportunities for application in those
areas where modern safety standards are implemented and restrictions to traditional
methods of initiation are presented: space technology and rocket science, mining
and blasting with high explosion hazard, oil production, and others. Furthermore,
laser initiation makes it possible to create complex explosive systems insensitive to
electromagnetic interference and temperature fluctuations and easy to combine into
multi-level networks, which makes its application more safe and technological. An
additional factor is that the laser initiation process consumes significantly less energy
than the thermal type of initiation, in turn, the cost of such initiators is lower than
usual ones and their size and weight are also significantly less. For example, the
initiation of many pyrotechnic compounds requires low radiation power (mJ), which
is accessible for many commercial lasers. Another striking advantage of such initia-
tors is their reusability. At the present, the main approaches describing the process
of laser initiation of explosives can be divided into two separate directions: thermal
and shock. In the first case, the beam falls on the target causing a self-sustaining
combustion process, which then proceeds into explosive combustion or detonation.
In the second case, the detonation occurs due to the energy of shock initiation caused
by particles flying at high speed, which are formed upon laser radiation.

One more actual and perspective way of using lasers is the methods of detect-
ing various substances. There are a lot of different laser methods for detection of
energetic materials. But traditional detection methods are somewhat limited because
the broad spectral features of many explosive vapors make phase sensitive detection
methods difficult. One of the common problems of a large part of thesemethods is the
following. Large molecules, which include the majority of explosives, usually have
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weak and poorly resolved optical transitions. This circumstance complicates their
detection by spectroscopic methods. At present, remote sensing of energy-saturated
substances using resonant laser-explosives interactions is a promising direction of
solving this problem.

Another modern directions in the field of interaction of laser radiation with explo-
sives are using resonant laser-explosive interaction and nanoparticle additives. Intro-
duction to the explosive composition some chemically inactive nanoparticles can
reduce the threshold power of initiation by laser radiation. The low chemical activity
of these nanoparticles allows to achieve this goal without reducing the stability and
safety of the explosives.

In the sections below, an overviewof the research in this directionwill be reviewed.

25.1.1 Laser Thermal Initiation of Explosives

In many modern studies, it was observed that ignition or initiation of materials by
laser radiation result in thermal inhomogeneity of the process, which is manifested
by formation of hot spots [1]. It is assumed that during irradiation a local center of
about 0.1 μm is formed, which has enough energy to ignite an initiator. For that
reason, the temperature of hot spot should be approximately 700 °C or more, and
its lifetime should be not less than 10 μs. There is a possibility to form a number
of such hot points; however, formation of a “critical” hot spot induces detonation or
ignition. The process of thermal initiation consists of a complex of different physical
and chemical stages. For example, the initiation process of hexogen (RDX—Royal
Demolition Explosive, Hexogen) can be described as follows [2–4]. In the beginning,
the surface of the sample is heated by a laser beam (at atmospheric pressure in argon
with CO2 laser heat flux from 35 to 600 W/cm2) and the temperature profile of
the material in the solid phase is formed. Then, when the material reaches melting
temperature (Tm), a quasi-equilibrium two-phase zone (mushy zone) is formed, in
which both the solid and liquid phases are present. Further, the molten liquid phase
is formed, which moves deep into the material and transfers thermal energy. This
process accompanied by decomposition and formations of gaseous phase.

In the next stage, a torch is formed on the surface of the material followed by
the intense evaporation of gaseous products from the surface of the material and
subsequent sharp increase in pressure. Finally, if the heat flux is strong enough to
provide a self-sustaining exothermic reaction, the ignition process occurs (Fig. 25.1).

As a rule, the mathematical modeling methods are used to study the influence
of various factors of laser radiation on explosives. Abdulazeem et al. [5] perform
theoretical calculations for lead azide using the following mathematical equation:

ρc
∂T

∂t
� k

∂2T

∂x2
+ ρq Ae−E/RT + α I (t)e−αx ,
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Fig. 25.1 Processes
involved in laser-induced
ignition of RDX [2]

where, k ∂2T
∂x2 —the value of heat transfer taking into account coefficient of thermal

conductivity, ρq Ae−E/RT—the amount of heat generated during the chemical reac-
tion, α I (t)e−αx—the amount of heat produced by laser radiation.

As a result, the dependencies of the surface temperature and the initiation time
on the laser radiation density at different values of the heat transfer coefficient were
determined (Fig. 25.2a, b). In general, the performed calculations are consistent with
the experimental data. In turn, some inconsistency between theory and experiment
can be explained by insufficient consideration of an influence of the local zones of
the thermal inhomogeneity observed during laser-induced initiation (Fig. 25.2c, d).
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Fig. 25.2 The calculated and obtained experimentally dependencies of the surface temperature and
the initiation time on the laser radiation density at different values of the heat transfer coefficient
[5]

25.1.2 Laser Shock Initiation of Explosives

The well-known alternative way to initiate explosives is to use the energy of plasma
produced during laser ablation of a metal. The shock wave generated by the flying
particles directed on the initiating explosive creates an inertial impact that transforms
into a detonation front. Typically, a metal coating is made of a thin metal film placed
on the transparent “window” or tip of the optical fiber. The laser pulse (Nd:YAG laser,
laser energy 67–375.7 mJ) vaporizes the metal and forms a plasma. In the implemen-
tation of this mechanism of initiation of hexogen (RDX), octogen (HMX), trinitro-
toluene (TNT), and hexanitrostilbene (HNS) the following processes occur: melting
and evaporation of a metal, plasma formation, shock wave formation, and, finally,
detonation of an explosive. In this case, the main materials used as target are alu-
minum and copper. For fabrication of multilayer films based on carbon, magnesium,
germanium, titan, titan oxide, aluminum oxide, and zinc sulfide are also used [6].
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25.2 Detection of Explosives Using Laser Irradiation

25.2.1 Main Laser Methods of Explosives Detection

Currently, methods for the remote detection of the energy-saturated substances is a
perspective direction in the modern security strategies [7]. There are two approaches
applicable for remote detection of explosives. It is standoff detection (fully non-
contact method) and remote detection, in which an analytical equipment contacts the
sample explosive, whereas an operator is located at a safe distance. Standoff identi-
fication of explosives is more promising and demanded, however, more difficult to
implement and is limited to low saturated vapor pressures upon normal conditions
(e.g., for TNT—9 ppb (~1.7 · 10−3 Pa), for RDX—6 ppt (~4 · 10−6 Pa)). Moreover,
new types of explosives have complicated spectral characteristics and, in the most
cases, are poorly studied and the appropriate spectral databases are absent. However,
many substances of this class have high adhesion and contain a relatively large trace
amount of molecules on the surface per unit area, which facilitates their determina-
tion. Modern trends in development of methods and equipment for remote detection
are presented below [8].

25.2.1.1 Laser-Induced Breakdown Spectroscopy (LIBS) or Laser
Spark Emission Spectroscopy

This method determines the elemental composition of the target substance based on
registration of the characteristic lines of emission spectrum of laser plasma [8–12].
For that purpose, the pulsed lasers operating in the UV (area of electronic transitions
of most explosives) or IR (area of vibrational-rotational transitions) parts of the
spectrum are typically used. For example, the analysis of such explosives as RDX,
HMX, TNT, pentaerythritol tetranitrate (PETN), C4, A5, M43, LX-14, and JA2
was successfully performed. Thus, this method has a high sensitivity (nano- and
picograms); it is relatively simple and applicable for determination of the most of
explosives.

25.2.1.2 Raman Spectroscopy (Spectroscopy of Raman Scattering)

This approach is based on detection of the characteristic Raman spectra of the indi-
vidual compounds upon laser irradiation [13]. The main disadvantage of this method
is insufficient intensity of the scattered radiation of the compounds of interest, which
causes the implementation of highly sensitive detectors. In addition, the systems of
scanning and accumulation (multiplication) of the signal are required. Moreover, the
method is sensitive to external light illumination and luminescence of the object of
research and other compounds localized in the scanning zone, which complicates the
detection process [14, 15]. In order to increase the intensity of the Raman signal it
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is necessary to use the radiation sources in the range of the electronic transitions of
molecules (Resonance Raman scattering (RRS)) that allows us to achieve intensity
(cross-section of Raman scattering) of thousand times higher than at wavelengths of
the visible region for some explosives. For example, in [16] it was shown that the
cross-section of Raman scattering at 229 nm for the studied explosives exceeds its
value in the visible region of the spectrum by about three orders of magnitude. Gares
et al. [17] suggested to use a UV-Raman method, in which the detection occurs right
after when molecules of explosive are promoted to the excited state by the UV light.
This type of experiments was conducted for TNT, RDX, NaNO3, and NH4NO3. It
is considered that the optimal distance for remote detection of various explosive
compounds using Raman spectroscopy is about 500–1000 m [18].

25.2.1.3 Coherent Anti-Stokes Raman Scattering (CARS) Spectroscopy

This method is based on the phasing molecular vibrations in the field of resonant
bi-harmonic pump and subsequent coherent scattering of the probe wavelength [13,
19]. This makes CARS popular for standoff detection of explosive remainders on the
surfaces of objects. At the same time, the use of the narrow-band lasers allows achiev-
ing high spectral resolution of the Raman bands. Furthermore, CARS has a number
of advantages over the method previously discussed, but at the same time, there are
difficulties, which complicate its implementation in portable devices designed for
remote detection of trace remainders of explosives.

25.2.1.4 Laser-Induced Fluorescence of Products PF-LIF (PD-LIF)

This technique deals with determination of explosives based on the products of their
decomposition. In this regard, the analysis is performed by means of detection of
the characteristic set of the fragmentation products on the basis of detection of their
fluorescence [20–25]. The molecules of the most explosives have weak transitions,
whereas the transitions corresponding to the products of their fragmentation are
intense and well-studied, therefore, they can be easily identified. The detection pro-
cess can be divided into two steps: rapid heating and dissociation of the molecules of
explosives caused by laser irradiation are followed by the release of a large number
of volatile products. As a rule, the spectral characteristics of such decomposition
products have simple structure. In the next step, the detection of fluorescence signal
of primary decomposition products of explosives as well as their assignment are con-
ducted. This approach has great perspective for further development and with a high
degree of probability allows to identify explosives or their mixtures. Here are main
advantages of this method: the possibility to use a single source for fragmentation
and excitation, high selectivity of detection of functional groups, low influence of
optical interference, and relatively intense fluorescence signal.
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25.2.1.5 IR Spectroscopy of the Products of Laser Photofragmentation
of Explosives (MIR-PF)

This method is based on principles, which are similar to the previous approach
differing only in the fact that after irradiation (usually at a wavelength of about
1.5 μm) the registration of gaseous products is carried out using IR spectroscopy.
The signal in the form of reflected (scattered) radiation is recorded using IR camera
[26–30].

25.3 An Investigation of Laser-Explosive Interaction
from New Perspectives

25.3.1 Optimization of Laser Initiation
of Explosive—Resonant Laser Explosive Interaction

At the very beginning, research in the field of interaction of laser radiation with
photosensitive explosives was largely slowed down by a limited number of high-
tech, reliable, powerful, and commercial available lasers. In these conditions, on the
one hand, it was technically difficult to find a laser suitable for excitation of the
specific absorption bands of an explosive, however, on the other hand, it was useless
since the sufficiently powerful laser can initiate almost any explosive. As a result,
due to thermal initiation the laser beam interacts with the surface of an explosive by
heating it up to a critical temperature [31]. The development of laser technologies
and the creation of a wide range of lasers with various characteristics operating at
different wavelengths, including those that correspond to the of optical absorption of
explosives, provide the conditions for the study of the resonance interaction of laser
radiation with explosives.

Thus, it is possible to distinguish two new directions in research of light-sensitive
explosives: the resonant interactionwith laser radiation and influence of nanoparticles
on the mechanism of interaction of explosives with laser radiation.

Here are some aspects of the resonant interaction of explosives with laser radia-
tion. The mechanism of the photo-induced decomposition of HNS (2,2′, 4,4′, 6,6′-
hexanitrostillbene) and the resulting decomposition products were studied using UV
spectroscopy, electron paramagnetic resonance (EPR), and XPS (X-ray photoemis-
sion spectroscopy) [32]. The HNS particles dissolved in acetonitrile were irradiated
with a monochromatic source of UV radiation (365 nm) at a temperature of 24 °C.
Then, the irradiated HNS was studied using optical absorption spectroscopy within
the range of 190–900 nm, as well as X-ray photoemission spectroscopy (XPS) after 2
and 8 h of irradiation. After irradiation, new peaks on the HNS absorption spectrum
centered at 330–350 nm appear, the intensity of which increases in proportion to the
irradiation time. These peaks are associated with elimination of NO2-group from the
benzene ring of the HNS molecule (Fig. 25.3).



25 Interaction of Laser Radiation with Explosives, Applications … 501

Fig. 25.3 UV-Vis spectra of HNS before and after UV irradiation [32]

Fig. 25.4 XPS O 1s and N 1s spectra of HNS before and after irradiation, the solid line is the XPS
curve and the short dotted line is the fitting curve [32]

The data presented in Fig. 25.3 are confirmed by X-ray photoemis-
sion spectroscopy (XPS), electron paramagnetic resonance (EPR), and liquid
chromatography-mass spectrometry (LC-MS). The XPS results demonstrate a
change in the intensity of peaks N 1s (401 eV) and O 1s (528 eV) when com-
paring spectra before and after irradiation of HNS. This indicates a breaking of a
C–NO2 bond and the elimination of oxygen from the nitro group (Fig. 25.4). The
EPR analysis reveals the presence of free •NO2 radicals, which are formed during
the photocleavage of the C–NO2 bond in the benzene ring. Thus, the decomposition
reaction proceeds mainly through the breaking of a C–NO2 bond and the elimination
of oxygen atoms from the NO2 groups.

Kakar et al. recorded the absorption spectra (Fig. 25.5) of TATB (triaminotrini-
trobenzene or 2,4,6-triamino-1,3,5-trinitrobenzene) before and after irradiation of
different intensity (5 min,~1010 photons/s; 5 min,~1014 photons/s), using X-ray
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Fig. 25.5 N 1s absorption
spectra of TATB recorded at
403 eV: bottom-a fresh
TATB film, middle-TATB
film exposed to moderate
dose of radiation for 5 min,
top-TATB film exposed to
intense dose of radiation for
5 min [33, 34]

absorption spectroscopy (XAS) [33, 34]. After irradiation, the signals of the transi-
tionsN1s (C–NO2)→π* (NO),C1s (C–NO2)→π* (NO), andO1s (C–NO2)→π*
(NO) are significantly reduced, which indicates the elimination of the NO2 group
from the benzene ring of the TATB molecule.

Particular interest deserves a study of resonance interaction of laser radiation
with cobalt (III) aminates [35–42]. This is due to the fact that these high-energy
materials are sensitive to laser radiation, have a high detonation speed (~7 km/s)
in comparison with the industrial initiating explosives (e.g., detonation speed for
lead azide is 5.5 km/s) [43], have a short area of transition between burning and
detonation, and their sensitivity is comparable to the brisant explosives [44]. Thus,
all mentioned above make these high-energy materials safe in terms of initiation
[45].

Here are the following high-energy materials used in the current study:
(5-Nitrotetrazolato-N2) Pentaammin-Cobalt (III) Perchlorate (NCP); bis-
[cis-(5-Nitrotetrazolato–N2)]}tetraaminecobalt (III) perchlorate (BNCP);
(1,5-diaminotetrazole–N2) pentaamminecobalt (III) perchlorate (DPCP); (5-
trinitrometiltetrazole–N2) pentaamminecobalt (III) perchlorate (TPCP); Aquapen-
taammincobalt (III) perchlorate (APCP). APCP is used as a precursor for the
synthesis of the aforementioned compounds. NCP has successfully passed industrial
tests at Geofizika science-and-production company as the main component of the
explosion converter in the blasting-perforation equipment applied for drilling of
deep oil and natural-gas wells. BNCP is used for space-rocket complexes as one of
the most effective explosives.
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Fig. 25.6 a The absorption spectrum of APCP consisting of the charge transfer ligand-to-metal
absorption band (highlighted in red) and two d–d absorption bands, b The absorption bands corre-
sponding to d–d transitions of other studied cobalt (III) complexes

The 0.022 M aqueous solutions of these complexes were prepared and placed in
cuvettes with a volume of 0.2 cm2 to determine the absorption band frequencies.
For example, the absorption spectra of APCP in UV and visible regions [35, 41]
consist of the charge transfer metal-to-ligand absorption band and two absorption
bands corresponding to the d–d transitions of cobalt (Fig. 25.6a). The d–d absorption
bands of other energy-saturated complexes are shown in Fig. 25.6b. Figure 25.6
demonstrates that the third harmonic of theYAG-Nd laser (λ�355nm, pulse duration
is 20 ns, pulse frequency 12 kHz, and laser power of 1.2 W) and the semiconductor
laser operating at 470 nm (laser power of 0.2 W) can be used for excitation of these
bands. In addition, the IR spectra of DPCP, TPCP, BNCP, and NCP were measured
(Fig. 25.7) in order to identify the decomposition products [35, 46, 47].

The spectra of all studied complexes are characterized by the following main
modes (Fig. 25.7d). One of them are absorption bands associated with vibrations of
ClO4

− ion. These vibrations are characterized by two very intense bands centered at
1070 and 620 cm−1, as well as a weak absorption band centered at 930 cm−1 [48].
These absorption bands were observed for all studied complexes. The absorption
bands corresponding to vibrations of the intrasphere ligand NH3 lie in the region of
3200 and 3300 cm−1 [49].

Raman spectra of DPCP, TPCP, NCP, and BNCPwere recorded for the analogical
purpose [36, 38]. Figure 25.8 presents the Raman spectra of NCP and its decompo-
sition producs.

According to Fig. 25.8, there are three intense Raman signals of ClO4
− centered

at 470, 630, and 940 cm−1 [50]. These Raman signals were observed for all studied
complexes. There are two Raman signals corresponding to vibrations of the intras-
phere ligand NH3 appeared in the region of 1320 cm−1 [50–52].

The comparison of the spectra of initial complexes and liquid products of their
photolytic decomposition revealsweakening of the intensities of the bands associated
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Fig. 25.7 a IR spectrum of NCP; IR spectra of liquid, b and solid, c products of photolytic decom-
position ofNCP upon irradiation at 355 nm,d the results of assignment of the obtained IR absorption
bands

to intrasphere NH3 ligand and Co–N, preservation of the intensity of the signals
assigned to the outersphere ClO4 ligand, and the increase in the intensities of the
bands corresponding to nitrogen oxides.

In addition to the products remaining in a solution, a solid precipitate is formed
because of photolytic decomposition of the complexes. The more detailed study of
this precipitate showed that it is composed by cobalt and oxygen forming a mixture
of cobalt oxides and hydroxides. Moreover, the increase in the intensity of the light
flux leads to decrease of amount of hydroxides in the mixture.

As can be seen from Fig. 25.9, the described above picture is similar in both cases:
at 355-nm excitation of the cobalt 1A1g → 1T2g transition by the third harmonic of
the YAG-Nd laser and at 470 nm excitation of the cobalt 1A1g → 1T1g transition by
a semiconductor laser.

The thermal decomposition of cobalt (III) complexes was also studied using mass
spectrometry (ionizing radiation 70 eV) [40]. The results of these studies for APCP
and NCP demonstrate that the transition from low (150 °C) to high (250 °C) tem-
peratures results in the decrease of the amount of ammonium in the decomposition
products, the increase of the average oxidation degree of nitrogen and carbon, and the
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Fig. 25.8 aRaman spectrum of NCP; Raman spectra of liquid, b and solid, c products of photolytic
decomposition ofNCPupon irradiation at 355 nm,d the results of assignment of the obtainedRaman
bands

Fig. 25.9 IR spectra of NCP recorded before (1) and after (2) excitation at 470 (a) and 355 (b) nm
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(a) (b)

Fig. 25.10 The dependence of the proportion of ions in the whole mass spectrum on the ratio of
their mass-to-charge for the products of pyrolysis of APCP (a) and NCP (b) at three temperatures.
The arrows indicate the marked changes induced by the increase of the temperature of pyrolysis.
The signals of HCl ions with different isotopes of chlorine are combined in one

increase of the amount of HCl (Fig. 25.10). The latter is the result of the decomposi-
tion of the perchlorate ion indicating a change in the mechanism of oxidation. Thus,
the main oxidizing agents during the pyrolysis of the studied complexes at temper-
atures up to 200 °C are the central cobalt ion and the nitro group of 5-nitrothiazole
(in the case of NCP). On the other hand, the outersphere perchlorate ion becomes
the main oxidizing agent at 250 °C.

Golubev et al. performed the density functional theory (DFT) quantum-chemical
calculations of the primary decomposition (with minimal energy of excitation) of
NCP and BNCP using Gaussian 09 [53, 54]. The following possible primary decom-
position products were calculated: ammonia, (NH3), perchloric acid (HClO4), 5-
nitrotetrazolato (N4HCNO2), and the nitro group (NO2). It was observed that the
main primary mechanism of decomposition of both complexes is the elimination of
the ammonia molecule with concurrent rearrangement of the remaining molecular
fragment. At the same time, the temperature effect of this decomposition mechanism
is minimal. The authors claim that the calculations are consistent with the results of
mass spectrometry [55].

According to the discussion above, it can be concluded that the mechanism of
low-temperature decomposition (not higher than 200 °C) corresponds to the decom-
position of the complex via breaking of the weakest bonds and is similar to the pho-
tolytic decomposition of cobalt (III) amminates upon the 350 nm excitation of the
d–d absorption bands, and, in opposite to high-temperature decomposition regime,
is not accompanied by a significant thermal effect.

Thus, the resonance photolysis of the studied complexes conserves the perchlo-
rate ions in the decomposition products, which can be easily detected by Raman
spectroscopy. The photolysis itself is a low-temperature process that does not lead
to detonation, and its solid products (cobalt oxides and hydroxides) passivate the
surface of explosives [56].
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25.3.1.1 Absorbing Additives

The development of nanotechnology provides new opportunities for modification of
explosives. For example, the light-absorbingnanoparticles (soot,metal nanoparticles,
graphene, nanotubes) are added to the explosives in order to concentrate absorbed
light energy in a smaller volume [57]. Another direction is the introduction of the
light-scattering nanoparticles, which extend the optical path of light in the surface
layer of an explosive leading to a similar result.

It was demonstrated [58] that the addition of carbon to RDX reduces the energy
of initiation compared to a pure RDX. The initiation was carried out by Nd:YAG
diode pumped laser (laser power of 2.6 W and pulse duration of 200 ms) operated at
808 nm. This laser was used to study the interaction of laser radiation with HMX,
RDX, PENT, and TNT, as well as their modifications with carbon (graphite, soot).
Adding 1–3% carbon reduces the energy of initiation of RDX by 10–15%, probably,
as noted by the authors, due to reducing the losses caused the reflection of the laser
beam, which are typically about 20%.

Kalenskii et al. studied the dependence of the absorption coefficient of laser radi-
ation (Nd:YAG, 1064 nm) of lead azide on the size of embedded lead nanoparticles
[59]. It was observed that the maximum absorption coefficient (1.18) corresponds to
the diameter of lead nanoparticles equals to 74 nm. The authors used the “hot spot”
model in order to explain the obtained results.

The effect of the modification of the explosive compositions under the resonant
laser radiation have not been previously studied. A study of the modification effect
on the threshold of initiation was conducted on pressed polycrystalline samples of
NCP with additions of different amounts of graphene, fullerenes (light-absorbing
nanoparticles), and detonation nanodiamonds (nanoparticles with high refractive
index).

At 350 nm irradiation, corresponding to d–d transitions of cobalt ion, upon reach-
ing the threshold power the darkening of the sample surface was observed (photolytic
decomposition of NCP and the formation of cobalt oxides), whereas, no explosive
initiation was noticed. It was also noted that the increase in the concentration of
graphene and fullerenes nanoparticles increased the threshold radiation power. This
can be explained by the fact that these nanoparticles take up some part of energy
and convert it into the thermal energy (Fig. 25.11b). Thus, the resulting laser power
was not enough on the one hand for the photolytic initiation on the other hand, for
thermal initiation, since even the radiation power (70–160 mW/mm2) was an order
of magnitude less than the required value (Fig. 25.11a).

IR spectroscopy revealed a sufficiently intense absorption band centered at
1554 nm corresponding to the first harmonic of the valence vibrations of N–H bonds.
Thus, in order to observe the thermal initiation of NCP, the tunable femtosecond laser
operated at 1554 nm (pulse duration of 100 fs and pulse frequency of 76 MHz) was
used for the resonant excitation of this absorption band. An increase in the con-
centration of graphene up to 3% (in the weight percent) led to a decrease in the
initiation threshold by an order of magnitude (Fig. 25.11a). This can be explained by
the increase in the absorption coefficient o NCP. The further increase in the concen-
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(a) (b)

Fig. 25.11 The influence of the additives of nano-disperse materials (in wt%) on the threshold of
initiation of NCP by, a femtosecond 1554 nm laser and, b Nd:YAG laser operated at 355 nm

tration of graphene led to the opposite effect, apparently, due to an increase in the
outflow of a heat from the NCP layer that absorbs the bulk of the incident radiation.

25.3.1.2 Scattering Additives

The effect of additives of diffusers of light (e.g. nanodiamonds) on the explosives are
poorly understood in comparison with additives based on highly absorbing nanopar-
ticles. The use of nanodiamonds as an additive for the laser initiation of the com-
posites based on the complex perchlorates was studied by Ilyushin et al. [57]. In
this work, the composites with additives of concentrations varied between 0.5 and
5 mass% were investigated. Introduction of nanodiamonds provides sensitization of
the composites with respect to laser radiation (Nd:YAG laser). The energy depen-
dence of the initiation threshold on the additive concentration represents a curve with
a minimum of about 3 mass%. The authors explain this observation by the increase
of the internal optical path length of the pump radiation in the sample due to the
scattering of laser radiation by ultrafine diamonds. We have studied the influence of
concentration of nanodiamonds as lenses of radiation on the change in the initiation
threshold at resonant excitation corresponding to the d–d of transition of cobalt ion.
The obtained results showed that the modification of NCP perchlorate by detonation
nanodiamonds did not affect the magnitude of the threshold power (Fig. 25.11b).
Apparently, this is due to the fact that the increase in the length of the optical path
as a result of the scattering effect of such additives is critical only for materials with
a low optical absorption coefficient.
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25.4 Conclusions

Modern directions in the field of the explosive treatment by laser light lie in an inves-
tigation of the interactions between the resonant laser radiation and the absorbing and
scattering light nanoparticles used as additives to explosives, and affecting the initi-
ation threshold. The implementation of this approach to cobalt (III) nitrotetrazolato
amminates allowed us to obtain the following results. For these compounds, three
groups of resonance absorption bands have been established: the first group—the
overtones of valence vibrations at wavelengths of 1.5 and more than 2 μm; the sec-
ond group—two absorption bands corresponding to d–d transitions of cobalt ion
located in the region of 300–500 nm, and the third group—the charge transfer of
ligand-to-metal absorption band located in the short-wavelength region. Photolytic
decomposition of the aforementioned complexes was carried out using laser radi-
ation. It was found that irradiation of cobalt (III) amminates at 355 and 470 nm,
corresponding to d–d transitions of cobalt ion, leads to “soft” photolytic decompo-
sition providing the conditions for passivation of the surface of the explosives. In
this scenario, perchlorate anion as one of the decomposition products is produced,
which can be easily detected and identified. Addition to NCP of the highly absorb-
ing carbon nanoparticles allows to significantly reduce the initiation threshold at the
wavelengths corresponding to the valence vibrations.

Acknowledgements This work was supported by the Russian Foundation for Basic Research,
project no. 16-29-01056-ofi_m.Measurements were partlymade at the resource center of St. Peters-
burg State University “Optical and Laser Methods for Analysis of Substances”.

References

1. M.J. Gifford, W.G. Proud, J.E. Field, Development of a method for qualification of hot-spots.
Thermochim. Acta 384, 285–290 (2002)

2. Y.-C. Liau et al., Laser-induced ignition of RDX monopropellant. Combust. Flame 126,
1680–1698 (2001)

3. J.M.McAfee, The deflagration to detonation transition, in Shock Wave Science and Technology
Reference Library. 5: Non-Shock Initiation of Explosives, ed. by B.W. Asay (Springer, Berlin,
2010), pp. 483–535

4. M.D. Furnish, N.N. Thadhani, Y. Horie, Am. Inst. Phys. (Melville, NY) 878–881 (2002)
5. M.S. Abdulazeem et al., Int. J. Therm. Sci. 50, 2117–2121 (2011)
6. S. Ruiqi, W. Lizhi, Z. Wei, Z. Haonan, Laser ablation of energetic materials, in Laser Abla-

tion—From Fundamentals to Applications. http://dx.doi.org/10.5772/intechopen.71892
7. L.A. Skvortsov, Laser methods for detection of the explosives traces on the surfaces of distant

objects. Quantum Electron. 42(1) (2012)
8. L.A. Skvortsov, E.M. Maksimov, Quantum Electron. 40(7), 565 (2010)
9. D. Kremers, L. Radziemsky, Laser-Indused Breakdown Spectroscopy (Technosphere,Moscow,

2009)
10. A. Popov, T. Labutin, N. Zorov, Mosc. Univ. Chem. Bull. 50(6), 453 (2009)
11. F. De Lucia, A. Samuels, R. Harmon, R. Walters, K. McNesby, A. LaPointe, R. Winkel, A.

Miziolek, IEEE Sens. J. 5, 681 (2005)

http://dx.doi.org/10.5772/intechopen.71892


510 Y. Tverjanovich et al.

12. J. Gottfried, F.D. Lucia, C.J. Munson, A. Miziolek, Anal. Bioanal. Chem. 395, 283 (2009)
13. V. Demtreder, Laser Spectroscopy. Basic Principles and Experimental Technique (Science,

Moscow, 1985)
14. S. Sharma, P. Lucey, M. Ghosh, H. Hubble, K. Horton, Spectrochim. Acta A 59, 2391 (2003)
15. J. Carter, J. Scaffidi, S. Burnett, B. Vasser, S. Sharma, S. Angel, Spectrochim. Acta A 61, 2288

(2005)
16. D. Tuschel, A. Mikholin, B. Lemoff, S. Asher, Appl. Spectrosc. 64(4), 425 (2010)
17. K.L. Gares et al., Review of explosive detection methods and the emergence of standoff deep

UV resonance Raman. J. Raman Spectrosc. 47, 124–141 (2016)
18. B.H. Hokra et al., Single-shot stand-off chemical identification of powers using randomRaman

lasing. PNAS 111(34), 12320–12324 (2014)
19. S.A. Ahmanov, N.I. Koroteev, UFN 123, 405 (1977)
20. T. Arusi-Parpar, D. Heflinger, R. Lavi, Appl. Opt. 40, 6677 (2001)
21. T. Arusi-Parpar, R. Lavi, Remote detection of explosives by enhanced pulsed laser

photodissotiation/laser-induced fluorescence method, in Paper Presented at the NA TO
Advanced Research Workshop on Stand-off Detection of Suicide Bombers and Mobile Sub-
jects Pfinztal (2006), pp. 13–14

22. C. Wynn, S. Palmacci, R. Kunz, M. Rothshild, Lincoln Lab. J. 17(2), 27 (2008)
23. C. Wynn, R. Palmacci, K. Kunz, K. Clow, M. Rothshild, Proc. SPIE Int. Soc Opt. Eng. 6954,

695407 (2008)
24. C. Wynn, R. Palmacci, K. Kunz, K. Clow, M. Rothshild, Appl. Opt. 37(31), 5767 (2008)
25. J. White, F. Akin, H. Oser, R. Crosley, Appl. Opt. 50(1), 74 (2011)
26. C. Bauer, P. Geiser, J. Burgmeier, J. Holl, W. Schade, Appl. Phys. B Lasers Opt. 85, 251 (2006)
27. C.Bauer, J. Burgmeier, C. Bohling,W. Schade, J.C.Holl, inProceedings of the NATO Advanced

Research Workshop on Stand-off Detection of Suicide-Bombers and Mobile Subjects (Springer,
The Netherlands, 2006), p. 27

28. U. Willer, M. Saraji, A. Khorsandi, P. Geisher, W. Schade, Opt. Lasers Eng. 44, 699 (2006)
29. C. Bauer, A. Sharma, U. Willer, J. Burgmeier, B. Braunschweig, W. Schade, S. Blaser, L.

Hvozdara, A. Mffller, G. Holl, Appl. Phys. B 92(3), 327 (2008)
30. C. Bauer, U. Willer, W. Schade, Opt. Eng. 49, 111126 (2010)
31. D. Edward, A. Krechetov, A. Mitrofanov, D. Nurmukhametov, M. Kuklja, J. Phys. Chem. C

115, 6893–6901 (2011)
32. Y. Sun, X. Tao, Y. Shu, F. Zhong, UV-induced photodecomposition of 2,2′, 4,4′,

6,6′-hexanitrostillbene (HNS), Mater. Sci.-Pol. 31(3), 306–311 (2013), http://www.
materialsscience.pwr.wroc.pl/. https://doi.org/10.2478/s13536-013-0105-9

33. S. Kakar et al., Phys. Rev. B. 62, 15666 (2000)
34. J.W. McDonald et al., J. Energ. Mater. 19, 101 (2001)
35. A.S. Tverjanovich, A.O. Averyanov, M.A. Ilyushin, YuS Tverjanovich, A.V. Smirnov, Effect

of laser radiation on tetrazolate ammine cobalt III complexes. Bull. SpbSIT (TU) 26(52), 3–7
(2014)

36. A.S. Tverjanovich, A.O. Averyanov, M.A. Ilyushin, YuS Tverjanovich, A.V. Smirnov, The
Raman spectra of nitrotetrazolo(lato) ammine cobalt III perchlorates. Bull. SpbSIT (TU)
27(53), 8–10 (2014)

37. A.S. Tverjanovich et al., Universum. 12(19) (2015)
38. Int. J. Energ. Mater. Chem. Propuls. 15(2), 113–122 (2016)
39. G.O.Abdrashitov, A.O.Aver’yanov,M.D.Bal’makov,M.A. Ilyushin, A.S. Tverjanovich, Yu.S.

Tver’yanovich, Decomposition of Pentaammineaquacobalt (III) Perchlorate under laser radia-
tion action. Russ. J. Gen. Chem. 87(7), 1451–1455 (2017)

40. M.A. Ilyushina, Yu.S. Tverjanovich, A.S. Tverjanovich, A.O. Aver’yanov, A.V. Smirnov, I.V.
Shugalei, On the mechanism of Cobalt(III) aminates pyrolysis. Russ. J. Gen. Chem. 87(11),
2600–2604 (2017)

41. A.S. Tverjanovicha, A.O. Aver’yanov, M.A. Ilyshin, Yu.S. Tverjanovich, A.V. Smirnov,
Decomposition of Cobalt(III) Nitrotetrazolato Amminates under the action of laser light. Russ.
J. Gen. Chem. 88(2), 226–231 (2017)

http://www.materialsscience.pwr.wroc.pl/
https://doi.org/10.2478/s13536-013-0105-9


25 Interaction of Laser Radiation with Explosives, Applications … 511

42. M.A. Ilyushin, A.V. Smirnov, V.N. Andreev, I.V. Tselinskii, I.V. Shugalei, O.M Nesterova.
Russ. J. Gen. Chem. 85(13), 1620 (2015)

43. A.V. Smirnov, M.A. Ilyushin, I.V. Tselinskii, Synthesis of Cobalt(III) Ammine complexes as
explosives for safe taking charges. Russ. J. Appl. Chem. 77(5), 794–796 (2004)

44. M.A. Ilyushin, A.M. Sudarikov, I.V. Tselinskii, Metallic Complexes in High-Energy Materials
(LGU im A. S. Pushkina Publ., St. Petersburg, 2010), p. 188

45. M.A. Ilyushin, I.V. Tselinskii, A.A. Kotomin, High Power Substances for Arsenal of Initiation
(SPbGTI (TU) Publ., St. Petersburg, 2013), p. 176

46. Int. J. Energ. Mater. Chem. Propuls. 15(2), 113–122 (2016)
47. Eng. J. Gun. Than. 88(2) (2017)
48. JTh Kloprogge, D. Wharton, L. Hickey et al., Infrared and Raman study of interlayer anions

CO3
2−, NO3

−, SO4
2− andClO4

− inMg/Al-hydrotalcite.Am.Miner. 87(5–6), 623–629 (2002)
49. E. Ingier-Stocka, M. Maciejewski, Thermal decomposition of [Co(NH3)6]2(C2O4)3·4H2O: I.

Identification of the solid products. Thermochim. Acta. 354, 45–57 (2000)
50. E. Mikulia, A. Migdal-Mikulia, N.S. Gorskaa Wrobelb, J. Sciesinskic, E. Sciesinskac, Phase

transition and molecular motions in [Co(MH3)6](ClO4)3 studied by differential scanning
calorimetry and infrared spectroscopy. J. Mol. Struct. 651–653 (2003)

51. Sigma-Aldrich, Catalog of Raman spectra, Hexamminecobalt (III) chloride (2012)
52. H.A. Block, Vibrational study of the hexamminecobalt (III) ion. Trans. Faraday Soc. 55,

867–875 (1959)
53. V.K. Golubev, M.A. Ilyushin, The primary mechanism of decomposition of nitrotetrazolium

of cobalt(III)//Doha. 87(2), 312 (2017)
54. V.K. Golubev, M.A. Ilyushin, Primary decomposition mechanism of Cobalt (III) Nitrotetrazo-

latoammine complexes. Russ. J. Gen. Chem. 87, 286 (2017)
55. A.S. Tverjanovich, A.O. Aver’yanov, M.A. Ilyushin, YuS Tverjanovich, A.V. Smirnov, Russ.

J. Appl. Chem. 88(2), 226 (2015)
56. A.S. Tverjanovich, e.a. Patent RF 2636525 (2016)
57. M.A. Ilyushin et al., Effect of additives of ultra fine carbon particles on the laser initiation

threshold of a polymer is a photosensitive explosive composition. Chem. Fiz 24(10), 49–56
(2005)

58. M. Harkoma, Confinement in the diode laser ignition of energetic materials, Thesis for the
degree of Doctor of Technology to be presented with due permission for public examination
and criticism in Sahkotalo Building, Auditorium S1, at Tampere University of Technology,
2010

59. A.V. Kalenskii et al., Paradox of small particles in the pulsed laser initiation of explosive
decomposition. Combust. Explos. Shock. Waves 52(2), 234–240 (2016)



Index

A
Aberrations, 14
Above-threshold ionization (ATI), 269, 270
Above threshold photoionization, 269
Acoustic signal propagation, 346
Acoustics signal spectrum, 352
Acoustic wave propagation, 343
Activation energy, 427
Active-passive mode-locked, 63, 66, 82
A Gaussian beam, 314
Alignment, 274, 276
Alignment parameter, 268
A micro-structured fiber, 302
Angular distribution, 243, 245–247, 249, 253,

255
Anisotropy (asymmetry) parameter, 267
Anisotropy coefficients, 271
Anisotropy parameters, 272, 274
A nonlinear interference effect, 308
Aquapentaammincobalt (III) perchlorate

(APCP), 502
Archaerhodopsin-3, 149
Atomic hydrogen, 222
A train of femtosecond pulses, 301
Atto-pulse, 356–359, 361, 364
Au-alkynyl cluster, 122
Auger decay, 264
Auger electron, 267
Autofluorescence, 109
Autoionization, 250, 254
Autoionizing state, 243, 247, 248, 250, 254

B
B2-adrenergic receptor (ADRB2), 133
Band gap energy, 411

B-arrestin, 132
Beating, 245
b-decay, 263
BH binary coalescence, 103
Bichromatic light, 265
Binding energy, 432
Biomedical application, 173
Bis-[cis-(5-Nitrotetrazolato–N2)]}

tetraaminecobalt (III) perchlorate
(BNCP), 502

Black hole binary, 90
BLUF, 150
Born-Huang expansion, 200
Born-Oppenheimer approximation, 198

C
Cancer imaging, 117
Cascade transition, 317
Cathodoluminescence, 412
CdS, 410
CdSe, 423
CdTe, 415
CH3OH, 211
Charge density distributions, 455
Charge transfer, 446, 447
Charge-transfer (CT) band, 439
Charge-transfer-induced spin transition, 455
Charge transfer states, 441
Chemotherapy, 178
Chirality, 269
Clathrin-dependent endocytosis, 133
Clebsch–Gordan coefficients, 473
C-lines, 7
C-lines are deformed and become more and

more helical, 28

© Springer Nature Switzerland AG 2019
K. Yamanouchi et al. (eds.), Progress in Photon Science, Springer Series
in Chemical Physics 119, https://doi.org/10.1007/978-3-030-05974-3

513

https://doi.org/10.1007/978-3-030-05974-3


Clustering dynamics, 322, 339
Cluster jet formation, 323
3C model, 291
Coalescence of binary, 93
Coherent control, 271
Coherent radiation, 372
Collinear geometry the sum-frequency

generation, 21
Collisionless plasma, 371
Comb generator, The, 317
Comb-spectroscopy, 301
Comb spectrum, 303
Conduction band, 460
Control and monitoring of biological processes,

140
Control of protein-protein interactions, 152
Cooper-Zare model, 267, 270, 272, 275, 277
Cosmic rays, 371
Coulomb-tail potential, 289, 290, 297
Coulomb-Volkov approximation, 291, 292
Covalent conjugates, 111
C-points formation, 5
Crossing filaments, 343
Cross-interaction, 11
Cryptochrome 2 (CRY2), 131
Cryptochromes, 150
3C-Volkov model, 291
Cyanido-bridged Co-W metal assembly, 455

D
Density-functional-theory (DFT) calculations,

485
Density matrix, 206, 207, 264, 276
Density matrix element, The, 312
Density matrix equations, The, 313
Depolarization, 246–249, 252, 254, 255,

257–259
(1,5-diaminotetrazole–N2) pentaamminecobalt

(III) perchlorate (DPCP), 502
Dichroism, 247, 252–255
Diode-end-pumped, 63, 64, 66, 79, 81
Dipole amplitudes, 274
Dipole matrix elements, 277
Direct transition, 432
Dislocation luminescence, 406
Dislocation-related luminescence, 412
Donor-acceptor dyads, 437
Doublet structure, 430
3D tissue models, 112
Dual-modality FLIM/PLIM probes, 124

E
ðe; 2eÞ ionization, 283
Electrical activity of excitable cells, 146

Electric quadrupole (E2) and magnetic dipole
(M1) ionization amplitudes, 273

Electron-atom scattering, 264
Electron-electron correlations, 233
Electron-hole separations, 420
Electronic structure, 455, 465
Electronic wave function, 199
Electron-ion collisions, 336
Electron spectroscopy, 267
Elliptically polarized beam, 4
Ellipticity degree, 4
Ellipticity degree of polarization ellipse, 7
Endosomes, 134
Energy transfer, 446, 464
Equations of motion, 205, 206
Europium, 118
Exchange interaction, 473
Exciplex state, 439
Excited singlet state of pyrrolofullerenes, 446
Exciton, 432
Extended multiconfiguration time-dependent

Hartree-Fock (EX-MCTDHF) method,
198, 202

F
Fabry-Perot optical cavity, 97
FAD, 120
Fano profile index, 250
FEL, 271
FEL FERMI, 271
Femtosecond filamentation, 45, 343
Femtosecond laser pulses, 321–324, 329, 333,

335
Femtosecond plasma grating, 343
Femtosecond pulses, 43
Femtosecond titanium sapphire laser, 302
Ferromagnetic interactions, 462
Fiber-laser amplifier, 101
Filament, 46, 60
Fine-structure splitting, 267
Fine structure state, 276
First Born approximation (FBA), 283, 291
First-principles calculations, 455, 459
FLIM, 110
Floquet theory, 283, 286, 294
Fourier transform, The, 313
Four-level system of Rb, The, 305
Free-electron laser (FEL), 247, 259, 265, 269
Free-electron laser FLASH, 277
Frequency noise, 102
Fullerene triplet-triplet absorption, 447
Functional imaging, 110
Fundamental beam of Poincaré type, 36
Fused silica, 51, 52

514 Index



G
GaAs, 410
GaN, 410
Gas-cluster, 321, 323, 324, 328–333, 338
Gauge invariance, 223, 226
Ge, 412
Generator points or G-points, 27
Gold nanoparticles, 174
Göppert-Mayer transformation, 225
Gordon-Volkov function, 285
G-protein coupled receptors (GPCRs), 130
Gravitational wave, 89

H
H2, 213
Hartree-Fock method, 233
Hartree-Fock radial functions, 277
Heavy atom effect, 463
Heterotrimeric G proteins, 132
HOMO, 237
HR-TEM, 406
Hubble constant, 104
Hybrid, 173
Hybrid metal-carbon nanostructures, 387
Hybrid nanomaterials, 388
Hydrogen anion, 233
Hydrogen migration, 197
Hydrogen molecule, 236

I
Indirect transition, 432
Injection locking, 101
Interference comb-spectroscopy, 302, 304
Interference fringes, 305
Interference hook, 303
Interference matrix element, The, 315
Interferential hooks, 302
Interferograms, 302
Interferometer, 95
Interferometric measurements, 304
Internal conversion of B-state to Q-state, 445
Intersystem crossing to the triplet state of

porphyrins, 446
In vitro, 175
In vivo, 175
Ionization free, 57
Ionization potential, 333, 335, 336
Iridium complexes, 119

K
KAGRA, 99, 100
Keldysh parameter, 284
Kerr medium, 7
Kohn-Sham orbital, 238

Kohn-Sham quasienergy, 296
Kramers-Henneberger frame, 290–294

L
Laser, 364, 366
Laser-assisted ðe; 2eÞ, 283–285, 297, 298
Laser-assisted electron momentum

spectroscopy, 295
Laser-dressed Kohn-Sham orbital, 296, 297
Laser-induced deposition, 389
Laser-induced effects, 387
Laser initiation, 494
Laser initiation of explosive, 494, 500
Laser interferometric detector, 95
Laser-molecule interaction, 197
Laser optical pumping, 268
Laser-plasma, 356
Laser pulse, 222
Left-hand polarization singularity, 25, 31
L-gauge, 287, 288
Lifetime response, 121
Light bullets, 43, 55
Light-emitting devices (LED), 405
Light modulated organelle relocalization, 151
Light-oxygen-voltage (LOV) proteins, 151
Light-oxygen-voltage sensing (LOV) domain,

131
LIGO, 90, 99
Linear and nonlinear comb-spectroscopy, 317
Linear and nonlinear interference

comb-spectroscopy, 301
Linear comb-spectroscopy, 304
Line of force, 94
Line of left-hand circular polarization, 24
Longitudinal components, 22
Long-range magnetic ordering, 454
LOV proteins, 151
Low-dimensional structures, 405
L-surfaces, 15
Luminescence, 460, 465
Luminescence imaging, 109
Luminescence thermometry, 181
Luminescent magnets, 454

M
Magnetic dipole, 474, 479, 484, 487, 489
Magneto-optical sum rules, 472, 473, 479, 484,

485
Maxwell-Bloch equations, The, 313
Maxwell wave equations, The, 313
Metabolic DNA imaging, 121
Metallic, 388
Metal porphyrins, 114
Michelson interferometer, 96, 302, 305

Index 515



Microbial rhodopsins, 146, 151
Microstructered fiber, 303
Mie resonance, 337
Modification of the boundary conditions, 33
Molecular dissociation, 197
Molecular ionization, 197
Molecular pH meters, 119
Molecular thermometers, 118
Molecular viscometers, 119
Molecule-based magnetic materials, 454
Monitoring the electrical activity of excitable

cells, 153
Monitoring the intracellular ion concentrations,

154
Monitoring the intracellular pH levels, 154
MOPA, 101
Multi-configuration electron-nuclear dynamics

(MCEND) method, 216
Multiconfiguration time-dependent Hartree

(MCTDH) method, 215
Multiconfiguration time-dependent

Hartree-Fock (MCTDHF) method, 202,
217

Multi-focal structure, 12
Multi-focus, 45, 58, 60
Multifunctional materials, 453
Multiphoton ionization, 268
Multiple PLIM probes, 124

N
NADH, 120
Nanoparticles, 495, 500, 507–509
Nanostructures, 388
Narrowly directed coherent radiation, 317
Negative feedback, 63, 66, 68, 69, 71, 72, 82
Nematic-isotropic phase transition, 4
Nematic liquid crystal, 4
Neural hyperpolarization, 146
Neural inhibition, 149
Neutron star, 92
Neutron star binary, 90, 93
(5-Nitrotetrazolato-N2) Pentaammin-Cobalt

(III) Perchlorate (NCP), 502
Non-adiabatic coupling, 200
Non–dipole effects, 273
Non-dipole parameters, 274, 275
Noninvasive method, 352
Nonlinear interference effect, 305, 316, 318
Nonlinear optics involving light singularities,

20
Nonlocality of its quadratic response, 30
Non-local potential, 222
Non-uniformly polarized light in nonlinear

medium, 21

Nuclear reactions, 263
Nuclear wave function, 200

O
One-dimensional (1D), 405
One octave bandwidth, 302
Optical detection of redox reactions, 154
Optical monitoring protein expression and

protein-protein interactions, 155
Optical path change, 96
Optical singularities, 20
Optical transitions, 455
Optical vortex, 5, 45, 50, 55, 57, 60
Optogenetics, 130, 139
Orbital magnetic moments, 471–475, 477,

479–485, 487, 490, 491
Orbitronics, 474, 475, 491
Ordering parameter, 6
Organometallic PLIM sensors, 113
Orientation parameter, 268
O2 sensors, 113
Oxygenation measurements, 114

P
Pair of left-hand G-points, 28
Pair of right-hand C-points, 37
Panchromatic image, 429
Parametric instability, 376
Parity, 266, 270
Partial cross sections, 275
Partial dislocations, 408
Partial ionization cross sections, 267
Partial wave, 276
Partial wave reduced amplitudes, 266
Particle-in-cell, 371
Perpendicular magnetic anisotropy (PMA),

471, 475–487, 489–491
Perturbation theory, 266, 268
Phase singularity, 44, 55, 60
Phosphorescence, 463
Phosphorescence lifetime imaging (PLIM), 109
Phosphorescent probes, 117
Photoabsroption of iodine I2, 305
Phytochromes, 150
Photodynamic therapy (PDT), 175
Photoelectron spectra, 269
Photoelectron spectroscopy, 267
Photo-induced decomposition, 500
Photoinduced ferromagnetism, 455
Photoinduced phase, 459
Photolytic decomposition, 503–507, 509
Photomagnet, 459
Photomagnetism, 454, 465
Photopharmacology, 139

516 Index



Photothermal therapy (PTT), 174
Picosecond laser, 63–65, 68, 71, 82
Piezoelectric transducer, 346
Pioneer plaques, 244
Plasma, 364, 366–368
Plasma channel, 334, 338
Plasma grating period, 343
Poincaré beam, 31
Polarization, 94
Polarization ellipses degenerate into circles, 35
Polarization singularity, 5, 24
Polarization state, 32
Polymer nanoparticle, 114
Ponderomotive force, 373
Population inversion, 315
Porphyrin, 176
Potential energy surface, 200
Power recycling, 97
Propensity rules, 270
Protein-coupled receptors, 149
Proton distribution, 212
Protonic orbital, 205
Prussian blue analogs, 454
PSR1913+16, 93
Pulse amplification, 68, 78, 79, 82
Pulsed population inversion, 317
Purely bulk and combined nonlinear response,

39

Q
Q-state fluorescence lifetime, 446
Quadrupole emission, 338
Quadrupole formula, 91
Quadrupole ionization amplitude, 275
Quantum beat spectroscopy, 245
Quantum dots, 405
Quantum Liouville equation, the, 309
Quantum tunneling of magnetization, 463
Quantum wells (QW), 405
Quantum wires (QWR), 405
Quasienergy, 286, 287

R
Rabi frequency, 289
Radiation power spectrum, the, 305
Ratiometric, 120
Rayleigh scattering, 323, 330–332
Rb atoms, 301, 302, 304, 316
Reduced density matrix, 265
Relativistic shock, 371
Relaxation time, 463
Rotating wave approximation (RWA), 288
Rozhdestvensky hook method, 302, 317
Ruthenium, 122

S
SAE-TDSE, 238
Scattering of nucleons, 263
Scattering phase, 267
Screw dislocation, 428, 429
Second harmonic, 270, 271
Second harmonic generation (SHG) in

centrosymmetric media, 30
Second-order perturbation theory, 269, 270
Second-order photoionization amplitude, 268
Second-order reduced matrix elements, 268
Seeded FEL, 271
Seismic noise, 98
Selection rules, 268, 274
Self-compression, 43
Self-focusing, 4, 52, 55, 57
Semiconductor photonics, 405
Separable potential, 222, 226
Sequential two-photon double ionization,

271–273, 275, 277
SERS, 185
SF collapse, 10
SF ribbon, 412
Shot noise, 98
Si, 412
SiC, 421
Sideband, 269, 270
Signal recycling, 97
Simultaneous FLIM/PLIM, 112
Single active electron approximation, 223, 233
Single cell visualization, 117
Singlet oxygen, 175
Slater determinant, 203
Soft-core potential, 213
Soft X-rays, 471, 472, 478
SOLEIL, 247, 252, 259
Solenoidal part, 22
Solenoidal part of nonlinear polarization field

of the medium, 23, 26
Solid-slate laser amplifier, 101
Sommerfeld parameter, 290
Spatial dispersion, 10
Speed of GW, 103
Sphalerite, 407
Spin magnetic moments, 479
Spin-orbitals, 203
Spin–orbit coupling, 475
Spin-orbit interaction, 266, 267
Spintronics, 471, 474, 475, 491
Spontaneous polarization, 419
Statistical tensor, 243, 245, 246, 248, 249, 251
Stocks parameters, 251
Strong field approximation, 223
Structurally stable, 25

Index 517



Sturmian-Floquet approach, 283, 294
Sum topological charge, 38
Supercontinuum, 44
Supercontinuum spectrum, 305
Superposition of two Laguerre-Gaussian

modes, 34
Superradiance, 315
Superradiation, 304
Supersonic jet, 321, 339
Surface three-wave mixing, 33
Synaptic transmission between neurons, 149
Synchrotron maser instability, 371

T
Temperature tracking, 118
Terahertz radiation, 321, 331
Theory of general relativity, 89
Thermal energy barrier, 463
Thermal noise, 98
Tidal force, 94
Time-correlated single photon counting

(TCSPC), 111
Time-dependent perturbation theory, 283, 287,

288, 293
Time-dependent Schrödinger equation, 200
Topological charge, 5, 27, 32, 37, 51, 56
Total topological charge, 28
Transition amplitudes, 264
Transition layer, The, 33
Transition metal complexes, 109
Transition operator, 264, 266
Transverse modes of first order, 23
Transverse modes of zero and second order, 26
(5-trinitrometiltetrazole–N2)

pentaamminecobalt (III) perchlorate
(TPCP), 502

Two-colour, 243, 249
Two-colour ATI, 269
Two-colour two-photon non-resonant

ionization, 269
Two Gaussian fundamental beams with

homogeneous polarization, 22
Two-level approximation, 283, 288
Two-photon amplitudes, 268, 271
Two-photon antenna excitation, 115

Two-photon excitation, 307
Two-photon ionization, 268–271, 274
Two-photon O2 sensors, 115

U
Unidirectional coherent radiation, 301, 304,

309, 315, 316, 318
Up-converting sensors, 117

V
Valence band, 460
Valence state, 458
Vector correlations, 275
VIRGO, 99
Von Neumann equation, the, 309
Vortex beam, 51, 53, 56, 59

W
Wakefield acceleration, 373
Water molecule, 237
Weibel instability, 371
White light emission, 464
Wideband transducer, 346
Wigner-Eckart theorem, 266
Window of transparency, 114
Wurtzite, 409

X
XFELs, 277
X-ray absorption spectroscopy (XAS), 472,

479, 483–485
X-ray emission, 321, 322, 331, 333, 334, 338
X-ray lasers, 244
X-ray magnetic circular dichroism (XMCD),

471–487, 489, 491

Z
Zero and non-zero total topological charge, 28
Zero-dimensional (0D), 405
Zero-field beating, 245
Zinc-blende, 407
ZnO, 423
ZnSe, 414
ZnTe, 416

518 Index


	Preface
	Contents
	Contributors
	Light and Light Propagation
	1 Polarization Singularities Nucleation in the Self-focusing of an Elliptically Polarized Laser Beam in Kerr Medium and Isotropic Phase of Nematic Liquid Crystal
	1.1 Introduction
	1.2 Basic Equations of the Self-focusing of Elliptically Polarized Laser Beam in an Isotropic Medium and in an Isotropic Phase of NLC
	1.3 Polarization Singularities in the SF in an Isotropic Kerr Medium
	1.4 Polarization Singularities in the SF in an Isotropic Phase of NLC Near the Temperature of INPT
	1.5 Conclusions
	References

	2 Generation and Transformation of Light Beams with Polarization Singularities in Three-Wave Mixing Processes in Isotropic Nonlocal Medium
	2.1 Introduction
	2.2 Bulk Sum-Frequency Generation
	2.2.1 Two Gaussian Fundamental Beams
	2.2.2 Gaussian and Laguerre-Gaussian Fundamental Beams

	2.3 Bulk Second-Harmonic Generation
	2.3.1 Poincaré Beam

	2.4 Surface Second-Harmonic Generation
	2.4.1 Gaussian Fundamental Beam
	2.4.2 Poincaré Fundamental Beam

	2.5 Conclusions
	References

	3 Spatio-Temporal and Spectral Transformation of Femtosecond Pulsed Beams with Phase Dislocation Propagating Under Conditions  of Self-action in Transparent Solid-State Dielectrics
	3.1 Introduction
	3.2 Mathematical Model for Numerical Simulations  of Optical Vortex Self-action
	3.2.1 Nonlinear Wave Equation
	3.2.2 Problem Statement and Initial Conditions

	3.3 Spatiotemporal Dynamics and Spectral Broadening  of Optical Vortex in Fused Silica at 1900 nm
	3.3.1 Evolution of Intensity Distribution in Vortex, Annular and Gaussian Beams
	3.3.2 Fluence of Optical Vortex and Gaussian Beams
	3.3.3 Evolution of Frequency Spectrum and Energy Transformation in Optical Vortex

	3.4 Conclusions
	References

	4 Picosecond Pulsed High-Peak-Power Lasers
	4.1 Introduction
	4.2 Experiment. Pulsed Repetitive Oscillator, Regenerative and Two-Pass Amplifiers
	4.3 Numerical Modeling. Pulse Formation in the Oscillator
	4.4 Pulse Width Controlling with Fabry-Perot Etalon
	4.5 Thermal Lens at the End-Pump Geometry
	4.6 Energy Gain and Saturation Condition
	4.7 Conclusions
	References

	5 Gravitational-Wave Astronomy  by Precision Laser Interferometry
	5.1 Introduction
	5.2 Sources of GWs
	5.3 Detection of GWs
	5.4 Laser Interferometric Detectors
	5.5 Noise of the Interferometric Detector
	5.6 Major Projects
	5.7 KAGRA
	5.8 Light Source for KAGRA
	5.9 GW Astronomy
	5.10 Summary
	References

	Biological Applications
	6 Phosphorescence Lifetime Imaging (PLIM): State of the Art and Perspectives
	6.1 Introduction
	6.2 State of the Art in PLIM Research
	6.2.1 PLIM Instrumentation: Confocal PLIM with TCSPC
	6.2.2 Biomedical Models
	6.2.3 Probes for Practical PLIM

	6.3 Perspectives of PLIM
	6.3.1 Non-oxygen Sensing
	6.3.2 Towards Live Imaging of Cell/Tissue Metabolism
	6.3.3 Dual (Ultimately—Multiple) Sensors

	6.4 Conclusions
	References

	7 Optical Control of G Protein-Coupled Receptor Activities in Living Cells
	7.1 Introduction
	7.2 Optogenetics Tool of CRY2
	7.3 Signal Transduction of GPCR and Downstream Molecules
	7.4 Light Regulation of GPCR-β-Arrestin Interactions
	7.5 Perspective
	References

	8 Perspective Tools for Optogenetics and Photopharmacology: From Design to Implementation
	8.1 Introduction
	8.2 Optogenetics. Properties to Control or Monitor and Applied Tools
	8.3 Optogenetics. Main Properties to Optimize
	8.4 Photopharmacology. Some Tools and Ways for Their Improvement
	8.5 Conclusions
	References

	9 Molecular-Plasmon Nanostructures for Biomedical Application
	9.1 Introduction
	9.2 Photothermal Therapy
	9.3 Photodynamic Therapy
	9.4 Combined Photothermal and Photodynamic Therapies
	9.5 Combined Chemo-photothermal Therapy
	9.6 Triple Combination Nanotherapeutics
	9.7 Luminescent Probes and Sensors for Temperature
	9.8 Surface-Enhanced Raman Scattering Diagnostics of Cancer
	References

	Atoms and Molecules
	10 Methods for the Simulation of Coupled Electronic and Nuclear Motion  in Molecules Beyond  the Born-Oppenheimer Approximation
	10.1 Introduction
	10.2 Born-Oppenheimer Approximation
	10.3 Extended Multiconfiguration Time-Dependent Hartree-Fock Method
	10.3.1 Basic Concepts
	10.3.2 Equations of Motion
	10.3.3 Applications of the Ex-MCTDHF Method

	10.4 Related Methods
	10.4.1 Multiconfiguration Time-Dependent Hartree Method
	10.4.2 Multi-Configuration Electron-Nuclear Dynamics Method
	10.4.3 MCTDHF Method for Diatomic Molecules

	10.5 Summary
	References

	11 Separable Potentials Model for Atoms and Molecules in Strong Ultrashort Laser Pulses
	11.1 Introduction
	11.2 Atomic Hydrogen
	11.2.1 Preliminary Remarks on Gauge Invariance
	11.2.2 Definition of Separable Potentials
	11.2.3 TDSE with Separable Potentials
	11.2.4 Gauge Invariance and Separable Potentials
	11.2.5 Results

	11.3 Many-Electron Systems
	11.3.1 SAE Approximation
	11.3.2 Hydrogen Anion
	11.3.3 Hydrogen Molecule
	11.3.4 Water Molecule

	11.4 Summary and Conclusions
	References

	12 Effects of Hyperfine Interaction  in Atomic Photoionization
	12.1 Introduction
	12.2 Formal Description
	12.2.1 Role of Autoionization
	12.2.2 Statistical Tensors of Photon
	12.2.3 Depolarization Factors

	12.3 Observable Quantities
	12.3.1 Linear and Circular Dichroism and Determination  of Hyperfine Constant
	12.3.2 Photoelectron Angular Distribution

	12.4 Future Directions
	References

	13 New Trends in `Complete' Experiment  on Atomic Photoionization
	13.1 Introduction
	13.2 Complete Experiment on Photoionization: A Conventional Approach
	13.3 Two-Colour Above-Threshold Ionization
	13.4 Ionization by Coherent First and Second Harmonics
	13.5 Complete Experiments on Photoionization of Ions
	13.6 Beyond the Dipole Approximation
	13.7 Spacial Electron Density
	13.8 Conclusion
	References

	14 Theoretical Aspects of Laser-Assisted (e,2e) Collisions in Atoms
	14.1 Introduction
	14.2 General Formulation
	14.2.1 S Matrix
	14.2.2 Cross Sections

	14.3 Theoretical Methods and Approximations
	14.3.1 Initial Laser-Dressed Atomic State
	14.3.2 Final Laser-Dressed Scattering State

	14.4 First Born Approximation
	14.4.1 Laser-Dressed Final Atomic State
	14.4.2 Laser-Assisted Electron Momentum Spectroscopy

	14.5 Concluding Remarks
	References

	15 Interference Femtosecond Linear and Nonlinear Comb-Spectroscopy in Octave Expanded Range
	15.1 Introduction
	15.2 Experiment
	15.3 Results and Discussion
	15.4 Summary
	References

	Plasma and Relativistic Phenomena
	16 Terahertz and X-Ray Emission from Clustered Plasma and Dynamics of the Cluster Formation in the Expanding Jet
	16.1 Introduction
	16.2 Numerical Simulation of Clustering Process
	16.3 Experimental Section
	16.3.1 Experimental Setup
	16.3.2 Experimental Results

	16.4 Discussion
	16.5 Conclusion
	References

	17 Acoustic Signal for Femtosecond Filament Plasma Grating Characterization in Air
	17.1 Introduction
	17.2 Numerical Model of Plasma-Induced Acoustic Wave Propagation
	17.3 Plasma Grating Characterization by Acoustic Waveform and Its Spectrum
	17.4 Conclusions
	References

	18 Relativistic Laser Plasma Atto-Physics
	18.1 Introduction
	18.2 Attopulse Generation at Low Repetition Rates
	18.3 Atto-Pulse Generation and Amplification at High Repetition Rates
	18.4 Atto-Pulse Amplification in Low Density Plasmas
	References

	19 The Efficiency of Coherent Radiation from Relativistic Shocks
	19.1 Introduction
	19.2 Simulations
	19.2.1 Method and Setup
	19.2.2 Shock Structures
	19.2.3 Emission Efficiency

	19.3 Summary and Discussion
	References

	Nanostructures and Functional Materials
	20 Laser-Induced Deposition of Metal and Hybrid Metal-Carbon Nanostructures
	20.1 Introduction
	20.2 Laser-Induced Metal Deposition from Electrolyte Solutions
	20.3 Laser-Induced Deposition of Hetero-Metallic Structures from Liquid Phase
	20.4 Laser-Induced Deposition of Hybrid Metal-Carbon Nanostructures from Solutions of Organometallic Complexes
	20.4.1 Thermally-Induced Deposition from Solutions of Organometallic Complexes
	20.4.2 Photo-Induced Deposition from Solutions of Organometallic Complexes

	20.5 Functional Properties of Hybrid Metal-Carbon Nanostructures
	20.6 Conclusions
	References

	21 Crystal Lattice Defects as Natural Light Emitting Nanostructures in Semiconductors
	21.1 Introduction
	21.2 One- and Two-Dimensional Defects in Semiconductors with Face Centered Cubic (FCC) and Hexagonal Closest Packed (HCP) Lattices
	21.2.1 Structure and Energetics
	21.2.2 Dislocations as Quantum Conducting Wires
	21.2.3 Stacking Faults as Quantum Wells

	21.3 Dislocation-Related Luminescence in Ge and Si
	21.4 Dislocation Related Luminescence in ZB Semiconductors
	21.5 One Dimensional Defect Formed by Intersection of the (111)-Stacking Fault and Quantum Well in ZnSe
	21.6 Dislocation-Related Luminescence in Wurtzite Type Semiconductors
	21.6.1 Non-polar Lattice SiC
	21.6.2 Dislocation-Related Luminescence in Wurtzite Polar Lattice Compounds

	21.7 Summary
	References

	22 Light-Induced Processes in Porphyrin-Fullerene Systems
	22.1 Introduction
	22.2 Electronic Structure of Porphyrin-Fullerene Dyads
	22.3 Electronically Excited States of Porphyrin-Fullerene Dyads
	22.4 Experimental Observation of Electronically Excited States in Porphyrin-Fullerene Dyads
	22.5 Conclusion
	References

	23 Optical and Magnetic Functionalities on Molecule-Based Magnetic Materials
	23.1 Introduction
	23.2 Photomagnets and First-Principles Calculations
	23.3 Luminescent Magnetic Materials
	References

	24 Tailoring Spins and Orbitals in Spin–Orbitronic Interfaces Probed by X-Ray Magnetic Circular Dichroism
	24.1 Introduction
	24.2 Importance of Spintronics and Spin-Orbitronics
	24.3 Interfacial PMA in Fe/MgO Probed by XMCD
	24.4 Interfacial Perpendicular Magnetic Anisotropy in Co/Pd Multilayers
	24.5 Theory of Interfacial Perpendicular Magnetic Anisotropy
	24.6 Summary and Outlook in XMCD Spectroscopy
	References

	25 Interaction of Laser Radiation with Explosives, Applications and Perspectives
	25.1 Introduction
	25.1.1 Laser Thermal Initiation of Explosives
	25.1.2 Laser Shock Initiation of Explosives

	25.2 Detection of Explosives Using Laser Irradiation
	25.2.1 Main Laser Methods of Explosives Detection

	25.3 An Investigation of Laser-Explosive Interaction from New Perspectives
	25.3.1 Optimization of Laser Initiation of Explosive—Resonant Laser Explosive Interaction

	25.4 Conclusions
	References

	Index



