
Chapter 10
Applications to Plasma Spectroscopy

Abstract Applications to plasma spectroscopy are presented for different types of
plasmas that are currently of great interest for science and applications: low-density
tokamak plasmas, dense optical laser-produced plasmas, high-current Z-pinch
plasmas, and X-ray Free Electron Lasers interacting with solids. The general
principles of plasma electron temperature and density measurements as well as the
characterization of suprathermal (hot electrons) and non-equilibrium phenomena
are presented. Particular attention is based on the innovative concepts of dielec-
tronic satellite and hollow ion X-ray emission. The effect of a neutral background
that is coupled to plasma ions via charge exchange is considered in the framework
of nonlinear atomic kinetics. Transient phenomena in the start-up phase, impurity
diffusion, sawtooth oscillations, and superthermal electrons are discussed for
magnetic fusion plasmas. For dense laser-produced plasmas and charge exchange
coupling of colliding plasmas, the dynamics of fast ions in space and energy dis-
tribution functions are presented. The interaction of XFEL with solids is considered
in the framework of a new kinetic plasma theory, where generalized atomic pro-
cesses provide a link from the cold solid until the hot diluted plasma. Three-body
recombination and Auger electrons constitute a generalized three-body recombi-
nation that is identified to play also a new role as a direct heating mechanism.
General principles and new theories are illustrated along with detailed comparisons
with experimental data.

10.1 The Emission of Light and Plasma Spectroscopy

The emission of light is one of the most fascinating phenomena in nature.
Everybody feels the beauty while looking at the colors appearing at sunset, when a
bolt of lightning illuminates the night, or when the emission of the aurora moves
like magic in the dark heaven. And every day, we are looking at something in order
to read information from a computer screen, to drive not into but around an
obstacle, to look into the eyes of the child to understand that it tries to hide that it
just burned off fathers’ stamp collection in an unlucky physical experiment.
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In general terms, we all use light to obtain information, to diagnose something,
to control or optimize a process, or to understand what is true and what is
right. And since the discovery of the spectral analysis, no one doubted that the
problems of describing atoms and matter would be solved once we had learned to
understand the language of atomic spectra and the emission of light.

Light also transports energy, and it is the flow of energy from sunlight that has so
much impacted on the evolution of our blue planet.

The “Radiative properties of Matter” is the related basic science, and their analysis
for diagnostic purposes is called “Spectroscopy”. Questions like “Why the heaven is
blue?”, “What is the temperature in the flame of a candle?”, and “What makes the
sun burning so wonderful?” have been the historical origin of scientific activity. We
also might ask what light is by itself? This is a difficult question: Although almost
everybody has some imagination what light is, it is difficult to say what it really is.

The light emission is accompanied by the transport of energy and the
well-known formula

Ex ¼ �hx ð10:1Þ

(where �h is the Planck constant and x the photon angular frequency) that manifests
in a scientific manner the double role of light: the beauty of photons when looking
at their various colors and the energy that is carried by them with their own velocity
– the speed of light c.

That any radiating source loses consequently energy via its own radiation has a
large impact on the evolution of the system itself. In general terms, the radiation
losses influence on the energy balance of the system that is coupled to the motion of
the particles from which the system is composed.

An impressive example of the importance of radiation losses is known from the
early days of the fusion research based on the magnetic confinement invented in the
50s by the two Russians Igor Tamm and Andrei Sakharov: The term tokamak was
likewise created by the Russians: “тopoидaльнaя кaмepa c мaгнитными
кaтyшкaми” (toroïdalnaïa kamera s magnitnymi katushkami = toroidal chamber
with magnetic coils). The radiation emission from the impurities in the tokamak had
been so large that it overcompensated the energy input leading to a plasma dis-
ruption. Only after generations of very intense and successful material research, the
number of impurity atoms and ions could drastically be reduced to maintain
tokamak discharges for more than minutes. A milestone in the tokamak research
can be attributed to the year 1969: The Kurchatov Institute in Russia, Moscow, has
announced to have obtained a tokamak discharge with an electron temperature of
kTe > 1 keV (means that the level of the right order of magnitude was reached
where fusion reactions become probable). The scientific western community did not
believe these results, and in 1969, an experimental group from England went to the
Kurchatov Institute to measure independently the electron temperature with
Thomson scattering. This group could only confirm the results announced by the
Russians, and in the following years, many countries followed the Russian way of
magnetic fusion research building many tokamaks all over the world.
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Plasma radiation plays likewise an important role in the inertial confinement fusion
(ICF). Here, fusion of the DT capsule is envisaged by means of powerful laser
installations like NIF, MEGAJOULE, and GEKKO. In the indirect drive, the radiation
field in the hohlraum (initiated by megajoule laser irradiation of the inner surface of
the hohlraum composed of an heavy element like gold) is supposed to deliver energy
to the capsule to evaporate in a homogenous manner (assuming that the hohlraum
radiation is very close to the blackbody radiation) the ablator surface that in turn
compresses the fusion material to ignition relevant parameters. In the direct drive
approach, laser radiation is directly interacting with the capsule. Today, many other
schemes of compression are investigated like fast ignition or shock ignition.

In astrophysics, radiation phenomena are strongly connected with the energy
transport in stars from the fusion source in the inner part of the star to its surface.
Therefore, so-called radiation transport plays an important role in star evolution.

Today, the study of the radiative properties of matter has proven to be one of the
most powerful methods to understand various physical phenomena. Plasma spec-
troscopy (Griem 1964, 1974, 1997; McWhirter 1965; Lochte-Holtgreven 1968;
Michelis and Mattioli 1981; Boiko et al. 1985; Lisitsa 1994; Fujimoto 2004;
Sobelman and Vainshtein 2006; Kunze 2009, Rosmej 2012a) provides essential
information about basic parameters, like temperature, density, chemical composi-
tion, velocities, and relevant physical processes (“Why the aurora is green at low
altitudes but red at larger ones?”, “Why can we look with X-rays into the human
body but not with visible light ?”,…).

The accessible parameter range of spectroscopy covers orders of magnitude in
temperature and (especially) density, because practically all elements of particular,
selected isoelectronic sequences can be used for diagnostic investigations. These
elements can occur as intrinsic impurities or may be intentionally injected in small
amounts (so-called tracer elements). This makes plasma spectroscopy also a very
interdisciplinary science.

The rapid development of powerful laser installations including X-ray Free
Electron Lasers, intense heavy ion beams, and the fusion research (magnetic and
inertial fusion) enable the creation of matter under extreme conditions never achieved
in laboratories so far. An important feature of these extreme conditions is the
non-equilibrium nature of the matter, e.g., a solid is heated by a fs-laser pulse and
undergoes a transformation from a cold solid to warm dense matter to strongly coupled
plasma and then to a highly ionized gas while time is elapsing. We might think about
using time-dependent detectors to temporally resolve the light emission in the hope to
have then resolved the problem. However, this is not so simple: There are not only
serious technical obstacles but also basic physical principals to respect. A simple
technical reason is that for 10 fs-laser radiation interacting with matter, we do not have
any X-ray streak camera available (the current technical limit is about 0.5 ps).
A simple principal reason is that the atomic system from which light originates has a
characteristic time constant (see also Sect. 6.2) that might be much longer than 10 fs.
The atomic system is therefore “shocked,” and any light emission is highly out of
equilibrium even if the experimental observation is time resolved. Note, that only
recently general studies of shocked atomic systems have begun (Deschaud et al. 2020).
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In high-energy-density physics, laser-produced plasmas, and fusion research, the
light emission in the X-ray spectral range is of particular interest: Only the X-ray
emission is in general able to exit the volume without essential photoabsorption.
Therefore, X-ray plasma spectroscopy is of particular interest to obtain information
from objects that are not well understood or to control certain processes that are
useful for applications (Renner and Rosmej 2019).

We are therefore looking to develop X-ray radiative properties and the related
atomic and plasma physics to study non-equilibrium states of matter. This is a
challenging field of activity for research and applications: Non-equilibrium atomic
kinetics (see Chap. 6) involve fascinating topics in atomic physics of dense plas-
mas, like the study of exotic dense states of matter (like hollow ions and hollow
crystals) with XFEL (Rosmej 2012a, b; Deschaud et al. 2020), the discovery by
high-resolution spectroscopy of a new heating mechanism like Auger electron
heating (Galtier et al. 2011; Rosmej 2012b; Petitdemange and Rosmej 2013), and
three-body recombination assisted heating (Deschaud et al. 2014), see also
Sect. 10.6.4.6. Radiative properties have likewise strong links and important impact
to magnetic confinement fusion (MCF), inertial confinement fusion (ICF), and
particular X-ray spectroscopy, and related atomic physics is a key element to study
matter irradiated by X-ray Free Electron X-ray Lasers (XFEL).

It is often not quite clear what is meant with the word “Equilibrium.” Does this
mean that the plasma parameters do not change in time, which means for a
parameter X:

@X=@t ¼ 0 ð10:2Þ

or does the word “Equilibrium” mean that the particle statistics follows certain
laws? Or something else?

In thermodynamics (Huang 1963; Reif 1965; Alonso and Finn 1968), the
“Equilibrium” of an isolated system is characterized by the maximum entropy1:

dS ¼ d k ln Wf g ¼ 0: ð10:3Þ

k is the Boltzmann constant, and W is the microscopic probability (probability
means “Wahrscheinlichkeit” in german) of a certain configuration which means the
probability P(N, N1, N2 … NM) to distribute N particles over M states with
respective populations N1, N2 … NM.

It is important to realize that conditions (10.2) and (10.3) are entirely different:
Thermodynamic equilibrium is not determined by ∂/∂t = 0. In other words, the
Saha–Boltzmann equation, the Planck radiation, the Maxwellian energy distribution

1Note that for a system with controlled constant temperature and volume, the Helmholtz free
energy F ¼ U � TS is minimum at thermodynamic equilibrium and for a system with controlled
constant temperature and pressure the Gibbs free energy G ¼ U � TSþ pV is minimum. Note
also the notions of thermal equilibrium, pressure equilibrium, and diffusive equilibrium (identity
of chemical potentials) to characterize “equilibrium” between two systems.
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function of free electrons,… are consequences of (10.3), and these laws cannot be
obtained from (10.2). These laws are the solution of (10.3) for different particle
statistics.

In most cases, laws obtained from (10.3) concern isolated systems, which means
that external forces do not play a role for the particle statistics. What does it mean
that external forces do not play an important role? In atomic physics, this means
that external forces have to be compared with the “Atomic Forces.” Let us consider
an example to illustrate this: the interaction of a high-intensity laser with a plasma.
The external force is the laser electric field Elaser:

Ilaser ¼ ce0 E2
laser

� �
: ð10:4Þ

Ilaser is the laser intensity, c the speed of light, and e0 the electrical permittivity.
Rewriting (10.4) in convenient units, we obtain:

Elaser �
ffiffiffiffiffiffiffiffiffiffi
E2
� �q

¼
ffiffiffiffiffiffi
I
ce0

r
¼ 19:4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I

W
cm2

� �s
V
cm

� �
: ð10:5Þ

The relevant forces for an ion in a plasma are the atomic ones. They can be
estimated with the simple Bohr atomic model:

EAtom � 1
4pe0

Z � e
a0n2=Zð Þ2 ¼

e
4pe0a20

Z3

n4
ð10:6Þ

or, expressed in convenient units

EAtom � 5:14� 109
Z3

n4
V
cm

� �
: ð10:7Þ

The standard atomic field, i.e., Ea.u. = 5.14 � 109 V/cm (see also Annex A.5) is
therefore obtained for a laser intensity of Ia.u. = 7.0 � 1016 W/cm2. This means,
e.g., that the 1s level of atomic hydrogen is weakly perturbed for laser intensities
being many orders of magnitudes lower than Ia.u..

Let us now consider the influence of the electrical laser field on the radiative
properties of atoms and ions in a plasma. Due to the interaction of the laser electric
field with the free electrons in the plasma, suprathermal electrons (or hot electrons)
are generated. They seriously alter the light emission. First, there is an enhanced
ionization due to hot electrons because ionization is more effective. The second
change concerns the qualitative distortion of ionic charge stage distribution (Rosmej
1997). The visualization of the distortion of the charge stage distribution by
high-resolution X-ray spectroscopy has been applied to inertial fusion hohlraums to
determine the time-dependent hot electron fraction and the relevant mechanism of
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hot electron generation (Glenzer et al. 1998). Let us define the suprathermal elec-
tron fraction according to:

fhot ¼ ne hotð Þ
ne bulkð Þþ ne hotð Þ : ð10:8Þ

ne,hot is the hot electron density, ne,bulk is the bulk electron density. ne,hot + ne,bulk is
therefore the total electron density, and (10.8) fulfills the normalization condition. It
is important to realize that even rather small amounts of hot electrons (low as of the
order of 10−5) might have a considerable influence on the radiative properties,
especially if the bulk electron temperature is low. This is due to the exponential
temperature dependence of the excitation (C) and ionization (I) rate coefficients (see
also Sects. 5.3.1 and 5.4.3), i.e.,

C / exp �DE=kTeð Þffiffiffiffiffiffiffi
kTe

p ; ð10:9Þ

I / exp �Ei=kTeð Þffiffiffiffiffiffiffi
kTe

p : ð10:10Þ

DE is the excitation energy of an atomic transition, Ei is the ionization energy of a
particular atomic level, and Te is the electron temperature.

It should be realized that small fractions of hot electrons can be produced already
with laser intensities of 1015 W/cm2 (Gitomer et al. 1986; Beg et al. 1997) and
therefore the value of the laser electric field above which an important influence on
the radiative properties is expected might be well below Ia.u. = 7.0 � 1016 W/cm2.
We note that suprathermal electrons generated in ICF hohlraums (e.g., generated by
SBS = Stimulated Brillouin Scattering) may lead to a preheat of the DT target
which in turn prevents efficient compression necessary to reach ignition.
Suprathermal electrons (hot electrons) are therefore a very actual problem in the
laser-driven inertial fusion ignition campaigns (Lindl 1995, Lindl et al. 2004, 2014;
Atzeni 2009). We note that in the more recently discussed shock ignition scheme
(Betti et al. 2007), suprathermal electrons impact on the fusion performance as an
important fraction of laser energy is coupled to hot electrons.

In tokamaks, much lower electric fields lead to the generation of suprathermal
electrons: Due to the low electron density, the collisional drag is small and even
electric field values of the order of some V/cm (the so-called Dreicer field, Wesson
2004) lead to runaway electrons: The collisional drag is insufficient to compensate
the electron acceleration due to the electric field and numerous circulations in the
tokamak may then lead to electron energies up to MeV. These MeV electrons
seriously influence on the fusion performance (e.g., electrons accelerated by lower
hybrid waves, investigation of suitable current drives). These two foregoing
examples show that the importance of an external force is not specified by an
absolute value but rather by the comparison of the external force with the relevant
“internal” one.

464 10 Applications to Plasma Spectroscopy



Let us now consider the principle idea for spectroscopic diagnostics that is based
on line intensity ratios. Having once calculated the non-LTE level populations
according to (6.22), all combinations of line intensity ratios can be obtained:

Iji
Ij0i0

¼ xji

xj0i0

Aji

Aj0i0

nj
nj0

: ð10:11Þ

Of particular interest are those intensity ratios that depend only on one plasma
parameter. The ideal case of a temperature diagnostic is therefore given by

Iji
Ij0i0

¼ Gjij0i0 Teð Þ; ð10:12Þ

whereas the ideal case of a density diagnostic is represented by the relation

Ikl
Ik0l0

¼ cklk0l0 neð Þ: ð10:13Þ

The functions G and c are obtained from the solution of the system of rate equa-
tions (6.22). Having measured these intensity ratios with appropriate line emis-
sions, the application of (10.12), (10.13) provides readily temperature and density.
However, the solution of (6.22) shows that in general, the intensity ratio depends
both on temperature and density:

Iji
Ij0i0

¼ vjij0i0 Te; neð Þ: ð10:14Þ

One aim of spectroscopic research is to find line ratios whose dependence is
close to those of the ideal (10.12), (10.13). The difficulty in doing so lies in the fact
that (10.14) has multiple solutions, which means that for different sets of density
and temperature the same line intensity ratio is obtained (note that the
two-parameter dependence is a simplified case and opacity, hot electrons and
transient plasma evolution might considerably increase the complexity). It is
therefore necessary to employ several line ratios at the same time to avoid mis-
leading parameter information from single line ratios.

10.2 Dielectronic Satellite Emission

10.2.1 Electron Temperature

10.2.1.1 Satellite to Resonance Lines

Gabriel has introduced the dielectronic satellite transitions (see also Chap. 5) as a
sensitive method to determine the electron temperature in hot plasmas (Gabriel 1972)
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that is based on dielectronic capture and dielectronic recombination (see also Sect. 5.6
and review [Rosmej et al. 2020a]). In low-density plasmas, this method approaches
the ideal picture of a temperature diagnostic according to (10.12). Numerical cal-
culations show (see also Sect. 6.3.2 and following Figures 10.2 and 10.3) that also in
high-density plasmas, this method is still applicable and one of the most powerful
methods for electron temperature determination of hot dense plasmas.

Let us therefore consider the basic principles via an example: The dielectronic
satellites 2l2l′ near the Lyman-alpha line of H-like ions (Fig. 5.1 show the relevant
energy level diagram). As the He-like states 2l2l′ are located above the ionization
limit, a non-radiative decay to the H-like ground state (autoionization) is possible:

autoionization : 2l2l0 ! 1sþ e: ð10:15Þ

By first quantum mechanical principles, the reverse process, so-called dielec-
tronic capture, must exist:

dielectronic capture : 1sþ e ! 2l2l0: ð10:16Þ

The radiative decay reads

radiative decay : 2l2l0 ! 1s2lþ �hxsatellite: ð10:17Þ

The emitted photon is called a “satellite.” The satellite transition is of similar
nature like the resonance transition Lymana ¼ 2p ! 1sþ �hxLya except the cir-
cumstance that an additional electron is present in the quantum shell n = 2, the
so-called spectator electron. As the spectator electron screens the nuclear charge,
the satellite transitions are essentially located on the long wavelength side of the
corresponding resonance line. However, due to intermediate coupling effects and
configuration interaction, also satellites on the short wavelengths side are emitted
(see Fig. 10.1), so-called blue satellites (Rosmej and Abdallah 1998).

As the number of possible angular momentum couplings increases rapidly with
the number of electrons, usually numerous satellite transitions are located near the
resonance line (which often cannot be resolved spectrally even with high-resolution
methods). Figure 10.1 shows an example of the Lymana satellite transitions
obtained in a dense laser-produced magnesium plasma. The experiment shows also
higher-order satellites where the spectator electrons are located in quantum shells
n > 2 (configurations 2lnl′).

Let us now proceed to the genius idea of Gabriel to obtain the electron tem-
perature from satellite transitions. In a low-density plasma, the intensity of the
resonance line is given by

Iresk0;j0i0 ¼ nenk0
Aj0i0P
l0 Aj0l0

Ck0j0
� �

; ð10:18Þ
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where ne is the free electron density, nk′ the ground state density from which
electron collisional excitation proceeds (k′ is the 1s level in our example), Aj′i′ is the
transition probability of the resonance transition j′! i′ (the sum over A in the
denominator accounts for possible branching ratio effects), and Ck0j0

� �
is the elec-

tron collisional excitation rate coefficient from level k′ to level j′. The intensity of a
satellite transition with a large autoionizing rate (and negligible collisional channel)
is given by

Isatk;ji ¼ nenk
AjiP

l Ajl þ
P

m Cjm
Dkj
� �

: ð10:19Þ

Aji is the transition probability of the particular satellite transition, and Dkj
� �

is the
dielectronic capture rate coefficient from level k to the level j. The sums over the
radiative decay rates and autoionizing rates account for possible branching ratio
effects (in our simple example, only m = k exist, a particular upper-level 2l2l′ may
have more than one radiative decay possibilities j ! l). We note that already for the
Heb satellites, numerous autoionizing channels exist which are very important in
dense plasmas (Rosmej et al. 1998). As both intensities of (10.18), (10.19) are
proportional to the electron density ne and to the same ground state density (k′ = k),
the intensity ratio is a function of the electron temperature only, because the rate
coefficients Ch i and Dh i depend only on the electron temperature but not on the
density:

Fig. 10.1 Dielectronic satellite emission near Lyman-alpha of H-like Mg ions in a dense
laser-produced plasma (50 J, 15 ns, 1.064 lm). Spectral simulation of optically thick plasma has
been carried out with the MARIA code for an electron temperature of kTe = 210 eV, electron density
of ne = 3 � 1020 cm−3, effective photon path length Leff = 500 lm, inhomogeneity parameter s = 1.3
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Isatk;ji

Iresk0j0i0
¼ G Teð Þ: ð10:20Þ

The dielectronic capture rate (see also Chap. 5) is an analytical function and
given by

Dkj
� � ¼ aCjk

gj
gk

exp �Ekj=kTe
	 

kTeð Þ3=2

: ð10:21Þ

a = 1.6564 � 10−22 cm3 s−1, gj and gk are the statistical weights of the states j and
k, Cjk is the autoionizing rate in [s−1], Ekj is the dielectronic capture energy in [eV]
(see also Fig. 5.1), and kTe is the electron temperature [eV]. The intensity of a
satellite transition can therefore be written as

Isatk;ji ¼ anenk
Qk;ji

gk

exp �Ekj=kTe
	 

kTeð Þ3=2

: ð10:22Þ

Qk,ji is the so-called dielectronic satellite intensity factor and given by

Qk;ji ¼ gjAjiCjkP
l Ajl þ

P
m Cjm

: ð10:23Þ

The calculation of the dielectronic satellite intensity factors Qk,ji requests rather
complicated multiconfiguration relativistic atomic structure calculations which have
to include intermediate coupling effects as well as configuration interaction.

For the ease of applications, we provide an analytical set of all necessary for-
mulas for the most important cases to apply the temperature diagnostic via
dielectronic satellite transitions near Lya and Hea of highly charged ions. For the
dielectronic satellite intensity factor, the following formula can be employed:

Q ¼ 1010 s�1 C1 Zn � C2ð Þ
C3Z

C4
n þ 1

4

: ð10:24Þ

Table 10.1 provides the fitting parameters for the J-satellite near Lya as well as
for the k-satellite and the j-satellite near Hea for all elements with nuclear charge
6 < Zn < 30. We note that the k- and j-satellites are treated separately, as line

Table 10.1 Zn-scaled fitting parameters of dielectronic satellite intensity factors Q according to
(10.24), the range of validity is 6 < Zn < 30

Satellite C1 C2 C3 C4 Max. error (%)

J = 2p2 1D2–1s2p
1P1 5.6696E−1 1.4374E−8 5.8934E0 2.2017E−2 1.5

j = 1s12p2 2D5/2–1s
22p 2P3/2 3.4708E−1 1.5569E−7 4.9939E0 8.6347E−1 1.5

k = 1s12p2 2D3/2–1s
22p 2P3/2 2.4072E−1 6.7212E−9 5.9468E0 1.1362E0 3
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overlapping may request their separate analysis. Note that gk = 2 for the Lya-
satellites and gk = 1 for the Hea-satellites in (10.22). The dielectronic capture
energies can be approximated by

Ekj � d Zn þ rð Þ2Ry: ð10:25Þ

For the Lya-satellites 2l2l′, d = 0.5, r � 0.5, for the Hea-satellites 1s2l2l′,
d = 0.5, r � 0.1, and Ry = 13.6 eV. The electron collisional excitation rate coef-
ficients have been calculated with the Coulomb–Born exchange method including
intermediate coupling effects and effective potentials (using Vainshtein’s ATOM
code (Vainshtein and Shevelko 1986; Sobelman and Vainshtein 2006)) and fitted
into a simple Z- and b-scaled expression:

C; Teh i � 10�8 cm3 s�1

Z3

Eu

El

� �3=2 ffiffiffi
b

p
A
bþ 1þD
bþ v

exp � El � Euð Þ=kTef g ð10:26Þ

with

b ¼ Z2Ry
kTe

: ð10:27Þ

Z is the spectroscopic symbol (Z = Zn + 1 − N where Zn is the nuclear charge and
N the number of bound electrons), the fitting parameters A, v, and D are given in
Table 10.2.

El and Eu are the ionization energies of lower and upper states. If not particularly
available, they can be approximated by the simple expression

Ej � d Zn � rð Þ2Ry: ð10:28Þ

For the 1s-level, d = 1, r � −0.05; for the 2p levels, d = 0.25, r � −0.05; for
the 1s2 level, d = 1, r � 0.6, and for the 1s2p 1P1 level, d = 0.25, r � 1.

10.2.1.2 Rydberg Satellites

Higher-order satellites, namely 2lnl′ and 1s2lnl′, provide further possibilities for
plasma diagnostics even if single transitions are not resolved. A rather tricky variant

Table 10.2 Fitting parameters for Z- and b-scaled electron collisional excitation rates of H-like
Lya and He-like Hea, 1/32 < b < 32

Transition A v D Max. error (%)

Lymana = 1s 2S1/2–2p
2P1/2, 3/2 24.1 0.145 −0.120 4

Hea = 1s2 1S0–1s2p
1P1 24.3 0.198 1.06 6
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of electron temperature measurement which employs only satellite transitions has
been proposed in (Renner et al. 2001):

Isatn

Isat2
� Qn

Q2
exp � Zn � 0:6ð Þ2Ry

4kTe
1� 4

n2

� �( )
: ð10:29Þ

Qn and Q2 are the total dielectronic satellite intensity factors for the 2lnl′ ! 1snl′
and 2l2l′ ! 1s2l′ transitions, respectively. The considerable advantage of this
method is that it is even applicable, when the resonance line is absent due to high
photoabsorption or due to very low electron temperatures—a typical situation in
dense strongly coupled plasmas (Rosmej et al. 1997, 1998, 2000, 2003;
Renner et al. 2001).

We note that another important excitation channel for satellite transitions is via
electron collisional excitation from inner-shells. Concerning the above-discussed
example of satellite transitions near Lya, this excitation channel reads

inner-shell excitation : 1s2lþ e ! 2l2l0 þ e:

This excitation channel is important for satellite transitions with low autoion-
izing rates but high radiative decay rates. It drives satellite intensities, which allow
an advanced characterization of the plasma (determination of charge exchange
effects in tokamaks, characterization of suprathermal electrons, to be discussed
below). For electron temperature measurements, the inner-shell excitation channel
should be avoided.

Figure 10.2 shows the simulations of the spectral distribution near Lya carried
out with the MARIA code (Rosmej 1997, 1998, 2001, 2006, 2012a). Dielectronic
satellites 2l2l′ as well as 2l3l′-satellites are included in the simulations for a dense
plasma: ne = 1021 cm−3. Several 2l3l′-satellites are located at the blue wavelength
side of Lya. For these particular transitions, LS-coupling effects are as important as
the screening effect originating from the spectator electron. As can be seen,
numerous satellites are located at the blue wavelengths wing of the resonance line,
so-called blue satellites (Rosmej and Abdallah 1998).

Figure 10.3 shows the MARIA simulations of the spectral distribution near Hea,
dielectronic satellites 1s2l2l′, 1s2l3l′, 1s2l4l′, and 1s2l5l′ which are included in the
simulations. In all cases (Figs. 10.2 and 10.3), a strong sensitivity to electron
temperature is seen from dominating until vanishing dielectronic satellite contri-
bution. The blue curve in Fig. 10.3 shows the impact of the higher-order satellite
emission (n > 3) on the intensity near the resonance line Helium-alpha. It can
clearly be seen that higher-order satellites may still contribute considerably to the
overall line emission.

Figure 10.1 shows also the fitting of the experimental spectrum obtained in a
dense laser-produced plasma experiment taking into account opacity effects (im-
portant only for the Lya-line). A good match to the experimental data is obtained for
kTe = 210 eV and ne = 3 � 1020 cm−3. The effective photon path length was
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Leff = 500 lm (determined from the width of the Lyman-alpha lines as well as the
intensity ratio of the Lyman-alpha components), and the inhomogeneity parameter
(see (1.42)) was s = 1.3 (determined from the dip between the Lyman-alpha
components). An ion temperature of kTi = 100 eV is assumed, and a convolution
with an apparatus function k/dk = 5000 has been made. We note that the opacity
broadening of Lya has been used to stabilize the fitting of the radiation transport. In
this case, the line center optical thicknesses of Lyman-alpha lines are s0(Lya1/
2) � 6, s0(Lya3/2) � 12; those of the satellites are of the order of s0(2l2l
′) � 2 � 10−2. Figures 10.2 and 10.3 demonstrate that even in high-density plas-
mas, the temperature diagnostic via dielectronic satellite transitions works very
well.

10.2.2 Ionization Temperature

Gabriel has also introduced the “ionization temperature TZ” to plasma spectroscopy
in order to characterize ionizing and recombining plasmas (Gabriel 1972). In
general terms, the ionization temperature is the temperature used to solve (6.7),
(6.22) for a certain density setting the left-hand side to zero (stationary and
non-diffusive). This provides a certain set of ionic populations nZ. If in an

Fig. 10.2 MARIA
simulations of the dielectronic
satellite emission near
Lyman-alpha of H-like Mg
ions in dependence of electron
temperature, ne = 1021 cm−3
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experiment the electron temperature is known (e.g., by means of the dielectronic
satellite method described above) and if, e.g., the ratio of the determined ionic
populations nZþ 1=nZ is smaller than it would correspond to the solution of (6.7),
(6.22) (left-hand side is zero), the plasma is called ionizing. If nZþ 1=nZ is larger, the
plasma is called recombining. The physical picture behind this is as follows: Let us
assume a rapid increase of the electron temperature that results in a subsequent
plasma heating (e.g., a massive target is irradiated by a laser). Due to the slow
relaxation time according to (6.48), the ionic populations need a considerable time
to adopt their populations to the corresponding electron temperature. In the initial
phase, the ionic populations are lagging behind the electron temperature and the
plasma is called ionizing. Only after a rather long time (order of sZ,Z+1), the ionic
populations correspond to the electron temperature. The simulations of Fig. 6.9
provide detailed insight for this example. At an electron density of 1021 cm−3, only
after 1 ns the ionic populations have been stabilized. It is important to note that not
the absolute time is important for the rapidity of the ionization but the inverse of the
rates that are density dependent (see (6.48)). In more general terms, the ionic
populations have stabilized after t > 1012 cm3 s/ne for the K-shell of highly charged
ions (see (6.50)).

Fig. 10.3 MARIA
simulations of the dielectronic
satellite emission near
Helium-alpha of He-like Mg
ions in dependence of electron
temperature, ne = 1021 cm−3.
The difference between the
blue and black curve near
Helium-alpha shows the
impact of higher-order
satellites 1s2lnl′ with n > 3
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Let us now assume that the electron temperature is rapidly switched off. Also in
this case, the ionic populations need the time according (6.48) to decrease the
plasma ionization. The plasma is therefore called recombining because higher
charge states disappear successively until the ionic populations correspond to the
decreased electron temperature.

In the original work of Gabriel, the radiation emission of the Li-like 1s2l2l′-
satellite transitions which had strong inner-shell excitation channels but low
dielectronic capture (e.g., the qr-satellites) and strong dielectronic capture but low
inner-shell excitation channel (e.g., the jk-satellites) have been employed to
determine the ionic populations of the Li-like and He-like ions (note that the
dielectronic capture channel for the Li-like 1s2l2l′-satellites is connected to the
He-like ground state 1s2 1S0, whereas the inner-shell excitation channel is con-
nected to the Li-like states 1s22l). In the work (Yamamoto et al. 2005), satellite
transitions near Lya have been employed to characterize the plasma regime. Also
other emission lines can be used in order to characterize the ionizing/recombining
nature of a plasma. The use of Rydberg line emission is another important example:
In recombining plasmas, the Rydberg series emission is enhanced whereas in
ionizing plasma, high n-members of the Rydberg series are barely visible.

The long time scale (6.48) to establish equilibrium in the ionic populations does
not permit to employ standard temperature diagnostics which are based on the
intensity ratio of resonance lines originating from different ionization stages, e.g.,
the line intensity ratio of the H-like Lya and the He-like Hea. For example, in
ionizing plasmas, the intensity of the He-like Hea is enhanced due to ionization that
is lagging behind the electron temperature, i.e., TZ < Te. Therefore, the electron
temperature is underestimated if the transient evolution is not taken properly into
account (if the time scale of characteristic changes of plasma parameters is much
shorter than the characteristic time scale).

10.2.3 Relaxation Times

For the temperature diagnostic based on dielectronic satellite transitions (as dis-
cussed above), the obstacle of the long relaxation times according to (6.48) does
practically not exist, because the employed line ratios concern only one ionization
stage which then cancels in the line ratio method. Therefore, independent of any
plasma regime (stationary, ionizing, recombining), the dielectronic satellite method
allows to access the electron temperature and this is yet another reason why
Gabriel’s idea to employ satellite intensities for the temperature diagnostic is really
a genius one.

Moreover, the response time of satellite transitions is much faster than for res-
onance lines according to (6.62). The reason is connected with the large autoion-
izing rate that has a characteristic time scale of the order of some 1..10 fs for L-shell
electrons. For atomic transitions of multiple excited states, (6.62) has therefore to be
modified according to (see also discussion of 1.105)
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sji ¼ 1
Aji þCji þCji þ

P
k Cjk

: ð10:30Þ

This means that satellite transitions respond on a time scale of about some fs
irrespective of any population mixing by collisional processes (Sect. 6.2.3). As the
dielectronic capture population channel is proportional to an exponential temper-
ature dependence (see (10.21), (10.22)), low electron temperatures are practically
cut off because the dielectronic capture energy (e.g., (10.25)) is very large for highly
charged ions:

ISatji highCkj
	 
 / exp �Ekj=kTe

	 

kTeð Þ3=2

: ð10:31Þ

In consequence, satellite transitions inherently cut off the low-density,
low-temperature recombining regime. This is an extremely important and useful
property in high-density plasma research as almost all high-density plasmas are
very short living. This effect can clearly be seen from Fig. 1.11: The satellite
transitions are confined near the target surface, whereas the He-like resonance and
intercombination lines (W and Y, respectively) exist also far from the target surface.

10.2.4 Spatially Confined Emission

Inspection of the dielectronic capture channel and the correspondingly induced
satellite line intensity (10.22) shows that the intensity is proportional to the square
of the electron density (because the ground state nk is proportional to the electron
density):

Isat highCð Þ / n2e : ð10:32Þ

Together with (10.31), the emission is therefore confined to high-density high
temperature plasma areas. This effect is clearly seen on Figs. 1.11 and 1.12:
Satellite transitions are visible just around the laser spot size. Line-of-sight inte-
gration effects are therefore minimized, as (10.31), (10.32) act like a “local emission
source.”

For Heb 1s3l3l′-satellite transitions, an even stronger density dependence is
expected. In high-density plasmas, their dominant excitation channel is dielectronic
capture from the 1s2l-states (Rosmej et al. 1998) and even density dependences up
to / n3e are possible. Figure 1.12 shows this effect on a space-resolved X-ray image
of Si. In the spectral range around the He-like Heb-line, the 1s3l3l′-satellites are
much more confined to the target surface than the 1s2l3l′-satellites (the Z-direction
is the direction of the expanding plasma).
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There is yet another wonderful property of satellite transitions which minimizes
line-of-sight integration effects with respect to photon–plasma interaction: Their
line center opacity (see Sect. 1.1.4) is small because the absorbing ground states
for, e.g., the 2l2l′ satellites transitions are the excited states 1s2l and not the atomic
ground state 1s2 (like it is the case for the He-like resonance line). The population
ratio n(1s2l)/1s2 is rather small even in high-density plasmas and the maximum
upper limit can be estimated from the Boltzmann relation. This results in a corre-
sponding very low line center opacity of the satellite transitions.

We note that radiation transport effects in satellite transitions have been observed
for Li-like 1s2l2l′ transitions (Kienle et al. 1995; Elton et al. 2000; Rosmej et al.
2002a). This, however, is an exceptional case because their absorbing ground states
coincide with the atomic ground and first excited states of the Li-like ions, namely
the 1s22l configuration. Also these obstacles can be avoided: employing
higher-order satellite transitions from multiple excited states, other multiple excited
configurations or even transitions from hollow ions (see also Sects. 10.6.4.2 and
10.6.4.3).

10.2.5 Electron Density

10.2.5.1 Collisional Redistribution

In dense plasmas, where electron collisions between the autoionizing levels become
of increasing importance (compared to the radiative decay rates and autoionizing
rates), population is effectively transferred between the autoionizing levels of a
particular configuration (e.g., the 2l2l′- and 1s2l2l′-configuration). These angular
momentum changing collisions (Vinogradov et al. 1977; Jacobs and Blaha 1980)
result in characteristic changes of the satellite spectral distribution, i.e., their total
contour (see also Sect. 5.6.3.3). In low-density plasmas, only those autoionizing
levels are strongly populated which have a high autoionizing rate because in this
case the dielectronic capture rate is large. This results in a high intensity of satellite
transitions that do have high autoionizing rates and high radiative decay rates.
Contrary, satellite transitions with high radiative decay rates but low autoionizing
rates have small intensities (because the dielectronic capture is small). In
high-density plasmas, population can be transferred via angular momentum
changing collisions from highly populated levels to low populated ones, resulting in
a density-dependent change of satellite line intensity. These characteristic changes
of the spectral distribution can then be used for density diagnostics.

Figure 10.4 shows the effect of angular momentum changing collisions
(“Density effect”) on the satellite transitions near Lya of highly charged Mg ions.
The simulations have been carried out with the MARIA code taking into account an
extended level structure: LSJ-split levels of different ionization stages for ground,
single, and multiple excited states have simultaneously been included. Strong
density effects are indicated by red errors. Not only the 2l2l′-satellites show strong
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density effects near k � 0.853 nm, but also the 2l3l′-satellites near k � 0.847 nm.
The density sensitivity of the 2l3l′-satellites starts for lower densities, because the
collisional rates between the 2l3l′-configurations are in general larger than those for
the 2l2l′-configuration (collisional rates C(2lnl′–2lnl″) increase with principal
quantum number n), whereas corresponding radiative rates (A / 1/n3) and
non-radiative rates (autoionization rate C / 1/n3) are smaller. Also indicated the
so-called blue satellite emission located on the blue wing of the resonance line
Lyman-alpha. These satellite transitions have negative screening (Rosmej and
Abdallah 1998) that is due to the strong effect of angular momentum coupling
(F-states). As can be seen from the Fig. 10.4, angular momentum changing colli-
sions have little effect on blue satellites.

Figure 10.5 shows the MARIA simulations of the spectral distribution for the
Li-like satellites near He-like Helium-alpha in dependence of the electron density.
Strong density effects are visible near k � 0.930 nm. Higher-order satellite tran-
sitions originating from the 1s2l3l′-, 1s2l4l′-, and 1s2l5l′-configurations have been

Fig. 10.4 MARIA
simulations of the dielectronic
satellite emission near
Lyman-alpha of H-like Mg
ions in dependence of electron
density at kTe = 100 eV. The
red flashes indicate the
intensity rise of particular
satellite transitions with
density. Blue satellites have
effective negative screening
due to strong angular
coupling effects
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included in the simulations, however, due to their large line overlap, density effects
are not strongly pronounced.

Angular momentum changing collisions for the satellite transitions 1s2l3l′ !
1s22l1 + hm near the Heb-line (Rosmej and Abdallah 1998, Petitdemange and
Rosmej 2013) are very useful: For aluminum, their density sensitivity is located in a
very convenient interval of about 1019–1022 cm−3 (corresponding to the critical

Fig. 10.5 MARIA simulations of the dielectronic satellite emission near Helium-alpha of He-like
Mg ions in dependence of electron density at kTe = 100 eV. The red flashes indicate the intensity
rise of particular satellite transitions with density

10.2 Dielectronic Satellite Emission 477



density of almost all optical laser systems). Note, as radiative decay and autoion-
izing rates of 1s2l2l′-satellites are higher while angular momentum changing col-
lisions are smaller, their density sensitivity starts only at considerably higher
densities.

Even lower densities can be accessed via Be-like satellites (Rosmej 1994,
1995a): Dielectronic capture is not only coupled to the Li-like ground state
1s22s but likewise to the first excited state 1s22p (see also Sect. 5.6.2.3). As the
population of the 1s22p-states increases with density, the spectral distribution of the
dielectronic capture reflects likewise this density dependence. The critical density
for the 1s22p-states (i.e., when the radiative decay rate is equal to the collisional
rate) can be estimated according to (Rosmej 1994) with the following simple
analytical expression:

nðcritÞe � 2� 1014 � 10
0:05�Zn � ðZn � 2Þ3 � ðbþ 1:53Þ

b0:5 � ðbþ 4:3Þ ½cm�3�; ð10:33Þ

Fig. 10.6 Stark broadening
simulations of the
Lyman-alpha dielectronic
satellite emission of He-like
Mg ions in dependence of
electron density at
kTe = 100 eV
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b ¼ ðZn � 2Þ2 � Ry
kTe

: ð10:34Þ

Zn is the nuclear charge, kTe the electron temperature in [eV] and Ry ¼ 13:6 eV. For

example, for aluminum at kTe ¼ 100 eV, we obtain nðcritÞe � 2:5� 1017 cm3.

10.2.5.2 Stark Broadening of Dielectronic Satellites

In very-high-density plasmas (near solid density), the Stark broadening analysis of
satellites is very useful and has firstly been demonstrated for the 2l2l′- and 1s2l2l′-
satellites (Woltz et al. 1991).

Figure 10.6 shows the Stark broadening simulations for the 2l2l′-satellites of Mg
carried out with the PPP code (Talin et al. 1995, 1997) assuming a statistical
population between the autoionizing levels. It can clearly be seen that strong
density sensitivities are obtained only for densities ne > 1022 cm−3.

In order to access lower electron densities via Stark broadening analysis,
Rydberg-satellite transitions of the type 1s2lnl′ ! 1s22l1 + hm have been studied in
dense laser-produced plasma experiments with high spectral and spatial resolution
(Rosmej et al. 2001a; Skobelev et al. 2002). This has stimulated Stark broadening
calculations of Rydberg-satellite transitions (Rosmej et al. 2003) (see also discus-
sion in Sect. 1.5.2).

10.2.5.3 Stark Broadening of Hollow Ions

As discussed in Sect. 1.5.4, a hollow ion (HI) is an ion, where one or more internal
shells are entirely empty whereas higher shells are filled with 2 or more electrons.
The hollow ion configurations are multiple excited configurations and are therefore
also autoionizing configurations. Hollow ion transitions originating from the con-
figurations K0LN of highly charged ions, i.e., K0LN ! K1LN−1 + hmhollow, are of
particular interest for dense plasmas research: The hollow ion X-ray transitions
K0LN ! K1LN−1 + hmhollow can be easily identified as they are well separated from
other transitions and, due to the large autoionizing rate, they do have very small
opacity, very short emission time scale, and are sensitive to suprathermal electrons
and radiation fields (Rosmej et al. 2015). It is therefore of interest to supplement the
forgoing discussion (Sect. 1.5.4) with corresponding Stark broadening calculations.

Despite these outstanding properties for advanced diagnostics, hollow ion
emission is rather complex: The large number of levels and transitions does not
really permit ab initio simulations with a LSJ-split level structure to achieve
spectroscopic precision. When employing usual reduction methods, e.g., the
super-configuration method (Bar-Shalom et al. 1989) or a hydrogen-like approxi-
mation, the number of levels is reduced to a manageable number; however, the
number of transitions is also strongly reduced. This reduction considerably modifies
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the total contour of the hollow ion transitions (e.g., important for Stark broadening
analysis, see below) due to an average of transitions and other atomic data (tran-
sition probabilities, autoionizing rates, line center positions, etc.). It is therefore
very difficult, to obtain a spectroscopic precision (high-resolution analysis of the
spectral distribution) with the traditional super-configuration method. This reduc-
tion problem of the traditional super-configuration method has recently been solved
by the “Virtual Contour Shape Kinetic Theory VCSKT” (Rosmej 2006) that has
been discussed in detail in Sect. 6.3.

Figure 10.7 shows detailed Stark broadening calculations (carried out with the
PPP code) for the hollow Mg ion X-ray transitions K0LN ! K1LN−1 + hm,
kTe = 100 eV for N = 1–5. Line intensities within one configuration K0LN have
been calculated assuming a statistical population for all LSJ-split levels in order not
to mask the Stark broadening with population effects for different plasma densities.
All hollow ion electric dipole transitions and all energy levels have been included in

Fig. 10.7 Stark broadening
simulations of the hollow ion
X-ray transitions K0LX !
K1LX�1 þ �hxHI in magnesium
(normalized to peak) in
dependence of electron
density at kTe = 100 eV
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the simulations (note that the minimum number of levels/transitions is 17/48 for the
N = 2 configuration, 34/246 for the N = 3 configuration, 60/626 for the N = 4
configuration, and 65/827 for the N = 5 configuration; the number of Stark tran-
sitions is of the order of 106). Transitions from different charge states have been
normalized to maximum peak intensity. It can be seen from Fig. 10.7 that the
emission from different ionization stages is essentially separated and that strong
changes of the total contours emerge for near solid density plasmas. For densities
less than 1022 cm−3, numerous single transitions are resolved (lower spectrum in
Fig. 10.7). The low-density simulation indicates that the broadening of the total
contour is not only determined by the Stark broadening of single transitions but also
importantly by the oscillator strengths distribution over wavelengths. VCSKT
provides also an appropriate answer here (see also Sect. 6.3.2.4): All line transitions
are included in the simulations with their correct line center positions and oscillator
strengths distribution over wavelengths (opposite to the traditional super-
configuration method where new artificial line center positions are calculated
from certain averages of LSJ-levels).

10.2.5.4 Interference Effects in Stark Broadening of Hollow Ions

Let us finish the Stark broadening analysis of HI with a discussion of interference
effects (Griem 1964, 1974, 1997; Sobelman and Vainshtein 2006). As the lower
states of the hollow ion configurations are autoionizing states by itself (states K1LN
−1), the number of lower levels is also large and interference effects between upper
and lower levels become important (see also Sect. 1.5.3).

Figure 10.8 compares Stark profile simulations for the hollow ion X-ray tran-
sitions K0L3 ! K1L2 + hm with and without taking into account interference effects
(intensities are normalized to peak). It can clearly be seen that interference effects
lead to a considerable narrowing of the total contour as well as to a shift of the
intensity peak of the total contour. Note that line narrowing effects due to

Fig. 10.8 Stark broadening
simulations of the hollow ion
X-ray transitions K0L3 !
K1L2 þ �hxHI in magnesium
(normalized to peak) showing
the impact of the interference
effects on the total contour,
ne = 3 � 1023 cm−3,
kTe = 100 eV
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interferences have originally been discussed for non-autoionizing levels
(Aleseyev and Sobelman 1969).

10.2.5.5 Non-statistical Line Shapes

The traditional method of line shape calculations employs the so-called statistical
lines shapes where the atomic level population of the corresponding configurations
is assumed to be in statistical equilibrium (Griem 1974, 1997). In dense plasmas,
however, the use of intercombination lines or other forbidden lines is of interest due
to their advantageous properties with respect to opacity because despite of their low
oscillator strengths, non-statistical effects in level populations (see Chap. 6) might
drive intensities that are of the order of usual resonance lines. It is therefore of great
interest to study non-statistical effects for the line shape calculations (so-called
dynamical line shapes).

Figure 10.9 demonstrates the effect of so-called dynamical line shapes for the
He-like resonance and intercombination lines of aluminum when the non-statistical
populations of the 1s2l-levels are taken into account. The line shape calculations
have been performed with the PPP code; the dynamical properties of the level
populations have been calculated with the MARIA code employing a relativistic
atomic structure (LSJ-split), multipole transitions, cascading and ionization balance.
Figure 10.9 demonstrates the case for He-like aluminum (spectral range of the

Fig. 10.9 Comparison of statistical and dynamical line shapes of the X-ray transitions K1L1 !
K2 þ �hx in He-like aluminum for ne = 1021 cm−3, kTe = 100 eV. MARIA simulations of the
dynamical level populations include LSJ-split level structure, electric and magnetic multipole
transitions, and ionization balance calculation
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He-like resonance line W = 1s2p 1P1−1s
2 1S0 and intercombination line

Y = 1s2p 3P1−1s
2 1S0) for an electron density of ne = 1021 cm−3 and an electron

temperature of kTe = 100 eV. The simulations show that the intercombination line
shape (Y) is essentially modified: Intensity and line wings are enhanced by about an
order of magnitude providing a larger diagnostic potential as believed in the
framework of the statistical line shape approach only. The two smaller peaks near
0.781 and 0.788 nm are due to Stark-induced transitions from the 1s2s 1S0 and
1s2s 3S1 levels, respectively. Note that the PPP code does not include multipole
transitions and the intensity of the transition originating from the 1s2s 3S1 level is
therefore entirely due to the Stark mixing but not due to the magnetic quadrupole
contribution (see discussion in Sect. 1.2.2).

10.3 Magnetic Fusion

10.3.1 Neutral Particle Background and Self-consistent
Charge Exchange Coupling to Excited States

The confinement of the plasma is one of the most important issues in magnetic
fusion research, and intensive efforts have therefore been devoted to the under-
standing of the particle transport. However, the physical processes that underlie
plasma transport in toroidally confined plasmas are not so well understood. The
plasma transport induced by Coulomb collisions (so-called classical or neo-classical
transport) is often much less than what is actually observed (Engelhardt 1982;
Hulse 1983; Pasini et al. 1990) and thus the transport is called anomalous.

Methods which determine the particle transport independent of theoretical
plasma models are therefore of fundamental importance in the magnetic fusion
research. Spectroscopic methods have turned out to be very effective, and one of the
most powerful methods is based on the space- and time-resolved observation of the
line emission from impurity ions (Engelhardt 1982; Hulse 1983; Pasini 1990).
Emission spectroscopic methods (so-called passive methods) receive a renewed
interest in view of the future installation ITER (International Thermonuclear
Experimental Reactor, construction has begun in 2010 at Cadarache in France
(ITER 2019)) because the strong radiation hazard during fusion operation combined
with the large minor radius will not allow efficient use of many diagnostics (in
particular active ones) that are currently in use at mid-sized tokamaks.

The radiation emission of the impurities (and also those from the neutral H/D/T)
is simulated from an atomic physics model (see also Chap. 6):

@nZ
@t

þr C
*

Z

� �
¼ �nZ IZ;Zþ 1 þ TZ;Z�1 þRZ;Z�1 þDZ;Z�1

	 

þ nZ�1 IZ�1;Z

	 

þ nZþ 1 TZþ 1;Z þRZþ 1;Z þDZþ 1;Z

	 

:

ð10:35Þ
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C
*

Z is the particle flux (Z indicates the charge of the ion). With given temperature
and density profiles, one tries to match the experimental observations by a best fit of

C
*

Z. For these purposes, it turned out to be convenient to split the flux into a

diffusive and convective term according to C
*

Z ¼ �DZrnZ þV
*

ZnZ, DZ is the dif-
fusion coefficient (note that DZ is the diffusion coefficient whereas DZ,Z−1 is the
dielectronic recombination rate coefficient connecting the charge states “Z” and

“Z − 1”) and V
*

Z is the convective velocity. These parameters are then varied in a
numerical procedure in order to best fit the spectral emission data. The importance
in this type of analysis lies in the fact that it provides a plasma
simulation-independent information (independent from, e.g., turbulence models) for
the diffusion coefficient and the convective velocity (Hulse 1983).

Under real experimental conditions of magnetically confined fusion plasmas, the
impurity ions do interact with the plasma background H/D/T via charge exchange.
This in turn leads to a change of the radial charge state distribution of the impurity
ions, an effect which has a large impact for the analysis and the interpretation of
possible particle transport: Diffusion in space (particle transport) and diffusion in
charge states (charge exchange) are of similar nature in the framework of the
traditional particle transport analysis (via diffusion coefficients D and convective
velocities V (Rosmej and Lisitsa 1998; Rosmej et al. 1999a, Shurygin 2004)). This
can easily be seen from the more generalized equation

@nZ
@t

þr C
*

Z

� �
¼ �nZ IZ;Zþ 1 þ TZ;Z�1 þRZ;Z�1 þDZ;Z�1 þCxZ;Z�1

	 

þ nZ�1 IZ�1;Z þCxZ�1;Z

	 

þ nZþ 1 TZþ 1;Z þRZþ 1;Z þDZþ 1;Z þCxZþ 1;Z

	 

:

ð10:36Þ

CxZ, Z−1 etc., indicate possible charge exchange processes between the radiating
test element (e.g., intrinsic impurities) and other species (namely, hydrogen, deu-
terium, tritium, and helium). Let us assume that the partial derivative is zero and
integrate the set of (10.36) over space. The integration over space transforms the
diffusion term into the so-called tau-approximation. Note that the tau-approximation
is a rather powerful method of particle transport analysis which even permits to
study details of the line emission not only of resonance lines but from forbidden
lines too (Rosmej et al. 1999a; Rosmej and Lisitsa 1998). In the
“tau-approximation” (10.36) takes the form
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þ nZ CxZ;Z�1 þ 1

sZ;Zþ 1

� �

¼ nZ�1 IZ�1;Z
	 
þ nZ�1 CxZ�1;Zþ 1

sZ�1;Z

� �

þ nZþ 1 TZþ 1;Z þRZþ 1;Z þDZþ 1;Z
	 
þ nZþ 1 CxZþ 1;Z þ 1

sZþ 1;Z

� �
:
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sZ, Z+1 etc., are the respective diffusion times. It is clearly seen that diffusion/
transport (represented by the tau-terms in (10.37)) are of the same origin as charge
exchange processes (Cx-terms in (10.37)). It is therefore difficult to characterize the
particle transport on the basis of (10.35): If the charge exchange is a free parameter
as well as diffusion DZ and convective velocity VZ, their significance is not so
evident as charge exchange (diffusion in charge states) and particle transport (dif-
fusion in space) are overlapping effects.

In order to circumvent this difficulty, a self-consistent analysis has been pro-
posed (Rosmej et al. 2006a, b) to eliminate the free parameters for the charge
exchange: The coupling is a self-consisted excited states coupling of the tracer
(impurity) kinetics to the plasma background (H,D,T) via atomic physics processes
(charge exchange). The matrix coupling elements Mji(H,D,T,X) can schematically
be written

Mji H;D; T ;Xð Þ ¼ nH;D;T
j nXi rCxji Vrel

D E
: ð10:38Þ

H, D, T indicate the hydrogen, deuterium, tritium, and X is a spectroscopic tracer
element (e.g., He, an intrinsic impurity or any other element intentionally intro-
duced for diagnostic purposes), nH;D;T

j is the population density of the elements (H,

D,T) in state “j”, nXi is the population density of the tracer element in state “i”, rCxji is
the charge exchange cross section from state “j” to state “i” between the elements
(H, D, T) and X, Vrel is the relative particle velocity, and the brackets indicate an
average over the particle energy distribution functions. As the coupling matrix
elements according to (10.38) contain the product of different population densities,
the system of equations (H, D, T) and (X) is nonlinear (even in the optically thin
plasma approximation). The self-consistent numerical simulation of multi-ion
multilevel (LSJ-split) non-LTE atomic kinetic systems coupled by charge exchange
processes via the excited states coupling matrix (10.38) has been realized in the
numerical code “SOPHIA” (Rosmej et al. 2006a; Rosmej 2012a).

The coupling matrix approach according to (10.38) lies in the fact that the
selection rules for the charge exchange processes are respected: Charge transfer
from excited states is directly coupled to excited states. Therefore, the population
flow due to charge exchange is consistently treated without any free parameter
along with the population flow of usual collisional–radiative processes. The excited
states coupling also avoids critical divergences which arise from the strong scaling
of the charge exchange cross sections with principal quantum number “n”:

10.3 Magnetic Fusion 485



rCx / n4 (classical scaling). In fact, under typical conditions of ITER, the hydrogen
excited states populations increase rapidly due to the increasing statistical weights.
Combined with the charge exchange scaling, this results finally in an effective
divergence / n6. This charge exchange-driven divergence is therefore much more
pronounced than the well-known divergence of the partition sum (quadratic
divergence).

Table 10.3 shows the importance of the excited state-driven charge exchange
processes. The neutral fraction depends strongly on electron temperature but also on
the neutral flow from the walls to the plasma center (to be discussed in detail below,
Sect. 10.3.2). For about n > 15, excited state contributions become even more
important than the ground state contribution. At n = 20, all charge exchange flow is
driven by excited states rather than the ground state. Therefore, any level cutoff (see
also Chap. 8) is highly critical and numerical simulations are rather instable. In this
respect, also the effective rate coefficients proposed in (Abramov et al. 1985) have
to be employed with caution.

In the framework of the self-consistent excited states coupling approach (Rosmej
et al. 2006a), no critical level cutoff is present (or necessary) because charge
exchange and collisions are treated on a unique footing: A large charge exchange
flow into highly excited states is directly redistributed by collisions between even
higher excited/next ionization states before radiative decay can populate the ground
states. Figures 10.10a,b visualize schematically the relevant mechanisms in the
self-consistent model. Figure 10.10a shows the thermal limit nthermal corresponding
to usual collisional–radiative processes. Above this limit, Partial-Local-
Thermodynamic-Equilibrium (PLTE) holds true, i.e., a Boltzmann-level popula-
tion starting from a certain principal quantum number n. This corresponds to the
condition that collisional de-excitation is much more important than radiative decay
rates (indicated as “C � A” in Fig. 10.10a). As radiative decay rates decrease

Table 10.3 Population density nH multiplied by the 4th power of the principal quantum number

Principal quantum number nHðnÞ � n4 nHðnÞ � n4=nHðn ¼ 1Þ
n = 1 1.16D−03 1.00D+00

n = 2 1.24D−06 1.07D−03

n = 3 7.18D−07 6.21D−04

n = 4 3.28D−06 2.84D−03

n = 5 1.17D−05 1.01D−02

n = 10 6.66D−04 5.77D−01

n = 15 7.40D−03 6.41D+00

n = 20 4.12D−02 3.57D+01

n = 25 1.57D−01 1.36D+02

The second column indicates the absolute fraction whereas the third column indicates the relative
importance with respect to the hydrogen ground state 1s. The plasma parameters are kTe = 3 eV,
ne = 1013 cm−3. The populations nH are normalized according to R nH = 1. Note that the neutral
fraction depends strongly on temperature but also on the flow of neutrals from the wall to the
plasma center
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strongly with principal quantum number (approximately A / n�3 in the hydrogenic
approximation) while collisional rates are strongly increasing (approximately
C / n4 between the states n ! nþ 1 neglecting Gaunt-factor variations) PLTE
starts from high lying levels. In the hydrogenic approximation, this condition can be
formulated for a plasma consisting of electrons, ions, and atoms as follows:

ne;crit � 6� 1019Z7 nthermal � 1ð Þ2nthermal�2

n3thermal nthermal þ 1ð Þ2nthermal þ 2

kTe eVð Þ
Z2 Ry

� �1=2

cm�3 �
: ð10:39Þ

ne,crit is the critical electrons density in [cm
−3] above which a Boltzmann population

of levels, i.e.,

nj
ni

¼ gj
gi
exp � EZ

i � EZ
j

� �
=kTe

n o
ð10:40Þ

holds true for all levels with principal quantum number larger than nthermal, kT is the
electron temperature in [eV], Z is the ionic charge, Ry = 13.6 eV, gi and gj are the
statistical weights of the lower and upper levels, EZ

i and EZ
j are the respective state

energies (note, that EZ
i � EZ

j [ 0). For hydrogen (Z = 1), nthermal = 1 (corre-
sponding that all levels are distributed according to a Boltzmann population) and
kTe = 1 eV from which it follows ne,crit � 1 � 1018 cm−3. Note that, e.g., for
H-like molybdenum and kTe = 2 keV the critical density is very high: ne,crit �
2 � 1029 cm−3 showing that it is not the absolute density, which is of importance to
obtain thermodynamic equilibrium conditions but rather the relation between the
collisional and radiative decay rates. Equation (10.39) has a well-defined asymptote
for large quantum numbers nthermal:

Fig. 10.10 Principle mechanisms of the self-consistent excited states coupling of charge
exchange and thermalization by collisions, a standard collisional–radiative thermalization,
b collisional–radiative thermalization perturbed by charge exchange flow
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lim
nthermal!1

nthermal � 1ð Þ2nthermal�2

n3thermal nthermal þ 1ð Þ2nthermal þ 2

( )

¼ lim
nthermal!1

1

n3thermal nthermal þ 1ð Þ4
nthermal � 1
nthermal þ 1

� �2nthermal�2
( )

� 0:0183
n7thermal

ð10:41Þ

because

lim
nthermal!1

nthermal � 1
nthermal þ 1

� �2ncrit�2
( )

� 1
54:6

: ð10:42Þ

Therefore, we can write

ne;crit � 6� 1019Z7
eff

1
n3thermal

0:0183
n4thermal

kTe eVð Þ
Z2
effRy

� �1=2

� 1018
Z7
eff

n7thermal

kTe eVð Þ
Z2
effRy

� �1=2

cm�3 �
:

ð10:43Þ

Equation (10.43) shows that the critical electron density scales with the 7th
power of the principal quantum number and with the 7th power of the effective
charge.

Figure 10.10b shows the case, when charge exchange flow (indicated by the
blue arrows) populates the levels: The thermal limit nthermal is changed to nCxthermal
because collisional rates have to be compared now not only to radiative decay but
also to charge transfer rates (indicated by C � A, Cx in Fig. 10.10b). As can be
seen from Table 10.3, charge exchange from excited states strongly competes with
the charge exchange from the ground state and at, e.g., n = 15, the contribution of
excited states is already more than six times greater than the ground state, while,
e.g., for n = 25, the contribution of excited states is more than 100 times greater
than from the ground state. The contribution of excited states is therefore diverging
(indicated schematically with nCxf ðdiv:Þ in Fig. 10.10b). Whether the diverging
charge exchange contribution strongly perturbs the standard collisional–radiative
model depends, whether the radiative decay rates from the states nCxf ðdiv:Þ transfer
this diverging channel to the ground state or not. A diverging charge exchange
contribution to the ground state would result into a strong perturbation of all col-
lisional excitation–ionization processes, e.g., the ionization equilibrium and radia-
tion loss. Therefore, a direct coupling of the excited states charge exchange
contributions, via, e.g., effective charge exchange rates (Abramov et al. 1985)
would be a highly critical and instable situation.

Let us therefore consider the situation more closely in the framework of the
self-consistent model, where charge exchange from excited states is coupled to the
excited states while all excited states (including the donor and target particles) are
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explicitly included in the collisional–radiative model. The final quantum number nf
for the charge transfer process from the neutrals (H/D/T) to the impurity ions with
effective charge Zeff can be estimated from the classical over barrier model as
follows:

nf � ni � Zeffffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ffiffiffiffiffiffiffi

Zeff
p � 1=

ffiffiffiffiffiffiffi
Zeff

pp ; ð10:44Þ

where ni is the principal quantum number of the donor projectile from which charge
transfer proceeds (H/D/T in our case), Zeff is the effective charge of the acceptor ion
before charge transfer. For example, charge transfer from the hydrogen ground state
into H-like argon: ni ¼ 1, Zeff � 17 resulting in ni � 8 (note that different models
provide slightly different principal quantum numbers, e.g., according to (Ostrovsky
1995; Cornelius et al. 2000) ni � 10). From (10.43), it follows that for a certain
electron density, PLTE is achieved for principal quantum numbers larger than

nthermal � 373

n1=7e ðcm�3Þ
� kTe eVð Þ

Z2
effRy

� �1=14

: ð10:45Þ

This means that all charge exchange flow into principal quantum numbers nf that
are larger than the thermal limit from (10.45) (for a certain fixed electron density
and temperature) is rapidly thermalized and does not contribute to the ground state
population, i.e., if the condition

nf [ nthermal ð10:46Þ

holds true. In order to estimate whether condition (10.46) covers a parameter
interval of practical interest for magnetically confined plasmas, let us assume an

electron temperature kTe ¼ 0:5 � Z2
effRy and the asymptotic scaling nf � ni � Z3=4

eff of
(10.44). We then obtain from relation (10.46) and (10.45)

Zeff [
2500

n4=3i � n4=21e

: ð10:47Þ

As Table 10.3 demonstrates, excited states contributions start to rise with

increasing quantum number nðH=D=TÞ
i � 4. This increase is physically connected

with the transition to PLTE for a certain high-n-quantum number. Let us therefore
estimate the thermal limit (10.45) for ne ¼ 1013 cm�3 and kTe ¼ 3 eV, i.e., the

parameters of Table 10.3: nðH=D=TÞ
thermal � 4:4. The thermal limit therefore corresponds

approximately to the quantum number from which on excited states contributions

start to diverge (see Fig. 10.10), i.e., nðH=D=TÞ
thermal � nCxf ðdiv.Þ. We therefore can

approximate ni in (10.47) by ni � 355 � n1=7e resulting into
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Zðthermalized�CxÞ
eff [ 1; ð10:48Þ

where the upper index thermalized—Cx indicates that the divergent charge exchange
flow is essentially thermalized rather than decaying to the ground state. From the
kinetic point of view, the charge exchange flow decreases the impurity charge
state from Z þH ! ðZ � 1Þþ p while the thermalization due to collisions (which
is a thermalization with the continuum) increases the charge state from
ðZ � 1Þþ e ! Zþ 2e. Therefore, the impurity charge state is essentially unchanged.
As relation (10.48) demonstrates, for almost all impurities of interest thermalization
takes place and is also approximately independent from the electron density.

Detailed numerical self-consistent calculations carried out with the SOPHIA
code (Rosmej et al. 2006a; Rosmej 2012a) demonstrate that the thermal limit
(10.39) is slightly increased if charge exchange is consistently coupled to excited
states. This is indicated in Fig. 10.10b with the new thermal limit nCxthermal. The
increase, however, is rather moderate, and the general mechanism of thermalization
according to (10.48) is not changed (indicated with “I � Cx” for nCxf ðdiv:Þ in
Fig. 10.10b). Therefore, the strong charge exchange flow into the excited state
coupled system is naturally stabilized for almost all systems of practical interest. In
consequence, this flow does not lead to a divergent population of the atomic levels.
This means, that on the one hand, no artificial (and therefore uncertain) level cutoff
is needed to stabilize the system and, on the other hand, the number of levels
included in the simulations is not very critical (if a few principal quantum numbers
are included that are larger than nCxthermal). The last point is a very advantageous
additional feature despite of the continuous controversial discussion of the ion-
ization potential depression (see Chap. 8).

It is important to emphasize that (10.48) doesNOTmean that excited states charge
exchange contributions can effectively been neglected in fusion relevant plasmas. On
the contrary, particle transport studies have to consider simultaneously charge
exchange effects as both phenomena enter in a very similar manner in the general
system of population equations (see 10.37). The drawback in standard methods that
employ free parameters for particle transport and charge exchange is that these two
parameters are very difficult to separate from each other because charge exchange
effects and particle transport effects overlap (in other words: at fixed spatial position
r1 for a certain charge state Z1 a change from Z1 to (Z1 − 1) can be induced by charge
exchange with a neutral particle, however, the charge state (Z1 − 1) can also be
obtained at position r1 if an ion with charge (Z1 − 1) diffuses from a position r2 to the
position r1). Therefore, both cases result into the same charge state (Z1 − 1) at r1, but
their physical origin and interpretation is quite different (Rosmej et al. 2006a;
Shurygin 2008). In the self-consistent model, charge exchange is not a free parameter
but consistently calculated from the populations of the acceptor and donor particles
and the “overlap of free parameters” does not exist. The calculations itself are sta-
bilized including explicitly excited states for the impurity particles and also the
neutral particles that are then coupled to each other via charge exchange (which is
selective in n-quantum numbers). Therefore, the free parameter for charge exchange
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is removed from the system of equations (because it is calculated consistently along
with all populations; see, e.g., (10.38)) and the only free parameter that remains in the
system is related to the particle transport as desired for diagnostics.

10.3.2 Natural Neutral Background and Neutral Beam
Injection: Perturbation of X-ray Impurity Emission

The particle transport discussion related to (10.35) was based on the ionic charge
state distribution. X-ray spectroscopy, however, can provide a much more rich
information via the high-resolution X-ray spectral distribution. In particular, it
enables to distinguish with the help of particular selected atomic systems to extract
detailed information of charge exchange and impurity transport. In this context, a
dedicated experimental and theoretical analysis of the He-like lines W, X, Y, Z, the
He-beta resonance line (W3: = 1s3p 1P1−1s

2 1S0), intercombination line
(Y3: = 1s3p 3P1−1s

2 1S0) as well as the Li-like satellites 1s2l2l′–1s22l″ of highly
charged impurity ions have been undertaken (Rosmej 1998; Rosmej et al. 1999a,
2006a, b; Rice et al. 2018; Rosmej and Lisitsa 1998).

Figure 10.11 shows the time-resolved soft X-ray impurity spectrum (Rosmej
et al. 1999a) from the TEXTOR tokamak (solid black curve) of gas puff injected

Fig. 10.11 Time-resolved X-ray impurity spectrum (t = 3.5–3.6 s) of gas puff injected argon
during neutral beam injection. The red flash indicates a strong rise of Li-like satellite emission
when charge exchange is included in the theory bringing the MARIA simulations in very close
agreement to the data
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argon during neutral beam injection with 1.2 MW. The high spectral resolution
enables the distinct observation of the He-like lines W = 1s2–1s2p 1P1, X = 1s2–
1s2p 3P2, Y = 1s2–1s2p 3P1, Z = 1s2–1s2s 3S1 and also to separate numerous
Li-like satellites from the 1s2l2l′-configuration (indicated in Fig. 10.11 as m = 1s
[2p2 1S] 2S1/2–1s

22p 2P3/2, n = 1s[2p2 1S] 2S1/2–1s
22p 2P1/2, s = 1s[2s2p 1P] 2P3/2–

1s22s 2S1/2, t = 1s[2s2p 1P] 2P1/2–1s
22s 2S1/2, q = 1s[2s2p 3P] 2P3/2–1s

22s 2S1/2,
r = 1s[2s2p 3P] 2P1/2–1s

22s 2S1/2, a = 1s[2p2 3P] 2P3/2–1s
22p 2P3/2, b = 1s[2p2 3P]

2P3/2–1s
22p 2P1/2, c = 1s[2p2 3P] 2P1/2–1s

22p 2P3/2, d = 1s[2p2 3P] 2P1/2–

1s22p 2P1/2, k = 1s[2p2 1D] 2D3/2–1s
22p 2P1/2, j = 1s[2p2 1D] 2D5/2–1s

22p 2P3/2,
and 1s2lnl′–1s2nl′). The dotted blue curve shows the spectral collisional–radiative
MARIA simulations when charge exchange is not included in the simulations. The
resonance line W and the higher-order 1s2lnl′-satellites are very well described
indicating that the electron temperature is about kTe = 1700 eV.

However, important discrepancies between theory and experiment are likewise
observed: The qr-satellite emissions are much to low (indicated by the left red flash)
and also the (Z, j)-intensity is too low (see right red flash). The MARIA simulations
including line-of-sight integration effects (Rosmej 1998; Rosmej et al. 1999a) and
charge exchange coupling to the neutral background result in an almost perfect
agreement: The qr-satellite intensities are very well described and also the
(Z, j)-intensity is in excellent agreement. Atomic structure calculations indicate
that the qr-satellites have high radiative decay rates (A(q) = 1.01 � 1014 s−1,
A(r) = 8.73 � 1013 s−1) while their autoionizing rates are rather moderate
(C(q) = 1.86 � 1012 s−1, C(r) = 1.28 � 1013 s−1) compared to the strongest ones
(C(j) = 1.42 � 1014 s−1). Therefore, these satellite transitions have strong contri-
butions from electron collisional inner-shell excitation and small dielectronic
recombination contribution. As charge exchange processes shift the ionic charge
state distribution to lower values, Li-like population increases thereby increasing
the qr-satellite intensities via inner-shell excitation. As charge exchange in the
MARIA code (Rosmej 1997, 1998, 2001, 2006, 2012a, b) is not only coupled to
the ground states but to excited states too, charge exchange from the H-like ground
state to the 1snl-states drives additional cascading flow (Rosmej and Lisitsa 1998)
that terminates in the triplet system essentially with the states 1s2l 3L (from which
the forbidden lines X, Y, and Z originate; see also Chap. 1). This effect is strongest
for the Z-line as the comparison with the blue- and green-dotted lines demonstrate
(see also right red flash indicating the relative intensity difference).

Let us outline below the framework of the self-consistent simulation of X-ray
impurity spectra where the impurity ions are coupled to the neutral background by
charge transfer processes. The line-of-sight integrated spectral distribution I(x) of
the impurity ions is calculated according to

I xð Þ ¼
Z1
�1

X
ji

Za
r¼0

Iji r; xð Þdr
8<
:

9=
;U x� xð Þdx: ð10:49Þ
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The summation is performed over the various line transitions from “i” to “j”; the
convolution integral takes into account the apparatus profile UðxÞ which can be
assumed for almost all practical purposes to be a Voigt profile with user specified
Gaussian and Lorentzian widths. The integration in space is carried out over the
central line of sight along the minor radius a. The local spectral distribution for a
single transition is given by

Iji r;xð Þ ¼ nj rð ÞAjiuji r;xð Þ: ð10:50Þ

nj is the upper-level density, Aij is the spontaneous transition probability, and uij(x)
is the local emission profile. The upper-level population density is obtained from
the solution of the system of rate equations taking into account the temperature and
density profile along the minor radius, Te(r) and ne(r):

dnj rð Þ
dt

¼
XN
i¼1

ni rð ÞWji rð Þ � nj rð Þ
XN
k¼1

Wjk rð Þ ð10:51Þ

with

Wji ¼ Cji þAji þ Iji þ Tji þDji þCji þRji þCxji: ð10:52Þ

The matrix C describes the collisional excitation/de-excitation, A the sponta-
neous radiative decay, I the ionization, T the three-body recombination, D the
dielectronic capture, C the autoionization, R the radiative recombination, and Cx the
charge exchange process. The rates Cxij themselves depend not only on the cross
sections and corresponding rate coefficients but also on the level populations of the
neutral particles. If a matrix element does not exist physically, its value is zero. The
sum extends over all ground and excited states (that are explicitly taken into
account in the simulations). Therefore, the spectral emission is calculated simul-
taneously with the proper ionization balance. The convective derivative d/dt on the
left-hand side of (10.51) contains the partial derivative @=@t and the impurity
transport that is consistently applied to all ground, single, and double excited states.

Charge exchange processes are incorporated in the system of rate equations for
the impurity ions through the matrix elements Cxij (10.52). These elements are
proportional to the population densities of a particular state of the neutral species.
Because only relative changes in the experimental spectrum are analyzed here
(relative to the electron density), these processes can be conveniently described
with an effective charge exchange parameter:

Cxeffab ¼
PnNmax

j¼1 nNj Cxab; j
� �
ne

¼ Cxab
ne

: ð10:53Þ

ne is the electron density, nj
N are the population densities of the neutrals, nmax

N is the
maximum number of high n-states present in a real plasma (typically nmax

N = 20–
25), Cx; jh i are the charge exchange rate coefficients from the neutral state nj

H (j = 1
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ground state, j > 1 excited states). The last expression in (10.53) relates the
effective charge exchange parameter Cxeffab to the rate matrix Cxab in (10.52). It is
further convenient to define the dimensionless relative effective fraction feff of
neutrals through the relationship

Cxab
� �

eff ¼ feff Cxab; 1
� � ð10:54Þ

with

feff ¼
nN1 1þ PnNmax

i¼2
nNi
nN1

Cxab; i
� �
Cxab; 1
� �

 !

ne

¼ nN1
Zmean nN0

1þ
XnNmax

i¼2

nNi
nN1

Cxab; i
� �
Cxab; 1
� �

 ! ð10:55Þ

and

Zmean ¼ ne
nN0

: ð10:56Þ

Zmean is the average charge with respect to all types of impurity ions present in
the plasma:

ne ¼
X
i

Zini ¼ nN0 Zmean: ð10:57Þ

The last expression in (10.57) expresses the number of free electrons per neutral
particle density n0

N and Zmean. With this definition, the last expression of (10.55) has
the advantage that it depends only on relative populations of the neutrals (total
number of neutrals and neutrals in the ground state) and is, therefore, independent
of the normalization condition. Note, that if all excited states are neglected, feff is the
relative fraction of the neutrals compared to the electrons. The brackets h i denote
the averaging over the ion distribution function. In the case of H/D/T (hydrogen/
deuterium/tritium), n0

N is the population of the neutral H/D/T.
The sum inside the brackets of (10.55) describes the influence of the charge

exchange from excited states of the neutrals. The factor feff determines the contri-
bution of charge exchange processes to the impurity kinetic system according to
(10.51).

Figure 10.12 shows the sensitivity of the X-ray impurity spectra to the charge
exchange parameter feff. Due to the large cross sections for the charge exchange
processes, the sensitivity starts already with about feff = 10−6. As the charge
exchange cross sections scale with the 4th power of the principal quantum number
of the neutral species, excited state contributions can significantly contribute to the
effective cross section (Abramov et al. 1985; Rosmej and Lisitsa 1998) as
demonstrated in Table 10.3. The parameter feff is, therefore, not strictly equal to the
neutral fraction. The fraction of neutrals
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fneutral ¼
PnNmax

j¼1 nNj
ne

ð10:58Þ

can be calculated from the collisional–radiative rate equations for the neutrals
because the relevant local temperature and density are usually known from various
diagnostics. This, however, is not so simple as the penetration of neutrals from the
wall to the center significantly increases the fraction of neutrals in the plasma center
(typically many orders of magnitude). Let us therefore investigate the modeling of
the neutral systems in more detail. The population densities nj

N of the neutrals have
to be determined from a system of rate equations including the penetration of
neutrals from the wall to the center:

dnNj
dt

¼
XnNmax

j

nNi W
N
ji � nNj

XnNmax

k

WN
jk ; ð10:59Þ

WN
ji ¼ AN

ji þCN
ji þRN

ji þ INji þ INp; ij þ TN
ji þDN

ji þCxN;imp
ji ; ð10:60Þ

DN
ji ¼ neCij; eff : ð10:61Þ

The matrix D specifies the neutral particle penetration in a global sense. A more
detailed transport analysis is given below. Level populations are normalized
according to

Fig. 10.12 MARIA spectral
charge exchange—cascading
modeling of X-ray argon
impurity spectra in
dependence of the effective
neutral fraction feff. The
electron temperature is
kTe = 1.5 keV, electron
density ne = 2 � 1013 cm−3,
heavy particle temperature
kTi = 0.9 keV. The spectral
resolution is k/dk = 5000
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XnNmax

i¼0

nNi ¼ 1: ð10:62Þ

Normalization according to (10.62) means that the probability pj for the popu-
lation of the level j is nj

N = pj. In this case, the matrix A describes the spontaneous
radiative decay rates, C the collisional excitation/de-excitation rates, R the radiative
recombination rates, I the ionization rates, T the three-body recombination rates, Ip
the proton ionization rates, Cx the charge exchange rates between the neutral
species and the impurity ions. Introducing an “effective impurity ion” with density
nimp and charge Zimp according to

1þ nimp

nN0
Zimp ¼ Zmean ð10:63Þ

we can derive an explicit expression for the Cx-rate in the frame of the classical
picture for charge exchange cross sections (Rosmej and Lisitsa 1998):

CxN;imp ¼ nimprCxVimp ¼ 8pa20n
4Vimp Zmean � 1ð ÞnN0 : ð10:64Þ

where Vimp is the relative velocity between the neutrals and the impurity ions. The
charge exchange rates according to (10.64) have the advantage that they do not
explicitly contain the impurity density nimp (which is rather difficult to determine
experimentally) and are instead proportional to (Zmean − 1). Note that in the
numerical calculations, any charge exchange cross sections and semi-empirical for-
mulas (Nakai et al. 1989) can be employed. It is important to note that proton
collisions (in particular proton-induced ionization Ip of highly excited states) have an
important impact on the collisional–radiative modeling of the neutral system and have
therefore been included for all states in the quasi-classical approach (Garcia et al.
1969; Gryzinski 1965). Numerical studies of the neutral system show (Rosmej and
Lisitsa 1998) that one can choose C01,eff > 0 and all other Cij,eff = 0 while d/dt = 0.

Then Ceff: = C01, eff can be determined in a self-consistent manner together with feff
and in turn permits to extract the fraction of neutral atoms fneutral (see also (10.58))
and the characterization of the penetration of the neutral species from the wall to the
center through Ceff (see also (10.61)). Physically, Ceff: = C01, eff can be interpreted
as follows. We have an inflow of neutral particles in the ground state (1s 2S1/2) from
the wall to the center into a volume element containing protons and neutrals with
given ne and Te. The continuous inflow causes an effective increase of the neutral
density and changes therefore the effective ionization balance for given ne and Te in
that volume element. The normalization condition (10.62) puts into proper weight
the effect of the inflow for all populations nj.

The inflow of neutrals from the wall to the center leads to an accelerated con-
vergence of the self-consistent model due to the effective reduction of excited state
populations that originate from the three-body recombination p + e + e ! H

496 10 Applications to Plasma Spectroscopy



(n) + e. In practice, the proton population decreases considerably as the fraction of
neutrals may rise many orders of magnitude (e.g., from about 10−8 to 10−5 for
ohmic discharges at the TEXTOR tokamak (Rosmej et al. 1999a)). Writing

sp ¼ 1
neCeff

ð10:65Þ

the physical meaning of sp is an effective proton lifetime. Due to the relation
(10.56), we can formulate also an expression for the electron lifetime sne :

sne ¼
1

neCeffZmean
: ð10:66Þ

The neutral fraction is thus self-consistently obtained by coupling the population
kinetics of the neutrals and the impurities via charge exchange:

fneutral ¼ 1
ZmeannN0

XnNmax

j¼1

nNj ðne; Te;Ceff ; feffÞ: ð10:67Þ

As mentioned in relation with (10.58) in a self-consistent simulation, the fraction
according to

fH ¼ nHð1sÞ
ne

ð10:68Þ

is not strictly equivalent to the relative number of neutral particles (Rosmej and
Lisitsa 1998). In fact, in a self-consistent simulation, the neutral system is simul-
taneously also calculated in a collisional–radiative modeling in order to calculate
charge exchange from excited states (see (10.38) and the discussion in relation to
Table 10.3). These neutral particle simulations may likewise include also particle
transport, e.g., a neutral flux from the wall to the center (Rosmej et al. 1999a;
Rosmej and Lisitsa 1998). As the total number of neutrals is different from the
number of neutrals in the ground state 1s, (10.68) is not identical to the relative
number of neutral particles. Simulations show (Rosmej et al. 1999a, 2006a; Rosmej
and Lisitsa 1998) that (10.68) is, however, a very convenient simulation parameter:
In fact, X-ray spectra can be first fitted with the help of the parameter (10.68) and
then, this parameter is recalculated in the self-consistent simulation to obtain
excited states contributions from the donor atoms and the neutral density according
to (10.58) that may include neutral flow from the wall to the center. The best fit to
the data presented in Fig. 10.11 has been obtained for fH = 1.7 � 10−5.

We note that radiative cascading contributions to the q-satellite intensity from
the 1s2lnl′-states in the simple standard Corona approximation have been studied
(Bernshtam et al. 2009), and it was found that it contributes considerably if com-
pared with the dielectronic recombination channel. This is not surprising because
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the q-satellite has a rather ineffective dielectronic recombination channel (low
satellite intensity Q-factor) and the radiative cascading contribution for the q-
satellite (and also for other satellite transitions that have low Q-factors). Therefore,
the cascading has to be compared rather with the inner-shell excitation channel
(which is the dominating one for the q-satellite) than with the dielectronic capture
channel. In this case, one can see that for typical parameters of the spectra of
Fig. 10.11 cascading contributions are negligible. Moreover, the cascading con-
tributions for the r-satellite are entirely negligible (Bernshtam et al. 2009) even if
compared to the dielectronic recombination channel only. However, as the spec-
trum of Fig. 10.11 demonstrates, the r-satellite shows a very similar behavior as the
q-satellite, and therefore, cascading properties are not at the cause of their intensity
rise (left red flash in Fig. 10.11) discussed here.

We note that the general case of cascading contributions to satellite transitions
including charge exchange has been investigated theoretically and experimentally
(Rosmej et al. 2006c) and it was found that it gives rise to a considerable
enhancement of the intercombination satellite transitions originating from the 1s2p2
4P states, i.e., the transitions h = 1s[2p2 3P] 4P1/2–1s

22p 2P3/2, i = 1s[2p2 3P] 4P1/2–

1s22p 2P1/2, f = 1s[2p2 3P] 4P3/2–1s
22p 2P3/2, g = 1s[2p2 3P] 4P3/2–1s

22p 2P1/2,
e = 1s[2p2 3P] 4P5/2–1s

22p 2P3/2. The physical origin of the strong cascading
contribution in the triplet system of the autoionizing states is that they accumulate
in the lowest configuration 1s[2p2 3P] 4P.

Figure 10.13 shows a sensitivity study of the charge exchange enhanced q-satellite
intensity. For these purposes, the intensity line ratios between the q- and k-satellites
are depicted because the k-satellite is well separated in the experimental spectra from
Fig. 10.11 and because it has low charge exchange sensitivity due to small inner-shell
excitation channel (high autoionizing rate C(k) = 1.34 � 1014 s−1). As Fig. 10.13
demonstrates charge exchange sensitivity starts already from fractions as low as 10−7

(see also Fig. 10.12). This strong sensitivity is due to the very large value of charge

Fig. 10.13 MARIA
simulations of satellite
intensities in dependence of
the neutral beam fraction,
kTe = 1700 eV,
ne = 2 � 1013 cm−3
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exchange cross sections in the classical over barrier regime (see also Annex A.1 that
presents a summary of numerous elementary processes).

Also included in Fig. 10.13 is a curve that shows the intensity ratio of the k-
satellite and with the He-like resonance line W. The W-line intensity is essentially
driven by electron collisional excitation from the He-like ground state 1s2 1S0 while
the k-satellite intensity is essentially due to dielectronic capture from the He-like
ground state. Therefore, charge exchange-driven shifts of the ionic distribution have
almost no effect on this line ratio as confirmed by the simulations.

Figure 10.14 shows the time-resolved argon X-ray emission after the neutral
beam injection NBI was switched off. As can be seen, the dashed blue curve (where
charge exchange is not included in the simulations) results already in a rather good
agreement with the data for an electron temperature of kTe = 1300 eV. As indicated
by the red flash, the q-satellite intensity, however, is again not in good agreement,
albeit less pronounced as compared to Fig. 10.11. This indicates that although the

Fig. 10.14 Time-resolved
X-ray argon impurity
spectrum (t = 3.9–4.0 s) after
switching off the neutral beam
injection at t = 3.7 s. The red
flash indicates that even after
neutral beam injection an
enhanced neutral background
remains

Fig. 10.15 Experimental
satellite intensities in
dependence of different
intensities of neutral beam
injection and different line of
sights (NBI1 and NBI2)
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neutral beam injection is switched off still charge exchange from neutrals impact on
the X-ray emission, i.e., there exists an important residual neutral background.
Quantification of the residual neutral background is demonstrated with the green
curve that shows the MARIA simulations including charge exchange: Excellent
agreement is obtained for fH = 6 � 10−6.

Figure 10.15 shows the experimental peak intensity ratio of the q- and k-satel-
lites in dependence of the neutral beam injection power. This demonstrates that with
increasing NBI-power, the ratio continuously rises (solid and open squares) and
relaxes to a common level (solid and open circles) after switching off the NBI
injection.

For the NBI 1 (solid symbols) the line of sight for the X-ray emission crosses the
injection direction, while for NBI 2, no geometrical crossing occurs (open sym-
bols). As can be seen, open and sold circles coincide within the error bars. These
results suggest that the neutral beam is rapidly thermalized creating an enhanced
neutral background. Due to the large sensitivity of this method, even the neutral
background in purely ohmic discharges could successfully be determined (Rosmej
et al. 1999a).

As Figs. 10.11 and 10.14 demonstrate, the self-consistent charge exchange
MARIA simulations provide excellent agreement between theory and
experiment (Rosmej 1998, 2012a; Rosmej et al. 1999a). The impact of charge
exchange on impurity spectra has later also been found to be of importance in other
experiments of magnetically confined plasmas (Beiersdorfer et al. 2005). However,
the statements of (Beiersdorfer et al. 2005) that large enhancement factors of 6 and
more for the Z-line were found in (Rosmej et al. 1999a) that disagree with their
measurements are incorrect. In addition, the analysis (Beiersdorfer et al. 2005) did
not include any self-consistent consideration and an incomplete discussion of the Z-
line intensity. In fact, it should be remembered that opposite to the W-line, the Z-
line intensity is strongly plasma parameter dependent due to its cascade sensitivity
and inner-shell ionization population channel (e.g., see above discussion of charge
exchange). Therefore, the surprises announced in (Beiersdorfer et al. 2005) that
their observations show quite different Z-line intensities as compared to (Rosmej
et al. 1999a) are also irrelevant as the plasma temperatures in (Beiersdorfer et al.
2005) and (Rosmej et al. 1999a) are quite different: Much higher electron tem-
peratures result in an entirely different proportion of recombination and inner-shell
ionization contributions, and the same holds true for the different intensities of the
qr-satellites (Rosmej and Lisitsa 1998).

Further serious discrepancies between simulations and experimental data for the
W3 and Y3 argon line emission in a well-diagnosed tokamak have also been stated
by (Beiersdorfer et al. 1995). However, these statements and related discussions
turned out also to be in error and consistently performed multilevel multi-ion stage
simulations carried out with the MARIA code (Rosmej 1997, 1998, 2001, 2006,
2012a) that included cascading, line-of-sight integration, spectral simulations
including overlapping 1s2l3l′- and 1s3lnl′-satellites, advanced intermediate
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coupling, and configuration interaction demonstrated excellent agreement with the
data (Rosmej 1998).

The W3 and Y3 lines have attracted renewed attention in recent
very-high-resolution X-ray spectroscopic measurements for advanced confinement
mode studies at the C-mod tokamak at MIT (Rice et al. 2018). The key issues
concerning the X-ray diagnostics has been the simultaneous observation of the W3
and Y3 lines and the two types of satellites transitions 1s3l3l′–1s23l′ and 1s2l3l′–
1s22l. The important point in this simultaneous observation of satellite transitions is
that temperature can be fixed with rather high precision while studying the impact
of impurity transport, charge exchange, and cascading. As has been demonstrated,
the MARIA simulations provide very good agreement with the data (Rice et al.
2018). Moreover, it should be emphasized that the MARIA code analysis was based
on the complete simulation of the spectral distribution that permits increased sta-
bility in the analysis. On the other hand, line ratios provide only limited information
as in almost all practical applications, simultaneously several effects have to be
studied: temperature, density, particle impurity transport, charge exchange, flow of
neutral from the wall to the center, …. These effects are very difficult to take into
account simultaneously via line ratios. For example, as demonstrated in Figs. 10.11
and 10.14, line overlap from different type of transitions can be very important (the
overlap of higher-order satellites 1s2lnl′ with the W-line, the overlap of the 1s3lnl′-
satellites with the W3 line, the overlap of the j-satellite with the Z-line, etc.). Due to
this line-overlap problematic, corrected line ratios (corrected for overlapping
satellite transitions) have emerged in the literature. However, these line ratios are
not of great practical use because the primary line ratio becomes multiparameter
dependent. If line overlap is important, only total spectral simulations (Rosmej
1998; Rosmej et al. 1999a, b, 2000, 2001c; Rosmej and Lisitsa 1998) as demon-
strated with the MARIA code provide an efficient analysis.

Finally we note that charge exchange processes turned out to be also important
in dense hot plasmas, e.g., in laser-produced plasmas (Rosmej et al. 1999b, 2002a,
2006c, Monot et al. 2001), Z-pinches (Rosmej et al. 2001b, 2015). Also hollow ion
X-ray emission has been identified with charge exchange between highly charged
ions and low-charged ions (Rosmej et al. 2015).

10.3.3 Transient Phenomena in the Start-up Phase

Figure 10.16 shows the time-resolved X-ray impurity spectra for an inductively
heated tokamak discharge with residual argon (argon that remained in the machine
from the gas puff injected argon of the previous discharge). Figure 10.16a shows
the start-up phase at t = 0.1–0.2 s. Strong enhancements (indicated by red flashes)
of the qr-satellites and the (Z, j)-lines are observed. The qr- and (Z, j)-intensities
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decrease continuously with time (Fig. 10.16b,c) and approach an almost stationary
case for t > 0.4 s (see Fig. 10.16d).

Fig. 10.16 Time-resolved X-ray impurity spectra from residual argon gas in the heating phase of
an inductively driven tokamak discharge. a At t = 0.1–0.2 s, the Li-like satellites qr show up with
large intensity that is continuously decreasing with time, b t = 0.2–0.3 s, and c t = 0.3–0.4 s. At
t = 0.4–0.5 s d almost stationary conditions are reached

502 10 Applications to Plasma Spectroscopy



In the start-up phase, increased intensities of the qr- and (Z, j)-lines are due to
charge exchange processes and also due to transient effects. Figure 10.17 displays
therefore the transient calculation (∂nj/∂t 6¼ 0; see (10.51)) of the Argon impurity
spectra carried out with the MARIA code. The simulations employ the measured
values of electron temperature Te(r = 0, t) and electron density ne(r = 0, t).
Time-resolved spectral emission has been summed in the intervals from t = 0.1–
0.2 s and t = 0.2–0.3 s in order to be compared with the time-resolved measure-
ments of Fig. 10.16. For better demonstration of the transient effects, the spectra for
both time intervals have been normalized to the peak intensity of the W-line. It
should be emphasized that the time-dependent simulations include not only the
ground states, but also all excited (single and double excited) states. Therefore, the
simulations keep also track of the photon relaxation effects discussed in Sect. 6.2
along with the relaxation effects of the ionization balance.

Due to the fast rising electron temperature (e.g., kTe = 380 eV at t = 0.1 eV,
kTe = 1100 eV at t = 0.3 s), the ionization balance lags behind the corresponding
electron temperature resulting in an increased fraction of Li-like ions compared to
stationary calculations. This creates the condition for a rise of the relative intensity
of the qr-satellites (inner-shell excitation) and the Z-line (inner-shell ionization). In
addition, other satellites, that have strong dielectronic recombination channels, are
relatively enhanced because the electron temperature is on the average lower in the
interval t = 0.1–0.2 s compared to the interval t = 0.2–0.3 s. As can be seen from
the comparison of the different simulations, the satellite enhancement effects for the
time interval starting from t = 0.1–0.2 s are rather small (see Fig. 10.17) and for
t = 0.2–0.3 s and for later times (until the end of the discharge), these effects are
found to be negligible (Fig. 10.17).

As can be seen from the comparison of the experimentally measured X-ray
spectra (Fig. 10.16a) and the simulations (green curve in Fig. 10.17), the transient

Fig. 10.17 Time-dependent MARIA simulations of argon X-ray impurity spectra from residual
argon gas in the heating phase of an inductively driven tokamak discharge. The simulations take
into account the experimentally measured temperature and density evolution. Time-dependent
spectra have been summed up in the time intervals from 0.1 to 0.2 s and 0.2 to 0.3 s and
normalized to the W-line peak intensity for better demonstration of transient effects
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relaxation effects do not allow to fully explain the strong intensity increase of the
qr-satellites (red flash in Fig. 10.16a). Therefore, most of the intensity rise can be
attributed to charge exchange with the neutral background; see Fig. 10.12 green
curve. The determined neutral fraction for the time interval t = 0.1–0.2 s is about
(2 ± 1) � 10−5, and the determined electron lifetime is about (0.1 ± 0.05) s. These
results are also in good agreement with Monte Carlo simulations of the neutrals
(Rosmej et al. 1999a).

If the intensity rise of the qr-satellites in Fig. 10.16 is essentially attributed to
charge exchange, the continuous decrease of the qr-satellites after the start-up phase
until the stationary case (Fig. 10.16d) indicates that the neutral fraction in the
start-up phase is much larger than in the stationary phase of the discharge. This is
understandable because in the start-up phase, the electron temperature is much
lower than in the stationary phase.

10.3.4 Impurity Diffusion and s-Approximation

Also impurity diffusion impacts on the spectral distribution, in particular on the
relative intensities of the qr-satellites and the X-, Y-, Z-lines discussed above. As
has been demonstrated with detailed numerical calculations of the exact radial
diffusion equation (Rosmej et al. 1999a), the intensities of the qr-satellites and even
the complex interplay of the X-, Y-, Z-line intensities can be reasonably described
by the so-called s-approximation. In this approximation, the diffusion term is
replaced by

r njV
	 
! nj

sD
ð10:69Þ

in the population kinetic system (10.51). From the comparison of the numerical
calculations of the exact diffusion equation and the s-approximation, one can
deduce the approximate relation (Rosmej et al. 1999a)

D � aD � Dx
2

sD
; ð10:70Þ

where D is the impurity diffusion coefficient (Hulse 1983), Dx is the characteristic
width of the particular charge state, aD is a constant that depends on the geometrical
parameters of the magnetically confined plasma and sD is the characteristic time
scale for the diffusion in tau-approximation (10.69) to be used in (10.51).

Figure 10.18a shows the impact on the X-ray spectral distribution for different
parameters sD in a self-consistent charge exchange simulation described above. For
the simulations of the spectra of Fig. 10.18, aD � 0:16 and Dx � 35 cm have been
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Fig. 10.18 Self-consistent MARIA simulations of charge exchange and impurity diffusion.
a Influence of impurity diffusion on the self-consistent charge exchange simulations. Noticeable
diffusion effects start only for s-parameters 1/sD > 20 s, b self-consistent simulations of an
inductively heated discharge. Excellent agreement with the time-resolved data in the interval
t = 0.8–1.8 s is obtained for feff = 5.7 � 10−6

Fig. 10.19 Space-resolved self-consistent charge exchange simulation of an inductively heated
discharge. Noticeable diffusion effects start only for s-parameters 1/sD > 20 s
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deduced from numerical calculations (Rosmej et al. 1999a); therefore, Dð1=sD ¼
20=sÞ � 4� 103 cm2=s while Dð1=sD ¼ 100=sÞ � 2� 104 cm2=s. Taking into
account the experimental errors, the value Dð1=sD ¼ 20=sÞ � 4� 103 cm2=s rep-
resents an upper limit (compare the blue solid curve with the dotted black curve).
As a noticeable influence on the X-ray spectra starts only with this value but this
value is much larger than previously measured diffusion values D � 100�
1000 cm2=s (Rapp et al. 1997; Tokar 1995; Ongena et al. 1995), the essential rise
of the intensity is due to charge exchange as demonstrated with Fig. 10.18b that
shows excellent agreement with the data for an effective charge exchange parameter
feff = 5.7 � 10−6. Note, that the simulations include the spatial variation of the
plasma parameters. Figure 10.19 visualizes the local emission (note that the local
emission is correlated to the dependence on major radius, the emission presented
starts at the minor radius r = 0 that corresponds to a major radius of R = 183 cm)
from the simulations that have been summed up for the final fit of the line-of-sight
integrated data of Fig. 10.18b. It is important to note that all spectral details are very
well reproduced: (a) higher-order satellite intensities and k-satellite intensity with
respect to the W-line (indicating a correct description of the electron temperature),
(b) perfect agreement with the intensities of the X-, Y-, and Z-lines indicating that
cascading driven by charge exchange and other processes are well described,
(c) perfect agreement with the qr-satellites indicating a correct description of the
charge exchange-induced shift of the ionization balance.

It is important to note that the detailed description of the X-, Y-, and Z-line
intensities and the satellites identify and distinguish charge exchange and impurity
diffusion effects. This important diagnostic property of the high-resolution X-ray
diagnostic is demonstrated in Table 10.4.

The Y-line continuously decreases with increasing impurity diffusion parameters
D, while the Z-line firstly decreases and then increases. The decrease is related with
the fact that with rising diffusion parameters D, the recombination source (from the
H-like ground state) is reduced thereby reducing the cascading contributions to the
line intensity. In this respect, the Y- and X-lines behave very similar because of
the similar upper state configurations 1s2p 3PJ. The same holds true for the Z-line,
however, for larger D-values inner-shell ionization contribution from the Li-like
ground state 1s22s 2S1/2 for the Z-line comes into play that finally enhances the
intensity. This contribution is negligible for the X- and Y-lines because here
inner-shell ionization proceeds from the excited states 1s22p 2P3/2,1/2 that have very
low population; see (10.33). The qr-satellite intensity rises continuously with
increasing D-values because of increasing population of the Li-like ground state
that enhances the inner-shell excitation channel 1s22s + e–1s2s2p + e.

Table 10.5 shows the corresponding simulations in the s-approximation. It is
impressive to observe that even the subtle details of the line intensities (continuous
decrease of the Y-line, decrease and increase of the Z-line, continuous increase of
the qr-satellites) are well described in the s-approximation. One therefore observes
that the s-approximation has spectroscopic/diagnostic precision.
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Therefore, the excellent agreement in all spectral features of the X-, Y-, and Z-
lines as demonstrated in Fig. 10.18b points on the importance of charge exchange
in the data as X-, Y-, and Z-lines are increased and not decreased.

Finally we note that the relative interplay between cascading, inner-shell ion-
ization, and inner-shell excitation depends on the electron temperature: For large
temperatures, dielectronic satellite intensities are decreased relative to the W-line
and the reduced population of the Li-like ionization stage reduces inner-shell ion-
ization and inner-shell excitation channels, while recombination channels might be
increased due to increased H-like ionic population. In the opposite case, i.e., small
electron temperatures, dielectronic satellite contributions are enhanced relative to

Table 10.5 Same like Table 10.4, however, calculations are performed in the framework of the s-
approximation, Te(r = 0) = 1600 eV and ne(r = 0) = 2 � 1013 cm−3

1/s (s−1) 0.3 1 3 10 20 50 100 160 200 350 600

(RZ)/(RZ)s=∞ 0.999 0.998 0.994 0.985 0.979 0.981 1.01 1.06 1.10 1.24 1.49

(RY)/(RY)s=∞ 0.999 0.998 0.994 0.982 0.970 0.950 0.934 0.925 0.921 0.913 0.907

(Rq)/(Rq)s=∞ 1.01 1.03 1.08 1.27 1.55 2.35 3.67 5.23 6.25 10.0 16.2

Values are normalized to the case s ¼ 1

Fig. 10.20 Time-resolved temperature and density measurements for neutral beam-heated
TEXTOR tokamak discharges. a and b show the total time interval of the discharge, c and
d show the saw tooth oscillations in temperature and density with high temporal resolution
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the X-line, inner-shell ionization and inner-shell excitation are enhanced due to high
populations in the Li-like ionization stage while recombination channels are small
due to small populations of the H-like ions.

10.3.5 Non-equilibrium Radiative Properties During
Sawtooth Oscillations

The detailed description of the radiative properties of non-stationary and
non-equilibrium plasmas plays a key role in modern tokamak research. The com-
plexity arises due to the simultaneous presence of external sources for plasma heating
and magnetic hydrodynamic plasma activity that results in sawtooth oscillations.
Figure 10.20 shows an example of time-resolved measurements of the electron
temperature (Fig. 10.20a, measured with the electron cyclotron method) and density
(Fig. 10.20b, measured with HCN-interferometry) at a mid-size tokamak for the total
period of the discharge including the ramp up phase, neutral beam heating, and the
plasma disruption. During neutral beam injection, important sawtooth oscillations in
temperature and density are observed that are depicted in Fig. 10.20c, d with very
high temporal resolution. For the inductively driven regime, no such regular oscil-
lations are observed. The sawtooth amplitude during neutral beam injection is very
large, dðkTeÞ � 0:5 keV at a mean temperature of about kTe � 1:75 keV while the
amplitude for the electron density is about dðneÞ � 1:5� 1012cm�3 at a mean
electron density of about ne � 2:85� 1013 cm�3. The oscillation period is about
Tsawtooth � 50ms. The rising phase of the sawtooth is well resolved (see
Fig. 10.20c, d), while the so-called sawtooth crash is essentially unresolved.

The simulation of the associated non-equilibrium radiative properties is impor-
tant for spectroscopic diagnostics and also for the correct prediction of the maxi-
mum radiation heat load on the inner walls. The correct description of atomic
kinetics and radiative properties for these conditions requests a self-consistent
solution of the kinetic equations for the electron distribution function as well as for
atomic energy state populations. The fundamental quantities are the
time-dependent-level populations, and we therefore start with the consideration of
fluctuations in the atomic and ionic levels (Rosmej and Lisitsa 2011).

10.3.5.1 Fluctuations and Atomic Level Populations

Let us start from the Boltzmann-type kinetic equation for the seven-dimensional
single-particle distribution function f1 ~V ; ~r; t

	 

(~r is the particle position vector and

~V the particle velocity vector):

10.3 Magnetic Fusion 509



df1 ~V ;~r; t
	 

dt

¼ @f1 ~V ;~r; t
	 

@t

þ~V
@f1 ~V ;~r; t
	 

@~r

þ
~F
m

@f1 ~V ;~r; t
	 

@~V

¼ Cf : ð10:71Þ

Cf indicates the collisional term which cuts the hierarchy of the many-particle
distribution function. The single-particle distribution function is normalized to the
total number of particles

n ~r; tð Þ ¼
Z

d3r f1 ~V ;~r; t
	 


: ð10:72Þ

The particle distribution function according to (10.71) leads to a direct link to the
atomic level populations nj via the rate coefficient matrix Wij (see also (10.51),
(10.52)):

dnj
dt

¼ �nj
XN
i¼1

Wji þ
XN
k¼1

nkWkj; ð10:73Þ

Wji ¼ Cji þAji þ Iji þ Tji þDji þCji þRji: ð10:74Þ

The collisional rate coefficients are linked via the particle distribution function
(in particular the electron energy distribution function) according to

C; I;Rð Þji ¼
Z1
DEji

dE r C;I;Rð Þ
ji Eð ÞV Eð ÞF Eð Þ ð10:75Þ

with

E ¼ 1
2
m~V2; ð10:76Þ

F Eð Þ ¼ 1
n ~r; tð Þ f1

~V ;~r; t
	 
 @V

@E
: ð10:77Þ

For the dielectronic capture process and the three-body recombination, these
expressions differ because the dielectronic capture is a resonance process and the
three-body recombination involves the energy distribution of two particles (with
energies E1 and E2 after ionization, energy E before ionization and double differ-
ential cross section rIji, to be discussed in more detail in Sect. 10.4):

Dji ¼ p2�h3ffiffiffi
2

p
m3=2

e

gj
gi
Cji

Z1
0

dE d ES;Eð ÞF Eð Þffiffiffiffiffi
ES

p ; ð10:78Þ
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Tji ¼ p2�h3

m3=2
e

gi
gj

Z1
0

dE1

Z1
0

dE2
Effiffiffiffiffiffiffiffiffiffi
E1E2

p rIji E;E1ð ÞF E1ð ÞF E2ð Þ: ð10:79Þ

Equations (10.71)–(10.79) provide a complete link of the atomic level popula-
tions to the kinetic description of any time- and space-dependent phenomena. In
optically thin plasmas, the local radiative emission of the atomic system is then
given by

I x;~r; tð Þ ¼
XN
i¼1

XN
j¼1

�hxjinjAjiuji xð Þ; ð10:80Þ

where xji is the transition frequency, ujiðxÞ the local emission line profile, and
N the total number of levels. The observed emission is given by the integration over
the line of sight and the convolution of the spectral distribution with the apparatus
profile UðxÞ:

I x; tð Þ ¼
Zþ1

�1
dx0

ZR
r¼0

dr I x0; r; tð ÞU x0 � xð Þ: ð10:81Þ

The spatial and temporal dependences of temperature T ~r; tð Þ and density n ~r; tð Þ
can be directly obtained from the particle distribution function f1 ~V ;~r; t

	 


T ~r; tð Þ ¼ m
3 k

Z
~V2f1 ~V ;~r; t

	 

d3r: ð10:82Þ

10.3.5.2 Histogram Technique

The temporal distribution of the density is given by (10.72). If the variation of
temperature and density in time are independent of each other, a histogram tech-
nique can be applied to T ~r; tð Þ and n ~r; tð Þ to obtain the distribution functions of
temperature and density, GT T;~rð Þ and Gn n;~rð Þ, respectively. The distribution
functions GT and Gn can then be measured in experiments, e.g., by means of probe
measurements, cyclotron emission, interferometry or spectroscopic measurements
of the atomic radiation emission.

For observations sufficiently long compared to the fluctuation time scale, the
emission of a single bound–bound transition is given by
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Iji x; tð Þ ¼
Zþ1

�1
dx0

ZR
r¼0

dr
Z1

T¼0

dT
Z1
n¼0

dn GT T; rð ÞGn n; rð Þ � Bji r; T; n;xji;x
0	 

U x0 � xð Þ;

ð10:83Þ

Bji r; T; n;xji;x
0	 
 ¼ �hxjiAjinj r; T; nð Þuji xji;x

0; r; T; n
	 


: ð10:84Þ

In order to provide practical use of the functions GT and Gn and the expressions
according to (10.83), (10.84), density and temperature fluctuations have to be
independent and the time constant of the response function of the “observation
system” has to be small compared to the time constant of the fluctuations. For
spectroscopic measurements, the relevant relaxation constants are those of the
system of differential equations (10.73).

Two classes of relaxation constants turn out to play an important role for the
response function of the radiation to fluctuations: (a) the relaxation of the photon
emission itself (see Sect. 6.2.2) and (b) the relaxation of the ion charge state distribution
(see Sect. 6.2.1). The relaxation of the photon field is given by (see also (6.62)):

sji ¼ 1
Aji þCji þCji

: ð10:85Þ

Aji is the radiative decay rate from level j to level i and Cji at Cij are the corresponding
collisional processes. This means that even at extremely low-density plasmas, the
relaxation time is rather fast due to the usually high radiative decay rate. For the
hydrogen Balmer-alpha transitions (n = 3, n′ = 2) (10.85) gives s < 7.6 � 10−9 s−1.
This time is usually much shorter than the fluctuation time. Therefore, photon
relaxation does usually not play a role in turbulent plasmas. However, collisional
processes from metastable levels can considerably enhance (orders of magnitude) the
relaxation constant as this couples a “slow” time constant of forbidden transitions to
the atomic level from which the resonance line origins. A characteristic example is
the magnetic quadrupole transition Z = 1s2s 3S1–1s

2 1S0. For example, for neon (used
for radiative cooling in mid-size tokamaks), the radiative decay rate is
s(Z) = 1.3 � 10−4 s, whereas for the resonance transition W = 1s2p 1P1–1s

2 1S0 the
time constant is s(W) = 1.1 � 10−11 s. Therefore, the photon emission of the Z-line
is not relaxed on the usual time scale of turbulence, whereas the photon emission of
the W-line represents almost instantaneously compared to the fluctuation time
(if collisional coupling (see Sect. 6.2.3) between the singlet and triplet levels is
negligible). The relaxation behavior of the ion charge state distribution is quite dif-
ferent (see also (6.48)):

sZ;Zþ 1 ¼ 1
IZ;Zþ 1 þ TZþ 1;Z þRZþ 1;Z þDZþ 1;Z

: ð10:86Þ

I is the ionization rate, T the three-body recombination rate, R the radiative recom-
bination rate, and D the dielectronic recombination rate. In low-density plasmas, these
rates are very small and the corresponding time constant is very large.
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The relaxation of the ionization balance is of importance if the intensity I of a
particular line is intended to be used for turbulence analysis. The reasons are
manifold: The intensity is not only given by the collisional excitation rate coeffi-
cient from the ground state, but also by the ionic fraction of the ground state itself,
determined in turn by ionization and recombination processes. For highly charged
ions, numerical calculations show (see (6.50)) that the K-shell emission has reached
quasi-stationary conditions if

nes� 3� 1011 cm�3 s; ð10:87Þ

where ne is the electron density in [cm−3] and s is the time after which the ionic
fractions are in equilibrium. For magnetically confined fusion plasmas, the
quasi-stationary condition (10.87) is usually a rather stringent condition for the
radiation emission of highly charged impurity ions, because the density is of
the order of 1012–1015 cm−3 providing a relaxation time of the ionic fraction of
about s = 3 � 10−1 to 3 � 10−4 s. This time constant is usually much larger than
the fluctuation time scale.

The distribution functions GT and Gn can be directly linked to the energy dis-
tribution function F(E) via the single rate coefficients of the W-matrix:

Z1
T¼0

dT
Z1
n¼0

dn
Z1
DE

dE rX E; nð ÞV Eð ÞFM E; Tð ÞGT Tð ÞGn nð Þ

¼ ntot

Z1
DE

dE rX E; nð ÞV Eð ÞF Eð Þ:
ð10:88Þ

The integral equation relates the distribution functions GT and Gn to the particle
energy distribution function F(E). A solution to (10.88) can be found, expanding
F(E) to multiple Maxwellians:

F Eð Þ ¼
XN
i¼1

fiFM E; Tið Þ: ð10:89Þ

Inserting (10.89) into (10.88), we obtain

GT Tð ÞGn nð Þ ¼
XN
i¼1

fid T � Tið Þd n� nið Þ: ð10:90Þ

We note that an arbitrary distribution function might not be expanded in terms of
Maxwellian functions. However, with respect to the radiative properties of the
atomic system it turns out to be very useful to approximate the energy distribution
function by multiple Maxwellians. In particular, the approximation by three
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Maxwellian distribution functions provides an effective approximation and also a
clear physical interpretation:

F Eð Þ ¼ f1F
M E; T1ð Þþ f2F

M E; T2ð Þþ f3F
M E; T3ð Þ; ð10:91Þ

where FM is the Maxwellian energy distribution function according to

FM Eð Þ ¼ 2
ffiffiffiffi
E

pffiffiffi
p

p exp �E=kTð Þ
kTð Þ3=2

: ð10:92Þ

The first term in (10.91) is the “bulk electron temperature T1 = Tbulk”, the second
the “hot electron temperature T2 = Thot”, and the third the “recombination tem-
perature T3 = Trec”. The bulk electron fraction is given by

f1 ¼ fbulk ¼ ne bulkð Þ
ne bulkð Þþ ne hotð Þþ ne recð Þ : ð10:93Þ

The hot electrons fraction is defined by

f2 ¼ fhot ¼ ne hotð Þ
ne bulkð Þþ ne hotð Þþ ne recð Þ ; ð10:94Þ

whereas the recombination fraction is defined by

f3 ¼ frec ¼ ne recð Þ
ne bulkð Þþ ne hotð Þþ ne recð Þ : ð10:95Þ

In order to ensure the normalization of the total distribution function F(E),
(10.91), namely

Z1
0

F Eð ÞdE ¼ 1; ð10:96Þ

the fraction f1 is determined by the relation

f1 ¼ 1� f2 � f3: ð10:97Þ

We note that the temperatures T1, T2, and T3 are not temperatures in a ther-
modynamic sense but just the parameters of the distribution function according to
(10.92).

If f2 = f3 = 0, F(E) according to (10.92) describes a Maxwellian energy distri-
bution function with the temperature Tbulk. Hot electrons do have a considerable
effect on ionization, excitation, and inner-shell processes and are described by the
hot electron temperature Thot. An excess of low energy electron will lead to
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enhanced recombination processes, and this effect is described by Trec. The
respective rate coefficients are given by

Xji ¼ 1� f2 � f3ð ÞXM
ji T1ð Þþ f2X

M
ji T2ð Þþ f3X

M
ji T3ð Þ: ð10:98Þ

For the three-body recombination, this expression differs due to the double
integration over the double differential ionization cross section:

Tji ¼ 1� f2 � f3ð Þ2Tji T1ð Þþ f 22 Tji T2ð Þþ f 23 Tji T3ð Þþ nji; ð10:99Þ

nji ¼ 2f2 1� f2 � f3ð Þ V1V2r
T
ji

D E
þ 2f3 1� f2 � f3ð Þ V1V3r

T
ji

D E
þ 2f2f3 V2V3r

T
ji

D E
:

ð10:100Þ

Even in the case of multiple Maxwellians, the “mixed term” VaVbrTji

D E
cannot

be reduced analytically and has to be evaluated numerically. This numerical inte-
gration is extremely time consuming. Numerical calculations carried out with
non-Maxwellian simulations of the MARIA code show that the “mixed term” can
be reasonably approximated by

VaVbr
T
ji

D E
� 0:95

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tji Tað Þ � Tji Tbð Þ

q
� Tji Tað Þ

Tji Tbð Þ
� �0:1

; ð10:101Þ

where Ta < Tb.

Fig. 10.21 Model sawtooth
of the electron temperature,
a initial and final temperature
are identical and b the final
temperature ends at the
maximum temperature of the
oscillation
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10.3.5.3 Time-Dependent Charge State Evolution

Figures 10.20 have shown that the neutral beam injection induces a rather periodic
part of the oscillation while a small stochastic part is onset on these oscillations. In
order to investigate the effect of the periodic oscillations on the radiative properties,
we employ two different types of “model sawtooth” that are presented in
Fig. 10.21. Figure 10.21a shows a model sawtooth, where initial and final tem-
peratures are identical while for the model sawtooth shown in Fig. 10.21b, the final
temperature is the maximum temperature of the oscillation. Similar model saw-
tooths are applied for the density oscillations. The time-dependent parameters
ne(t) and Te(t) are then employed in the MARIA simulations to calculate
time-dependent atomic populations, (10.73)–(10.80).

The two types of model sawtooths according to Fig. 10.21a, b allow explaining
the basic principles of the transient radiative properties, the evolution of the charge
state distribution, and spectroscopic diagnostics. Figure 10.22 shows the oscilla-
tions of the average charge Zeff of argon ions under sawtooth oscillations from
Fig. 10.21 taking into account temperature and also density oscillations (see
Fig. 10.20). It can be seen that about 2 oscillations after the onset of the sawtooth
activity are needed to obtain regular charge state oscillations (indicated by the red
flash in Fig. 10.22). During the oscillation, the average charge is highly out of
equilibrium and oscillates (green flash in Fig. 10.22) about between Zeff = 16.5–
16.6. As can be seen from the simulation for the model sawtooth (b), the average
charge never reaches the value that corresponds to the highest temperature in the
oscillation (indicated with blue flash in Fig. 10.22) and also never reaches the
average charge values that correspond to the lowest temperature in the oscillation
(indicated by the lower horizontal dotted line). This demonstrates that at any instant
of the oscillation, the charge state is highly out of equilibrium. Moreover, as can be
seen from the rise and fall of the oscillations in Fig. 10.22, the charge state evo-
lution is not able to follow the sawtooth crash, instead a rather smooth decrease of
Zeff is observed.

Fig. 10.22 Evolution of the
average charge Zeff of argon
under sawtooth oscillation,
a initial and final temperature
are identical and b the final
temperature ends at the
maximum temperature of the
oscillation
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The “out of equilibrium features” are a consequence of the characteristic ion-
ization time scale, (10.86). It should be emphasized that these non-equilibrium
effects have nothing to do with a limited time resolution, but rather with the “in-
ternal” atomic time scale that does not allow to respond quickly enough to external
forces. In other words, these relaxation effects are still observed even if the time
resolution is infinitely large.

10.3.5.4 Time-Dependent Evolution of Line Intensities

The temporal emission of impurity lines is of great interest for diagnostic purposes,
e.g., for impurity transport investigations via temporal decay of line intensity
studies, certain temporal behavior of line emissions signaling the development of a
plasma disruption. Figures 10.23 and 10.24 show the temporal evolution of the
H-like Lyman-alpha emission of argon under sawtooth oscillations type (a) and
type (b) (Fig. 10.21). Figure 10.23 shows an almost instantaneous fall off of the
intensity when the sawtooth crash appears because the photon relaxation time is

Fig. 10.23 Evolution of the
intensity of Lyman-alpha of
argon under sawtooth
oscillation where initial and
final temperatures are
identical (Fig. 10.21a). The
relaxation of the Lyman-alpha
photons permits to follow the
sawtooth crash

Fig. 10.24 Evolution of the
intensity of Lyman-alpha of
argon under sawtooth
oscillation where the final
temperature is identical to the
maximum temperature of the
oscillation (Fig. 10.21b). The
sawtooth crash can be
followed; however, the
sawtooth emission slope is
perturbed and not identical to
the original one
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very small due to the strong Z-scaling of the photon transition probability
A / Z4

eff

	 

. The oscillations in the fall-off phase do not completely return due to

non-relaxed ion charge state distribution as discussed in relation with Fig. 10.22.
In order to position the time-dependent results with respect to the stationary limits
of the extreme parameters of the oscillation, Fig. 10.24 shows the Lyman-alpha
emission for the model sawtooth of Fig. 10.21b. It can clearly be seen that the
Lyman-alpha intensity oscillates between the stationary limits corresponding to
kTe = 1.6 and 2.0 keV. Also indicated in Fig. 10.24 is the analysis about the
capacity to resolve the sawtooth oscillation. The two dashed vertical green lines
indicate that the sawtooth crash can be well resolved; however, the slope of the
Lyman-alpha intensity (solid black line) is not fully corresponding to the original
slope indicated by the red dashed line. Therefore, the evolution of the absolute
intensity of the H-like resonance line is not able to fully “resolve” the sawtooth
oscillations.

10.3.5.5 Enhanced Radiation Heat Load

Depending on the plasma parameters with respect to the radiating atom/ion, the
oscillatory behavior of electron temperature and density may also induce a con-
siderable increase of the radiation heat load (Rosmej and Lisitsa 2011). This is
demonstrated in Fig. 10.25 with the help of the He-like resonance line W of argon.
It can be seen that with the onset of the oscillation, an increased radiation heat load
is observed, indicated as “heat load type 1” in Fig. 10.25. After stabilization of the
oscillatory response, an oscillatory increase of the radiation heat load is observed,

Fig. 10.25 MARIA simulations of the temporal evolution of the radiation heat load. The start of
the sawtooth oscillation leads to a considerable increase of the radiation heat load “heat load 1”
compared to the stationary case at 2 keV while during the oscillatory phase, periodic radiation heat
load increases “heat load 2” are observed
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indicated as “heat load type 2” in Fig. 10.25. During the oscillatory phase, also
reduced radiation heat load is observed. The increased radiation heat load (means
increased compared to the stationary case indicated with dotted lines in Fig. 10.25)
is due to the characteristic time scale of the ionic distribution (see (10.86)): The
temperature rises more rapidly than the characteristic time scale of the ionic dis-
tribution; therefore, instantaneous electron collisional excitation at high tempera-
tures takes place from non-relaxed (enhanced) ground states (in the current example
the He-like ground state 1s2 1S0).

The increased radiation heat load of type 1 and type 2 may have dramatic
consequences for the plasma confinement as material damages can be induced. It is
therefore of great interest for the future experimental reactor ITER to have tem-
porally resolved line emissions available that are calibrated in the sense of a
“precursor diagnostic” to shut off the machine before destructive radiation heat load
develops.

We note that Fig. 10.25 demonstrates the principle mechanisms of the increased
radiation heat load via a transparent example. In practice, the increased radiation
heat load can develop for any other ionization stage, line emission, and impurity

Fig. 10.26 Evolution of the
line intensity ratio of
Lyman-alpha and
Helium-alpha of argon under
sawtooth oscillation where the
final temperature is identical
to the maximum temperature
of the oscillation
(Fig. 10.21b). Neither the
sawtooth crash nor the slope
can correctly be followed via
the line ratio

Fig. 10.27 Evolution of the
line intensity ratio of the
He-like dielectronic satellite
J = 2p2 1D2–1s2p

1P1 and
Lyman-alpha of argon under
sawtooth oscillation where the
final temperature is identical
to the maximum temperature
of the oscillation
(Fig. 10.21b). Sawtooth crash
and slope can approximately
be followed via the satellite
resonance line ratio
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atom/ion in dependence of the electron temperature. For heavy element impurities
(such as tungsten), increased radiation heat load can therefore develop in many
different spectral ranges.

10.3.5.6 Time-Dependent Line Intensity Ratios

For spectroscopic and diagnostic applications, it is of great interest to study diag-
nostic line ratios during sawtooth oscillations. Figure 10.26 shows the temporal
evolution of the intensity ratio of the H-like Lyman-alpha line and He-like reso-
nance line W of argon that is frequently employed for temperature diagnostics. It
can be seen that during sawtooth oscillation of type (b) (Fig. 10.21b), the line
intensity ratio oscillates between the stationary values corresponding to
kTe = 1.6 keV and kTe = 2.0 keV (dotted lines indicated with “1.6 keV” and “2.0
keV” in Fig. 10.26) while these limits are never reached during the oscillation.
Therefore, this line ratio has not the capacity to serve as a time-resolved temperature
diagnostic during sawtooth oscillation.

As can also be seen from Fig. 10.26, the line ratio displays only a limited
capacity to resolve the slope of the sawtooth and entirely fails to describe the
sawtooth crash.

Figure 10.27 shows the temporal evolution of the satellite-to-resonance line
ratio, i.e., the intensity ratio of the transition J = 2p2 1D2–1s2p

1P1 and the cor-
responding H-like Lyman-alpha line 2p 2P1/2,3/2–1s

2S1/2. This line ratio is a very
convenient temperature diagnostic as discussed above (see Sect. 10.2.1.1). It can be
seen from Fig. 10.27 that this line ratio has a great capacity to resolve even the
oscillatory phase of the sawtooth: rising slope and sawtooth crash are well

Fig. 10.28 Evolution of the line intensity ratio of the He-like intercombination line Y and
resonance line W of argon under sawtooth oscillation where the final temperature is identical to the
maximum temperature of the oscillation (Fig. 10.21b). Sawtooth crash and slope are strongly
perturbed and differ strongly from the original model sawtooth (Fig. 10.21b) while the oscillatory
amplitudes are strongly outside the interval corresponding to the stationary values
for kTe = 1.6 keV and kTe = 2.0 keV
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described and close to the original form (Fig. 10.21b) of the sawtooth. Note that the
sawtooth crash leads to a rise of the ratio because the satellite-to-resonance line
ratio increases with decreasing temperature.

Figure 10.28 demonstrates the temporal evolution of the He-like intercombi-
nation Y and resonance line W ratio during sawtooth oscillation. It can clearly be
seen that this ratio is highly out of equilibrium: The ratio may be considerably
smaller and larger than the corresponding stationary values (indicated with dashed
lines “1.6 keV” and “2.0 keV” in Fig. 10.28). Also slope and crash of the line ratio
do not well correspond to the original sawtooth.

10.4 Suprathermal Electrons

10.4.1 Non-Maxwellian Elementary Atomic Physics
Processes

According to (10.73), (10.74), the atomic populations nj are related to the ele-
mentary atomic physics processes via the transition matrixWij. Each matrix element
Wij is the sum over the rates of all relevant elementary atomic physics processes. If
particle correlations can be neglected in the calculation of the elementary atomic
physics processes, the rates (units of [s−1]) can be composed into a product of
particle densities and rate coefficients, i.e.,

dnj
dt

¼ �nj
XN
i¼1

Wji þ
XN
k¼1

nkWkj ð10:102Þ

with

Wji ¼ ne � Cji þAji þ ne � Iji þ n2e � Tji þ ne � Dji þCji þ ne � Rji þ � � � : ð10:103Þ

Equation (10.103) explicitly lists the most important elementary processes in a
plasma, i.e., electron collisional excitation/de-excitation rate coefficients Cij and Cji

(in units of [cm3 s−1]), if the electron density is in units of [cm−3]), radiative decay
rates Aij (units of [s−1]), electron collisional ionization Iij (units of [cm3 s−1]),
electron-induced three-body recombination rate coefficient (units of [cm6 s−1]),
dielectronic capture Dij (in units of [cm3 s−1]), autoionization Cij (in units of [s−1]),
and radiative recombination rate coefficient Rij (in units of [cm3 s−1]). The dots on
the right-hand side of (10.103) indicate further processes that might be important
for particular applications (e.g., charge exchange as discussed in Sect. 10.3, heavy
particle processes, radiation field terms). The rate coefficients X = Cij, Iij, Dij, Rij, Tij
have to be determined from integrals over the respective cross sections and the
electron energy distribution functions F(E). For X 6¼ T, we have
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Xji ¼
Z1
E0

dE rXji Eð ÞV Eð ÞF Eð Þ: ð10:104Þ

rXji is the cross section for the process “X” for the transition i ! j, V is the relative
velocity of the colliding particles and E0 is the threshold energy (if no threshold
exist E0 = 0). The energy distribution function is normalized according to

Z1
0

F Eð Þ � dE ¼ 1: ð10:105Þ

In the nonrelativistic approximation

V Eð Þ ¼
ffiffiffiffiffiffi
2E
me

r
: ð10:106Þ

For the three-body recombination coefficient Tij, one has to take care of the fact
that the energy distribution function of simultaneously 2 particles (“1” and “2”) has
to be taken into account:

Tji ¼ p2�h3

m2
e

gi
gj

Z1
0

dE1

Z1
0

dE2
Effiffiffiffiffiffiffiffiffiffi
E1E2

p rIji E;E1ð ÞF E1ð ÞF E2ð Þ ð10:107Þ

or, in convenient units

Tji ¼ 1:3949� 10�26 � gi
gj
�
Z1
0

dE1

Z1
0

dE2
Effiffiffiffiffiffiffiffiffiffi
E1E2

p rIji E;E1ð ÞF E1ð ÞF E2ð Þ ½cm6 s�1�

ð10:108Þ

with E, E1, and E2 in [eV] and r in [cm2]. rIji E;E1ð Þ is the double differential
ionization cross section for the transition i ! j, gi and gj are the statistical weights
of the level i and j, respectively, and

E ¼ DEji þE1 þE2; ð10:109Þ

where DEji is the ionization energy. Numerical calculations have shown (Green and
Sawada 1972; Clark et al. 1991; Faucher et al. 2000) that the double differential
cross section can be cast into a product of a single ionization cross section rIji Eð Þ
and a probability X E;E1ð Þ:
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rIji E;E1ð Þ ¼ rIji Eð Þ � X E;E1ð Þ ð10:110Þ

with

ZðE�E1Þ=2

0

X E;E1ð ÞdE1 ¼ 1: ð10:111Þ

The advantage in the decomposition of the double differential cross sections
according to (10.110) lies in the fact that the single ionization cross section rIji Eð Þ is
readily provided by atomic physics codes while the probability function X E;E1ð Þ
can be approximated by an analytical function:

X E;E1ð Þ ¼ 1
E � Eið Þ � E2 þ aE2

i

	 

� 2 � aþ 1ð Þ � E2

i þ
b � EþEið Þ � E1 � 0:5 � E � Eið Þð Þ4

E � Eið Þ3
( )

; ð10:112Þ

where Ei is the ionization energy. From the analysis of H-like Coulomb–Born
exchange ionization cross sections from 1s until 6 h, the fitting parameters “a” and
“b” can be approximated with a � 14.4 and b � 160 (Clark et al. 1991) and also
be applied for non-hydrogenic ions. For highly charged ions, the fitting parameters
describe in general well (within 20%) the double differential cross sections; how-
ever, for neutral or near neutral atoms/ions and multiple-filled shells, the agreement
is less accurate in particular at small parameters E1/(E − Ei).

For practical application of (10.104), it is necessary to establish the link between
the direct and inverse cross sections because in non-Maxwellian plasmas, the
principle of detailed balance cannot be employed to extract the inverse rate coef-
ficient from the direct rate coefficient. For the cross section of the rate coefficient
Cij, we need to relate the collisional excitation cross section to the collisional
de-excitation cross section (see also Sect. 7.7.2):

rji E
0ð Þ ¼ gi

gj
rji E

0 þDEji
	 
E0 þDEji

E0 ; ð10:113Þ

where E and E0 are the electron energies before and after scattering, respectively.
These two energies are related to each other via the excitation energy DEji:

E ¼ E0 þDEji: ð10:114Þ

Relation (10.113) is known as “Klein–Rosseland equation.” For a Maxwellian
electron energy distribution, direct and inverse rate coefficients are directly related
by
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Cji ¼ Cji � gigj � exp DEji
	 


: ð10:115Þ

Applying the same method outlined in Sect. 7.6.2, we can relate the ionization
cross section for the ionization rate coefficient Iij to the three-body recombination
equivalent cross section (note that the index characterizes a state “i” before ion-
ization and the index “j” a state after ionization):

rTji E1;E2ð Þ ¼ p2�h3

m2
e
� gi
gj
� Effiffiffiffiffiffiffiffiffiffiffiffiffiffi

E1 � E2
p � rIji E;E1ð Þ; ð10:116Þ

where E is the electron energy before ionization and E1 and E2 are the electron
energies after ionization. These three energies are related to each other via the
ionization energy Ei:

E ¼ Ei þE1 þE2: ð10:117Þ

Comparing (10.107) and (10.116), the three-body recombination rate coefficient
can be represented as a double integral over the three-body recombination equiv-
alent cross section, i.e.,

Tji ¼
Z1
0

dE1

Z1
0

dE2 r
T
ji E1;E2ð ÞF E1ð ÞF E2ð Þ: ð10:118Þ

For a Maxwellian energy distribution function, the three-body recombination
coefficient can be directly expressed via the ionization rate coefficient, i.e.,

Tji ¼ Iji � gi2gj
� 2p�h2

mekTe

� �3=2

� exp Ei=kTeð Þ

¼ 1:6564� 10�22 � Iji � gigj �
exp Ei=kTeð Þ

kTeð Þ3=2
½cm6 s�1�:

ð10:119Þ

For the last relation in (10.119), Iij in [cm3 s−1], kTe and Ei in [eV] (ne in [cm−3] in
(10.103)).

Concerning the radiative recombination rate coefficient Rij, it is conveniently
expressed in terms of the photoionization cross section that is related to the radiative
recombination cross section

gi � rizji �hxð Þ ¼ 2mec2E

�h2x2
� gj � rrji Eð Þ; ð10:120Þ

where E is the energy of the photoionized electron and �hx is the photon energy.
These energies are related to each other via the ionization energy Ei:
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�hx ¼ Ei þE: ð10:121Þ

Relation (10.120) is known as the “Milne equation.” The radiative recombina-
tion rate coefficient is therefore given by

Rji ¼
Z1
0

rrji Eð Þ � V Eð Þ � F Eð Þ � dE ð10:122Þ

or, expressed in terms of the photoionization cross section:

Rji ¼ gi
gj
� 1ffiffiffi

2
p � m3=2

e � c2
�
Z1
0

rizji Ei þEð Þ � Ei þEð Þ2ffiffiffiffi
E

p � F Eð Þ � dE ð10:123Þ

or, in convenient units

Rji ¼ 2:8616� 1019 � gi
gj
�
Z1
0

rizji EiþEð Þ � Ei þEð Þ2ffiffiffiffi
E

p � F Eð Þ � dE ðcm3 s�1Þ ð10:124Þ

with E and Ei in [eV] and r in [cm2] (ne in [cm−3] in (10.103)).
Because the dielectronic capture is the inverse process of autoionization, we can

apply a similar method than in Sect. 7.6.2 to determine the dielectronic capture rate
coefficient:

Dji ¼ p2�h3ffiffiffi
2

p
m3=2

e

gj
gi
Cji

Z1
0

d ES;Eð Þ � F Eð Þffiffiffiffiffi
ES

p � dE: ð10:125Þ

Es is the dielectronic capture energy. The d-function in (10.125) appears because
the dielectronic capture is a resonance processes: Only continuum electrons that
meet exactly the atomic resonance energy can take part in a capture process.
Therefore, (10.125) takes the form

Dji ¼ p2�h3ffiffiffi
2

p
m3=2

e

� gj
gi
� Cji � F ESð Þffiffiffiffiffi

ES
p ð10:126Þ

or, in convenient units (Cji in [s−1], ES in [eV], F in [1/eV])

Dji ¼ 2:9360� 10�40 � gj
gi
� Cji � F ESð Þffiffiffiffiffi

ES
p ½cm3 s�1�: ð10:127Þ

For a Maxwellian energy distribution function, (10.126) takes the form
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Dji ¼ 1:6564� 10�22 � gj
gi
� Cji � expð�ES=kTeÞ

kTeð Þ3=2
ðcm3 s�1Þ ð10:128Þ

with kTe and ES in [eV] (ne in [cm−3] in (10.103)).

10.4.2 Pathological Line Ratios

Due to the increased parameter space for non-Maxwellian electrons, it is difficult to
derive general conclusions like for Maxwellian plasma. An important insight into
non-Maxwellian atomic kinetics, however, can be obtained in the framework of the
“Hot Electron Approximation”. In this approximation, only fbulk and fhot (see
(10.93), (10.94)) are retained to approximate the non-Maxwellian energy distri-
bution function F(E), i.e.,

F E; Tbulk; Thotð Þ ¼ 1� fhotð ÞFM E; Tbulkð Þþ fhotFM E; Thotð Þ: ð10:129Þ

FM(E,Tbulk) and FM(E,Thot) are Maxwellian energy distribution functions with the
parameters Tbulk and Thot (note that Tbulk and Thot are not temperatures in a ther-
modynamic sense but just convenient parameters), fhot is the fraction of the hot
electrons which are described by the energy distribution function FM(E,Thot). Many
experiments with hot dense plasmas have shown (e.g., dense laser-produced plas-
mas, dense pinch plasmas) that (10.129) is a reasonable approximation to the
measured distribution function (e.g., obtained by means of the bremsstrahlung).
Moreover, Thot is often much larger than Tbulk. In this case, it is convenient to speak
of a “bulk” electron temperature Tbulk and to interpret Thot as a hot electron tem-
perature Thot, while fhot is the hot electron fraction that is defined by

Fig. 10.29 MARIA
simulations of the intensity
ratio of the J-satellite and
H-like Lya of Ar for different
hot electron fractions fhot in
dependence of the bulk
electron temperature,
ne = 1022 cm−3,
kThot = 20 keV
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fhot ¼ ne hotð Þ
ne bulkð Þþ ne hotð Þ : ð10:130Þ

ne(bulk) is the density of the “bulk” electrons and ne(hot) those of the hot or
suprathermal electrons.

The introduction of the “bulk” and “hot” electron temperature permits to
understand the basic effects of suprathermal electrons on the radiation emission, the
spectral distribution, and line intensity ratios. Figure 10.29 shows the intensity line
ratios of the He-like J-satellite and the H-like Lya of argon for different fractions of
hot electrons, kThot = 20 keV, ne(hot) + ne(bulk) = 1022 cm−3. The case fhot = 0
corresponds to a Maxwellian plasma, and the numerical simulations are close to the
analytical model discussed above (10.18)–(10.28). Deviations from the analytical
model for very low temperatures are due to collisional–radiative effects. The
monotonic dependence on the electron temperature indicates a strong sensitivity for
electron temperature measurements. Hot electron fractions, however, lead to a
non-monotonic behavior. This is connected with the different asymptotic behavior
of the cross sections for the collisional excitation and the dielectronic capture: For
the collisional excitation, all electrons whose energy is larger than the excitation
energy contribute to the excitation; the dielectronic capture, however, is a resonance
processes and only those electrons in the continuum contribute to the cross section
which match the resonance energy (see (10.125)). Therefore, hot electrons con-
tribute strongly to the collisional excitation of the resonance line but only little to
the dielectronic capture of the satellite lines. As for low bulk electron temperatures,
the hot electron-induced collisional excitation is large compared to those of the bulk
electrons; the intensity ratio is much lower than for a Maxwellian plasma. For high
bulk electron temperatures, the hot electrons do not contribute much compared to
the bulk electrons and the curves for f > 0 approach those for f = 0.

Fig. 10.30 MARIA
simulations of the intensity
ratio of the H-like Lya-line
and the He-like resonance line
W of Ar for different hot
electron fractions fhot in
dependence of the bulk
electron temperature,
ne = 1022 cm−3,
kThot = 20 keV
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The red arrows in Fig. 10.29 show the principle difficult for diagnostics: The same
line ratio can be obtained for three different sets of parameters: (1) kTbulk = 0.5 keV,
f = 3%, (2) kTbulk = 1.17 keV, f = 3%, (3) kTbulk = 1.24 keV, f = 0. Of particular
importance is the difference between the solutions (1) and (3): low bulk temperature
and hot electrons versus a high electron temperature without hot electrons. This
example indicates the general difficult to interpret the measurements: This difficulty is
not connected with the particular selection of the resonance line and the satellite
transitions but is based on the general asymptotic dependence of the cross sections
(resonance process and threshold process). Therefore, all line ratios of any resonance
line and its satellite transitions are affected in a similar manner.

Figure 10.30 shows the line ratios of the H-like Lya and He-like Hea of argon,
ne = 1022 cm−3, kThot = 20 keV. In a Maxwellian plasma (fhot = 0), the strong
monotonic dependence is very convenient for temperature diagnostics. The pres-
ence of hot electrons, however, rises considerably the intensity ratio for lower bulk
electron temperatures due to increased ionization induced by hot electrons: 1s2 + e
(hot) ! 1s + 2e.

The red arrows in Fig. 10.30 indicate an example of the principle difficult for
diagnostics due to multiple solutions for the same line intensity ratio:
(1) kTbulk = 400 eV, fhot = 0.1, (2) kTbulk = 930 eV, fhot = 0. Also this example
shows that the neglect of hot electrons leads to a considerable overestimation of the
bulk electron temperature. It should be noted that the intensity ratio of Fig. 10.30
poses other difficulties in transient plasmas: In ionizing plasmas, the ionic popu-
lations are lagging behind the electron temperature and therefore the Lya emission
is lower than it would correspond to the given electron temperature. In other words,
using the stationary line intensity ratio (i.e., neglecting the ionizing nature of the
plasma) underestimates the electron temperature. In recombining plasmas, the
electron temperature is overestimated because the Lya intensity is too large for the
given electron temperature. The line intensity ratio of Lya and Hea is therefore more

Fig. 10.31 MARIA
simulations of the intensity
ratio of the He-like
intercombination line Y and
the He-like resonance line
W of Ar for different hot
electron fractions fhot in
dependence of the total
electron density,
kTbulk = 600 eV,
kThot = 20 keV
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indicative for the ionization temperature and not for the electron temperature as
often erroneously stated.

Figure 10.31 shows the line intensity ratio of the He-like intercombination line
Y = 1s2p 3P1 ! 1s2 1S0 + hm and the He-like resonance line W = 1s2p 1P1 ! 1s2
1S0 + hm, kTbulk = 600 eV. The continuous decrease of the line intensity ratio with
increasing density is due to an effective collisional population transfer from the
triplet system to the singlet system. As the intercombination transition has a rather
low transition probability compared to the resonance line (spin forbidden transition
in the LS-coupling scheme), the population of the triplet system is much larger than
those of the singlet system. Therefore, the transfer of population from the singlet to
the triplet system is smaller than opposite resulting in an effective population
transfer from the triplet to the singlet levels. This in turn results in a decrease of the
line intensity ratio. As Fig. 10.31 indicates, the density sensitivity of this line
intensity ratio is strong and can therefore be used as an electron density diagnostic.

Hot electrons, however, result in an overall decrease of the intensity ratio for all
electron densities. This effect is due to the different asymptotic dependence of direct
and exchange excitation cross sections (see also discussion in Sect. 5.5.2):

rdirect / lnE
E

; ð10:131Þ

rexchange / 1
E3 : ð10:132Þ

In a pure LS-coupling scheme, the collisional excitation from the ground state to
the triplet levels is carried only by the exchange part of the cross section. Due to the
strong decrease of the exchange cross sections with increasing impact energy
(compared to the direct cross section), the hot electron-induced excitation for the
singlet levels is much larger than for the triplet levels. This results in a strong
decrease of the line ratio and in turn to a large overestimation of the electron density
when hot electrons are neglected. We note that this effect is not connected with the
particular line ratio of the Y- and W-lines: It is a consequence of the general
asymptotic dependence of the cross sections according to (10.131), (10.132).
Therefore, all line ratios which are based on resonance and intercombination line
transitions are perturbed in a similar manner. The red arrows in Fig. 10.31 (cal-
culated for kTbulk = 600 eV, kThot = 20 keV) indicate an example of the principle
difficult of density diagnostics due to multiple solutions for the same line intensity
ratio: (1) ne = 2 � 1020 cm−3, fhot = 3%, 2) ne = 1.2 � 1021 cm−3, fhot = 0.0. This
example shows that the neglect of hot electrons leads to a considerable overesti-
mation (order of magnitude) of the electron density.

Let us consider the influence of intermediate coupling effects. For the transitions
1s2 + e ! 1s2l 1,3L + e, the excitation cross sections in intermediate coupling rIC
can be written (see Sect. 5.5.2) as follows:
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rIC ¼ Qdrdirect þQerexchange: ð10:133Þ

For example, for the excitation of the resonance line W (cross section
1s2 1S0 + e ! 1s2p 1P1 + e) and the intercombination line Y (cross section
1s2 1S0 + e ! 1s2p 3P1 + e), we have in the pure LS-coupling scheme:
QLS

d Wð Þ ¼ 2, QLS
e Wð Þ ¼ 0:5, QLS

d Yð Þ ¼ 0, QLS
e Yð Þ ¼ 0:5. For argon, the angular

factors are only slightly different in the intermediate coupling scheme:
QIC

d Wð Þ ¼ 1:9684, QLS
e Wð Þ ¼ 0:5, QLS

d Yð Þ ¼ 0:0316, QLS
e Yð Þ ¼ 0:5. The inter-

mediate coupling angular factors Q indicates that the triplet levels have a small
admixture of the direct cross section. This admixture is, however, of importance
for rather heavy elements, e.g., for molybdenum we have QIC

d Wð Þ ¼ 1:515,
QLS

e Wð Þ ¼ 0:5, QLS
d Yð Þ ¼ 0:485, QLS

e Yð Þ ¼ 0:5. In conclusion, even in the inter-
mediate coupling scheme (note that the above simulations presented in Fig. 10.31
include intermediate coupling effects), the discussion concerning the asymptotic
behavior of the excitation cross sections (10.131), (10.132) remains valid.

What is the general conclusion from Figs. 10.29, 10.30 and 10.31? The standard
line ratios are excellent methods for density and temperature diagnostics in sta-
tionary Maxwellian plasmas. However, for plasmas containing hot electrons, the
development of other methods is mandatory. Of primary importance are the stable
determination of the bulk electron temperature and the hot electron fraction.

10.4.3 Bulk Electron Temperature

Let us consider a plasma whose electron energy distribution function is given by
(10.129), (10.130). The rate coefficients for the processes “X” are then given by

Xh i ¼ 1� fhotð Þ X; Tbulkh iþ fhot X; Thoth i: ð10:134Þ

For the three-body recombination rate coefficient Th i, the expression is more
complicated due to the need for simultaneously two energy distribution functions of
the continuum electrons:

TRh i ¼ 1� fhotð Þ2 TR; Tbulkh iþ f 2hot TR; Thoth i
þ 2fhot 1� fhotð Þ TR; Tbulk; Thoth i: ð10:135Þ

The first term describes the usual three-body recombination at a temperature
Tbulk ( TR; Tbulkh i being the three-body recombination rate coefficient at temperature
Tbulk) the second one those at a temperature Thot ( TR; Thoth i being the three-body
recombination rate coefficient at temperature Thot). The last term is a mixed term
which requests the integration over the double differential cross section (see
(10.118)). This term cannot be expressed by simple combinations of usual
three-body coefficients with Tbulk and/or Thot like the first and second terms of
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(10.135). As discussed in relation with (10.101), this is very inconvenient for
numerical simulations because the double integration in a multilevel multi-ion stage
atomic system requests considerable computational resources. The “mixed” term of
(10.135) can be roughly approximated by

TR; Tbulk; Thoth i � 0:95
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TR; Tbulkh i TR; Thoth i

p Tbulk
Thot

� �0:1

; ð10:136Þ

where Tbulk < Thot.
Let us now consider an innovative method to determine the electron bulk tem-

perature in dense plasmas containing hot electrons (Rosmej 1995b) that is based on
the analysis of the X-ray line emission of a He-like satellite and the He-like Rydberg
series 1snp 1P1 ! 1s2 1S0 + hm of highly charged ions. The intensity of a He-like
satellite with high radiative and high autoionizing rate is given by (see also Fig. 5.1)

Isatk;ji ¼ �hxjinenk k ¼ 1sð Þ 1� fhotð Þ DR; Tbulkh iþ f DR; Thoth if g : ð10:137Þ

The rate coefficient of the dielectronic recombination is given by (see also
(10.20)–(10.23))

DR; Th i ¼ a
Qk;ji

gk

exp �Ekj=kT
	 

kTð Þ3=2

; ð10:138Þ

where Qk,ji is the satellite intensity factor defined in (10.23), Ekj is the capture
energy.

If the electron density is sufficiently high to ensure a balance between the levels
“1s” and “1snp 1P1” via collisional ionization and three-body recombination, we
can determine the population density of the 1snp 1P1-level analytically:

nen 1snp1P1
	 


1� fhotð Þ I; Tbulkh iþ f I; Thoth if g
� n2en 1sð Þ 1� fhotð Þ2 TR; Tbulkh iþ f 2hot TR; Thoth iþ 2fhot 1� fhotð Þ TR; Tbulk; Thoth i

n o
:

ð10:139Þ

From (10.137) and (10.139), the intensity ratio of the dielectronically captured
satellite and theHe-likeRydberg series is given by [note that the term TR; Thoth i is rather
small because TR; Th i decreases strongly with increasing temperature; see (5.50):

Isatk;ji

In
¼ xji

xn

nen 1sð Þ 1� fhotð Þ DR; Tbulkh iþ fhot DR; Thoth if g 1� fhotð Þ I; Tbulkh iþ f I; Thoth if g
Annen 1sð Þ 1� fhotð Þ2 TR; Tbulkh iþ f 2hot TR; Thoth iþ 2fhot 1� fhotð Þ TR; Tbulk; Thoth i

n o :

ð10:140Þ
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An is the spontaneous transition probability of the Rydberg series 1snp 1P1 ! 1s2
1S0; xJ and xn are the transition frequencies of the satellite and Rydberg transitions.
Developing (10.140) in the series of fhot gives

Isatk;ji

In
¼ xji

xn

DR; Tbulkh i � I; Tbulkh i
An � TR; Tbulkh i � 1þ fhot � G1 þ � � �f g ð10:141Þ

with

G1 ¼ I; Thoth i
I; Tbulkh i þ

DR; Thoth i
DR; Tbulkh i � 2

TR;Tbulk; Thoth i
TR; Tbulkh i : ð10:142Þ

With

DR; Tbulkh i ¼ 1
g 1sð Þ �

2pð Þ3=2�h3
2 mekTbulkð Þ3=2

� Qk;ji � exp �Ekj=kTbulk
	 
 ð10:143Þ

and

TR;Tbulkh i ¼ I; Tbulkh i � gn
2g 1sð Þ �

2pð Þ3=2�h3
mekTbulkð Þ3=2

� exp En=kTbulkð Þ ð10:144Þ

the intensity ratio of (10.141) can be written as

Isatk;ji

In
¼ xji

xn

Qk;ji

Angn
exp �Ekj þEn

kTbulk

� �
� 1þ f � G1 þ � � �f g: ð10:145Þ

Calculations show that for almost all practical cases, G1 < 1. This indicates that
the zero-order approximation of (10.145), namely

Isatk;ji

In

����
0�order

¼ xji

xn
� Qk;ji

An � gn � exp �Ekj þEn

kTbulk

� �
ð10:146Þ

is of extraordinary importance: (10.146) represents the ideal case of a bulk electron
temperature diagnostic in non-Maxwellian plasmas, i.e., (see also (10.12), (10.13))

Iji
Ij0i0

¼ Gjij0i0 Tbulkð Þ: ð10:147Þ

With respect to (10.147), it is important to note that the zero-order approxi-
mation does not depend on the hot electron fraction but still describes the line ratios
very accurately: That is why this approximation is of great interest to determine the
bulk electron temperature in non-Maxwellian plasmas. An extremely useful He-like
satellite transition is the J-satellite (2p2 1D2 ! 1s2p 1P1 + hm) because of its large
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autoionizing rate, high radiative decay rate, and its simplicity in experimental
registration (see, e.g., Fig. 10.1).

A further advantage of (10.146) is that it contains only a few atomic data. These
data can be expressed in an analytical manner with high precision. For An, we
propose the following expression:

An ¼ A0 � aZ2
eff

	 
 � nðn� 1Þ2n�2

ðnþ 1Þ2nþ 2 Z4
eff s�1 �

; ð10:148Þ

Zeff ¼ Zn � r: ð10:149Þ

Note that the first factor in (10.148) takes into account intermediate coupling effects
which strongly depend on the nuclear charge Zn. With A0 = 4.826 � 1011,
a = 7.873.107, r = 0.8469, a precision better than 6% is reached for all n for
elements in the interval Zn = 6–32 (practically all elements of practical interest for
diagnostics). The dielectronic satellite intensity factor for the J-satellite has already
been described by (10.24). The energies in (10.146) can be approximated by

E1s;J þEn ¼ 13:6 eV
3
4
Z2
n þ

3
4

Zn � 0:4ð Þ2� Zn � 0:5ð Þ2� 1� 1
n2

� �� �
ð10:150Þ

with a precision better than 2%. For example, for Zn = 18 and n = 4, the exact data
are: A4 = 1.21 � 1013 s−1, QJ = 4.30 � 1014 s−1, E1s,J + E4 = 2.55 keV, whereas
the analytical formulas (10.148)–(10.150) provide A4 = 1.19 � 1013 s−1,
QJ = 4.36 � 1014 s−1, E1s,J + Ei,4 = 2.56 keV. This indicates a sufficiently high
precision of the simple analytical expressions for diagnostic applications.

Fig. 10.32 MARIA simulations of the intensity ratios Lya/W, J/Lya and J/1snp 1P1 of Ar in a
dense plasma containing hot electrons, ne = 1022 cm−3, kTbulk = 600 eV, kThot = 20 keV. Also
indicated the analytical zero-order approximation for the ratio J/1s4p 1P1 of (10.146) to determine
the bulk electron temperature. Red dashed and red dotted curves are the standard line ratios for the
determination of the electron temperature that shows a strong dependence with respect to the hot
electron fraction
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Figure 10.32 shows the numerical simulations of the intensity ratio of the
He-like J-satellite line and the Rydberg series for n = 2–7 (solid black lines) in
dependence of the hot electron fraction fhot, the bulk electron temperature is
kTbulk = 600 eV, the total electron density is ne = 1022 cm−3, and the hot electron
temperature is kThot = 20 keV. Also shown in Fig. 10.32 are the intensity ratios of
Lya/W and J/Lya which has been discussed in connection with Figs. 10.29 and
10.30. Figure 10.32 demonstrates an impressive stability of the intensity ratios J/
1snp 1P1 even for very large hot electron fractions up to 10%. For such large hot
electron fractions, the standard line intensity ratios are already off by an order of

Fig. 10.33 Energy-level
diagram showing the
collisional coupling of
Rydberg states 1snl with the
continuum (see (10.139)),
the dielectronic capture to the
2l2l′-states from the H-like
ground state 1s 2S1/2 (see
(10.137)) and the relevant
radiative decay rates

Fig. 10.34 Experimental
X-ray spectrum from a dense
Mega-Ampère Z-pinch driven
with argon showing the
H-like Lyman-alpha line (2p),
Lyman-beta line (3p), the
He-like J-satellite, and the
He-like series 1snp 1P1−1s

2

1S0
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magnitude which means that they are meaningless for a temperature diagnostics.
Figure 10.32 also indicates that for higher Rydberg series transitions, the intensity
ratio is only very weakly dependent on the hot electron fraction because the ther-
malization threshold to ensure PLTE has already been reached. This is demon-
strated schematically in Fig. 10.33 which also explains the basic characteristics of
the bulk electron temperature diagnostic with the help of an energy level diagram.

Figure 10.32 presents also the results of the zero-order approximation (10.146)
for the 1s4p 1P1-line. Excellent agreement is seen between the numerical
non-Maxwellian simulations and the zero-order analytical approximation. This
confirms the great importance of the zero-order approximation to determine the
bulk electron temperature and the practical realization of (10.147).

Let us apply the bulk electron temperature measurement to the X-ray emission
spectra of a dense Mega-Ampere Pinch driven with argon (Rosmej et al. 1993).
Figure 10.34 shows the soft X-ray spectrum in the spectral range from the H-like
Lyman-alpha line with corresponding satellites until the He-like series limit of
1snp 1P1−1s

2 1S0. Table 10.6 shows the electron temperatures deduced from the
line ratios of (10.146). It can be seen that the bulk electron temperature stabilizes at
about kTbulk = 1.3 keV. This indicates that the collisional coupling of the 1snl-
states with the continuum (see Fig. 10.33) is effective starting with principal
quantum number of about n = 7. The last column of Table 10.6 presents the critical
densities obtained from (10.39) for Z = 17 and kTbulk = 1.3 keV. As the line ratios
stabilize at about n = 7, the right column can be used to estimate the electron
density that are in agreement with density measurements of different methods
(Rosmej et al. 1993).

We note that the satellite to Rydberg transition method for the determination of
the bulk electron temperature can be transferred to different satellite transitions in
order to optimize the application under various experimental constraints, e.g., the
use of the Lyman-beta satellites (Rosmej et al. 2009).

Table 10.6 Bulk electron
temperatures deduced from
the experimental spectrum of
Fig. 10.34 with the help of the
zero-order approximation of
(10.146)

I(J)/I(1snp) kTbulk (keV) ne,crit (cm
−3)

n = 4 0.7 ± 0.1 1.7 � 1022

n = 5 0.9 ± 0.1 3.4 � 1021

n = 6 0.9 ± 0.1 9.4 � 1020

n = 7 1.2 ± 0.2 3.2 � 1020

n = 8 1.3 ± 0.2 1.2 � 1020

n = 9 1.3 ± 0.2 5.3 � 1019

Right column indicates the critical density obtained from (10.39)
for kTbulk = 1.3 keV and Z = 17
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10.4.4 Hot Electron Fraction

10.4.4.1 Hot Electron Perturbed Satellite and Resonance Line
Intensities

Having once determined the bulk electron temperature, the intensity ratios of the
He-like 2l2l′-satellites with the Lya line can be used for the determination of the hot
electron fraction if resonance line intensity and satellite intensity are well approx-
imated by

Iresk0;j0i0 � nenk0
Aj0i0P
l0 Aj0l0

Ck0j0
� �

; ð10:151Þ

Isatk;ji � anenk
Qk;ji

gk

exp �Ekj=kTe
	 

kTeð Þ3=2

: ð10:152Þ

If the energy distribution function is described by (10.129), (10.130) and the rate
coefficients by (10.134) the fraction of hot electrons is then given by

fhot � 1

1þ R CR; Thoth i � DR; Thoth i
DR; Tbulkh i � R CR; Tbulkh i

; ð10:153Þ

where the line intensity ratio R is

R ¼ Isatk;ji

Iresk0;j0i0
: ð10:154Þ

The relevant rate coefficients of (10.153) are given by

CR; Th i ¼ Aj0i0P
l0 Aj0l0

Ck0j0 ; T
� �

; ð10:155Þ

DR; Th i ¼ a
Qk;ji

gk

exp �Ekj=kT
	 

kTð Þ3=2

: ð10:156Þ

In order to best fulfill the parameter range of validity of (10.156), the use of the
He-like J-satellite (see also discussion above) is recommended. Equations (10.24)–
(10.28) provide the necessary data for the 2l2l′- and 1s2l2l′-satellites and their
corresponding resonance lines. In high-density plasmas, the range of validity of
(10.151)–(10.156) might be limited (in fact, (10.151), (10.152) are strictly valid
only in the framework of the Corona model and negligible inner-shell contribution
of the dielectronic satellite emission) and other methods have to be developed.
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10.4.4.2 Qualitative Distortion of the Ionic Charge State Distribution

Suprathermal electrons are routinely excited in high-intensity laser-produced
plasmas via instabilities driven by nonlinear laser–plasma interaction. Their accu-
rate characterization is crucial for the performance of inertial confinement fusion as
well as astrophysical and high-energy-density experiments.

In view of the pathological line ratios in non-Maxwellian plasmas discussed
above, it is therefore mandatory to develop alternative spectroscopic methods for
the determination of the hot electron fraction. Let us therefore consider the ionic
fractions in dense plasmas with and without fractions of hot electrons. Fig. 10.35
shows the MARIA simulations for ne = 1021 cm−3, Leff = 300 lm and fhot = 0.0
(solid curves) and fhot = 0.09 (dashed curves), kThot = 20 keV. The comparison
between the solid and the dashed curves shows that a qualitative deformation of the
ionic fractions has taken place. The arrow indicates a particular strong rise of the
H-like abundance for lower bulk electron temperatures, whereas other ionic frac-
tions (He-, Li-, Be-like) are much less influenced. This qualitative deformation can
in turn be used for the determination of the hot electron fraction by visualizing the
various fractions via the X-ray line emissions from the H-, He-, Li-, Be-, B-, C-like
ions (Rosmej 1997).

Experimentally, it is difficult to observe simultaneously the line emission from
H- and He-like ions (K-shell emission) and those of Li-, Be-, B-, C-like ions (L-
shell emission) due to the strongly different spectral ranges (requesting a) different
types of spectrometers and b) their relative intensity calibration). However, by
means of inner-shell satellite transitions 1s2sn2pm ! 1s22sn2pm−1 + hm this draw-
back can be circumvented (Rosmej 1997): The wavelength interval of all line
transitions is located in a similar spectral range (K-shell), and all transitions are
therefore simultaneously observable with one type of spectrometer.

Figure 10.36 show the MARIA simulations of the soft X-ray emission spectra of
titanium in a dense optically thick plasma, ne = 1021 cm−3, Leff = 300 lm.
Figure 10.36a shows the simulation for fhot = 0.0, kTe = 2.3 keV, Fig. 10.36b
shows the simulation for fhot = 0.0, kTe = 1.0 keV, and Fig. 10.36c shows the

Fig. 10.35 MARIA
simulations of the ionic
fractions of titanium in dense
optically thick plasmas
containing hot electrons,
ne = 1021 cm−3,
Leff = 300 lm for different
hot electron fractions,
fhot = 0.0 (solid curves),
fhot = 0.09,
kThot = 20 keV (dashed
curves)
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MARIA simulation for fhot = 0.09, kTbulk = 800 eV, and kThot = 20 keV. As
Fig. 10.36b demonstrates the Lya emission is practically absent for low electron
temperatures, whereas the Ka-satellite series is strongly pronounced. At high
electron temperatures (Fig. 10.36a), the Lya-emission is strong; however, the Ka-
satellites series of Be- B- and C-like ions is practically absent. This reflects the
general behavior of the ionic charge state distribution depicted in Fig. 10.35 (see
also Fig. 6.5): The ionic populations of highly charged ions (nuc, H-like) are never
at the same time as large as those for low-charged ions (Be-, B-, C-like). In
non-Maxwellian plasmas, however, large fractions of highly and low-charged ions
(see arrow in Fig. 10.35) can exist simultaneously. This circumstance is related to

Fig. 10.36 MARIA
simulations of the spectral
distribution (linear scale,
normalized) of titanium in
dense optically thick
non-Maxwellian plasmas,
ne = 1021 cm−3,
Leff = 300 lm, a fhot = 0.0,
kTe = 2.3 keV, b fhot = 0.0,
kTe = 1.0 keV, c fhot = 0.09,
kTbulk = 800 eV,
kThot = 20 keV
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the fact that for hot electrons, the exponential factor in the expression for the rate
coefficients is close to 1 because kThot is larger than the threshold energies (exci-
tation, ionization). Therefore, the shell structure is not anymore strongly reflected in
the distribution of ionic populations. The “admixture” of a considerable fraction of
H-like ions simultaneously with Li-, Be-like ions is then connected with the fol-
lowing: the ionization rate for the bulk electrons is in strong competition with the
hot electron-induced rate. However, the ionization of the He- and H-like ions is
essentially driven by the hot electrons as the rate coefficients for the bulk electrons
are exponentially small. Therefore, hot electrons lead only to a minor decrease of the
low-charged ions (Be-, B-, C-like) but to a strong increase of the H-like ions with
corresponding simultaneously strong Lya emission and Ka-satellite series emission.

The characteristic distortion of the ion charge stage distribution can in turn be
used for the determination of the hot electron fraction (Rosmej 1997). This method
has successfully been applied in laser-driven inertial fusion experiments to deter-
mine the time- and space-resolved hot electron fraction in the NOVA-hohlraums
(Glenzer et al. 1998). For these purposes, tracer elements of titanium have been
mounted into the hohlraum and time-resolved X-ray spectra (spectral interval as
shown in Fig. 10.36) have been recorded. Figure 10.37 shows the time-dependent
hot electron fraction as inferred from the non-Maxwellian time-dependent MARIA
simulations. The maxima correspond to the rise of the pulse-shaped laser irradiation
of the hohlraum and reach hot electron fractions up to about 10% (Fig. 10.37, left
scale). Simultaneous measurements of the stimulated Raman scattering (SRS),
Fig. 10.37 (right scale), indicate a clear correlation with the spectroscopic inferred
hot electron fraction. This allowed identifying the parametric SRS instability as the
main source of hot electron production.

10.4.4.3 Temporal Shifts of the Hot Electron Fraction

Suprathermal electron production driven by instabilities in laser–plasma interaction
(Kruer 1988) is of paramount interest for the inertial confinement fusion

Fig. 10.37 Hot electron
fraction fhot as inferred from
the time-dependent MARIA
simulations of titanium X-ray
spectra. The hot electron
fractions correlate with the
SRS losses and reaches
fractions up to about 10%
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(ICF) science and high-energy-density physics (HEDP). In the direct drive scheme,
hot electrons can cause degradation in the performance of ICF capsules by fuel
preheat and reduced compressibility of the capsule (Glenzer et al. 1998; Lindl
1995; Lindl et al. 2004, 2014). In the fast ignition scheme (Tabak et al. 2005), laser
coupling to fast electrons determines the efficiency of the energy delivery to the
ignition region. In the shock ignition scheme (Betti et al. 2007), the fuel is ignited
from a central hot spot heated by a strong spherically convergent shock. The laser
intensities required to launch this shock exceed the threshold of parametric insta-
bilities (such as stimulated Raman scattering or two-plasmon decay), which couple
a significant fraction of the laser energy to hot electrons.

Hydrodynamic simulations of laser–plasma interactions for pulse durations of
the order of 0.1–10 ns and intensities I � k2 ¼ 1013�1016 W/cm2 are highly chal-
lenging as nonlinear processes play an important role. These kinetic processes
cannot be directly incorporated into large-scale hydrodynamic models because of a
large disparity of temporal and spatial scales. A detailed characterization of hot
electrons as well as the plasma evolution via independent methods is therefore
mandatory to validate large-scale hydrodynamic approaches that are at its infancy.
In this context, X-ray spectroscopy and non-thermal atomic physics are of particular
interest due to their potential for a unique characterization of hot electrons inside the
relevant plasma.

As demonstrated in relation with Fig. 10.37, the time evolution of the hot
electron generation is also of great interest. These timing issues receive a renewed
interest for the shock ignition scheme as recent experiments have demonstrated that
hot electron onset has a strong influence on the shock strength (Theobald et al.
2015).

Due to the typical ns-time scale in high-energy-density research and inertial
fusion applications, time-resolved information can also be extracted from the spatial
evolution of the X-ray emission as the radiating ions propagate in space of the order
of Vion � slaser � 107 cm/s � 1 ns ¼ 100 lm. Such displacements can be easily
resolved with space-resolved X-ray spectroscopy employing curved X-ray Bragg
crystals (Renner and Rosmej 2019). Figure 10.38 shows an example of the

Fig. 10.38 Space-resolved X-ray spectrum of copper irradiating a solid copper foil with a ns
kilojoule laser. K-alpha emission is excited by hot electrons and extends far behind the original
target surface due to the fast-propagating ions. The double image is a particular advantageous
feature of the vertical Johann geometry
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space-resolved K-alpha emission of copper produced by the irradiation of copper
foils with a ns kilojoule laser (Smid et al. 2019). Due to the vertical Johann
geometry, registration of a double-sided image is possible (Renner et al. 1997) that
greatly increases the experimental precision (see also Chap. 8). Due to kilojoule
energy, intensities up to 1016 W/cm2 are achieved that generate hot electrons. The
hot electrons propagate into the cold copper foil and drive K-shell ionization of
rather low-charged ions which results into the typical K-alpha radiation (indicated
with Ka1 and Ka2 in Fig. 10.38). Due to the backward ion acceleration, the K-alpha
emission extends far behind the original target position of the order of 50 lm; see
Fig. 10.38. In front of the target, the plasma is strongly heated resulting in higher
charge states and corresponding satellite emission from higher charge states
(indicated as “satellite emission” in Fig. 10.38). Due to the high spectral resolution,
the satellite emission originating from open M-shell configurations (indicated as
“ionized” in Fig. 10.38) can be separated from open L-shell emission (indicated as
“highly ionized” in Fig. 10.38).

The simulations demonstrate that the spatial evolution of these satellites and Ka1

and Ka2 emission is sensitive to the hot electron evolution due to the qualitative
distortion of the ionic populations as discussed above (Sect. 10.4.4.2). Moreover,
due to the backward acceleration of the ions, timing issues of the hot electrons can
be addressed: Ions propagate backwards but X-ray emission is only excited if the
hot electrons propagate into the backward moving ions. The extension of the K-

Fig. 10.39 Space-resolved
simulation of the X-ray
spectrum of copper irradiated
with a 0.35 ns, 700 J laser
pulse with k = 1.315 lm.
Cold K-alpha emission
extends far backwards
(positive axial position) with
respect to the “heated
emission” when the onset of
the hot electrons generation is
displaced relative the
maximum of the laser pulse
by 400 ps
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alpha emission behind the original target position and its relative displacement to
the “heated emission” is therefore characteristic for the onset of the hot electrons as
demonstrated with the simulations in Fig. 10.39. This method includes the spatial
grid variation obtained from two-dimensional hydrosimulations which have been
employed to deduce relative time shifts for the onset of the hot electron generation
with respect to the laser pulse maximum (Smid et al. 2019). The temporal infor-
mation deduced from high-resolution X-ray spectroscopy is of great interest to test
and develop large-scale hydrodynamic simulations that are currently at its infancy
(Smid et al. 2019).

10.5 Space-Resolved Measurements of Fast Ions

10.5.1 Spatial Resolution of Plasma Jets

Large efforts are made to create homogenous dense plasmas under extreme con-
ditions to provide samples and emission properties, which can be directly compared
with theory. Unfortunately, dense hot laboratory plasmas show almost always large
variations of the plasma parameters over space, and, in consequence a large vari-
ation of the spectral emission (see, e.g., Fig. 10.38). As spatial parameter grid
reconstructions are difficult to implement for grid averaged data, X-ray spec-
troscopy with spatial resolution is frequently applied to obtain supplementary

Fig. 10.40 Space-resolved plasma jets consisting of highly charged radiating aluminum ions.
a X-ray pinhole image (left) and schematic geometry of the jet emission (right), b two-dimensional
X-ray imaging realized with a spherically curved Bragg crystal
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information. Spatial resolution can be realized with a slit mounted at a suitable
distance between the source and the X-ray crystal; however, luminosity is drasti-
cally reduced. Space resolution can also be obtained without slits employing
X-ray-focusing optics realized with curved X-ray crystals. The most commonly
used curved crystal arrangements are the Johann geometry, the vertical Johann
geometry, the Johannson geometry, the Chauchois geometry that employ cylin-
drically curved crystals while two-dimensional curved crystals (including the
spherical ones) allow to achieve at the same time high spectral and spatial resolution
while maintaining high luminosity (Renner and Rosmej 2019). Two particular
methods turned out to be extremely useful for dense plasma research:

(1) the vertical Johann geometry (Renner et al. 1997) which is extremely suitable
for line profile investigations: Spatial resolution of some lm can be achieved
(therefore, image plates with about 50 lm resolution seriously limit
high-resolution spectroscopy and line shape analysis becomes a very critical

Fig. 10.41 X-ray pinhole emission and two-dimensional X-ray imaging of highly charged
aluminum plasma jet interaction with the residual gas. Rear-side and front-side emission show
characteristic differences that depend on the particular X-ray transition
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issue; note that even in case of Charged Coupled Devices CCD the 13 lm pixel
size sets a serious limitation for high-resolution spectroscopy), while simulta-
neous extremely high spectral resolution of about k/dk � 6000 can be realized.
The spectral range, however, is rather limited, permitting only to observe, e.g.,
the H-like aluminum Lymana line and corresponding satellite transitions. Due
to the appearance of double-sided spectra, the geometry can provide line shift
measurements without reference lines,

(2) the spherical X-ray crystals (Faenov et al. 1994; Skobelev et al. 1995) which do
provide simultaneously high spectral (k/dk � 1000–6000, dependent on the large
geometrical variations) and spatial resolution (about 10–30 lm), large spectral
windows (permitting, e.g., to observe all the Ka-satellite series until the He-like
resonance line W for aluminum (Rosmej et al. 2001c)) and large spatial window
(up to cm with 10 lm resolution) and the possibility of X-ray microscopic
applications (two-dimensional X-ray imaging). For example, the two-dimensional

Fig. 10.42 a Schematic geometrical arrangement of fast ion Doppler shift measurements of X-ray
spectral lines. The first spectrometer is positioned at very low angle a � 0 while the second
spectrometer is located typically at angles a[ 30	. b The comparison of these two spectra allows
deducing shifts originating from the fast ion velocities

Fig. 10.43 Experimental
determination of the fast ion
distribution function from the
optically thin part of the
Doppler shifted emission. The
distribution function is
reasonably well approximated
with a Maxwellian function
with a temperature parameter
kTion = 1.35 MeV
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imaging permits to determine the angle of laser-produced plasma jet diffusion in
space in dependence of the ionic charge state; see Fig. 10.40.

The two-dimensional X-ray imaging realizes a two-dimensional spatial resolu-
tion with one axis in the Z-direction of the laser propagation while the other
direction is along the wavelengths scale. Therefore, the spectral resolution is lim-
ited. The key point in the experimental realization is to slightly defocus the spec-
trometer so that spatial resolution along the wavelengths axis is obtained but to tune
the defocusing in a manner to maintain still a spectral resolution that allows
identifying the line transitions of interest.

Figure 10.41 shows the spatial variation of the plasma jet emission in colliding
plasmas when a highly ionized plasma jet interacts with the residual gas in the target
chamber (Rosmej et al. 2006c). The upper part of Fig. 10.41 shows the geometry and
the X-ray pinhole emission of the rear-side and front-side emissions. The lower part of
Fig. 10.41 shows the two-dimensional X-ray imaging that allows resolving particular
line emission (spectral resolution) along with spatial resolution. The spatial variation
of the resonance and intercombination lines is drastically different. Moreover, usually
very weak intercombination satellite transitions originating from the 1s[2p2 3P] 4P-
states show very large intensities. These changes are induced by charge transfer
process from the low-charged residual gas to the highly ionized plasma jets (Rosmej
et al. 2006c). Therefore, space-resolved X-ray spectroscopy has identified charge
exchange coupling between the colliding plasmas (jet and residual gas).

The detailed spatial information of the radiating plasma jets provides a unique
characterization of (a) the interaction between the jet and the residual gas, and
(b) their mutual coupling via charge transfer. Therefore, charge exchange is also of

Fig. 10.44 Space-resolved X-ray emission (left) and X-ray pinhole emission (right) of highly
charged fluorine plasma jet in dependence of different focal lens positions. At highest intensities,
the Doppler shift of the He-like resonance line W is very pronounced
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considerable interest in high-density plasmas to shed more light into the complex
theory of colliding plasmas.

10.5.2 Energy Distribution of Fast Ions

A further important application of space-resolved spectroscopy is the experimental
determination of the energy distribution function of fast ions in dense laser-produced
plasmas measured via line shifts of spectrally highly resolved resonance lines. These
shifts are induced by the directionally Doppler shift. Figure 10.42a shows schemat-
ically the principal geometrical arrangement of the measurement. The measurements
request two identical spectrometers positioned at very small and at large angles. The
comparison of these two spectra then allows attributing the observed relative shift to
the fast ion velocity. Figure 10.42b shows the line profile of the H-like fluorine Lya
and the strongly pronounced “blue” line wing. The Doppler shifted position which
corresponds to an ion energy of E = 3.6 MeV is indicated.

Fast ion velocity distribution functions can then be deduced from the optically
thin part of the Doppler shifted emission. Figure 10.43 shows that the ion velocity
distribution function is reasonably approximated by a unidirectional Maxwellian
function with a temperature parameter of kTion = 1.35 MeV (Rosmej et al. 1999c,
2002b). These types of measurements provide critical information to test kinetic
plasma simulations.

Figure 10.44 shows the space-resolved Doppler line shift measurements for
different laser irradiation conditions employing a laser pulse with duration 15 ns,
laser wavelength 1.06 lm, and laser energy of 10–60 J. The different focus con-
ditions are realized via different positions of the focusing lens. Also seen from
Fig. 10.44 is a correlation of the spatial extension of the spectrally resolved plasma
jets (Z-axis, direction of the expanding plasma) and the X-ray pinhole measure-
ments (Fig. 10.44).

Fast ion velocities in dense plasmas lead to differential shifts of emission and
absorption coefficients which may lead to considerable modification of optically
thick lines shapes as discussed in Sect. 1.1.4 (Fig. 1.4). For this reason, the analysis
of the energy distribution function as discussed in Fig. 10.43 has been limited to the
line wings, which are optically thin.

Fast ion velocities may also contribute directly to excitation and ionization
processes via the W-matrix in the atomic population kinetics. Important examples
are the redistribution of population in the fine structure of H-like ions (2s 2S1/2,
2p 2P1/2, 2p

2P3/2) due to a collisional coupling of the 2s 2S1/2 and 2p 2P1/2 levels.
Their energy difference is very small (Lamb shift), and heavy particle collisions are
therefore effective. Other examples are the collisional proton ionization of hydrogen
levels with large principal quantum numbers, which turned out to be an important
effect in magnetic fusion research (Rosmej and Lisitsa 1998) to analyze charge
exchange processes (see Sects. 10.3.1 and 10.3.2).
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A very rough estimate of the importance of collisional cross sections induced by
fast ions can be made (in some cases) via the classical approach: If the ion velocity
Vion is much smaller than the effective Bohr velocity Vn for an electron with
principal quantum number n, the ion-induced cross section might be negligible:

r � 0 : Vion 
 Vn ¼ V0
Zeff
n

: ð10:157Þ

V0 is the Bohr velocity (2.19 � 108 cm/s) and Zeff is the effective charge of the
target ion where the atomic transitions are induced. More detailed calculations of
heavy particle collisional cross sections are proposed (Sobelman and Vainshtein
2006; Gryzinsky 1965).

10.6 Atomic Physics in Dense Plasmas with X-ray Free
Electron Lasers

XUV and X-ray Free Electron Lasers (XFELs) have provided the high-energy-
density physics community with outstanding tools to investigate and to create matter
under extreme conditions never achieved in laboratories so far. The key parameters of
existing XFEL installations (LCLS in USA, EU-XFEL in Germany, SACLA in
Japan) are micro- and even sub-microfocusing to achieve intensities in access to
1016 W/cm2, short pulse lengths (10–100 fs), tunable photon energy (1–30 keV),
small bandwidth (some 10 eV at about 10 keV in SASE mode and about 1 eV in
self-seeded mode), and high repetition frequency (some 10 Hz up to 100 Hz),
allowing to accumulate thousands of shots to improve signal-to-noise ratios.

This makes XFEL installations distinct different from well-known synchrotron
radiation facilities. The brilliance of XFEL’s is more than ten orders of magnitude
higher than modern synchrotrons, and this allows to photoionize inner-shells of almost
every atom in a solid crystal in a single pulse. As the pulse duration is of the order of
the Auger time scale an exotic state of matter, a “Hollow Crystal” can be created. The
decay of crystalline order can be initiated by a burst of Auger electrons with energies
in the X-ray range that heat up the hollow crystal as identified with high-resolution
spectroscopy (Galtier et al. 2011) in the first high-energy-density experiment at the
XUV–FEL FLASH (Riley et al. 2009). This is distinct different to synchrotrons:
Auger electron production is rare compared to the total number of atoms, and Auger
electrons do not allow changing the physical properties of the crystal.

Next, the tunable photon energy combined with the small bandwidth permits to
pump selected atomic transitions in the X-ray range. Compared to the well-known
pumping of low energy transitions by optical lasers, X-ray pumping will allow
outstanding steps forward. The first experiment of X-ray pumping of dense plasmas
that have been produced by a powerful auxiliary optical laser has been performed at
LCLS at SXR (Seely et al. 2011). In this experiment, it has successfully been
demonstrated that efficient changes in the atomic populations of highly charged ions
induced by XFEL can be achieved (Moinard et al. 2013; Rosmej et al. 2016). As it
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has been the case for laser-induced fluorescence (LIF) with standard optical lasers, a
revolutionary impact is expected via the photopumping of X-ray transitions. In
addition to standard LIF, X-LIF will allow to study isoelectronic sequences due to
the large range of tunability of the XFEL photons. As synchrotrons might not allow
selective efficient X-ray pumping (drastic change of atomic populations), XFEL
facilities have opened a new world for scientific activity.

An important further technical process has been made at XFEL’s by reducing the
width of the energy distribution function: In the so-called seeded-mode, a band-
width down to some eV is reached at some keV photon energies. This has led to the
first experiment to scan X-ray line shapes in dense plasmas (created with a powerful
auxiliary optical laser) at LCLS at MEC (Rosmej et al. 2018).

10.6.1 Scaling Laws to Move Atomic Populations
with XFEL

10.6.1.1 Description of Time- and Energy-Dependent XFEL Radiation

Let us assume that time and energy dependence of the XFEL radiation are inde-
pendent from each other and can therefore be described by the functions fFEL tð Þ and
~NFEL Eð Þ. The number of photons per volume/time/energy is then given by:

~NFEL E; tð Þ ¼ ~NFEL Eð ÞfFEL tð Þ; ð10:158Þ
Zþ1

�1
fFEL tð Þdt ¼ 1: ð10:159Þ

We assume a Gaussian energy dependence to simulate the narrow bandwidth of
the XFEL:

~NFEL Eð Þ ¼ ~N0
1ffiffiffi

p
p

CFEL
exp � E � EFELð Þ2

C2
FEL

 !
; ð10:160Þ

CFEL ¼ dE=2
ffiffiffiffiffiffiffi
ln 2

p
: ð10:161Þ

EFEL is the central energy of the radiation field, ~NFEL Eð Þ is the number of photons/
volume/energy, ~N0 is the peak number of photons/volume, dE is the bandwidth.
Assuming a Gaussian time dependence, the number of photons Ntot;s per pulse
length s is given by
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Ntot;s ¼
Z1
0

dE
Z

volume

dV
Zþ s=2

�s=2

dt ~NFEL E; tð Þ � 2Acs~N0 erf
ffiffiffiffiffiffiffi
ln 2

p� �

� 0:761 � Acs~N0: ð10:162Þ

A is the focal spot area, s is the XFEL pulse width (FWHM). For estimations, the
error function can be approximated by

erf ðxÞ ¼ 1ffiffiffi
p

p
Zx
0

e�t2 � dt

� 1
2
� e�x2

2
� 0:3480242

1þ 0:47047 � x�
0:0958798

1þ 0:47047 � xð Þ2 þ 0:7478556

1þ 0:47047 � xð Þ3
" #

:

ð10:163Þ

The laser intensity ~IFEL E; tð Þ per bandwidth energy and time interval is related to
the photon density ~NFEL E; tð Þ via

~IFEL E; tð ÞdEdAdt ¼ ~NFEL E; tð ÞE � dEdVdt: ð10:164Þ

Integrating the XFEL beam over a full width at half maximum with respect to
energy and time, �IFEL;dE;s (energy/time/surface) is given by (assuming a Gaussian
time dependence):

�IFEL;dE;s ¼
ZdE=2

�dE=2

dE
Zs=2

�s=2

c � dtE � ~N E; tð Þ � 4EFELc~N0erf
2

ffiffiffiffiffiffiffi
ln 2

p� �

� 0:579 � c � EFEL � ~N0 ð10:165Þ

or, in convenient units

�IFEL;dE;s � 2:8� 10�9
~N0

cm3

� �
EFEL

eV

� �
W
cm2

� �
: ð10:166Þ

The number of photons Ntot;s is related to the intensity �IFEL;s via (d is the focal
spot diameter)

�IFEL;s ¼ 2 � erf
ffiffiffiffiffiffiffi
ln 2

p� �
� Ntot;s � EFEL

ps � d2=4 � Ntot;s � EFEL

s � d2 : ð10:167Þ
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10.6.1.2 Photoionization

In order to change atomic populations by irradiation of matter with XFEL, pho-
toionization rates need to be larger than corresponding electron ionization rates and,
in case of photopumping, photoexcitation rates need to be larger than corresponding
spontaneous radiative decay rates. In order to obtain analytical formulas, we con-
sider the hydrogen-like approximation for an arbitrary atom with effective charge
Zeff and an atomic level with principal quantum number n and energy

En ¼ Z2
eff � Ry
n2

; ð10:168Þ

where Ry ¼ 13:6057 eV: For the case of photoionization this leads to the following
relation:

Zþ s=2

�s=2

dt
Z1
En

dErizn Eð Þc~NFEL E; tð Þ[ neIn: ð10:169Þ

rizn EFELð Þ is the photoionization cross section from level n; ne is the electron density,
In is the electron collisional ionization rate, c the speed of light. Employing the
Kramers classical cross section for the photoionization (see also Sects. 3.3 and 3.7
and review [Rosmej et al. 2020b]),

E[En : r
iz
n Eð Þ ¼ 2:9� 10�17 E5=2

n

Z � E3 cm2 � ð10:170Þ

and the Lotz-formula for the electron collisional ionization (see Sect. 5.3.1), i.e.,

In ¼ 6� 10�8 � Ry
En

� �3=2

�
ffiffiffiffiffi
bn

p
� e�bn � ln 1þ 0:562þ 1:4bn

bn 1þ 1:4bnð Þ
� �

cm3s�1 �
; ð10:171Þ

bn ¼
En

kTe
: ð10:172Þ

Equations (10.168)–(10.172) provide the following estimate (peak intensity
IFEL ¼ cEFEL ~N0):

IFEL [ 3� 10�8 � ne cm�3	 
 � Z �
ffiffiffiffiffi
bn

p
� e�bn � ln 1þ 0:562þ 1:4bn

bn 1þ 1:4bnð Þ
� �

W
cm2

� �
ð10:173Þ

assuming EFEL ¼ En þ 3dEðdE 
 EFELÞ for effective photoionization. For
ne ¼ 1021 cm�3, Zeff ¼ 13, bn ¼ 2 (10.173) delivers IFEL [ 3� 1013 W/cm2.
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10.6.1.3 Photoexcitation

Let us now consider the relations for the X-ray photopumping of line transitions
(i.e., resonant photopumping). In order to influence strongly via photoexcitation on
the atomic populations, photoexcitation rates need to be larger than corresponding
spontaneous radiative decay rates:

Zþ s=2

�s=2

dt
ZDEnm þ d~E=2

DEnm�d~E=2

dE rabsnm Eð Þc~NFEL E; tð Þ�Amn: ð10:174Þ

rabsnm Eð Þ is the photoabsorption cross section for the transition from level n to level m
and Amn is the spontaneous radiative decay rate from level m to level n; d~E is an
effective width for the XFEL interaction with the atomic transition. The photoab-
sorption cross section is given by

rabsnm Eð Þ ¼ E
4p

Bnmunm Eð Þ: ð10:175Þ

Bnm is the Einstein coefficient of stimulated absorption that is related to the Einstein
coefficient of spontaneous radiative decay according to

Bnm ¼ 4p3�h3c2

E3

gm
gn

Amn; ð10:176Þ

unm Eð Þ is the normalized local absorption line profile:

Zþ1

�1
unm Eð ÞdE ¼ 1: ð10:177Þ

We assume a Gaussian line profile with full width at half maximum, i.e.,

FWHM ¼ 2
ffiffiffiffiffiffiffi
ln 2

p
CG ð10:178Þ

and a width parameter

CG ¼ DEnm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kTi=Mc2

p
ð10:179Þ

corresponding to a Doppler profile to obtain analytical estimates:
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unm Eð Þ ¼ 1ffiffiffi
p

p
CG

exp � E � DEnm

CG

� �2
" #

ð10:180Þ

and (d~E is the bandwidth)

4 ln 2

d~E2
¼ 1

C2
G

þ 1

C2
FEL

: ð10:181Þ

If the XFEL photon energy is exactly tuned to the transition energy, e.g.,
EXFEL ¼ DEnm EXFEL ¼ DEnm, (10.160), (10.161), (10.174)–(10.181) provide the
following estimate:

IFEL [ 2� 105DE3
nm

gn
gm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FWHM2

FEL þFWHM2
G

q W
cm2

� �
ð10:182Þ

with DEnm and FWHM in [eV]. For H-like Al Lya, DEnm ¼ 1728 eV, gn ¼ 2,

gm ¼ 6, we obtain IXFEL ¼ 4� 1015 W/cm2 (assuming
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FWHM2

FEL þFWHM2
G

q
¼

10 eV). The relation (10.182) indicates an important scaling law:

IFEL / Z6: ð10:183Þ

Therefore, extremely high brilliance of XFEL’s is needed to pump X-ray tran-
sitions. Assuming a spot diameter of d ¼ 2 lm, pulse length s ¼ 100 fs, photon
energy EXFEL ¼ 1:7 keV and a laser intensity of �IFEL;s ¼ 1016 W/cm2, a minimum
of about Ntot;s ¼ 2� 1011 photons in the XFEL pulse is requested according
(10.167) to effectively move atomic populations in the X-ray energy range.
Currently operating/planed Free Electron Laser facilities fulfill these requirements.
We note that relation (10.183) does not depend on the electron density and the
intensity estimate holds therefore true for low- and high-density plasmas.

10.6.2 Atomic Kinetics Driven by Intense Short Pulse
Radiation

Radiation field quantum mechanics in second quantization (Heitler 1954; Pike and
Sarkar 1995) and quantum kinetics (Rautian and Shalagin 1991) is the most general
approach to study the interaction of radiation fields with atoms while the quantum
kinetic approach via the density matrix theory (see Chap. 7) is the most general
approach to determine atomic populations (that are at the heart of almost all properties
of matter). On a unique footing, these approaches allow describing atomic population
and coherences and provide all necessary quantum matrix elements to take into account
the relevant elementary atomic processes (cross sections) and field-atom interactions.
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Under the assumption of broadband illumination and/or large collisional
broadening, the non-diagonal density matrix elements are negligible compared to
the diagonal ones (atomic populations) and the so-called rate equation atomic
population kinetic approach becomes valid (Loudon 2000). In order to keep the
presentation transparent, we employ for the below presentation the rate equation
kinetics in its most general form as outlined in Chap. 6. This approach will be
supplemented below to take into account an external intense short pulse radiation
field to describe the XFEL interaction with matter. We therefore start from (6.22)–
(6.28); however, the transition matrix elements have to be supplemented with a
radiation field term driven by the XFEL, i.e.,

Wji ¼ W col
ji þW rad

ji þWFEL
ji : ð10:184Þ

The radiation field matrix elements WFEL
ji for the external XFEL radiation are

given by

WFEL
ji ¼ WFEL;PI

ji þWFEL;SR
ji þWFEL;SA

ji þWFEL;SE
ji ; ð10:185Þ

WFEL;PI
ji ¼

Z1
�hxji

d �hxð ÞrPIji �hxð Þc~N �hxð Þ; ð10:186Þ

WFEL;SR
ji ¼ ne

p2c�h3ffiffiffi
2

p
m3=2

e

gi
gj

Z1
0

dE
F Eð Þffiffiffiffi

E
p rPIji �hxji þE

	 

~N �hxji þE
	 


; ð10:187Þ

WFEL;SA
ji ¼ p2c3�h3Aji

gj
gi

Z1
0

d �hxð Þuji xð Þ
�h

~N �hxð Þ
�hxð Þ2 ; ð10:188Þ

WFEL;SE
ji ¼ p2c3�h3Aji

Z1
0

d �hxð Þuji xð Þ
�h

~N �hxð Þ
�hxð Þ2 : ð10:189Þ

WFEL;PI
ji describes photoionization, WFEL,SR stimulated radiative recombination,

WFEL;SA
ji stimulated photoabsorption, WFEL;SE

ji stimulated photoemission. rPIji is the
photoionization cross section, F Eð Þ the energy distribution function of the con-
tinuum electrons, Aji the Einstein coefficient of spontaneous emission, uji the line
profile, c the speed of light, �h is the Planck constant, gi the statistical weight of a
bound state, x the angular frequency of the external radiation field, xji the atomic
transition frequency, and ~N is the number of external photons (those of the Free
Electron Laser) per unit volume and energy. We note, that (10.186–10.189) assume
that the concept of standard ionization and excitation probability per unit time in
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Fermi’s golden rule and in Einstein’s theory of stimulated emission and absorption
is still valid. This assumption breaks down for ultra-short pulses [Rosmej et al.
2021]: numerical calculations carried out in terms of a generalized probability for
the total duration of pulses in the near-threshold regime demonstrate essentially
non-linear behavior, while absolute values may change by orders of magnitude for
typical ultra-short XFEL and High-Harmonic Generated HHG pulses [Rosmej et al.
2021].

In optically thick plasmas, the spectral intensity distribution of an atomic tran-
sition i ! j with frequency xji is given by (see also Sect. 1.1.4):

IjZiZ xð Þ ¼ �hxjZiZ

4p
� njZ � AjZiZ � KjZiZ � UjZiZ x;xjZiZ

	 

: ð10:190Þ

njZ is the population of the upper-level j, AjZiZ is the spontaneous transition prob-
ability for the transition j ! i, KjZiZ is the lambda-operator to describe radiation
transport effects [Sect. 1.1.4, e.g., (1.33)] and UjZiZ x;xjZiZ

	 

is the associated

optically thick emission line profile (see Sect. 1.1.4, (1.34)). Equation (10.190)
indicates a strong interplay between the atomic structure (means transition proba-
bilities AjZiZ ) and atomic populations kinetics (population densities njZ ). The total
spectral local distribution is then given by

I xð Þ ¼
XZn
Z¼0

XNZ

jZ¼1

XNZ

iZ¼1

IjZiZ xð Þ: ð10:191Þ

Equation (10.191) is of great practical interest: It is the spectral distribution that
is accessible via X-ray spectroscopic measurements. In plasmas where opacity in
line transitions is important KjZiZ\1 and a generalized optically thick line profile
has to be invoked (see (1.34) of Sect. 1.1.4). If also radiation transport in the
continuum is important, the generalized radiation transport equation has to be
solved (Mihalas 1978). Such experimental situations, however, should be avoided:
The photon absorption in the continuum of a line transition is not at all redistributed
in the line itself, but redistributed in a large spectral interval due to the large “width”
of the continuum (in other words the “line photon” is lost). Therefore, under such
circumstances diagnostic ratios would rather be meaningless than useful. In order to
properly design experiments that avoid radiation transport in the continuum, the
continuum opacities sff (free–free opacity) and sfb (free–bound opacity) should be
sff\0:01 and sfb\0:01 (the opacities can be estimated from (1.54) and (1.55). It is
also desirable to avoid as much as possible the bound–bound opacity and ensure
sji \ 0:1 (see, e.g., (1.56), (1.57)). This strong estimate is related to the fact that in
most cases of XFEL research, X-ray transitions from autoionizing states are
recorded: Radiation transport related to autoionizing levels is very harmful for
spectroscopic diagnostic studies, as the reemission after absorption is almost sup-
pressed due to the large autoionizing rates (Kienle et al. 1995), i.e., a small
branching factor
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pji ¼ AjiP
l Ajl þ

P
k Cjk þ

P
m Cjm

� �Nji

: ð10:192Þ

pji is the probability that a photon from a line transition j ! i is reemitted, Aji is the
radiative decay,

P
l Ajl;

P
k Cjk and

P
m Cjm are the total radiative decay rates,

autoionizing rates and collisional rates leading to a depopulation of the upper-level
j; and Nji is the number of photon scatterings. As an example let us consider
aluminum and the j-dielectronic satellite (discussed in Table 10.1):
Aji ¼ 1:31� 1013 s�1;Cjk ¼ 1:29� 1014 s�1. Even if we set

P
m Cjm ¼ 0 the

remission probability is very low, pji ¼ 9:18� 10�2.
Finally we note that bound–bound opacity of a transition that is emitted,

absorbed, and reemitted in a dense plasma should not be confused with the opacity
of XFEL-induced resonant pumping.

10.6.3 Interaction of XFEL with Dense Plasmas

10.6.3.1 General Features of XFEL Interaction with Dense Plasmas:
Simulations

Figure 10.45 shows an experimental scheme for a typical pump probe experiment.
A powerful optical laser is irradiating a solid target to create a dense plasma plume.
The target is mounted on a rotating cylinder in order to accumulate spectra to
improve the signal-to-noise ratio. The XFEL is then triggered with respect to the
optical laser and focused into the dense plasma plume to pump X-ray transitions.
A high-resolution (high spectral and spatial) X-ray spectrometer is employed to
record the spectral distribution of the pumped X-ray transitions in dependence of
the target distance (along Y-axis in Fig. 10.45).

Let us follow the principle steps of XFEL interaction with a dense plasma with
the MARIA simulations described above taking also into account all radiation field
terms of (10.184)–(10.189) and a detailed LSJ-split atomic atomic/ionic level
system including ground, single, and multiple excited and hollow ion states from
various charge states (Rosmej and Lee 2007).

Figure 10.46 shows the evolution of the average charge (solid curve) when an
intense pulsed radiation field (dashed curve) is interacting with dense magnesium
plasma:

Zh i ¼
XZn
Z¼0

nZZ; ð10:193Þ

where nZ is the ionic population of charge Z (see (6.29)). The plasma density is
ne ¼ 1021 cm�3, the temperature kTe ¼ 40 eV. Opacity effects of the internal
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atomic/ionic radiation are included via an effective photon path length of Leff =
10 µm (see Sect. 1.1.4). The XFEL pulse duration is s ¼ 100 fs, photon energy
EXFEL ¼ 1850 eV and the photon density is ~N0 ¼ 1023 cm�3. The maximum laser
intensity is then

Imax ¼ cEfFEL;max � ~N0 ¼ 4:8 � 10�9fFEL;max

~N0

cm3

� �
E
eV

� �
W
cm2

� �
; ð10:194Þ

where fXFEL;max is the maximum value (fXFEL;max ¼ 0:246 in Fig. 10.46) of the
normalized time-dependent function of the laser intensity; see (10.158), (10.159),
Imax ¼ 2:2� 1017 W/cm2. Before the XFEL pulse interacts with the Mg plasma
plume, the average charge state is about Zh i � 7:4 that rises dramatically during the
interaction with the XFEL pulse. The system shows shock characteristics: After

Fig. 10.46 MARIA
simulations of the temporal
evolution of the XFEL pulse
and the average charge state
of a dense Mg plasma,
EFEL = 1850 eV, s = 100 fs,
Imax = 2.2 � 1017 W/cm2,
ne = 1021 cm−3, kTe = 40 eV,
Leff = 10 lm

Fig. 10.45 Principle scheme of a pump probe experiment when intense XFEL radiation interacts
with dense plasma produced by a powerful auxiliary optical laser
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laser pulse maximum, the average charge state is still increasing (at about
t ¼ 10�13 s), then stays almost constant for a few ps, then decreases on a 100 ps
time scale followed by a very slow final equilibration phase (10–100 ns). We note,
that general characteristics of shocked atomic systems have been explored in
[Deschaud et al. 2020].

Let us follow the shock characteristics in more detail via the ionic populations.
Figure 10.47 shows the charge state evolutions of the bare nucleus (nuc), H-like
ions (H), He-like ions (He), and Li-like ions (Li). Figure 10.47a shows the case
when the photon energy EXFEL ¼ 1850 eV is larger than the ionization potential of
the He-like Mg ground state Ei 1s2 1S0ð Þ ¼ 1762 eVð Þ. Before the XFEL pulse, the
ionic fractions nuc, H, and He are negligibly small due to the low electron tem-
perature of the plasma plume. With the onset of the XFEL pulse, He-like and H-like
ionic fractions rise rapidly. The population of the fully stripped Mg (“nuc” in
Fig. 10.47a) stays very small, because the XFEL photon energy does not allow
direct photoionization of the H-like ground state. The slight rise at the beginning of
the XFEL pulse is connected with collisional excitation–ionization processes in the
dense plasma.

Figure 10.47b shows a simulation when the photon energy is larger than the
ionization potential of the H-like ground state. Like in Fig. 10.47a, before the
XFEL pulse, the ionic fractions of the bare nucleus, H- and He-like ions are
negligibly small due to the low electron temperature of the plasma plume. With the
onset of the XFEL pulse, Li-like, He-like, and H-like ionic fractions rise rapidly. At
about laser pulse maximum, the fraction of H-, He-, and Li-like ions drop again
because the XFEL photons are photoionizing the H-like ground state 1s 2S1/2
because the photon energy of EXFEL ¼ 3100 eV keV is larger than the ionization
potential of H-like Mg ground state Ei 1s 2S1=2

	 
 ¼ 1963 eV
	 


. The depletion of

Fig. 10.47 MARIA simulations of the temporal evolution of the ionic fractions after interaction
of the XFEL pulse with a dense Mg plasma plume, a EFEL = 1850 eV, s = 100 fs,
~N0 ¼ 1023cm�3, Imax = 2.2 � 1017 W/cm2, ne = 1021 cm−3, kTe = 40 eV, Leff = 30 lm,
b EFEL = 3100 eV, s = 100 fs, ~N0 ¼ 1023cm�3, Imax = 3.7 � 1017 W/cm2, ne = 1021 cm−3,
kTe = 30 eV, Leff = 30 lm
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almost all electrons from the atomic system makes the plume transparent to the
XFEL radiation as no more absorption is possible: The absorption is saturated.
When the pulse is off, H-like, He-like, and Li-like ionic fractions increase as
recombination starts from the bare nucleus. At even later times (about t = 10−10 s),
all ionic fractions (nuc, H, He, Li) decrease due to the overall cooling of the plume
(rise of ionic fractions of low-charged ions not shown in Fig. 10.47b).

Figures 10.47 demonstrate that in the photoionization regime, the tuning of the
XFEL beam allows selection of different charge states (i.e., cutoff of charge states
that have ground state ionization energies above the photon pumping energy).

10.6.3.2 X-ray Pumping of Dense Plasmas

In the resonant pumping scheme, the tuning of the XFEL energy allows to selectively
pump bound–bound transitions and induce corresponding fluorescence, so-called
X-ray laser-induced fluorescence, so-called X-LIF (Rosmej et al. 2016, 2022).

Figure 10.48 presents the first X-LIF spectra of dense aluminum plasma
observed at LCLS for different X-ray pumping energies and for X-ray pulses
delayed by 100 ps (Moinard et al. 2013; Rosmej et al. 2016, 2022). For reference,
the upper spectrum (red curve) shows the spectral emission of the Al plasma created
by the optical YAG laser only (i.e., X-ray pump was absent). Dominating transi-
tions are the He-like resonance line 1s2 1S0–1s2p

1P1 and the intercombination line
1s2 1S0–1s2p

3P1 (W and Y in Fig. 10.48) of 11 times ionized aluminum. XFEL
pumping at 1597 eV (curve labeled as “He-like” for pumping of helium-like atomic
states) matches the atomic transition W that in turn results in a strong intensity
increase (factor 4) of the W-line (note that all spectra have been normalized to the
peak intensity).

The pumping at lower energies introduces abrupt changes in the spectral dis-
tribution. In particular, the pumping at 1587 eV corresponds to the transitions
K2L1 + hmXFEL ! K1L2. The pumped states are therefore the Li-like (10 times
ionized aluminum) autoionizing levels 1s2l2l′. Although the transitions that origi-
nate from these states are of very low intensity for the upper red curve (no pump),
the X-ray pumping results in a strong intensity increase. X-ray pumping at 1570,
1551, and 1531 eV corresponds to X-LIF of the autoionizing Be-like (nine times
ionized aluminum) states K1L3, the B-like (eight times ionized aluminum) states
K1L4, and C-like (seven times ionized aluminum) states K1L5. Here, K and L denote
the population of the inner atomic shells.

It is important to emphasize that emission lines, being weak or entirely absent in
the dense optical laser-produced plasma (e.g., the Be-, B-, and C-like transitions)
have been pumped to intensities that exceed even those of the resonance line
W (that is not pumped and its occurrence is only due to thermal excitation inside the
dense optical laser-produced plasma, upper red curve in Fig. 10.48).

The possibility of strong signal rise in the X-ray range from non-observable
intensities to excellent signal-to-noise ratios is further demonstrated in Fig. 10.49.
The figure demonstrates a rise in signal levels for the Be-like satellite X-ray
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transitions by a factor of 300 (the lower red spectrum has been shifted down by a
factor of 10 for better comparison) implying that the charge state distribution can be
probed in low-temperature dense plasmas (strongly coupled) that would not be
observable otherwise.

Figure 10.49 demonstrates likewise that X-LIF can move non-observable
bound–bound transitions to excellent signal levels. The two-electron transitions of
the Be-like satellites, i.e., 1s2s22p1 1P1−1s

22p2 1D2 are not observable in the
spectrum from the dense optical laser-produced plasma (red dotted curve in
Fig. 10.49) but moves to a good signal-to-noise ratio due to X-ray pumping.

Figure 10.50 demonstrates transient resonant pumping by setting different delay
times between the maximum of the optical laser pulse and the XFEL pulse in the
range of Dt = −50 ps to +300 ps. Figure 10.50a shows the spectral distribution in the
high-quality X-ray emission spectra of aluminum for Dt = 0 ps. The blue curve
shows the best fit from a transient non-LTE simulation carried out with the MARIA
collisional–radiative kinetics code described above. The simulations include the exact
overlap integrals of line profiles of the atomic transitions and the energy distribution
function of the XFEL for resonant and non-resonant pumping. In addition, the XFEL
pulse was resolved in time and brought to interaction with the plasma at a given

Fig. 10.48 Experimental spectra of resonant XFEL pumping of dense plasmas produced with an
auxiliary optical laser. The upper spectrum (red, linear scale) shows the X-ray emission from the
optical laser-produced plasma only that is dominated by the He-like resonance line W and
intercombination line Y. The pumping energies (blue numbers, spectral positions indicted with
flashes) fall into the spectral window of the X-ray spectral distribution of the
K2LN + EXFEL ! K1LN+1 transitions (N = 1–4). The induced emission (solid black curves, linear
scale, normalized to peak emission) from the He-like to C-like charge states corresponds to
emission from ionic core hole states K1LN+1. When the X-ray pump is on, strong intensity rises of
X-ray transitions (X-ray laser-induced fluorescence X-LIF) from Li-like until C-like ions are
observed. The X-ray pumping moves the intensities by many orders of magnitude
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temperature and density. A spectral distribution was then calculated at every time step
and then summed up until convergence was reached to compare simulations with
data. The simulations presented in Fig. 10.50a (blue curve) are obtained for an
electron temperature of 100 eV and electron density of 1 � 1021 cm−3. Despite a
simple zero-dimensional model, the blue curve provides a rather good fit to the

Fig. 10.49 Experimental spectrum of XFEL pumped dense aluminum plasma at
EXFEL = 1570 eV (indicated with dashed blue line). X-LIF increases the Be-like satellite intensity
by about two–three orders of magnitude (compared to the emission from optical laser only, red
dotted curve) moving even non-detectable transitions (e.g., the two-electron transitions indicated
by blue flash) to excellent signal-to-noise ratios

Fig. 10.50 Experimental spectra of transient X-ray pumping at different delay times Dt with
respect to the optical laser pulse. a Time-dependent non-LTE simulations for Dt = 0 ps carried out
with the MARIA code, b experimental X-LIF spectra for Dt = −50 ps and +300 ps
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measured data. We note that the plasma density is distinctly higher (order of mag-
nitude) than that obtained from the non-LTE fit of the optical laser-produced plasma
(upper red curve in Fig. 10.48). This is consistent because XFEL absorption and
subsequent X-LIF take place at higher densities for the geometry shown in
Fig. 10.45. The spectral distribution is far from LTE, as demonstrated by the com-
parison of the blue and green curves, cf. Figure 10.50a. Non-LTE effects are therefore
important even for high densities because high autoionizing rates and fs time scales
do not permit effective collisional redistribution.

In conclusion, the first transient X-ray pumping of dense optical laser-produced
plasmas presented in Figs. 10.48 and 10.49 demonstrates the great potential of
X-ray laser-induced fluorescence (X-LIF) in dense plasma atomic physics and
high-energy-density physics (Rosmej et al. 2016, 2022).

10.6.4 Beating the Auger Clock

10.6.4.1 Photoionization Versus Autoionization

Photoionization of inner atomic shells creates multiple excited states that can decay
via non-radiative transitions. Let us consider the photoionization from the K-shell:

K2LXMYNZ þ hmXFEL ! K1LXMYNZ þ ephoto ð10:195Þ

(e.g., iron is described by the configuration K2L8M14N2). The photoionized state is
multiple excited and can decay via radiative and non-radiative (autoionization,
known as Auger effect in solid-state physics) transitions. Let us consider a simple
example (Y = 0, Z = 0):

K1LX ! radiative decay : K2LX�1 þ hmKa

non�radiative decay : K2LX�2 þ eAuger

� �
: ð10:196Þ

Radiative and non-radiative decay processes in the X-ray energy range have
extensively been studied in the very past (Flügge 1957). Particularly synchrotrons
have been employed for advanced studies of X-ray interaction with solid matter.
Synchrotron radiation, however, is not very intense, allowing occurrence of pho-
toionization of inner-shells only as a rare process (means a negligible fraction of the
atoms in the crystal are photoionized thereby leaving the solid system almost
unperturbed). This situation is quite different for XFEL’s outlined above: Their
brilliance is more than ten orders of magnitude higher than those of most advanced
synchrotrons. Photoionization of inner-shells may therefore concern almost every
atom in the crystal structure leading to essential perturbations and corresponding
dramatic changes in the physical properties of matter.

In terms of elementary processes, XFEL-driven photoionization rates allow to
compete even with the Auger rates (autoionizing rates C are very large, order of
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1012–1016 s−1). The necessary XFEL intensities to “compete“ with the Auger effect
can be estimated according to (see also (10.169)):

Zþ s=2

�s=2

dt
Z1
En

dErizn Eð Þc~NFEL E; tð Þ[C: ð10:197Þ

Assuming a photon energy EFEL of the XFEL which is sufficient to proceed
toward effective photoionization, namely EFEL = En + 3dE, (dE 
 En, En is the
ionization energy of the inner-shell with principal quantum number “n”), we obtain
the following estimate:

IFEL [ 4� 10�1 � C � Z
4

n3
W
cm2

� �
: ð10:198Þ

As autoionizing rates scale approximately like C / Z0 (means almost inde-
pendent of Z in the hydrogenic approximation) the Z-scaling of (10.198) is
approximately given by

IFEL / Z4: ð10:199Þ

Let us consider the photoionization of the K-shell of Al I as an example:
Z � 10.8, n = 1, C � 1014 s−1, IFEL > 5 � 1017 W/cm2. As microfocusing is a
standard setup at the XFEL installations (usually realized with Beryllium lenses),
intensities of the order of 1017 W/cm2 can be achieved allowing photoionization of
inner-shells to compete with the Auger rate. Also sub-microfocusing was demon-
strated employing a four-mirror focusing system in Kirkpatrick–Baez geometry.
This allowed to reach focal spot sizes down to 0.05 lm and intensities up to
1020 W/cm2 (achieved at the SACLA XFEL (Mimura et al. 2014)). We note that
the competition between the photoionization of inner-shells and the autoionization
means that the change in atomic populations due to photoionization is essential
compared to the Auger rate that destroys the inner-shell excited autoionizing state.

10.6.4.2 Hollow Ion Formation

Apart the threshold intensity of (10.198), the characteristic Auger time scale is
another important issue. Before XFEL’s became available for dense plasma physics
experiments, it was proposed (Rosmej 2007, Rosmej and Lee 2007) on the basis of
simulations carried out with the MARIA code that “beating the Auger clock” will
allow massive creation of hollow ions and permit their observation via the char-
acteristic X-ray emission. Let us consider the relevant physics via an example:
creation of hollow ion K0LX configurations and corresponding characteristic
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inner-shell X-ray emission. We start from the K2LX configurations. Photoionization
of the K-shell creates the state

K2LN þ �hxXFEL ! K1LN þ ephoto;1: ð10:200Þ

In order to proceed with interesting processes from the XFEL-produced single
hole state K1LX, the duration of the XFEL pulse (being responsible for the first
photoionization) must be of the order of the characteristic Auger time scale. As the
operating VUV/X-ray FEL facilities propose the requested pulse durations (order of
10–100 fs), photoionization may further proceed from the single K-hole state to
produce a second K-hole (hollow ion):

K1LN þ �hxXFEL ! K0LN þ ephoto;2: ð10:201Þ

The existence of the double K-hole configuration K0LX can easily be identified
via the characteristic hollow ion X-ray transitions that are located approximately
between Lya and Hea of highly charged ions (Faenov et al. 1999; Rosmej et al.
2015):

K0LN ! K1LN�1 þ �hxhollow: ð10:202Þ

Ab initio calculations with the MARIA code that include radiation field physics
(see Sect. 10.6.2) demonstrate that hollow ion production is effective and observ-
able levels of characteristic X-ray emission are achieved. These simulations have
lead to a proposal for hollow ion research in dense plasmas at planed XFEL
installations (Rosmej 2007, Rosmej and Lee 2007).

The central wavelengths of hollow ion emission groups can be approximated by
(Rosmej et al. 2015):

kðK0LN ! K1LN�1Þ � 1:215� 10�7 m

Zn � rLya � rL � ðN � 1Þ	 
2 ; ð10:203Þ

rLya ¼ �a1ðZn � 3Þ � a3ðZn � 3Þ3 ð10:204Þ

with a1 = 6.17094 � 10−4 and a3 = 9.15902 � 10−6 resulting in an approximation
with spectroscopic precision for Zn = 3–56 (Zn is the nuclear charge).
Equation (10.204) includes the negative screening that is important for higher Z-
elements, e.g., for Zn = 56, rLya = −1.397. From Hartree–Fock calculations, we
obtain a screening constant for the L-shell electrons, rL � 0.07 for He-like until
O-like ions for each supplementary electron in the L-shell.

In order to estimate which hollow ion transitions are located between the H-like
Lya and He-like Hea transitions, we can estimate the transition energies in the
optical electron model:
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DE ¼ 3
4
Z2
effRy; ð10:205Þ

where Ry = 13.6058 eV and the effective charge is given by

Zeff ¼ Zn � r: ð10:206Þ

Zn is the nuclear charge and r is a screening constant. For the He-like resonance
line Hea = 1s2p 1P1–1s

2 1S0, the screening constant can be approximated by

rHea ¼ r0 � a1ðZn � 8Þ � a3ðZn � 8Þ3; ð10:207Þ

where r0 = 0.50417, a1 = 3.4565 � 10−3, a3 = 1.16632 � 10−5. The application
of this formula results in wavelength calculations with spectroscopic precision for
Zn = 6–56 (note that the approximation according to (10.207) includes also nega-
tive screening effects for high Z-elements).

Figure 10.51 shows the time evolution of the characteristic X-ray emission of
H-like Lya (2p–1s), He-like resonance line (1s2p

1P1–1s
2 1S0) as well as the X-ray

emission originating from hollow ions: K0L2–K1L1 and K0L3–K1L2. The MARIA
simulations have been carried out for an intense XFEL beam that is interacting with
a dense Mg plasma (see Fig. 10.45) with electron density ne = 1021 cm−3 and
electron temperature kTe = 30 eV. The photon energy is EFEL = 3100 eV, pulse
duration s = 100 fs, and a photon density ~N0 ¼ 1023 cm�3 (corresponding to an
intensity of Imax = 3.7 � 1017 W/cm2). As can be seen from Fig. 10.51, the
intensity of the hollow ion X-ray emission is of the order of the H-like and He-like
resonance line emissions that are known to be observable.

Let us clearly identify the real importance of the successive photoionization for
the hollow ion X-ray emission (10.200)–(10.202). Figure 10.52 shows the temporal
evolution when all photoionization channels are included in the simulations (solid
curves) and when photoionization from and to the states that involve a K1-electron

Fig. 10.51 MARIA
simulations of the temporal
evolution of various line
intensities after interaction of
the XFEL pulse with a dense
Mg plasma plume,
EFEL = 3100 eV, s = 100 fs,
~N0 ¼ 1023 cm�3,
Imax = 3.7 � 1017 W/cm2,
ne = 1021 cm−3, kTe = 30 eV
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are artificially switched off (dashed curves in Fig. 10.52). It can clearly be seen that
the hollow ion X-ray emission is practically absent when photoionization from K1 is
off: The remaining intensities are due to collisional effects. This means that in a
proof of principal simulation with the MARIA code, hollow ion production and
corresponding X-ray emission have been identified as driven by successive pho-
toionization from K2 and K1-electron states (see flash in Fig. 10.52). This is
equivalent to say that the XFEL allows beating the Auger clock to proceed toward
successive K-shell ionization before the autoionization/Auger effect disintegrates
the upper states.

The above-predicted double K-hole states produced via double inner-shell pho-
toionization (see relations (10.200)–(10.202)) (Rosmej 2007; Rosmej and Lee 2007)
had later been observed in experiments at the XFEL LCLS (Cryan et al. 2010).

Hollow ions can also be excited in a regime where photoionization is followed
by resonant photoexcitation (Rosmej et al. 2015):

K2LN þ �hxXFEL ! K1LN þ ephoto;1; ð10:208Þ

K1LN þ �hxXFEL ! K0LNþ 1; ð10:209Þ

K0LNþ 1 ! K1LN þ �hxhollow: ð10:210Þ

Contrary to the regime of double photoionization (10.200)–(10.202), pho-
toionization followed by resonant photoexcitation depends strongly on the photon
energy because the photon energy has to be large enough for single K-shell pho-
toionization and, at the same time, need to match the resonance energy. In this
respect, ionization potential depression may therefore have an important influence
on the spectral distribution as it may permit to excite emission from higher charge
states. This has been extensively explored in [Deschaud et al. 2020] where a general

Fig. 10.52 MARIA simulations of the temporal evolution of various line intensities after
interaction of the XFEL pulse with a dense Mg plasma plume, EFEL = 3100 eV, s = 100 fs,
~N0 ¼ 1023 cm�3, Imax = 3.7 � 1017 W/cm2, ne = 1021 cm−3, kTe = 30 eV
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method of ionization potential depression analysis has been proposed that was
based on a 2-dimensional map (frequency of target emission versus XFEL photon
frequency) of highly resolved hollow ion X-ray emission.

Figure 10.53 shows a simulation of the hollow ion X-ray emission of aluminum
coupling the time-dependent atomic population kinetics (see (10.184)–(10.189)
and (6.22)–(6.28)) of the energy balance equation (Deschaud et al. 2014; Rosmej
et al. 2015)

dE
dt

¼ Pabs � Prad; ð10:211Þ

where Pabs is the power absorbed from the radiation field and Prad is the power
emitted via radiative recombination, spontaneous and stimulated emission.
A photon energy of EXFEL = 1660 eV was chosen permitting strong emission
around the inner-shell transitions originating from the K0L5 configuration (see blue
bar in Fig. 10.53). In dense plasmas, collisional ionization may further populate
higher charge states and emission up to K0L3 is therefore observed. Also shown in
Fig. 10.53 is a simulation for EXFEL = 3000 eV (dashed line). The comparison
between the solid black and dashed line in Fig. 10.53 demonstrates that the regime
of photoionization-excitation (10.208)–(10.210) can strongly increase the popula-
tion of a certain hollow ion state.

10.6.4.3 X-ray Emission Switches for Ultrafast Dense Matter
Investigations

The X-ray emission of hollow ions discussed in the forgoing paragraph provides
outstanding possibilities to investigate dense exotic states of matter that just exist
during the interaction of the XFEL pulse with matter (Rosmej et al. 2007).
Figure 10.54 shows the temporal evolution of the hollow ion X-ray emission

Fig. 10.53 Hollow ion X-ray
emission excited by a
combination of
photoionization–resonance
photoexcitation,
EXFEL = 1660 eV,
sXFEL = 80 fs, IXFEL = 1017

W/cm2 including the temporal
evolution of the plasma
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K0L3 ! K1L2 þ hmHollow ion of Fig. 10.51 on a linear intensity scale (Rosmej and
Lee 2007). The simulations demonstrate that the FWHM of the X-ray emission is
only 50 fs and temporally located very close to the XFEL pulse. Therefore, dense
matter properties that are just produced during the XFEL interaction can be studied
via the hollow ion X-ray emission emitted from the matter under study.

Let us discuss in more detail the outstanding properties of the characteristic
hollow ion X-ray emission for the K0LX-configurations for dense matter
investigations:

(a) Small opacity of hollow ion X-ray transitions
Spectroscopic investigations of dense matter suffer usually from opacity effects
because even in the X-ray range, a line photon can be absorbed and reemitted
many times. In this respect, X-ray hollow ion transitions have the advantageous
feature of almost negligible opacity. This can be understood as follows. The
hollow ion opacity effects can be estimated considering a simple balance
equation for the populations K1LN (absorbing lower states) and K2LN−2 (atomic
ground state) that is driven by dielectronic capture:

n K1LN
	 


AþCf g � n K2LN�2	 

ne DCh i; ð10:212Þ

where ne DCh i (where ne is the electron density) is the dielectronic capture rate into
the state K2LN−2 that is balanced by radiative decay A and autoionization C of state
K1LN. This provides

n K1LNð Þ
n K2LN�2ð Þ � ne � g K1LNð Þ

g K2LN�2ð Þ � a �
C

AþC
� exp �EC=kTeð Þ

kTeð Þ3=2
; ð10:213Þ

where a is the constant for dielectronic capture a ¼ 1:66� 10�22 cm3 s�1ð Þ, ne the
electron density in [cm−3], the electron temperature kTe in [eV], EC is the capture
energy in [eV], autoionizing rate C in [s−1] and radiative decay rate A in [s−1]. Let
us estimate the right-hand side of (10.213):

Fig. 10.54 MARIA
simulations of the temporal
evolution of the hollow ion
X-ray emission induced by
the interaction of a XFEL
pulse with a dense Mg plasma
plume, EFEL = 3100 eV,
s = 100 fs, ~N0 ¼ 1023cm�3,
Imax = 3.7 � 1017 W/cm2,
ne = 1021 cm−3, kTe = 30 eV
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n K1LNð Þ
n K2LN�2ð Þ �

ne
cm�3 � 10 � 2� 10�22 � 1 � 10�5. . .10�9	 


: ð10:214Þ

Therefore even for an electron density of 1023 cm−3, the population of K1LN is
about three–seven orders of magnitude smaller than those of the states K2LN−2. The
line center bound–bound opacity for a Doppler broadened line can then be esti-
mated by (see also Sect. 1.1.4)

s0;ij � 1:08� 10�10 kji
ðmÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MðamuÞ
Ti eVð Þ

s
fji
nðK1LNÞ
ðcm�3Þ

Leff
ðlmÞ ; ð10:215Þ

where Ti is the ion temperature, M the number of nucleons, k the wavelength, f the
oscillator strength, n(K1LN) the absorbing lower-level density, and Leff the effective
photon path length. Let us assume a dense laser-produced plasma with an electron
density of ne = 1023 cm−3, ion temperature of Ti = 1 keV, and the plasma
dimension of Leff = 30 lm. Assuming an aluminum plasma, M = 27,
k = 7 � 10−10 m, f = 0.2, average charge state of 10, a fraction of 0.1 in the charge
states K2LN−2 (resulting in a density n(K2LN−2) � 0.1 � 1023 cm−3/10 = 1021 cm−3

and, according to (10.124), in an absorbing ground state density of
n(K1LN) � 1014–1018 cm−3). The line center opacity is therefore about
s0 hollowð Þ � 10�6. . .10�1 
 1. Note that at the same time resonance line opacity
is many orders of magnitude larger, s0 resonanceð Þ � 103 � 1. Hollow ion X-ray
emission is therefore expected to escape even from a super-dense plasma, whereas
resonance line emission is strongly absorbed.

(b) Suppression of low-density recombining plasmas
A further advantageous property concerns the transient evolution (Rosmej et al.
2007). Resonance line emission is not only sensitive to collisional excitation at
high densities but to the low-density recombination regime too (due to radiative
cascades). Therefore, interesting high-density features that usually appear at the
beginning of the laser pulse may be seriously masked by high intensity but
low-density emission.

K0LN-Hollow ion formation (N = 3–8), however, is rather insensitive to the
radiative recombination regime because this population process has to proceed from
the hollow ion states K0LN−1: XðK0LN�1Þþ e ! XðK0LNÞþ �hxrad:recom. The states
K0LN−1 are barely populated as dielectronic capture XðK1LN�2Þþ e ! XðK0LNÞ
and collisional inner-shell excitation XðK1LN�1Þþ e ! XðK0LNÞþ e have to pro-
ceed from single K-hole states (rather than from highly populated ground states). In
addition, dielectronic capture rate coefficients DCh i are very small at low temper-
atures (radiative recombination regime) because in the X-ray spectral range the
capture energy EC is very large (order of keV). This results practically in an almost
exponential cutoff of the capture rate
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DCh i / kTeð Þ�3=2 � exp �EC=kTeð Þ: ð10:216Þ

Therefore, single K-hole configurations are barely populated and in turn double
K-hole configurations too. The same holds true for inner-shell excitation from K- to
L-shell. Therefore, the population of hollow ion configurations is not expected to be
sensitive to the long lasting radiative recombination regime (see also Fig. 10.51).

In conclusion due to small opacity, negligible influence of overlapping
low-density recombining regimes and the short time scale (some 10 fs, see
Fig. 10.54) hollow ion X-ray emission is a very suitable diagnostic for the study of
short living dense matter samples because interesting properties of dense matter
samples exist essentially only during the period of laser-matter interaction itself
(Rosmej and Lee 2007; Rosmej et al. 2007, 2009; Deschaud et al. 2020). We note
that X-ray streak cameras may help to suppress emission from the recombination
regime, see Fig. 10.51; however, they will hardly be able to streak down to 50 fs
(current limits are about 0.5 ps).

10.6.4.4 Transparent Materials and Saturated Absorption

A material is transparent to photons at certain energies, if neither photoabsorption
nor photopumping is effective at these photon wavelengths. As the photon
absorption is related to the various photon opacities (see (1.54)–(1.56)), this effect is
strongly related to the density of the atomic populations: In the case of photoion-
ization, it is the population density of the state that is photoionized, in the case of
photopumping it is the lower state of the atomic transition.

As has been shown in the forgoing paragraphs, XFEL radiation allows to
effectively change atomic populations in the X-ray energy range. This permits also
to selectively deplete atomic populations. If these populations are related to
photoionization/photopumping transparency to the XFEL radiation itself is induced
and a so-called saturated absorption regime is achieved.

Saturated absorption has been observed at the XUV–FEL FLASH (Nagler et al.
2009) in the framework of the spectroscopic beam time proposal at FLASH
(Riley et al. 2009) irradiating solid Al foils with a 92 eV FEL beam in the pho-
toionization regime:

1s22s22p63s23p1 þ �hxXFEL ! 1s22s22p53s23p1 þ ephoto: ð10:217Þ

As photoionization of a 2p-electron from the 2p6-configuration is the most
effective and a second photoionization (means the creation of a 2p4-configuration)
seems energetically not probable the ionization of almost all 2p6-configurations will
induce transparence to the 92 eV XUV-laser radiation. Solid aluminum has
therefore turned transparent for 92 eV photons. We note that transparency is limited
by the principle of detailed balance: Stimulated photoemission (10.189) and stim-
ulated radiative recombination (10.187) sets a definite limit to that what can actually
be observed. Also three-body recombination in dense matter will destroy the hole
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states, thereby driving the saturation regime to higher intensities (see also
Sect. 10.6.4.6).

Saturated absorption implies enhanced homogeneity of the irradiated material, as
no more geometrical energy deposition peaks exist. This effect is well known from
the stopping of relativistic heavy ion beams in matter: If the Bragg peak is placed
outside the target, almost homogenous parameter conditions are meet
(Kozyreva et al. 2003; Tauschwitz et al. 2007).

The term “transparent aluminum” is also known to the non-scientific society
from the science fiction series “Stark Trek” (Wiki 2021): The chief engineer M.
Scott has invented transparent aluminum to fabricate windows that have the
strength and density of solid aluminum for its use to transport whales in an
aquarium. This has moved XFEL research to the frontiers of science fiction
(Larousserie 2009).

10.6.4.5 Exotic States of Dense Matter: Hollow Crystals

According to (10.165), a typical XFEL intensity at some keV photon energy
implies a photon density ~N0 of the order of solid density:

~N0 ¼ IFEL;dE;s
4 � c � erf 2 ffiffiffiffiffiffiffi

ln 2
p	 
 � EFEL

� 3:6� 108 �
IFEL;dE;s W=cm2

� �
EFEL eVð Þ 1=cm3

 �
:

ð10:218Þ

E.g., for IFEL;dE;s ¼ 1017 W/cm2 and EFEL ¼ 2000 eV we obtain
~N0 ¼ 1:8 � 1022 cm�3. Therefore, inside the XFEL light pencil there exists a
photon for almost every atom in the lattice structure. Due to X-ray pulse durations

Fig. 10.55 Schematic evolution of XFEL interaction with matter. a Interaction with cold solid,
b interaction with heated solid, c–d evolution of dense matter; see text
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that are of the order of (or even smaller) than the characteristic Auger time scale, the
irradiation of solids with XFEL allows a sudden photoionization of inner-shells for
almost all atoms in the lattice. Consequently, almost every atom is transformed to
an autoionizing state followed by a massive burst of Auger electrons on the time
scale of some 10 fs.

Figure 10.55 schematically illustrates these processes and the subsequent evo-
lution. In Fig. 10.55a, a high-intensity XFEL beam interacts with the solid and
creates for almost every atom a photoelectron. Therefore, almost every atom has
lost one electron in the inner-shell leading to the creation of a very exotic state, a
dense hollow crystal (Fig. 10.55b). Due to the core hole vacancies, the hole states
are autoionizing and decay on the Auger time scale (some 10 fs). Therefore, the
hollow crystal is a very short living exotic state of matter with subsequent transi-
tions to Warm Dense Matter (Fig. 10.55c) and strongly coupled plasmas
(Fig. 10.55d).

10.6.4.6 New Role of Elementary Processes: Auger Electron
and Three-Body Recombination Heating

As demonstrated by (10.218), almost every atom in the lattice structure is con-
cerned by the creation of photo- and Auger electrons. Therefore, Auger and pho-
toelectrons have also near solid density. The photoelectrons have kinetic energy

Fig. 10.56 Simulation of the time evolution of the electron temperature in XUV–FEL interaction
with solid aluminum (solid black curve). Dashed red curve shows a simulation suppressing the
three-body recombination rates by a factor of 10. The dramatic difference between the red dashed
and solid black curves identifies three-body recombination as an important mechanism in the
material heating. Simulation parameters: IFEL = 1016 W/cm2, EFEL = 92 eV, sFEL = 15 fs

10.6 Atomic Physics in Dense Plasmas with X-ray Free Electron Lasers 571



Ephoto given by the difference of the XFEL photon energy EXFEL and the ionization
energy Ecore of the core electron, i.e.

Ephoto ¼ EXFEL � Ecore; ð10:219Þ

while the Auger electrons have characteristic energies that correspond to the
dielectronic capture energy (see also Fig. 5.1). The photoelectron kinetic energy
can therefore be close to zero if the XFEL is tuned exactly to the ionization energy.
This is distinct different for the Auger electrons that have kinetic energies corre-
sponding to the capture energy that is independent of the photon energy (if the
photon energy exceeds the ionization energy to create a core hole state). As the
capture energy of core hole states is of the order of 0:5 � Z2

effRy, the Auger electron
kinetic energy is very large because it is of the order of the core hole ionization
energy. Therefore, Auger electron kinetic energy constitutes an important contri-
bution to the material heating in XFEL solid matter interaction.

Due to the high density, Auger and photoelectrons equilibrate rapidly with the
“cold” conduction band electrons (fs…10 fs time scale) thereby creating a common
“bath” of dense electrons with a temperature much less than the original kinetic
energies. Therefore, efficient three-body recombination (due to high density and
low temperature) into the original hole states can take place from this bath of dense
electrons. As can be seen from (10.117), three-body recombination between the
atom/ion and the two continuum electrons with energies E1 and E2 transfers back
the ionization energy Ei to the continuum electron with energy E, i.e.,

E � E1 � E2 ¼ Ei: ð10:220Þ

Three-body recombination influences therefore on the heating of dense matter
(Deschaud et al. 2015) as indicated schematically in Fig. 10.55b, c. Therefore, the
well-known elementary processes photoionization, autoionization, and three-body
recombination contribute also directly to the material heating and attribute a new
role to these elementary atomic physics cross sections in the XFEL-induced
material heating.

The importance of three-body recombination for the material heating is
demonstrated in Fig. 10.56. via a zero-dimensional simulation of the XUV–FEL
interaction with solid aluminum (Deschaud et al. 2015) solving (10.184)–(10.189),
(10.211) for an intensity of IFEL = 1016 W/cm2, photon energy of EXFEL = 92 eV,
and pulse duration of s = 15 fs. The solid black curve shows the time evolution of
the electron temperature, while the dashed red curve shows the electron temperature
when the three-body recombination rates are reduced by a factor of 10. The green
dashed-dot curve shows the electron temperature when the collisional ionization
rates are reduced by a factor of 10. The comparison of the red dashed curve and the
solid black curves identifies the important role of three-body recombination as a
heating mechanism: Suppressing the three-body recombination by a factor of 10
reduces the maximum temperature considerably (note that changing one elementary
processes in a consistent simulation may induce also changes for other processes;
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therefore, the change in the electron temperature as shown in Fig. 10.56 is only
presented to qualitatively indicate the influence of three-body recombination).
Therefore, turning back the ionization energy to the continuum according to
(10.220) is important for the material heating. At the same time, the absorbing
ground states are recreated from which further photoabsorption in the light pencil
can take place. This phenomenon strongly influences on the absorption of the
material and at high intensities, one atom can even absorb more than one photon
during the FEL pulse duration.

A corresponding effect is seen for collisional ionization. If it is reduced by a
factor of 10 (see green dashed-dotted line in Fig. 10.56), the electron temperature
increases. This indicates that collisional ionization is an important energy loss
mechanism for the energy balance (10.211).

In order to study and validate the various heating mechanisms with independent
methods, high-resolution spectroscopic studies have been undertaken (Galtier et al.
2011) in the framework of the first high-energy-density experiment at the XUV–
FEL FLASH (Riley et al. 2009). Figure 10.57 shows the experimental spectrum of
aluminum in the spectral range from 12 to 20 nm. The blue curve in Fig. 10.57a
shows a simulation of the Ne-like transitions 1s22s22p53l ! 1s22s22p6 þ �hxAlVI of
Al IV. The comparison of the data (back curve) with the simulations (blue curve)
identifies the principal transitions near 16 nm that are originating from the reso-
nance transitions 1s22s22p53s ! 1s22s22p6 þ �hx but shows strong discrepancies
near 13 nm where potentially the resonance transitions 1s22s22p53d !
1s22s22p6 þ �hx are located. Also systematic discrepancies are observed on the red
wings of both types of resonance transitions (indicated with red flashes in
Fig. 10.57a). Atomic structure calculations show that the experimentally observed
intensities on the red wing of the 3s- and 3d-resonance transitions near 13 and
16 nm can be attributed to Na-like (red dashed curve in Fig. 10.57b) and Mg-like
(red solid curve in Fig. 10.57b) dielectronic satellite transitions of the type
K2L7M2 ! K2L8M1 þ �hxsat and K2L7M3 ! K2L8M2 þ �hxsat, respectively.
Taking into account these satellite transitions results in a perfect agreement with the
data as demonstrated in Fig. 10.57b (green solid curve).

The simulations show that the spectral distributions of these Na- and Mg-like
satellite transitions are very sensitive to the electron temperature. Figure 10.58
demonstrates this temperature sensitivity for the Na-like satellites. The best fit to the
data (Fig. 10.57b) is obtained for kTe ¼ 25 eV� 10 eV. The intriguing point of the
use of the Na-like and Mg-like dielectronic satellite transitions is that their corre-
sponding upper states are autoionizing with very large Auger rates to ground and
excited states (Petitdemange and Rosmej 2013). Therefore, the characteristic time
of photon emission sji is very small as it is dominated by the Auger rates:

sji ¼ 1
Aji þCji þCji þ

P
k Cjk

� 1P
k Cjk

� 1. . .10 fs: ð10:221Þ
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Fig. 10.57 MARIA simulations of the XUV spectra induced by XUV–FEL interaction with solid
aluminum. a Simulations taking into account only the Ne-like transitions K2L7M1

–K2L8 (blue solid
curve), b simulations taking into account the Ne-like transitions K2L7M1

–K2L8 as well as
transitions from dielectronic satellites of Na-like (red dashed curve) and Mg-like (red solid curve)
aluminum, K2L7M2

–K2L8M1 and K2L7M3
–K2L8M2 respectively

Fig. 10.58 MARIA
simulation of the spectral
distribution of the Na-like
dielectronic satellites
K2L7M2

–K2L8M1 of
aluminum in dependence of
the electron temperature
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Consequently, the corresponding emission is closely related to the instants of
XUV–FEL interaction with the near solid matter (see also discussion in relation
with Figs. 10.51 and 10.54). It is important to note that for the temperature
determination, only the spectral distribution of the Na-like and Mg-like dielectronic
satellites has been used while the intensity contribution from the Ne-like resonance
lines (blue curve in Fig. 10.57a) is only taking into account to obtain the correct
contribution of the Na-like and Mg-like satellites. In fact, the simulations demon-
strate that the Ne-like resonance contributions show emission at about 8 eV, which
is significantly lower than the temperature obtained from the satellite contribution
(Galtier et al. 2011). This is understandable because the resonance line intensities
have also contributions from the low-density, low-temperature recombining regime
(see also discussion in relation with Fig. 10.51) because their radiative decay rates
are of the order of 109–1011 s indicating self emission about 0.1 ns after interaction,
i.e., much after the XFEL-pulse interaction with matter.

In order to develop a consistent picture for the spectral interpretation, we can
estimate the electron density from the Saha–Boltzmann equation (see (6.11))
applied to the two different charge states corresponding to the upper states of the
Na- and Mg-like dielectronic satellite transitions. This can be realized because the
best fit of the data presented in Fig. 10.57b delivers likewise the integral intensity
ratio of the Na- and Mg-like satellite emission. This results in a density estimate of
ne � 5� 1022 cm�3 (Galtier et al. 2011) and indicates that the emission spectra
have been recorded while the material density is still at a significant fraction of the
solid density (but still some expansion of the heated solid aluminum has already
taken place). Assuming a simple adiabatic model for the plasma expansion, electron
temperature decreases about a factor of 0.42 (assuming a density decrease from
solid density to ne � 5� 1022 cm�3) compared to the case where immobile matter
(zero-dimensional model) is heated. Therefore, the maximum temperature of the
simulations presented in Fig. 10.56 has to be decreased by about a factor of 0.42 to
be compared with the data. With these corrections, we obtain from the simulations
(Fig. 10.56) of the experiment (Fig. 10.57) an electron temperature of about kTe �
0:42� 40�50ð Þ eV ¼ 17�21 eV (note that the experimentally measured intensity
is uncertain by about a factor 2 resulting in the given temperature interval of about
40–50 eV for the simulations (Deschaud et al. 2014). This value is in reasonable
agreement with the spectroscopic measurement of kTe � 25� 10ð Þ eV.

The particular remarkable point in this agreement is that the spectroscopically
determined temperature is significantly higher than expected from a model that invokes
photoelectron heating only. Assuming an ionization potential of the 2p6 electron of
Ecore = 73 eV (LII- and LIII-edges of solid cold aluminum), the photoelectrons have
kinetic energies of Ephoto = EXFEL − Ecore = 92 eV − 73 eV = 19 eV. Assuming
photoionization to the bottom of the valence band (due to heating the Fermi distribution
creates free places below the Fermi energy) results in a kinetic energy of
Ephoto = EXFEL −Ecore + eF = 92 eV − 73 eV + 12 eV = 31 eV (eF = 12 eV is the
Fermi energy of solid cold aluminum). Thus, a kinetic energy of 19–31 eV is rapidly
distributed among the four electrons in the valence band (because cold solid aluminum
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has three valence band electrons). Assuming an equal distribution of the kinetic energy
among the four electrons results in an electron temperature of about 8 eV. This value is
significantly lower than the spectroscopic measurements.

Therefore, for the first time spectroscopic analysis has identified a new heating
mechanisms, Auger electron and three-body recombination heating, as important
processes in the material heating in FEL interaction with solids (Galtier et al. 2011)
while reasonable agreement with emerging simulations was obtained.

It is interesting to see from the simulations of Fig. 10.56 that an electron tem-
perature of about 28 eV is obtained at maximum pulse (see blue dashed line in
Fig. 10.56). This value is close to a temperature, obtained from photoelectron and
Auger heating only. This can be seen as follows. The Auger kinetic energy is about
70 eV resulting into an additional heating of the valence band electrons that have
already been heated to about 8 eV from the photoelectron kinetic access energy.
Assuming equal energy partition between 3 electrons at 8 eV and one electron at
70 eV results into an average electron temperature of about 24 eV.

With respect to Fig. 10.55, we arrive therefore at the following approximate
qualitative picture of solid material heating in XUV- and X-ray FEL interaction.
After intense XFEL irradiation of a solid, almost every atom has a core hole from
photoionization, Fig. 10.55a. Photoelectron kinetic energy preheats the valence
band electrons. As the core hole states are autoionizing, Auger electron kinetic
energy rapidly contributes to the material heating, Fig. 10.55b. As almost every
atom is concerned, photoelectrons and Auger electrons have near solid density and
three-body recombination from the valence band heated electrons refills the core
holes resulting into a further material heating, Fig. 10.55c. The three-body
recombination results also into a recreation of absorbing states thereby increasing
further absorption and heating. After the laser pulse is off, a warm dense matter
sample and ion displacements develop (Fig. 10.55c) resulting finally in a strongly
coupled plasma, Fig. 10.55d. The various steps shown in Fig. 10.55a–d are selected
in order to roughly guide the origin of some physical mechanism. Really, there is
considerably overlap between these regimes and impact of other phenomena (e.g.,
non-Maxwellian energy distributions).

We finally note that in principle synchrotron radiation may also produce Auger
electrons via photoionization of inner-shells; however, the low intensity makes
Auger emission a rare process compared to an important number of atoms that are
not concerned (note that this is not a contradiction to the fact that Auger electron
spectra can be well measured). Therefore, no heating of the crystal is induced via
Auger electron heating. Moreover, synchrotron radiation does not allow pho-
toionization on the Auger time scale. Therefore, creation of exotic states of matter
such as “hollow crystals” and “transparent solids” are almost impossible.

576 10 Applications to Plasma Spectroscopy



10.6.5 Generalized Atomic Physics Processes

Numerical atomic structure calculations show that transitions in solids involving
hole states are reasonably approximated by the free atom approach. For example,
for aluminum, that has been discussed above Hartree–Fock calculations (Cowan
1981) that contain only the Al II configurations 1s22s22p63s2, 1s22s22p53s23p1,
1s22s12p63s23p1, and 1s12s22p63s23p1 provide for the Ka-transitions a wavelength
of about 0.833 nm whereas the measured values are about 0.834 nm. Even for the
Kb-transition, the calculated value of 0.793 nm is in reasonable agreement with the
measurements of 0.796 nm. This indicates that the framework of the standard
atomic population kinetics as outlined in Chap. 6 might be useful (including some
corrections) for the populations of inner-shells that play a key role for the energy
deposition in the XFEL interaction with matter (and also for spectroscopic
diagnostic).

10.6.5.1 Generalized Three-Body Recombination and Autoionization

In order to maintain the standard rate equation approach for the core hole popu-
lation kinetics, it looks therefore reasonable for the above-discussed example of
aluminum to designate the atomic structure of the solid according to 1s22s22p6(VB)3

where (VB)3 indicates the valence band that is occupied with three electrons (i.e.,
the conduction band for the present case of aluminum). In order to make this
spectroscopic designation meaningful, we need to establish a population kinetic link
between the core 1s22s22p6 and the valence band (VB)3. This link has to be
established from the cold solid to the heated solid. This is equivalent to the defi-
nition of transition matrix elements WkZ0 jZ that create this link via generalized
atomic physics processes (Deschaud et al. 2014) in order to establish the core hole
kinetics via the set of equations

dnjZ
dt

¼ �njZ
XZn
Z0¼0

XNZ0

iZ0 ¼1

WjZiZ0 þ
XZn
Z 0¼0

XNZ0

kZ0¼1

nkZ0WkZ0 jZ ; ð10:222Þ

where the levels jZ are generalized levels that contain the core hole states and the
valence band while the corresponding matrix elements WkZ0 jZ are generalized matrix
elements. For transparence of the discussion, let us first consider the Auger effect
(directly related to core hole states) that has been identified above as an direct
important heating mechanism:

ð1s22s22p5; 1s22s12p6; 1s12s22p6ÞðVBÞ3 ! 1s22s22p6ðVBÞ1 þ eAuger: ð10:223Þ

The processes according to relation (10.223) are important characteristic tran-
sitions in the cold solid state. These processes need to be matched to the free atom
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and extended up to high temperatures. For these purpose, let us consider for a
moment the valence band electrons (VB)3 as “free” electrons that recombine via
three-body recombination with the cores 1s22s22p5, 1s22s12p6, and 1s12s22p6. For
better transparency, we split the valence band (VB)3 into (VB)2(VB)1 in order to
depict two electrons that recombine with the cores:

ð1s22s22p5; 1s22s12p6; 1s12s22p6ÞðVBÞ2ðVBÞ1 ! 1s22s22p6ðVBÞ1 þ e: ð10:224Þ

Comparing relation (10.223) with (10.224), we realize that left-hand sides and
right-hand sides are formally equivalent for the same core hole states. This hints to
the idea that the characteristic Auger process in solids might be described by a
“generalized three-body recombination”:

ð1s22s22p5; 1s22s12p6; 1s12s22p6ÞðVBÞ2ðVBÞ1 ! 1s22s22p6ðVBÞ1ðVBÞ1:
ð10:225Þ

The generalization consists of two parts: First, the three-body recombination
turns into the Auger rate for cold solid matter, and, second, turns into the standard
three-body recombination if the temperature is high. Is it possible to generalize also
other atomic physics processes in order to be consistent for the whole population
kinetics?

10.6.5.2 Generalized Collisional Excitation, Ionization,
and Dielectronic Capture

Let us continue with collisional excitation. Excitation from the core to the valence
band (VB) has to be considered as ionization:

1s22s22p6ðVBÞ1ðVBÞ1 ! ð1s22s22p5; 1s22s12p6; 1s12s22p6ÞðVBÞ1ðVBÞ2:
ð10:226Þ

Within the same philosophy resonant capture to the VB according to

1s22s22p6ðVBÞ1ðVBÞ1 ! ð1s22s22p5; 1s22s12p6; 1s12s22p6ÞðVBÞ2ðVBÞ1 ð10:227Þ

is therefore a generalized ionization process for the core 1s22s22p6. This is con-
sistent with the principle of detailed balance: Resonant capture is the inverse pro-
cess of autoionization; autoionization is considered as a generalized three-body
recombination.
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10.6.5.3 Generalized Fluorescence and Radiative Recombination

What remains is fluorescence of an electron from the VB to a core level:

ð1s22s22p5; 1s22s12p6; 1s12s22p6ÞðVBÞ1ðVBÞ2 ! 1s22s22p6ðVBÞ2 þ �hx:

ð10:228Þ

This corresponds to a generalized radiative recombination process. This gener-
alized process represents therefore fluorescence at low temperature and turns into
standard radiative recombination for high temperatures.

Relations (10.223)–(10.228) indicate that the link from the core to the valence
band is realized by generalized processes while they are readily modified for dif-
ferent ionization stages. We note that transitions within the core, such as radiative
decay (e.g., K-alpha transitions), are incorporated in the standard manner as
motivated above.

10.6.5.4 The Heated Solid and Generalized Atomic Fermi–Dirac Rate
Coefficients

We now need to treat the case of a heated solid. As the Pauli principle drives the
behavior of the VB electrons in the cold solid, the Fermi–Dirac statistics for the
electron energy distribution function and also for the calculation of the rate matrix
elements WjZ iZ0 of (10.222) has been proposed for the calculation of the W-matrix
elements (Deschaud et al. 2014, 2020). The use of the Fermi–Dirac distribution
function leads to important differences compared to the Maxwell–Boltzmann
statistics that is usually employed in atomic population kinetics. The Fermi–Dirac
distribution function of electrons in the valence band is given by

FFDðe; TeÞ ¼ 1
2p2ne

2me

�h2

� �3=2 ffiffi
e

p
e e�l Teð Þ½ �=kTe þ 1

; ð10:229Þ

where l(T) is the chemical potential that is determined from the normalization
condition

Z1
0

FFD � de ¼ 1: ð10:230Þ

At high temperatures, the Fermi–Dirac electron energy distribution function
naturally tends to the Maxwell–Boltzmann distribution function ensuring the con-
nection between the solid state and the plasma state. Thus, the notation
1s22s22p6(VB)3 (see relation (10.223)) corresponding to the cold solid state will
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designate, in the plasma picture, the configuration 1s22s22p6 with three free elec-
trons per atom in the electron energy distribution function.

Particular attention must be paid to the Pauli exclusion principle. For each
process of the transition matrix element WkZ0 jZ of (10.222), the vacancy of the free
states has to be accounted for. For example, in the cold solid, all the free states are
occupied with energy located below the Fermi energy eF. Therefore, any transition
into these states is forbidden. The solution to the Pauli principle in atomic kinetics
is the use Pauli-blocking factors according to

P E; Teð Þ ¼ 1� 1
1þ exp E � l Teð Þ½ �=kTeð Þ

� �
: ð10:231Þ

At high temperature, (10.231), it is equal to one (note that the high temperature

limit of the chemical potential is given by l Teð Þ � �kTe �

ln mekTeð Þ= 2p�h2n2=3e

� �h i3=2
Þ and the model reproduces the classical one but is

smaller than one for low temperatures where the occupation of the free states below
the Fermi edge decreases. At kTe = 0, there is no space in the distribution below eF
and thus, the factor is equal to 0 and blocks every rate transferring electrons below
eF.

Let us illustrate the introduction of this factor for the process of collisional
excitation included in (10.222). Its rate coefficient between the state configurations
iZ0 and jZ is calculated from

CiZ0 jZ ¼
Z1

DEiZ0 jZ

rexiZ0 jZ eð Þ �
ffiffiffiffiffiffi
2e
me

r
� FFD eð Þ � P e� DEiZ0 jZ

	 
 � de; ð10:232Þ

where rexjZiZ0 eð Þ is the collisional excitation cross section and DEiZ0 jZ is the difference
of energy between the two configurations. A free electron with energy e collides
with a bound electron and loses a part of its energy. In this process, the electron
moves in the electron energy distribution function from the energy e to the energy
e0 ¼ e� DEiZ0 jZ . The Pauli-blocking factor accounts here for the space available in
the EEDF at e0.

Let us investigate the principle of detailed balance if Fermi–Dirac distribution
function and Pauli-blocking factor are involved. The number of collisional exci-
tations Nex

iZ0 jZ
per unit time and unit volume between the states iZ0 and jZ driven by

electron collisions with electrons of energy e in the energy interval de and sec-
ondary electrons of energy e′ in the interval de′ is given by (ne is the electron
density)
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Nex
iZ0 jZ

¼ ne � niZ0 � rexiZ0 jZ eð Þ �
ffiffiffiffiffiffi
2e
me

r
� FFD eð Þ � P e0ð Þ � de: ð10:233Þ

In the same manner, the number of collisional de-excitations per unit time from
jZ to iZ0 is given by

Nde�ex
jZiZ0

¼ ne � njZ � rde�ex
jZiZ0

e0ð Þ �
ffiffiffiffiffiffi
2e0

me

s
� FFD e0ð Þ � P eð Þ � de0: ð10:234Þ

In local thermodynamic equilibrium (LTE), these two quantities (10.233) and
(10.234) are equal. Using the relation e ¼ e0 þDEiZ0 jZ with gives de ¼ de0 we obtain

NiZ0

NjZ
� rexiZ0 jZ eð Þ �

ffiffiffi
e
e0

r
� FFD eð Þ
FFD e0ð Þ �

P e0ð Þ
P eð Þ ¼ rde�ex

jZiZ0
e0ð Þ: ð10:235Þ

If we substitute the population ratio NiZ0=NjZ by the Boltzmann population (that
holds true in thermodynamic equilibrium), we obtain from (10.235)

rde�ex
jZiZ0

e0ð Þ ¼ rexiZ0 jZ eð Þ � giZ0
gjZ

� e
e0
: ð10:236Þ

Relation (10.236) is equivalent to the Klein–Rosseland formula of (10.113) and
does not anymore depend on the electron temperature (see also discussion in
Sect. 7.7.2). Therefore, the Fermi–Dirac electron energy distribution function
combined with the Pauli-blocking factor from (10.231) is consistent with the
principle of microreversibility. In the classical case, i.e., using a Maxwell–
Boltzmann electron energy distribution function without Pauli-blocking factors, we
obtain exactly the same relation, namely (10.113). In the degenerate case, the
Pauli-blocking factors are necessary to assure the principle of microreversibility.

We can also verify that a consistent introduction of the Pauli-blocking factors,
for all the other processes of the transition matrix WiZ0 jZ involving the VB, allows
one to maintain detailed balance from low to high temperatures. In particular, two
Pauli-blocking factors have to be invoked for the collisional ionization process as
two electrons are ejected. The inverse processes are then calculated using the
principle of detailed balance, as in the Maxwell–Boltzmann classical case.

The number of collisional ionization events per second and unit volume Niz
iZ0 jZ

from the configurations iZ0 to jZ driven by impacting electrons in the energy interval
de with energy e and secondary electrons in the interval de0 with energy e0 is given
by:

N iz
iZ0 jZ

¼ neniZ0 �
driziZ0 jZ
de0

�
ffiffiffiffiffiffi
2e
me

r
� FFD eð Þ � P e0ð Þ � P e00ð Þ � de � de0: ð10:237Þ
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driziZ0 jZ=de
0 is the differential collisional ionization cross section. The two

Pauli-blocking factors in expression (10.237) account for the available space at the
energies of the secondary electrons. In the same manner, the number of three-body
recombination events N3b

jZiZ0
from configuration jZ to iZ0 is given by

N3b
jZiZ0

¼ n2e � njZ �
dr3bjZiZ0
de0

� P eð Þ �
ffiffiffiffiffiffi
2e0

me

s
�
ffiffiffiffiffiffiffi
2e00

me

s
� FFD e0ð Þ � FFD e00ð Þ � de0 � de00;

ð10:238Þ

where dr3bjZiZ0=de
0 is the three-body differential cross section, e0 and e00 the energies

of two incoming electrons, and e the energy of the secondary electron. For a system
in thermodynamic equilibrium, the two quantities from (10.237) and (10.238) are
equal. Employing the relation of energy conservation e ¼ DEiZ0 jZ þ e0 þ e00 (see also
(10.117)) where for a fixed value of de0, one has de ¼ de00, we obtain

1
ne

� NiZ0

NjZ
� FFD eð Þ
FFD e0ð Þ � FFD e00ð Þ �

P e0ð Þ � P e00ð Þ
P eð Þ � dr

iz
iZ0 jZ

de0
�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
me � e
2e0 � e00

r
¼ dr3bjZiZ0

de0
: ð10:239Þ

In thermodynamic equilibrium, the relation between the populations of two
configurations of different ionization stages is given by the generalized Saha–
Boltzmann law, i.e.,

niZ0
njZ

¼ giZ0
gjZ

� exp DEiZ0 jZ þ l Teð Þ	 

=kTe

 �
: ð10:240Þ

Using (10.231), (10.237)–(10.240), we obtain the following relation between the
differential cross sections of ionization and three-body recombination:

giZ0
gjZ

� e
e0 � e00 �

p2�h3

2me
� dr

iz
iZ0 jZ

de0
¼ dr3bjZiZ0

de0
: ð10:241Þ

This expression is equivalent to the microreversibility relation and therefore
provides the proof of a consistent implementation of the Fermi–Dirac distribution
function and the Pauli principle. Indeed, the microreversibility relation does not
depend on the plasma parameters. One can verify that the same microreversibility
relation is obtained with a classical treatment, i.e., a Maxwell–Boltzmann distri-
bution, the classical Saha–Boltzmann law and without Pauli-blocking factors (see
also (10.107), (10.116), note that expression (10.116) employs the single electron
ionization cross section rather than the differential one as in (10.241)). In the
framework of the Fermi–Dirac statistics, it can only be obtained with the inclusion
of the Pauli-blocking factors. The total rate for the collisional ionization is therefore
given by
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IiZ0 jZ ¼ ne �
Z1
0

Z1
DEiZ0 jZ

driziZ0 jZ
de0

�
ffiffiffiffiffiffi
2e
me

r
� FFD eð Þ � P e0ð Þ � P e00ð Þ � de0 � de; ð10:242Þ

whereas the three-body recombination rate is given by

TjZiZ0 ¼ n2e �
Z1
0

Z1
0

dr3bjZiZ0
de0

�
ffiffiffiffiffiffiffiffiffiffi
4e0e00

m2
e

s
� FFD e0ð Þ � FFD e00ð Þ � P eð Þ � de0 � de00: ð10:243Þ

In the classical case (high temperature), the Pauli-blocking factors are P = 1 and
the Fermi–Dirac distribution function turns into the Maxwell–Boltzmann distribu-
tion. In order to establish a link between the cold and heated solid based on relations
(10.223)–(10.228), we employ the probability formalism discussed in Sect. 6.3.2.
The generalized three-body recombination rate can therefore be written as

T ðGÞ
jZiZ0

¼ 1� f ðTÞð Þ � CjZiZ0 þ f ðTÞ � TjZiZ0 : ð10:244Þ

CjZ0 iZ0 is the Auger rate for the cold solid from state jZ to state iZ0 and TjZiZ0 is the free
atom three-body recombination rate. The driving term for the probability is the
“free space” determined from the Fermi–Dirac statistics:

f ðTÞ ¼
Z1

lðTÞ

FFDðe; TÞde: ð10:245Þ

Fig. 10.59 Generalized three-body recombination rate coefficient “TBRC” of Al. The Fermi–
Dirac and Maxwell–Boltzmann rates are also displayed
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At zero temperature f(T = 0) = 0, the rate (10.244) is equal to CjZiZ0 while at high
temperatures f(T) approaches 1 and the rate tends to TjZiZ0 as it should be.

Figure 10.59 shows the generalized three-body recombination rate coefficient
from (10.244) using a solid-state Auger rate. For comparison, the three-body
coefficient TBRC integrated over a Fermi–Dirac distribution (10.243) is also
shown. It can clearly be seen that the probability formalism provides the transition
from the cold solid to the heated solid. With this new approach, we generalize the
role of the Auger decay presented above: From a state with an inner-shell hole, the
generalized three-body recombination recombines an electron and provides a new
target for a further photoionization. At high temperature, the collisional ionization
can compete with the three-body recombination and take out this electron. The
equilibrium between the three-body recombination, the photoionization, and the
collisional ionization is very important to properly calculate the energy deposition.

We now consider radiative recombination and apply likewise the probability
method for the generalized processes depicted in relation (10.228):

RðGÞ
jZiZ0

¼ 1� f ðTÞð Þ � AjZiZ0 þ f ðTÞ � RjZiZ0 ; ð10:246Þ

where AjZiZ0 is the fluorescence probability in the cold solid from state jZ to state iZ0

and RjZiZ0 is the radiative recombination rate given by (see also (10.122)):

RjZiZ0 ¼
Z1
0

rrjZiZ0 eð Þ �
ffiffiffiffiffiffi
2e
me

r
� FFD eð Þ � de: ð10:247Þ

Fig. 10.60 Experimental
XUV fluorescence spectra of
aluminum irradiated with
XUV–FEL photons at 92 eV
and pulse duration of 15 fs in
dependence of the irradiation
intensity. Ab initio
simulations with the
generalized atomic physics
approach that only varies the
XUV–FEL intensity results in
a good agreement with the
data
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The radiative recombination cross section is related to the photoionization cross
section via the Milne relation of (10.120).

Finally, we note that Fermi–Dirac rate coefficients have also been considered by
(Aslanyan and Tallents 2015), however, all essential calculations concerning the
Fermi–Dirac rates and the Pauli-blocking factors as well as their impact on the
XFEL interaction with matter is essentially a repetition of the work of
(Deschaud et al. 2014).

10.6.5.5 Fluorescence Emission of Warm Dense Matter

Figure 10.60 shows the simulations (Deschaud et al. 2015) of the XUV fluores-
cence spectra and the comparison with the measurements. Despite of the simplicity
of the generalized approach that employs a simple Fermi–Dirac distribution func-
tion (instead of the much more complex molecular dynamics (MD) or density
functional theory (DFT) simulations of the solid electronic structure and density),
the simulation of the spectral distribution of the fluorescence spectra (using
(10.245)) demonstrates very good agreement with the data [Vinko et al. 2010]
obtained during the FLASH experimental campaign [Riley et al. 2009]. Note, that
the calculations based on the density functional theory DFT [Vinko et al. 2010]
have been questioned [Iglesias 2011] and the critics to the DFT calculations of
[Vinko et al. 2014] have been renewed by [Rosmej 2018, Karasiev and Hu 2021]).

The simulations include the full time history for a certain irradiation intensity
from which then the final electron temperature (see, e.g., Fig. 10.56) has been
deduced. Note that in the experiments, the variation of the irradiation intensity has
been realized by defocusing the focusing optics and experimental measurements of
the irradiation intensity are somewhat uncertain (within a factor of about two). The
simulations for different intensities shown in Fig. 10.60 provide a quite good match
for the various fluorescence spectra (spectra have different offset for better pre-
sentation). For the two lowest intensities (first two spectra from bottom), simula-
tions for different intensities have been presented to demonstrate the sensitivity of
the spectral distribution with respect to the data. At the highest intensities shown in
Fig. 10.60 (spectrum at the top), line intensity develops due to the strong heating of
the solid. The line emission near 16 nm corresponds to those observed for very high
irradiation intensities as demonstrated in Fig. (10.57) and is due to 3s–
2p transitions.

Figure 10.60 demonstrates that the electron excitation due to the XUV–FEL
irradiation of a solid changes considerably the electron band structure. At tem-
peratures much above 1 eV, line emission of ionized aluminum develops indicating
that the heated valence band structure starts to disappear while for temperatures
below some eV, a warm dense matter sample that emits fluorescence radiation
exists.
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